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Preface

Adaptation plays a central role in dynamically changing systems. It is about
the ability of the system to “responsively” self-adjust upon change in the sur-
rounding environment. Like living creatures that have evolved over millions of
years developing ecological systems due to their self-adaptation and fitness ca-
pacity to the dynamic environment, systems undergo similar cycles to improve
or at least not weaken their performance when internal or external changes
take place. Internal or endogenous change bears on the physical structure of the
system (hardware and/or software components) due mainly to faults, knowl-
edge inconsistency, etc. It requires a certain number of adaptivity features such
as flexible deployment, self-testing, self-healing and self-correction. Extraneous
change touches on the environment implication such as the operational mode or
regime, non-stationarity of input, new knowledge facts, the need to cooperate
with other systems, etc. These two classes of change shed light on the research
avenues in smart and autonomous systems.

To meet the challenges of these systems, a sustainable effort needs to be de-
veloped: (1) adequate operational structures involving notions like self-healing,
self-testing, reconfiguration, etc.; (2) appropriate design concepts encompassing
self-x properties (self-organization, self-monitoring, etc.) to allow for autonomy
and optimal behavior in the (dynamically changing) environment; (3) efficient
computational algorithms targetting dynamic setting, life-long learning, evolv-
ing and adaptive behavior and structure. For this three-fold development direc-
tion, various design and computational models stemming from machine learning,
statistics, metaphors of nature inspired from biological and cognitive plausibility,
etc. can be of central relevance.

Due to its versatility, online adaptation is involved in various research areas
which are covered by the International Conference on Adaptive and Intelligent
Systems (ICAIS): neural networks, data mining, pattern recognition, computa-
tional intelligence, smart and agent-based systems, distributed systems, ubiq-
uitous environments, Internet, system engineering, hardware, etc. The ICAIS
conference strives to sharpen its focus on issues related to online adaptation and
learning in dynamically evolving environments and to expand the understanding
of all these inter-related concepts.

ICAIS is a biennial event. After the very successful ICAIS 2009, the con-
ference witnessed another success and become more attractive this year. The
number and quality of the papers substantially increased. ICAIS 2011 received
about 72 submissions from 24 countries around the world (Algeria, Austria,
Bangladesh, Belgium, Bulgaria, Chile, China, Croatia, Egypt, Estonia, France,
Germany, India, Indonesia, Iran, Italy, Japan, Romania, Poland, Serbia, Swe-
den, Tunisia, Turkey, UK), which underwent a rigorous and tough peer-review
process. All papers were refereed by, at least, two independent referees, most by
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three reviewers. Based on the referees’ reports, the Program Committee selected
36 full papers.

ICAIS 2011 was enhanced by four keynote speeches given by internationally
renowned researchers, presenting insights and ideas in the research areas cov-
ered by the conference. The rest of program featured interesting sessions. As we
worked hard to make ICAIS 2011 an enticing and informative event.

This volume and the whole conference are of course the result of team effort.
My thanks go to the local organizers, particularly to Annette Lippitsch and
Markus Künstner, to Saliha Dali, the Steering Committee, the Publicity Chair
and especially the Program Committee members and the reviewers for their
cooperation in the shaping of the conference and running the refereeing process.
I highly appreciate the hard work and timely feedback of the referees who did
an excellent job. I would like to thank all the authors and participants for their
interest in ICAIS 2011. Thank you for your time and effort in preparing and
submitting your papers and your patience throughout the long process. Your
work is the backbone of this conference.

The support of the University of Klagenfurt and the Department of Informatics-
Systems was crucial in making this event happen. I also thank the technical
sponsors, IEEE Computational Society and the International Neural Networks
Society for their trust in ICAIS, and Springer for enabling the publication of this
volume.

July 2011 Abdelhamid Bouchachia
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S. Hassas Université Claude Bernard-Lyon, France
H. He University of Rhode Island, USA
E. Huellermeier Philipps-Universität Marburg, Germany
F. Klawonn Ostfalia University of Applied Sciences,

Germany
M. Koeppen Kyushu Institute of Technology, Japan
L. Kurgan University of Alberta, Canada
Y. Li Brunel University, UK



VIII Organization

A. Lofti Nottingham University, UK
E. Lughofer Universität Linz, Austria
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The Game-Theoretic Approach to Machine

Learning and Adaptation

Nicolò Cesa-Bianchi

Chair for Information Sciences, University of Milano, Italy
nicolo.cesa-bianchi@unimi.it

The design of artificial systems able to learn and adapt has been one of the main
goals of Artificial Intelligence since its very beginning. To this end, statistical
modeling has proven to be a tool of extraordinary effectiveness. In some cases,
however, statistics is not the most adequate language for analyzing the inter-
action between a learning agent and an ever-changing environment. Indeed, a
research thread, emerged in parallel with statistical learning, views this interac-
tion as a repeated game between agent and environment. This different approach
allows to analyze, in a rigorous framework, predictive models without any sta-
tistical assumptions. In this talk we will trace the roots of the game-theoretic
approach in learning theory and describe some of the key results.

A. Bouchachia (Ed.): ICAIS 2011, LNAI 6943, p. 1, 2011.
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Exploration and Exploitation in Online Learning

Peter Auer

Chair for Information Technology, University of Leoben, Austria
auer@unileoben.ac.at

Online learning does not distinguish between a training and an evaluation phase
of learning, but considers learning as an ongoing process, such that learning al-
gorithms need to perform and make predictions while they learn. After reviewing
the online learning model and some algorithms, I will consider variants of the
model where only partial information is revealed to the learner, in particular
the bandit problem and reinforcement learning. The uncertainty of the learner
caused by receiving only partial information, leads to an exploration-exploitation
dilemma: is further information needed, or can the available information already
be exploited? I will discuss how optimism in the face of uncertainty can address
this dilemma in many cases.

A. Bouchachia (Ed.): ICAIS 2011, LNAI 6943, p. 2, 2011.
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Towards Online Adaptive Ambient Intelligent

Environments for Multiple Occupants

Hani Hagras

School of Computer Science and Electronic Engineering, University of Essex, UK
hani@essex.ac.uk

Adaptation is a relationship between a system and its environment where change
is provoked to facilitate the survival of the system in the environment. Biological
systems exhibit different types of adaptation so as to regulate themselves and
change their structure as they interact with the environment.

The dynamic and ad-hoc nature of Ambient Intelligent Environments (AIEs)
means that the environment has to adapt to changing operating conditions and
user changing preferences and behaviours and to enable more efficient and effec-
tive operation while avoiding any system failure. Thus there is a need to provide
autonomous intelligent adaptive techniques which should be able to create mod-
els which could be evolved and adapted online in a life learning mode. These
models need to be transparent and easy to be read and interpreted via the nor-
mal user to enable the user to better analyze the system and its performance.
These intelligent systems should allow to control the environment on the user
behalf and to his satisfaction to perform given tasks. The intelligent approaches
used should have low computational overheads to effectively operate on the em-
bedded hardware platforms present in the everyday environments which have
small memory and processor capabilities. These models need to be transparent
and easy to be ready and interpreted via the normal user to enable the user to
better analyze the system and its performance. This task based system could
be used to control the environment on the user behalf and to his satisfaction
to perform given tasks. In addition, the intelligent approaches should allow for
real-time data mining of the user data and create on-the-fly updateable models
of the user preferences that could be executed over the pervasive network. More-
over, there is a need to provide an adaptive life-long learning mechanism that
will allow the system to adapt to the changing environmental and user prefer-
ences over short and long term intervals. There is a need also to provide robust
mechanisms that will allow handling the varying and unpredictable conditions
associated with the dynamic environment and user preferences.

This talk will present novel adaptation strategies that will allow the environ-
ments to adapt to the uncertainties associated with the changes in the environ-
ments characteristics, context as well as changes in the user(s) preferences in
AIEs. The talk will present new general type-2 fuzzy logic systems that could be
used to model and handle the uncertainties associated with these environments
where we will present real world experiments from the Essex iSpace real world
AIE.

A. Bouchachia (Ed.): ICAIS 2011, LNAI 6943, p. 3, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



The Evolution of Evolutionary Computation

Xin Yao

School of Computer Science at the University of Birmingham, UK
x.yao@cs.bham.ac.uk

Evolutionary computation has enjoyed an incredible growth in recent years. This
talk will highlight a few recent examples in evolutionary computation in terms of
its applications, including data-driven modelling using the evolutionary approach
in materials engineering, dynamic route optimisation for salting trucks, multi-
objective design of hardware and software, neural network ensemble learning for
pattern classification, and online ensemble learning in the presence of concept
drifts. The primary objective of this talk is to illustrate novel applications of
various evolutionary computation techniques, rather than to go into depth on
any of the examples. However, I would be delighted to go into the depth on any
of the topics if there is an interest.

A. Bouchachia (Ed.): ICAIS 2011, LNAI 6943, p. 4, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



Online Identification of the System Order with

ANARX Structure

Sven Nõmm� and Juri Belikov��

Institute of Cybernetics at Tallinn University of Technology,
Akadeemia tee 21, 12618 Tallinn, Estonia

{sven,jbelikov}@cc.ioc.ee

Abstract. Online training of neural networks based Additive Nonlinear
Autoregressive exogenous models constitutes main subject of present re-
search. Main accent is made on determining order of the identified model
by increasing number of sub-neural networks corresponding to the model
order.

Keywords: NN-ANARX model, online identification.

1 Introduction

Online identification of the neural networks based (NN) Additive Nonlinear Au-
toregressive eXogenous (ANARX) models with emphasis on determination of
the model order, constitutes main contribution of present paper. The ANARX
structure was proposed in [1] as a subclass of a more general Nonlinear Autore-
gressive eXogenous (NARX) models class, by restricting coupling of different
time instances. Namely in ANARX models different time instances are always
separated. Such restriction guarantees that unlike its parent NARX, ANARX
models always admit classical state-space realization [1] and always linearizable
by dynamic output feedback [2]. Those two properties have a crucial importance
for further modeling and control synthesis. NN-ANARX models have lower num-
ber of weights compared to the NN-NARX models of the same order what leads
to the reduced computational complexity during network training and simu-
lation. While restriction on coupling of different time instances may seem too
restrictive, it was demonstrated that NN-ANARX provide sufficient accuracy for
practical applications [3] and can be used in such applications like modeling of
backing up motion of a truck-trailer [4] or gesture recognition of the right hand
of operating surgeon [5].

A more formal approach to compare the quality of identified NN-ANARX
and NN-ANARX models of the same system was proposed in [6]. The structure
of the NN-ANARX model is the parallel connection of sub-neural networks of
� This research was supported by the Estonian Science Foundation ETF through the

state funding project SF0140018s08 and research grant ETF 8365.
�� Partially supported by the Estonian Science Foundation ETF through the research

grant 8738.

A. Bouchachia (Ed.): ICAIS 2011, LNAI 6943, pp. 5–15, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



6 S. Nõmm and J. Belikov

the same structure where each sub-NN corresponds to the certain time shift,
obviously order of the model corresponds to the number of sub neural-networks.
Such structure inspires the idea to determine model order online.

The main goal of the research is to investigate possibility to determine the
order of NN-ANARX model online. In addition to the mean square error which
is usually used as qualitative characteristic of the identified NN-model, combined
omni-directional cross-correlation validation procedure (ODCCF), proposed in
[7] and adopted for NN-model comparison in [6], is employed. The idea itself was
formulated for the validation of nonlinear systems in [8], and [9].

Present paper is organized as follows. Problem statement and mathematical
tools are presented in Section 2. Proposed technique is described in Section 3.
Section 4 presents simulation results. Discussion of the obtained results and lim-
itations constitutes Section 5. Concluding remarks are drawn in the last section.

2 Mathematical Tools

The NARX models are usually represented by high order difference equation

y(t + n) = f
(
y(t), y(t + 1), . . . , y(t + n − 1), u(t), u(t + 1), . . . u(m)

)
, (1)

where m < n, u(t) and y(t) denote system input and output respectively and
the function f is a smooth nonlinear function. Its subclass ANARX was defined
in [1] as follows

y(t + n) = f1

(
y(t), u(t)

)
+f2

(
y(t + 1), u(t + 1)

)
+ . . .

+ fn
(
y(t + n − 1), u(t + n − 1)

)
, (2)

where f1, f2, . . . , fn are nonlinear smooth functions. It can be clearly seen that
in ANARX different time instances are separated.

2.1 NN-ANARX

NN-ANARX models are the neural networks implementation of the ANARX [1].
Usually NN-ANARX models are described by the following difference equation

y(t + n) =
n∑

i=1

m∑

k=1

ci,kφi
(
w1
i,ky(t + i − 1) + w2

i,ku(t + i − 1)
)
, (3)

where u(t) and y(t) denote system input and output respectively and φi are
the saturation type smooth nonlinear functions, ck and wji,k are the synaptic
weights. Or in a more compact form

y(t + n) =
n∑

i=1

Ciφi(Wiz(t + i − 1)), (4)

where, z(t) := [y(t), u(t)]T , Ci and Wi are 1×m and m×2 dimensional matrices,
respectively. While in general functions φi can all be different in the framework
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input-output data

from the unknown plant

y(t+ n− 1)

u(t+ n− 1)

φ
(
W1(1))[y(·), u(·)]

T
)

φ
(
W1(2))[y(·), u(·)]

T
)

φ
(
W1(3))[y(·), u(·)]

T
)

y(t)

u(t)

φ
(
Wn(1))[y(t), u(t)]

T
)

φ
(
Wn(2))[y(t), u(t)]

T
)

φ
(
Wn(3))[y(t), u(t)]

T
)

∑

C1(1)

C2(1)

C3(1)

C1(n)

C2(n)

C3(n)

y(t+ n)

Fig. 1. NN representation of the ANARX model

of present research we assume that φ1 = φ2 = . . . = φn therefore all the sub-NNs
involved would have exactly the same structure. Schematic diagram of the NN
corresponding to the ANARX structure (4) is presented in Figure 1.

It may be easily seen that NN-ANARX model has a fewer number of weights
compared to the NN-NARX model of the same order. Note that in a similar
manner single-input single-output ANARX may be defined for the multi-input
multi-output case [10].

2.2 Correlation Based Test

In order to make this paper self-sufficient the main idea of correlation based test
will be presented here [8] and [9]. Next, we will follow the notation proposed
in [6]. Let {γ(t), t = 1, . . . , N} and {η(t), t = 1, . . . , N} denote two arbitrary
data sequences (usually η(t) represent independent variable and γ(t) - dependent
variable). The normalized sequences {γ′(t)} and {η′(t)} with removed mean level
are defined as follows:

γ′(t) = γ(t) − 1
N

N∑

t=1

γ(t), (5)

η′(t) = η(t) − 1
N

N∑

t=1

η(t). (6)

Denote by α(t) and β(t) sequences whose elements are absolute values of the
sequences {γ′(t)} and {η′(t)}, respectively.

α(t) = |η′(t)| ,
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β(t) = |γ′(t)| .
Finally, normalize those sequences again by removing mean level

α′(t) = α(t) − 1
N

N∑

t=1

α(t), (7)

β′(t) = β(t) − 1
N

N∑

t=1

β(t). (8)

If an NN-based model is valid, the residuals should be reduced to white noise
consequently if a NN is invalid there should be significant correlation between
residuals and delayed inputs, delayed outputs and delayed residuals. Unlike to
linear case there are four types of nonlinear associations. In order to detect those
four types of associations between residuals and delayed residuals, delayed out-
puts and delayed inputs one should compute values of so called Omni-Directional
Cross- Correlation Functions here and after ODCCF’s.

– Type 1: The amplitude of the dependent variable varies as the amplitude
of the independent variable varies.

rβ′α′(τ) =

N∑

t=τ+1

α′(t)β′(t − τ)

[(
N∑

t=1

α′2(t)

)(
N∑

t=1

β′2(t)

)]1/2
, (9)

– Type 2: The amplitude and the sign of the dependent variable varies as the
amplitude of the independent variable varies.

rβ′γ′(τ) =

N∑

t=τ+1

γ′(t)β′(t − τ)

[(
N∑

t=1

γ′2(t)

) (
N∑

t=1

β′2(t)

)]1/2
, (10)

– Type 3: The amplitude and the sign of the dependent variable varies as the
amplitude and the sign of the independent variable varies.

rη′γ′(τ) =

N∑

t=τ+1

γ′(t)η′(t − τ)

[(
N∑

t=1

γ′2(t)

)(
N∑

t=1

η′2(t)

)]1/2
, (11)
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– Type 4: The amplitude of the dependent variable varies as the amplitude
and the sign of the independent variable varies.

rη′α′(τ) =

N∑

t=τ+1

α′(t)η′(t − τ)

[(
N∑

t=1

α′2(t)

)(
N∑

t=1

η′2(t)

)]1/2
. (12)

In (9) - (12) τ denotes the time delay. If the values of rβ′α′(τ), rβ′γ′(τ), rη′α′(τ),
and rη′α′(τ) belong to the confidence interval, correlations between residuals
and delayed residuals, delayed outputs and delayed inputs are insignificant and
therefore identified NN is valid.The values of ODCCF’s should be found for the
following pairs

– residuals and delayed outputs,
– residuals and delayed inputs,
– residuals and delayed residuals.

In [7] validity analysis is based on the values of so-called combined ODCCF’s.
Instead of analyzing all the values of rβ′α′(τ), rβ′γ′(τ), rη′α′(τ), and rη′α′(τ)
combined ODCCF’s are defined for each time delay τ as the maximum of absolute
values of rβ′α′(τ), rβ′γ′(τ), rη′α′(τ) and rη′α′(τ). In [7] the values of the combined
ODCCF’s are computed for the time delays τ in range between 1 and 20 and
confidence interval of 95%. While such approach is suitable for model validation,
it provides less information for comparison purposes therefore in the framework
of present studies all the values of rβ′α′(τ), rβ′γ′(τ), rη′α′(τ) are analyzed. Since
correlation test based validation procedure was not developed to compare quality
of two identified models the following technique was proposed in [6] to convert
results of correlation test to the value of certain qualitative parameter. If one
model is valid and the other is not, then the valid model declared to be winner.
If the both models are valid or not, then the following qualitative parameter Q
is proposed. Let r̄xy denote the mean computed for the sequence of correlation
coefficients rxy(τ), τ = 2 . . . 2n (where n -order of the model) computed according
to (9-12)

r̄xy =
τ∑

ı=2

(|rxy(τ)|), (13)

where x and y may represent either the normalized sequences of inputs, outputs
or residuals, with or without removed mean level (5)-(8). Next, compute the
average of the means of the correlation coefficients (9) - (12).

Ξϕψ =
1
4

(r̄β′α′ + r̄β′γ′ + r̄η′γ′ + r̄η′α′) , (14)

where ϕ and ψ may denote the sequences of residuals, outputs or inputs. Finally,
define Q as follows

Q =
1
3

(Ξεε + Ξεu + Ξεy) (15)
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The value of the parameter Q is the mean of the means of the means of
cross correlation coefficients computed for three pairs of sequences (residuals
vs. delayed residuals, inputs, outputs), for each nonlinearity type and for each
τ = 2, . . . , 2n. Obviously, lower values of Q indicate better model quality.

3 The Algorithm

This section provides information about the basic steps of the algorithm together
with explanatory comments.

Step 1. Preprocessing stage: collecting all required information about mod-
eled process such as input-output data, etc.

Step 2. Initialization. Here, one has to choose the maximum number of it-
erations (the order of the models in the last set), the number of models in the
training set confidence level, and the number of time delays τ 1 and all other
parameters necessary for the NN training and validation.

Step 3. If this is not the first iteration increase the order of the identified
model.

Step 4. Train all neural networks using the training parameter values specified
on Steps 2-3.

Step 5. Validation: compute mean square error and qualitative parameter Q
(15).

Step 6. If the goal2 is reached, then go to Step 7, otherwise execute again
all Steps 2-6. Roughly speaking if all the values of combined ODCCF’s are in
the confidence interval (Q is small enough) and mean square error is low enough,
then the goal is reached.

Step 7. End of the Algorithm.

The presented above algorithm is represented schematically in Fig. 2.

4 Simulation Results

In order to illustrate the proposed algorithm, let us consider the following real-
life and academic examples. While usually one have no information about the
order of the system, in the framework of present research information about the
order of modeled system allows to judge the ability of the proposed algorithm
to determine model order adequately. Since the training results in many cases
depend on initial conditions, each system was identified by 10 NN-models of the
same structure.
1 In the frameworks of present studies the values of the combined ODCCF’s were

computed for τ = 2, . . . , 2n, where n is the model order.
2 As a first step of our research we decided to select the maximum number of iterations

as a stop criterion, which equals to 2n + 1. However, in the future research we are
planning to replace this condition and introduce an alternative one, which allows
to avoid unnecessary computations and makes the whole process faster and more
precise.
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Begin Preprocessing Initialization

Increase
model
order

NN-
Training

Validation

Goal is
reached Terminate

yes

no

Fig. 2. The algorithm

Example 1. The model of a liquid level system of interconnected tanks [11] is
represented by the following input-output equation

y(t + 3) =0.43y(t + 2) + 0.681y(t + 1) − 0.149y(t) + 0.396u(t + 2)
+ 0.014u(t + 1) − 0.071u(t)− 0.351y(t + 2)u(t + 2)

− 0.03y2(t + 1) − 0.135y(t + 1)u(t + 1) − 0.027y3(t + 1)

− 0.108y2(t + 1)u(t + 1) − 0.099u3(t + 1)

(16)

We treat this the 3-rd order system as our unknown plan. Note, that (16) does
not have ANARX structure. In order to obtain the input-output data, system
(16) was simulated with uniformly distributed pseudo-random numbers and the
obtained data set was divided into two parts. The first part contained the data
required for training neural network and the second part was considered as a
validation set. Logarithmic sigmoid hidden layer activation functions (17)

φi = logsig(x) =
1

1 + e−x
, for i = 1, . . . , n (17)

were used for identification of the model. Since neural network representing
ANARX model has the restricted connectivity structure, Levenberg-Marquardt
(LM) training algorithm was chosen to perform the training of the model. In
[12] it was shown that LM algorithm is much more efficient compared to other
techniques when the network contains no more than a few hundred weights.
Also, in that case, the convergence rate of LM algorithm is much higher and



12 S. Nõmm and J. Belikov

the feed-forward neural network trained by this algorithm can better model the
nonlinearity [13]. In fact, for some real life applications the order of the system
may become too large and as a result LM algorithm, which works fine for the
small number of connections, will be too slow. Since computing time plays a very
important role in the most applications, this algorithm has to be replaced by
faster algorithm such as back-propagation or its modifications. Confidence level
of 90% was chosen for cross-correlation validation procedure. Next, according to
the algorithm presented in Section 3, we iteratively increased the order of the
identified model. In most cases the values of the qualitative parameter Q and
mean square error were small enough already for the models of orders 3 (4 in the
worst cases). Note that for the majority of models alls the values of combined
ODCCF’s fall into the confidence interval. In order to study convergence, the
algorithm was forced to continue for the models of order up to 7. Performance
of the qualitative parameter Q can be seen in Figure 3 on the left (a).
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Fig. 3. Performance of the qualitative parameter Q

Evolution of the qualitative parameters Q (15) for each of 10 models is de-
picted in Figure 4, left sub-figure. It can be clearly seen that once algorithm
reaches the order of the initial model majority of qualitative parameters are
low enough. Also all the values of the combined ODCFF’s fall in to the confi-
dence interval. The similar behavior was observed for other systems belonging
to ANARX class.

Example 2. Consider the following input-output academic equation which does
not possess the ANARX structure

y(t + 4) = sin
(
y(t + 3)u(t + 2) − y(t + 2) + u(t + 3)3

)

+ cos
(
y(t)2u(t + 3) − sin(y(t + 2)) cos(u(t + 1)3)

)

− cos(sin(u(t)y(t + 2) − y(t + 3)u(t))) (18)

The identification and validation procedures rely on the same technique as was
used in the previous example also training and validation parameters are the
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Fig. 4. Evolution of the qualitative parameters Q

same. Figure 3 (b) on the right depicts the behavior of the qualitative parameter
for one NN-ANARX model and Figure 4 right sub-figure represents behavior of
the qualitative parameters of all 10 models. It can be clearly seen that the
algorithm does not converge. While some models of order lower than initial
system are valid and obviously accurate enough, it can be seen that in some
cases (model nr. 10) increasing model order up to 7 did not lead to valid and
accurate model. If ANARX system is modeled by NN-ANARX structure, one
can conclude that except some rear occasions proposed algorithm converges to
the model with order either smaller or equal to the initial system. However, this
is not the case for NARX systems.

5 Discussion

In addition to the two examples presented above, number of other academic and
real life systems were modeled by NN-ANARX structure. In those cases when
the nature of the modeled system is similar to ANARX structure (from the
behavioral point of view) the proposed algorithm converges, and therefore can
be used to determine the correct order of the model. Obviously, some exceptions
exist. This results coincide with conclusions provided in [6]. On the other side
modeling of the NARX systems by NN-ANARX model did not lead such accurate
results. Cases when the algorithm converges did not constitute more than 25%
of the all experiments. In certain cases the algorithm converges to the models of
order higher than original (modeled system). Such behavior of the algorithm can
be interpreted in many different ways. Most obvious explanation is that some
systems simply can not be modeled by NN with restricted connectivity, and fully
connected NN-NARX is required.

Another possible explanation is that in those cases when model by its nature
differs form the ANARX the algorithm becomes more sensitive to the initial
values of the weights generated randomly. Obviously, more studies are required
to tackle those questions. When the algorithm shows good convergence one can
relay on the obtained results. If the algorithm does not converge, it is a clear
signal to employ more complicated model.
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6 Conclusions

Present paper employs one of the main structural properties of the NN-ANARX
structure to determine the order of the identified model online. Namely number
of layers of the ANARX type neural network corresponds to the model order.
Therefore, if the performance criteria were not met one just have to add one
more layer and perform training again. Number of numerical simulations has
demonstrated that proposed algorithm demonstrate robust performance when
modeling systems which behavior is similar to ANARX. Modeling systems with
more complicated behavior did not lead to robust performance of the algorithm,
but still can be used with certain precautions. In Section 4 it was shown the
practical application of the proposed algorithm for determining the correct order
of the model. On one hand the method works well if the training data originates
from the plant which has so-called ANARX nature. On the other hand sometimes
this algorithm gives the correct results for NARX type of the models as well.
Thus, the development of an additional criteria for distinguishing the type of the
input data makes one of the subjects of our future research. Another direction
of future research will be spanned around implementing proposed technique into
closed loop control system.
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Abstract. This paper proposes a decision tree based approach for semi-
automatic correction of misclassified spatial objects in the Austrian digi-
tal cadastre map. Departing from representative areas, proven to be free
of classification errors, an incremental decision tree is constructed. This
tree is used later to identify and correct misclassified spatial objects. The
approach is semiautomatic due to the interaction with the user in case
of inaccurate assignments. During the learning process, whenever new
(training) spatial data becomes available, the decision tree is then incre-
mentally adapted without the need to generate a new tree from scratch.
The approach has been evaluated on a large and representative area from
the Austrian digital cadastre map showing a substantial benefit.

Keywords: Incremental Decision Tree, Spatial Objects, Semiautomatic
Classification.

1 Introduction

Over the past years geoinformation systems have been developed in order to pri-
marily facilitate the visualization of geodata and to enable tagging and enriching
this latter with meta-information. Existing free/commercial geoinformation sys-
tems are powerful in providing various spatial operations, but lack the ability to
(self-) correct the inaccurate and inconsistent data unless a human expert is in-
volved to manually do that on behalf of the system. Very often, the time needed
for a manual validation and correction of the spatial objects (in a particular
area) is very high. This requires a constant presence of the expert, especially in
situations where data arrives over time.

Recently, several systems have emerged lying focus on high quality and error-
free data. An instance of such systems is the simulation and optimization engine
of fiber optic communication networks [1]. Spatial landuse objects, represented
as polygons, are used to generate a cost raster indicating the specific costs for
the underground work of a network construction. Misclassified spatial objects
could lead to invalid simulation results regarding the cable route and/or the
construction costs.

A. Bouchachia (Ed.): ICAIS 2011, LNAI 6943, pp. 16–25, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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As it will be discussed in Sec. 3 there are a number of different criteria known,
describing the quality of geodata: completeness, positional accuracy, temporal
accuracy, thematic accuracy, logical consistency, external quality, and service
quality. In the present research work we focus on the validation and semiau-
tomatic correction of the landuse classification of spatial data. In a previous
work, we have developed a semi-incremental approach for the identification of
topological errors [10]. This method is, however, not fully incremental, since the
identification procedure is triggered from scratch upon arrival of new data. It
relies on the decision tree algorithm ID3 proposed in [11]. Whenever a misclas-
sification is detected, the expert/user corrects it manually and then the whole
decision tree is reconstructed. The present paper deals with the enhancement
of [10] by replacing the ID3 algorithm by a real incremental decision tree algo-
rithm, namely ID5R described in [14]. As shown in Sec. 4 the identification of
misclassified or unknown spatial objects is done automatically using the decision
tree. The correction of wrong assignments of data objects to the classes is done
by the user who adjusts those assignments.

The following sections give a general idea of incremental decision trees (Sec.
2), describe the notion of quality from the perspective of spatial data (Sec. 3)
and after the detailed description of our approach in Sec. 4, the results of our
initial experiments are given in Sec. 5.

2 Decision Trees

A decision tree (DT) is a decision support representation used in various domains
like classification, regression, search, etc. In this paper, we will focus on the
process induction of decision trees for classification purposes. Given a dataset of
objects with their class labels, the tree will allow to distribute the data on leaf
nodes, where each leaf is labeled. The intermediate nodes are generated based
on the values of attributes. Such attributes are incrementally selected based on
their discriminatory power. During classification, the input is compared against
the attribute values of the tree starting from the root node of the tree. The path
on which the values of input attributes satisfies those of the tree leads to the
predicted class label.

There exist various algorithms and split criteria to induce decision trees from
a collection of data objects. For a comprehensive presentation of decision trees
we refer to [12].

In this work we focus on an incremental tree induction algorithm called ID5R
[14], that is guaranteed to build the same decision tree like the well known
ID3 algorithm proposed in [11] but without the need to rebuilding the whole
tree from scratch, if a new instance becomes available. In other terms, ID5R is
dedicated to online classification of data. Specifically, a branch between a given
node in the decision tree and its successor is characterized by an information
gain. The most discriminative attribute splits the data X into a set of subsets
X1, ..., X l according to the l values v1, ..., vl of that attribute. The discrimination
is quantified by entropy as the impurity measure:
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Ent(X) = −
H∑

i=1

pilog(pi) . (1)

where X is a set of samples consisting of H classes and pi is the fraction of
samples of class i in X . To find the information gain on partitioning X into C
subsets is defined as:

Gain(X, X1, · · · , XC) = Ent(X) −
C∑

j=1

|Xj |
|X | Ent(Xj) . (2)

The change of the information gain at a decision node leads to a reorder of
the nodes in the branch followed by the transposition of the tree if needed
(see Alg. 5).

3 Spatial Data Quality

There are a number of quality criteria defined to measure the degree of agreement
between the real world data and the modeled data. Next to the ISO standard
19113 [16], which covers completeness, logical consistency, positional accuracy,
temporal accuracy and thematic accuracy, there are more precise definitions for
external quality [15] and service quality criteria like soundness, dependability,
usefulness and usability [6][7]. The most frequently applied criteria describing
the spatial data quality are the logical consistency, the positional accuracy [5] as
well as the correct classification of the spatial objects. While the quality criteria
like completeness, temporal accuracy and the set of service quality criteria can
only be improved by acquiring new spatial data or adding new sources, the
logical inconsistencies as well as incorrect spatial classifications can be located
and further improved using the available spatial data. In [13], [2] and [9] some
approaches are presented on how to validate spatial data using manually defined
topological and spatial integrity constraints.

In contrast to the manual defined integrity constraints, the idea of a self-
learning decision tree approach to automatically find errors within spatial data
seems promising [10]. To investigate such an idea, we apply an incremental de-
cision tree algorithm. This approach will enable semi-automatic correction of
spatial objects misclassification. Further details follow in the next section.

4 Details of the Approach

The process that we follow in designing our semiautomatic correction of spatial
object misclassification consists of the following steps:

– Generating training instances using error free spatial data
– Constructing and evolving the decision tree
– Semi-automatically validating new spatial data objects and incrementally

updating the tree if necessary
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In the following we introduce details of these three steps.

A. Generating Training Instances

The approach requires the availability of spatial data, covering a large area and
containing a representative number of spatial objects. This initial data set has to
be free of any misclassified objects since it is used to generate an initial decision
tree, covering all different landuse classes found in the data. In our study, we
use the Austrian digital cadastre map and all the classes specified therein (for
example: roadways, grassland, water areas, building area, buildings ...). Based
on this data, we gather the pairwise topological relationship between the spatial
objects (see examples in Fig. 1) using the relations defined in the RCC-theory
[3]. According to this theory, any pair of spatial objects has a defined relationship
that is independent of the coordinate system and measurement scale and does
not change under transformation.

Based on the eight RCC-relationships shown in Fig. 2, the initial decision
tree is constructed in order to validate new spatial data with respect to the
object’s landuse classification. If the class of a spatial object cannot be found
in the decision tree or the class does not correspond to the resulting leaf of the
tree, the spatial object is presented to the user. After the manual reclassification
or validation of the assigned class, the data is used as an additional training
instance to adjust the decision tree incrementally.

In Alg. 1 all spatial objects (ie. polygons) of the area, except the polygons
describing the border (see gray polygons in Fig. 3) are used to generate the
set of training instances used in the construction of the initial decision tree.
Although there is no need for any training instances to allow the validation
process running Alg. 6, it is highly recommended to do so. The algorithm is
incremental and updates the decision tree during the validation process, but if

Algorithm 1. Generate training instances
1: Import all polygons P of the area
2: for all polygons pi ∈ P do
3: if pi is a polygon located at the border of the area then
4: Ignore pi

5: else
6: Set all initial relation counters to Zero
7: for all polygons pj ∈ P do
8: Compute the pairwise RCC-relation

between pi and pj , where i! = j
9: Increase the corresponding relation counter by 1

10: end for
11: Save the instance using the relation-counter pairs and assign the class

landuse(pi)
12: end if
13: end for
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there was no error-free training data available, every instance has to be validated
manually until the decision tree covers a large number of cases.

For the sake of illustrating how instances are generated in the form of tuples
to induce the decision tree, let us consider an instance of the class building. The
class is a description expressed in terms of the neighbor relationship. That is, the
relationship indicates actually an attribute, while the numerical value following
the relationship indicates the value of that attribute as shown below:

〈building:NTPP(building,building)=2,EC(building,street)=1,...〉

In the given example the building is a non-tangential proper part (NTPP) of
two other buildings and is external connected (EC) with a spatial object of the
class street. The instance will look like: <(2,1,...), Building>, where the first part
indicates the attributes’ values and the second part indicates the class label.

To ensure the usability of the decision tree, the spatial data used to generate
the training instances has to match the data source to be validated. In our case
the data originates from the Austrian digital cadastre map (DKM), containing
information about the landuse of the spatial objects. Each object is of exact one
defined landuse and have to be a valid polygon. Valid in this case means, that
the edges of the polygon does not cross each other and that the polygon is closed
(ie. first edge vertex equals last edge vertex).

Having gathered the training instances, the process of decision tree generation
can be triggered.

B. Initial Decision Tree Generation

Based on the training instances the initial decision tree is generated using Alg. 2
which is a slightly adapted version to the ID5R decision tree algorithm described
in [14]. Each instance of the data is used to enhance and adapt the tree if
needed.

Algorithm 2. Decision tree generation
1: Gather the training instances I from the error free spatial data using Alg. 1
2: if all instances I belong to the same class (i.e., landuse) then
3: Generate single node tree and add all attribute-value pairs of each instance in I

as an unexpanded set
4: else
5: for all instances i ∈ I do
6: Update the tree running Alg. 4 using i as parameter
7: end for
8: end if
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Fig. 1. Examples of pairwise RCC-relationships: TPP (A1, B1), NTPP (A2, B2),
EQ(A3, B3) and their inverse equivalents TPP−1(B1, A1), NTPP−1(B2, A2) and
EQ(B3, A3)

Fig. 2. Region Connection Calculus (RCC-8) relations [3]

Algorithm 3. Classification of an instance
Require: instance i
1: Find node n in tree, satisfying the tested attribute-value pairs of instance i
2: if n is a leaf node AND class(n) == landuse(i) then
3: return leaf node n

{Tree satisfies the given instance i}
4: else if n is a leaf node AND class(n)! = landuse(i) then
5: return expected class landuse(n)

{Tree satisfies the given instance i but shows
different class: landuse(i)! = landuse(n)}

6: else
7: return decision node n

{n is a decision node}
8: end if
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Algorithm 4. Tree update
Require: instance i
1: repeat
2: Find node n in tree, satisfying the tested attribute-value pairs of instance i

running Alg. 3
3: if no satisfying leaf or decision node was found then
4: return failed to update because of different class
5: end if
6: Update the classes counts at the tested attributes
7: Update the classes counts at the non-tested attributes
8: if n is a leaf node AND landuse(i) = landuse(n) then
9: Add non-tested attribute-value pairs of i as

unexpanded set to n
10: else if n is a leaf node AND landuse(i)! = landuse(n) then
11: Expand the non-tested attribute of n showing the highest information gain,

creating one or more subtrees depending on the number of corresponding
values
{Instance i will not be added in the current iteration}

12: else
13: Select one arbitrary non-tested attribute of

decision node n and create a successing
leaf node ns

14: Assign landuse(i) as class to leaf node ns

15: Add non-tested attribute-value pairs of i as
unexpanded set to ns

16: end if
17: until instance i was added
18: Transpose the tree following the predecessors of n respectively ns running Alg. 5
19: return update succeeded

Algorithm 5. Transpose tree
Require: leaf node n

{Traverse the tree bottom-up starting with n}
{See Eq. 2 for information gain}

1: while there is a predecessor np of n do
2: if information gain(n) > information gain(np) then
3: Swap the places of np and n
4: Reorder all other subtrees of np if there are any
5: end if
6: Select np as n during the next iteration {Do one step bottom-up}
7: end while

C. Semi-automatic validation

Once the initial decision tree is generated using the training instances it can
be used to validate new arriving spatial data over time (Alg. 6). Following the
decision nodes in the tree, the attribute-value combinations of the new instance
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Fig. 3. Spatial data of urban area, bounded by border polygons (gray)

Algorithm 6. Semi-automatic validation
Require: new arriving instance i to be validated
1: Update the tree running Alg. 4
2: if update failed then
3: Ask user to validate or change the corresponding class landuse(i)
4: if class was changed then
5: Assign changed class to instance i
6: Update the tree running Alg. 4 again

{This is the standard case}
7: else if class assignment of i remained the same then
8: Do not update the tree using i

{This is the exceptional case}
9: end if

10: end if

are used to predict the supposed class (ie. landuse) of the spatial object. There
are three possible findings:

– Unsatisfying tree - the tree does not satisfy the attribute-value pairs of the
new instance. The tree has to be extended following Alg. 4.

– Same landuse class - the new arriving instance is labeled with the same
landuse as it was found in the corresponding leaf of the decision tree. Nothing
has to be done, the tree remains the same.
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– Different landuse class - the resulting leaf of the tree shows a landuse class,
different from the expected landuse of the new instance. Following Alg. 6,
the user is required to select the correct landuse class of the given spatial
object.

5 Experimental Results

Having described the various processing stages in detail, we turn now to the
evaluation. In particular, we are interested in observing how (the size of) the
decision tree evolves during the initial generation (Alg. 1) and how the validation
stage (Alg. 6) runs after the arrival of new spatial data.

For quantification purposes, we use the following criteria: the duration, the
number of decision nodes, and the depth level of the tree. We are concerned with
one large and representative area from the Austrian digital cadastre map, cover-
ing urban and suburban surface. The selected area contains more than 4,000 spa-
tial objects (polygons) each classified into one of 16 different classes (for example:
roadways, grassland, water areas, building area, buildings ...). All included spa-
tial objects are proven to be free of misclassification and therefore can be used to
generate the training instances using Alg. 1. Due to the high number of spatial
objects, the number of generated training instances is high as well.

Running each of the in Sec. 4 described steps on a standard Notebook (Dual
Core 2.5GHz, 3GB Ram) the generation of the training instances needs about
10 minutes time which is more or less reasonable due to the number of spatial
objects to be tested. The next step, the generation of the initial decision tree is
the most time consuming process and takes more than 100 minutes. Since this
step can be seen as an offline process, the time plays a minor role. The initial
decision tree based on the given 4,000 spatial objects, contains nearly 25,000
decision nodes and shows a depth of 80 levels from the root to the leaf nodes.
Using the generated tree in the last step, the semi-automatic validation of new
arriving spatial data, the time needed to validate 100 new instances is less than
one minute.

To investigate the performance of the proposed approach, we have used only
100 instances to generate the initial decision tree followed by 100 instances that
are sequentially presented to the classifier. For these 100 instances, 58 interac-
tions with the user have been required in order to validate the assigned landuse
class. If we use 1,000 instances to induce the initial decision tree, then no inter-
action is required for the same 100 instances.

6 Conclusion

In this paper, an incremental self-learning approach based on decision trees has
been proposed to deal with online update and semi-automatic correction of spa-
tial objects misclassification. Using the ID5R algorithm, the decision tree can
be incrementally adjusted without the need to its reconstruction from scratch
over time. The approach is semi-automatic in the way that each instance, not
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falling in one of the leaf nodes of the tree, has to be validated manually by the
user. Moreover given a spatial data, proven to be free of any misclassification,
an initial decision tree can be constructed without the need to any interaction
with the user. The experiments show that the approach is effective and efficient.

As a future investigation, we intend to explore ways to reduce the time needed
for the generation of the initial decision tree and to evaluate the classification
performance using various erroneous areas of the Austrian digital cadastre map.
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Abstract. The goal of this paper is to contribute to the realization of a system
able to recognize people in video surveillance images. The context of this study
is to classify a new frame including a person into a set of already known people,
using an incremental classifier. To reach this goal, we first present the feature ex-
traction and selection that have been made on appearance based on features (from
color and texture), and then we introduce the incremental classifier used to differ-
entiate people from a set of 20 persons. This incremental classifier is then updated
at each new frame with the new knowledge that has been presented. With this
technique, we achieved 92% of correct classification on the used database. These
results are then compared to the 99% of correct classification in the case of a non-
incremental technique and these results are explained. Some future works will try
to rise the performances of incremental learning the one of non-incremental ones.

1 Introduction

Nowadays, video surveillance is more and more considered as a solution for safety and
is now widely-used in town or in public transports, and more generally in public ar-
eas. Human recognition in video sequences is a key ability for video surveillance [15].
However, it is difficult to have a complete knowledge about a person in order to recog-
nize him in video sequences. In a realistic environment, human beings are time-varying
objects due to the different possible positions, poses and expressions ; but also due to
environmental conditions such as illumination variation or camera motion. Even a very
huge static database of people images can not express the whole set of possibilities [14].
That is the reason why on-line learning could be a way to improve the knowledge that
we already acquired on a person in order to consider new conditions (environmental,
position of the person, etc.).

However, on-line multi-category classification remains a difficult and challenging
problem. One of the challenge is to find the features that will correctly represent the
class (that defines one person) with only a first sequence of data. After this first stage, we
would like to correctly classify new frames from another sequence using the previous
knowledge, in and train again the classifier considering this new information. In a first
stage, a decision system able to decide whether a data will be used to create a new class
or will be classified as an existing one could be design. Then the second stage should
be this work, which classifies the considered frame as belonging to one of the class and
then adapt the classifier with this new data.

A. Bouchachia (Ed.): ICAIS 2011, LNAI 6943, pp. 26–39, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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In this work, we used Support Vector Machines (SVM) as classifier. This classifier,
introduced by Vapnik [17], since a long time, used in a very large number of application
and gave very good generalization results [4]. The main idea of SVM is initially to
construct an hyperplane that separates two classes (linearly) minimizing the risk, by
taking the largest margin between the data and the boundary. It has been then extended
to non-linear cases (using a Kernel function) and to multi-category problems [3,12].
It turned SVM to a very powerful classifier that can be adapted to a large number of
problems.

However, these techniques rely on the fact that we describe correctly, during the
training stage, all the classes that are being recognized. As in our case, when all the
data describing the classes are not known when learning, an on-line version of SVM has
been designed [6], that tries to adapt the boundary with the new data that is considered.
In [1], Awad and Motai used an adaptation of the Least-Square SVM (LS-SVM) to
achieve a unique, fast and simple multi-category classification of behavioral motions.

The paper is organized as follow: first, we present, in Section 2, the problem that is
aimed to be solved and we introduce the used database. Section 3 presents the initial
features extraction and three different kinds of feature selection method which perfor-
mances are compared in our system (feature selection is an important part in order
to achieve good results in classification, that is why we present different methods to
compare the effects of the selections on the results). Then, section 4, presents the incre-
mental multi-category SVM method that has been implemented in this article. Section
5 discusses the results comparing them to ones with classical SVM. Finally section 6
concludes the paper and outlines our future works on this topic.

2 Human Recognition in Video Frames

Our aim is to contribute to the design of a video surveillance system that is able to rec-
ognize the persons that are seen by a camera. In this work, we will consequently present
and apply an on-line multi-class SVM algorithm to set-up a surveillance system, which
recognizes a person. The goal is to use a first sequence of image to learn to recognize
the person (creating the class), and then evaluate the results of this recognition on other
sequences. As the algorithm is incremental, each decision that is taken from a frame in
a new sequence will be used to update the SVM with this new information. Incremental
techniques are adapted to this kind of work because we never have a complete infor-
mation when starting to learn to recognize a person from such a system (with different
illumination, positions etc.), as a consequence we will learn step by step, when a new
information comes in the system. The system that we present begins by a preprocess-
ing stage, that is feature extraction (after receiving a frame). As a consequence, part
of this paper is dedicated to the methods of feature selection implemented. Then, we
used SVM as classifier for an incremental recursive multi-category classification and
compared it to non-incremental version of SVM. This system is described by Fig. 1.
The main contribution of this paper is the analysis, on a large database, of the impor-
tant features for human recognition and the investigation on incremental techniques for
using the defined features.

Before collecting a real on-board dataset in our system, CASIA Gait Database [5]
was used. It is a video database of 20 persons, walking at normal pace. Each person



28 Y. Lu et al.

Fig. 1. The framework of proposed human
recognition system

Fig. 2. Three persons in different actions in
CASIA gait database [5]

walks with different orientations regarding the video camera. Each image contains one
unique person and the 20 persons did not changed their clothes between trials. Six trials
are presented for each of the twenty subjects: walking from right to left and from left
to right, walking in front of the video camera (coming and leaving, two times in each
direction), walking in a direction that is at 45° of the camera from the left and from the
right. Fig. 2 shows the six different actions that are repeated twice for each of the 20
persons. The whole number of images from the 20 classes is 19135, the distribution of
the samples in the different classes is described in Table 1. This table shows us that the
20 classes (considering the average and standard deviation value of the cardinality) are
almost represented with the same number of samples for each one.

Table 1. The distribution of 20 classes within the
19135 images in CASIA gait database

Number of classes 20
Number of frame 19135

Average Cardinality 956.75
Std Cardinality 83.5243

Fig. 3. The silhouette picture and the three
parts of the body that have been considered

In CASIA Gait Database, background subtraction has been performed and the sil-
houette pictures are extracted from the sequences. From this silhouette, we segmented
the body in three different parts: the head, the top part (the chest) and the bottom part
(the legs), which are shown in Fig. 3. Each part is processed separately and the features
are computed for these three parts independently. We have, with this, three different
analyses that are more accurate than considering a unique part composed of the whole
body (separating the top and the bottom of the body makes us analyze two colors instead
of one average color). These three parts have been chosen because they are generally
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the three ones in which we have different clothes or colors. They are generally used to
describe the appearance of a person. Such segmentation of the body have been already
introduced by Gasser et al. [8], in order to also recognize people using a video cam-
era. However, this previous work used only one feature (that is an average value on the
three parts) and uses non-incremental algorithms. The work that will be presented in
the remaining of this paper justifies the use of these three parts by deeply analyzing the
feature selection part and testing it with incremental and non-incremental algorithms
for classification.

3 Feature Selection and Comparison of the Methods

3.1 Extraction the Initial Feature Sets

Classification of objects, or in our case human beings, needs some variables to define
what or who has to be recognized. These features need to correctly represent what we
want to classify and correctly differentiate the classes. The first stage of our work con-
sists in extracting robust features from each frame of a person in video sequences, to
define this person using the information contained in these images. Most of the known
and used features to define human beings are based on face, gait, body sharp and ap-
pearance [18,11,19]. In [16], appearance-based method has been successfully used in
tracking and recognition. Since the appearance of a person is made up of clothes and
visible parts, color features are easy to obtain and describe. Color features are based on
the general characteristics of the pixels and invariant to translation, rotation and not sen-
sitive to scale if a correct normalization is used. We combine color and texture features
in our research.

Color features are based on the RGB (Red, Green Blue) plans of the image whereas
texture features are based on grey levels of the image. Color features of each frame
captured by camera are varying depending on several factors, such as illumination con-
ditions, surface reflectance or resolution response of the camera. As a consequence,
normalization is necessary. In this paper, the grey-world normalization (GN) is used.
It assumes that changes in the illuminating spectrum can be modeled by three constant
factors applied to R, G, B, in order to obtain invariance and more robustness to illumi-
nation intensity variations [7].

As explained before, we considered three different parts for the body. For each part,
we computed the different features that we defined. These features are the mean and
standard deviation values for each color component and the energy in four beams of the
histogram of the image. This leads to the extraction of 18 color-based features for each
part of the body.

Some texture-based features have been previously defined by Haralick [10]. Thirteen
features have been given, considering as an input a grey scale image. We still consider
the segmentation of the body in three parts and we consider this area of the image that
we convert in grey levels. We obtain a one-dimension matrix that represents regions,
with values between 0 (black) and 255 (white). From the Spatial Grey Level Depen-
dence Matrix, 13 features are computed. This whole set of features is listed in Table 2.

Based on color and texture features, we obtain a total of 93 features for the 19135
images: 54 color features merging the information of the three parts of the body and of
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Table 2. The initial features based on
color and texture

Type of Feature Description

Mean Value for R’, for G’ and for B’

Color Standard Deviation for R’, for G’ and for B’

Histogram with 4 beams for R’, for G’ and for B’

Energy
Correlation
Inertia
Entropy
Inverse Difference Moment
Sum Average

Texture Sum Variance
Sum Entropy
Difference Average
Difference Variance
Difference Entropy
Information Measure of Correlation 1
Information Measure of Correlation 2

Table 3. The results of three methods
of feature selection

FeatureSet FeatureNumber Description

CASIA-
93

Initial color and
Wholeset texture features

CASIA-
26

linear combinations
PCA of original features

5-color-head
13-color-top

CASIA-
40

14-color-bottom
CFS 1-texture-head

14-texture-top
3-texture-bottom

4-color-head
4-color-top

CASIA-
16

4-color-bottom
Wrapper 1-texture-head

2-texture-top
1-texture-bottom

the three color spaces, and 39 texture features for each body. The features are named
firstly with the position (h for head, t for top and b for bottom), and their meaning
(mean for average value, std for standard deviation, hist beam1 or hist beam2 for the
histograms) and then with the color if it applies (r for red, g for green and b for blue).
We obtain for instance for the mean value of the top in the red plan the name t mean r.

3.2 Feature Selection

To represent our classes, we can think that having a very high dimensional dataset will
lead to high discrimination power and to efficiency in classification. However, high di-
mensional data are difficult to interpret and their processing by a classifier may raise the
problem of curse of dimensionality. In order to avoid useless dimensions in the training
data, and as a consequence, reduce the computing time and increase the performances,
many algorithms are designed to reduce dimensionality to its minimum, still keeping
the performances of the original dataset in supervised or unsupervised learning.

In our work, we focus on supervised learning, where the class labels are known.
Three methods (PCA, Wrapper and Correlation-based feature selection) are compared,
in order to choose the best features for human recognition. In a first place all the dimen-
sions are normalized to remove scale effects between them (because variation can be
hugely different between dimensions).

PCA. Feature selection based on PCA aims at reducing the number of dimension with-
out losing the main information by projecting the data on a new orthogonal basis. In our
work, when the sum of the variance is equal to 95% of the initial variance of the data,
we stop and consider our subspace as optimal to answer to our problem.
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As a result, 26 features are extracted, which are the linear combination of the 93
initial features. When computing, the 26 new data for each of the 19135 images are
saved, and a new dataset (CASIA-PCA) is constituted.

Correlation-Based Feature Selection. Correlation-based feature selection (CFS) is a
simple filter algorithm which ranks feature subsets according to the correlation based
on the heuristic of ”merit”, which is described by M. A. Hall [9] as the following ex-
pression:

Ms =
k · rc f√

k + k · (k−1) · r f f

where k is the number of features selected in the current subset, rc f is the mean feature-
class correlation, for each element f ∈ S of our current subset, and r f f is the mean
feature-feature correlation for each pairwise of elements. From this heuristic, the search
method will begin with the empty set and add some features, once at a time, in order
to find efficiently the one that possesses the best value. Best first method is applied to
search the set with the best merit value.

For our initial set of features, the algorithm gave us a subset of 40 features, the most
representative features with the less possible redundancy. The final subset (CASIA-
CFS) contains features from all the body including: 5 features that are from the color
of the head, 4 from the texture of the top, 3 features from the texture of the bottom, 14
from the color of the bottom. The texture features are less present in the final subset and
the most important part of the subset is given by the bottom part of the body.

Wrapper. Wrapper methods were first described by John et al.[13]. It uses, as CFS, a
search algorithm to go through the whole combination of features but to compute the
merit of a subset, it uses the results of the classification of the dataset with the targeted
algorithm. The huge disadvantage of wrapper method is that it has, to compute the rank
of a subset, to evaluate the results (given by global error rate) of the classification of the
dataset. As a consequence, the execution time before obtaining the desired results can
be huge. However, the advantage of this method is that it should give the best results as
the classification algorithm is specified before and used to compute the merit.

Over the 93 features, 16 features have been selected by this method. Average and
standard deviation values are well represented and for texture entropy is present in the
three part of the body. The selected features are presented in Table 3.

3.3 Discussion on the Results of Feature Selection

As described in the above subsections, four sets of features were considered for the
classification stage: CASIA-Wholeset (initial set of 93 features), CASIA-PCA, CASIA-
CFS and CASIA-Wrapper. The results of feature selection are summarized in following
Table 3.

For PCA method, we get 26 features instead of 93 features in 99.6% relevance
(the average of ROC Area). However, the disadvantage of this first method is that
it highly relies on the data and we can consider, with our initial problem, that an-
other dataset would have given different results for the linear combinations of features.
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In CASIA-CFS, most of selected features are color-based. And comparing CASIA-
CFS and CASIA-Wrapper feature sets, 11 features are in both sets: h mean r, h std r,
h mean b, t mean r, t std r, t mean b, t std b, b mean r, b std r, b std g, b mean b. In
addition, when we carefully look at the values of the covariance matrix (that gives us
the importance of each feature in the linear combination creating the new vectors), we
can notice that the ones that are selected by the other methods are the ones that have
the higher coefficients. It is obvious that color-based features are more useful in people
classification in our system. Entropy features of texture-based are usually selected and
give the most useful information to human classification in all feature sets.

4 Incremental SVM

SVM is an algorithm based on structure risk minimization principle, by learning from
the data and adding a margin between the data and the boundary. In multi-class classifi-
cation, training data is prone to be large. As all the classifier, when learning, SVM needs
to have a good representation of the classes. For human recognition, it is very difficult to
give such a database (with the different illuminations, orientation, etc.). One approach
to overcome this constraint is to train using an incremental learning technique, whereby
only a subset of the data is used at any one time. Multi-category SVM with incremen-
tal learning can be depicted as follow: adapt the decision function when a new data is
added while retaining the Karush-Kuhn-Tucker (KKT) conditions on all the previous
training data.

4.1 Multi-category SVM with Incremental Learning

This work is based on the incremental algorithm presented in [2]. Let’s consider a train-
ing dataset D of L pairs (xi,yi), i = [1, · · · ,L],xi ∈ Rd ,yi ∈ [1, · · · ,K],K ≥ 2. To solve
non-linear problems, the original data xi is mapped to higher dimensional space by
Φ(x) function. SVM hyper planes are given by: wT

i Φ(x) + bi = 0. So the class of a
point x is determined by finding i such that fi(x) = wT

i Φ(xi) + bi is maximized. In
multi-category classification, the margin between class i and j is 2/||wi −wj||. In order
to get the largest margin of class i and j, minimization of ||wi −wj|| to all i, j = 1, ...,L
is computed. Also, as described in [3], the regularization term 1

2 ∑L
i=1 ||wi||2 is added

to the objective function. In addition, a loss function ∑L
i=1 ∑L

j=i+1 ∑xk∈Ci j
λi j

k is used to
find the decision rule with the minimal number of errors in inseparable case, where the
slack variable λi j

k measure the degree of misclassification of the hyper-plan i j of the kth

training vector . So, the proposed quadratic function as the following:

min
1
2

L

∑
i=1

L

∑
j=i+1

||wi −wj||2 +
1
2

L

∑
i=1

||wi||2 +C
L

∑
i=1

L

∑
j=i+1

∑
xk∈Ci j

λi j
k (1)

where C ≥ 0 trades off the term that controls the number of outliers. A larger C is
corresponding to assigning a higher penalty to errors.

The constraint conditions are yi j
k

[
(wi −wj)T Φ(xk) + (bi −b j)

]−1+λi j
k ≥ 0; λi j

k ≥ 0;

∀xk ∈Ci j, where Ci j = Ci ∪Cj, yi j
k = 1 if xk ∈Ci and yi j

k = −1 if xk ∈Cj. The goal is to
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get the minimum of the objective function, which is a quadratic programming task. We
solve it by Lagrange multiplier method. The Lagrange function Lp is defined by:

Lp =
1
2

L

∑
i=1

L

∑
j=i+1

||wi −wj||2 +
1
2

L

∑
i=1

||wi||2 +C
L

∑
i=1

L

∑
j=i+1

∑
xk∈Ci j

λi j
k −

L

∑
i=1

L

∑
j=i+1

∑
xk∈Ci j

βi j
k λi j

k

−
L

∑
i=1

L

∑
j=i+1

∑
xk∈Ci j

αi j
k (yi j

k [(wi −wj)T Φ(xk) + (bi−b j)]−1 + λi j
k ) (2)

where Lagrange coefficients are αi j
k ≥ 0,βi j

k ≥ 0, i �= j.

The Lagrange Lp has to be minimized wi, bi, λi j
k and maximized αi j

k and βi j
k . Then in

the saddle points the solution satisfies for all i = 1, ...,L: ∂Lp
∂wi

, ∂Lp
∂bi

and ∂Lp

∂λi j
k

are equal to

zero, respectively. In consequence, we get:

wi =
1

L + 1

L

∑
j=1, j �=i

( ∑
xk∈Ci

αi j
k Φ(xk)− ∑

xk∈Cj

αi j
k Φ(xk)) (3)

and αi j
k + βi j

k = C then 0 ≤ αi j
k ≤ C,i = 1, ...,L, j = i + 1, ...,L, this means that all the

weights αi j
k are bounded by C.

Based on the KKT conditions, at the saddle points: αi j
k ((wi − wj)T Φ(xk) + (bi −

b j)− 1) = 0 and αi j
k βi j

k = 0 for all i = 1, ...,L, j = i + 1, ...,L. Then by replacing wi

as Equation 3, the problem of minimization of LP can be solved by minimizing the
following objective function:

W =
1

2(L + 1)
( L

∑
i=1

L

∑
j=1+1

|| ∑
xk∈Ci

(2αi j
k +

L

∑
m=1

m�=i, j

αim
k )Φ(xk)− ∑

xk∈Cj

(2αi j
k +

L

∑
m=1

m�=i, j

αm j
k )Φ(xk)−

L

∑
m=1

m�=i, j

∑
xk∈Cm

(αim
k −αm j

k )

Φ(xk)||2 +
k

∑
i=1

||
L

∑
m=1
m�=i

∑
xk∈Ci

αim
k Φ(xk)− ∑

xl∈Cm

αim
k Φ(xk)||2

)−
L

∑
i=1

L

∑
j=i+1

∑
xk∈Ci, j

αi j
k +

L

∑
i=1

bi

L

∑
m=1
m�=i

( ∑
xk∈Ci

αim
k − ∑

xk∈Cm

αim
k ) (4)

The KKT conditions on the point xn ∈Ci j divide data D into three categories accord-

ing to the value of gi j
n for all i = 1, ...,L, j = i + 1, ...,L:

gi j
n =

∂W

∂αi j
n

⎧
⎪⎨

⎪⎩

> 0; αi j
n = 0

= 0; 0 < αi j
n < C

< 0; αi j
n = C

(5)

The set S of support vectors svi j
n which are strictly on the margin (gi j

n = 0), and let si j

be the number of support vectors which are on the margin. The set E of error vectors
evi j

n which are incorrectly positioned compared to the margin (gi j
n < 0), and the set I of

ignored vectors ivi j
n (gi j

n > 0).
The main idea of incremental learning SVM is that train an SVM with the partitions

and reserve only the support vectors at each training step and add them to the training
set for the next step. The key is to preserve the KKT conditions on all training vectors
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while adiabatically adding a new vector. When a new sample is added, the coefficients g
are changed corresponding to the new data to meet the KKT conditions, while ensuring
that the exising sample in D continue to satisfy the KKT conditions at each step. In
particular, these conditions can be expressed as differential form:

Δgi j
n = yi j

n
(
Ai j,pqΔαpq

c Kcn + ∑
xk∈Ci

(2Δαi j
k +

L

∑
m=1
m �=i, j

Δαim
k )Kkn − ∑

xk∈Cj

(2Δαi j
k +

L

∑
m=1
m �=i, j

Δαm j
k )Kkn

−
L

∑
m=1

m �=i, j

∑
xk∈Cm

(Δαim
k −Δαm j

k )Kkn +(Δbi −Δb j)
)

(6)

BiΔαpq
c +

L

∑
m=1
m �=i

( ∑
xk∈Ci

Δαim
k − ∑

xk∈Cj

Δαim
k ) = 0 (7)

where i = 1, ...,L, j = i+ 1, ...,L, αpq
c is the coefficient being incremental, initially zero

and K is kernel function, Φ(xi)T Φ(x j) = K(xi,x j) and Kkn = K(xk,xn). Coefficients
Ai j,pq,Bi are defined by:

Ai j,pq =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

2 if (i, j) = (p,q) and xc ∈Ci

−2 if (i, j) = (p,q) and xc ∈Cj

1 if i = p, j �= q and xc ∈Ci

or i �= p, j = q and xc /∈Ci j

−1 if i = p, j �= q and xc /∈Ci j

or i �= p, j = q and xc ∈Cj

0 otherwise

(8)

Bi =
{

1 if xc ∈Ci

−1 if xc /∈Ci
(9)

where p = 1, ...,L,q = i + 1, ...,L.
For all support vectors svi j

n , n = 1, . . . ,Si j, i = 1, . . . ,L, j = i + 1, . . . ,L,
gi j

n (svi j
n ) = 0, then Δgi j

n (svi j
n ) = 0. We set b = [b1, ...,bL] and α =

[α12
1 ,α12

2 , ...αi j
i ,αi j

j , ...,α(L−1)L
L−1 ,α(L−1)L

L ], αi j
i expresses the weights of support vectors

svi j
n that belong to the class Ci. Equations 6 and 7 can be transformed as a matrix

equation, where we know that Δb,Δα change with Δαpq
c in matrix parameter R,as

described in detail in [2].
[

Δb
Δα

]
= −RH pqΔαpq

c (10)

The new sample xc is added, training set DL+1 = DL∪xc initializes αc = 0. If gpq
c > 0,

xc is not a margin or error vector, and we terminate. Else we apply the largest possible
incremental αpq

c . When gpq
c = 0, xc is considered as a support vector and added to the

set S; when αpq
c = 0, xc is a error vector and added to the set E . Otherwise Δαpq

c is too
small to cause the data move across S,E and I, the largest possible increment Δαpq

c is
determine by the bookkeeping procedure [6]. The incremental procedure algorithm is
described by Algorithm 1 [14,6].
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Algorithm 1. Incremental Procedure [14,6]

xc →Cp, p ∈ [1, . . . ,L];1

Set n > 0;2

for q = 1, . . . ,L,q �= p do3

αpq
c ← 0;4

z = [b,a];5

Compute H pq;6

while (gpq
c < 0 and αpq

c < C) do7

αpq
c = αpq

c + n;8

z = z−R ·H pq ·n;9

gi j
k = gi j

k + Δgi j
k , i = 1, . . . ,L, j = i + 1, . . . ,L,xk ∈Ci j;10

if αi j
n are close to zero then11

Corresponding support vectors move inside the margin
(

svi j
n → dvi j

n

)
;12

Update R,z and H pq;13

end14

end15

if αpq
c = C then xc is added to Cp as an error vector;16

else xc is considered as a support vector;17

Update R;18

end19

4.2 The Results of Incremental SVM

In this implementation, an RBF kernel has been used for both algorithms. The value of
the hyper-parameter of the kernel has been optimized before running the tests using the
train dataset. Both algorithms (incremental and non-incremental) use the same kernel
parameter (and also the same value for C).

In our system, the incremental SVM work flow is shown in Fig.4. For the follow-
ing results, 100 images of each class (10% of the whole dataset, about one sequence)
are used for training and the remaining are used for testing. Table 4 describes the per-
formances of the incremental SVM classifier. The results vary a lot with the feature
sets and the mean of recognition rate of all classes is 81.82%. The best set is given by

Fig. 4. Incremental learning work flow



36 Y. Lu et al.

CASIA-Wrapper with a 92.93% global recognition rate. Some classes are badly recog-
nized in the other three databases, with recognition rates below 70% for C10, C16, C19
and C20 (showed in bold typesetting in the table). However, encouraging results of 20
classes (only C1 has low results) are obtained by considering the Wrapper dataset with
more than 90%. We do not have, in this protocol, overfitting problems (especially with
Wrapper dataset) because even if the data that has been used for feature selection could
be part of the test datasets, the algorithm is different (incremental one) from the one
that has been used before.

5 Comparison with Classical SVM

We performed a comparison experiment using classic SVM based on the same feature
datasets in the same experimental conditions, to check if the lower results are caused by
inner properties of the class.

In our comparative experiments, the SVM classifier was tested with a stratified cross-
validation using 66% for training and 34% for testing (randomly chosen). Table 5 re-
ports the comparative results of classification recognition rate of non-incremental learn-
ing according to four sets feature database. For all feature sets, the results are almost
identical and the mean of recognition rate of all classes achieves 98.43%. The two tests
protocols are different, however, it would have been difficult to achieve two interesting
tests with the same protocol. These results on a non-incremental algorithm are used as
a reference that one could achieve with an incremental one. As we have no formal com-
parison of the two techniques, these first results give some clues on the remaining work
to improve our incremental procedure.

Some classes, which showed lower recognition rate in incremental SVM, achieve
good performances in classical SVM. That is to say, lower results of incremental learn-
ing are not due to inner properties of the class.

In classical SVM, during the training process, we have the whole set and then we
learn the models. This learning phase is done minimizing the error (with the slack vari-
ables). However, even in that case, we have some errors that are made by the classifier,
but these vectors are ignored. When performing incremental learning, we update the
margins with the result of the classification and as a consequence, if a frame is incor-
rectly classified, it will be considered as part of a wrong class. When retraining, this
frame possibly could become a support vector of this wrong class. Without the whole
picture at the beginning, such frame, if it is presented just after the initialization pro-
cess, could migrate to the Support Vector Set instead of the Error Set (because of the
lack of knowledge from the class). And this support vector will create update of the de-
cision function and include a slow movement of the separation between the considered
classes. The wrong result by this false support vector will then have an impact on the
remaining classification. When presenting a new frame close to the one with error for
instance, if again incorrectly classified because of this first error, the inaccuracy will be
increased. That is one of the possibility to explain these low results for only few classes
(always the same). [2] proved that at the end of the process, the support vectors are the
same (and so are the boundaries). However, before this step, we already have classified
a huge number of data. This explaination is confirmed by the last column of the table 4,
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Table 4. Recognition results of SVM with
incremental learning based on four pro-
posed database. The last column gives the
results with a different repartition between
training and testing (90%/10%)

Wholeset PCA CFS Wrapper Wholeset90

C1 88.39 74.82 76.06 60.61 98.31
C2 85.77 93.95 89.51 98.98 91.29
C3 74.42 78.14 68.77 91.57 95.90
C4 78.96 76.64 79.42 89.9 95.26
C5 87.47 81.56 88.57 97.92 96.46
C6 87.36 86.04 76.55 92.74 97.23
C7 93.32 89.86 96.3 98.28 95.85
C8 95.81 98.2 97.77 99.17 97.18
C9 80.3 94.8 82.28 98.25 98.30
C10 37.07 48.59 36.84 98.51 93.42
C11 94.06 97.41 94.15 95.2 98.90
C12 99.29 98.47 98.36 96.36 99.99
C13 82.58 78.65 87.7 82.25 96.16
C14 84.49 83.73 82.17 95.33 96.53
C15 90.82 91.26 88.39 93.21 93.13
C16 56.18 58.25 60.1 92.93 97.07
C17 82.9 88.48 86.09 95.2 96.55
C18 96.16 94.26 96.21 92.75 97.29
C19 15.84 16.02 18.38 95.9 95.82
C20 59.36 82.66 69.91 95.4 95.14

Global 78.88 80.93 79.12 92.93 96.29

Table 5. Recognition results of SVM with-
out incremental learning based on four pro-
posed database

Wholeset PCA CFS Wrapper

C1 99.49 99.12 99.7 99.81
C2 99.48 99.52 99.47 99.68
C3 99.97 99.18 100 100
C4 98.45 94.88 99.11 95.26
C5 99.6 97.05 99.46 99.82
C6 97.4 97.24 96.45 100
C7 100 99.65 100 98.87
C8 99.96 99.18 100 100
C9 99.53 100 100 99.81

C10 100 100 100 100
C11 98.91 98.06 99.65 95.38
C12 99.73 98.7 99.8 100
C13 99.38 98.79 99.47 97.91
C14 99.29 95.76 98.52 100
C15 98.99 97.66 99.55 90.88
C16 92.4 91.88 93.47 89.53
C17 99.96 99.73 99.73 99.9
C18 96.33 92.8 94.94 99.82
C19 100 100 99.49 99.82
C20 100 100 100 99.64

Global 98.96 97.97 98.95 97.91

in which we inverted the size of training and testing dataset for the whole set of features.
These second results are close to the one of classical SVM without any class badly rec-
ognized. One idea to overcome this problem is to investigate on the support and error
vectors assignation (tracing them over the time) in order to find a possibility to avoid
such behaviour. We could think of finding a criterion that gives us the opportunity to
reject a decision for future update of the classifier.

6 Conclusion and Future Work

In this paper, we presented a human recognition surveillance system based on adaptive
multi-category SVM classifier. The classification is done from the body appearance
extracted in the image sequences. The first originality introduced in the article is to seg-
ment each body into three parts (Head, Top, and Bottom), since three divided analyses
are more accurate than the whole body. Considering these three parts of each silhou-
ette, we characterized them by finding the most appropriated features. To do so, after
extracting a whole feature set of 93 features based on color and texture of each part,
we compared three different feature selection methods to reduce the feature space and
obtain the optimal feature set. Then, four sets of database are obtained. The most satis-
fied result is based on Wrapper feature selection, which consists of 16 features of each
person.

To apply our work to human recognition in video surveillance, we have to over-
come the problem that the classes are not completely known at the beginning of the
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process. For this, we implemented an incremental learning algorithm. Using classical
SVM for this task would require too much samples for each person to classify and a
huge database that would be difficult to map onto memory. Moreover, this incremen-
tal procedure makes the classification method evolve to be able to learn a sequence of
images and test on other sequences that could be different in terms of exposition or ori-
entation of the person. Incremental SVM is more suitable for the practical situation of
surveillance system. In our work, incremental SVM is tested in the situation based on
four sets feature database respectively and is compared to classical SVM. The results
of the classical SVM are very good in all feature database. The recognition rates of the
incremental algorithm are lower, however, the performance for the database extracted
with wrapper feature selection is satisfying with 92.93% global accuracy rate.

Our future work will first consist in improving the current results by considering
some criterions on the new data that is presented to decide to use it for the adaptation
or only to test it. With this first stage, we hope to remove the undesired modifications
of the boundaries that is created from one class to another and that creates low results
for some of the classes. The second part of our future work is to try to create new
classes from data that are collected. For the moment, we only can classify data that are
from known person. Novelty detection and class creation will be part of the design of a
system that suits for video surveillance applications requirements.

Acknowledgment. Portions of the research in this paper use the CASIA Gait Database
collected by Institute of Automation, Chinese Academy of Sciences.
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Abstract. In this paper, the effects of using multi RBF kernel for an online 
LSSVR on modeling and control performance are investigated. The Jacobian 
information of the system is estimated via online LSSVR model. Kernel 
parameter determines how the measured input is mapped to the feature space 
and a better plant model can be achieved by discarding redundant features. 
Therefore, introducing flexibility in kernel function helps to determine the 
optimal kernel. In order to interfuse more flexibility to the kernel, linear 
combinations of RBF kernels have been utilized. The purpose of this paper is to 
improve the modeling performance of the LSSVR and also control performance 
obtained by adaptive PID by tuning bandwidths of the RBF kernels. The 
proposed method has been evaluated by simulations carried out on a 
continuously stirred tank reactor (CSTR), and the results show that there is an 
improvement both in modeling and control performances.  

Keywords: Adaptive PID, Kernel Polarization, Multi Kernel, Online LSSVR. 

1   Introduction 

PID Controllers have been the most popular controller structure owing to their 
simplicity and robustness, in spite of further developments in control engineering. The 
strength of the PID control lies in the simplicity, lucid meaning and clear effect [1]. 
The PID’s long life force comes from its clear meaning and effectiveness in practice 
[1]. In adaptive control, tuning of the PID parameters rapidly and optimally is 
significant to get a good tracking performance in nonlinear systems [2]. Parameters of 
the model based PID controller can be tuned employing Support Vector Machine 
(SVM) or Neural Network model of the system.  

Support Vector Machine theory has recently been utilized for tuning controller 
parameters [3,4,5,6], instead of  Neural Network approach since it ensures global 
minima and it has powerful generalization ability. Since parameters of the controller 
are tuned according to the model of the plant, the control performance of PID based on 
Support Vector Regression (SVR) is directly related to the performance of the model. 

The main design component in SVM is the kernel which is a nonlinear mapping 
function from the input to the feature space [7]. The main function of the kernel is to 
convert a linearly non separable classification problem in low dimension to a separable 
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one in high dimension and hence plays a crucial role in the modeling and control 
performance [2]. Kernel functions are generally parametric [2] and the numerical 
values of these parameters have significant effect on both modeling and control 
performance. Depending on the initial values of kernel parameters some features 
significant for the model may be discarded or redundant or irrelevant features may also 
be mapped to the feature space and, better performance may be achieved by discarding 
some features [8]. Owing to such factors, the selection of optimal kernel parameters is 
crucial in terms of the solution of the SVR problem. In order to seek optimal kernel 
parameters for regression, particle swarm optimization, pattern search and grid-
diamond search have been utilized in [9],[10] and [11].  The common aim in all these 
approaches is to compute the kernel parameters offline. In [2], gradient descent 
optimization method has been utilized to tune the bandwidth of the single RBF kernel 
during online operation. The purpose of this paper is to improve the proposed method 
given in [2] introducing more flexibility to the kernel function using multi RBF.   

In this paper, taking into consideration that more flexibility in kernel provides 
better SVM model, it’s been our aim to estimate optimal values for parameters of 
multi RBF kernels and controller parameters using gradient information. In section 2, 
a brief overview of LSSVR and Online LSSVR are given. Tuning of multi RBF 
kernel parameters using online LSSVR is presented in Section 3. Adaptive PID 
controller based on online LSSVR is detailed in section 4. Simulation results, 
performance analysis of the online multi RBF kernel and adaptive PID, are given in 
section 5. The paper ends with a brief conclusion in Section 6. 

2   Online Least Square Support Vector Regression 

Given a training data set: 

,1 1( ).....( ) , , 1,2, , , ,x
ny y x x R y R k Nkk ∈ ∈ = .                             (1) 

where N is the size of training data and n is the dimension of the input matrix, the 
optimization problem for LSSVR is defined as follows to maximize the geometric 
margin and minimize the training error:  
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The minimization problem presented in equation (2, 3) is called the primal objective 
function [12]. By utilizing the primal objective function and its constraints, 
Lagrangian function can be derived as follows:  
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In (4), L is the Lagrangian and, kα  are Lagrange multipliers [13-15]. For optimality 

primal variables have to vanish at the saddle point: 
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The solution of the problem is as follows via (5-8): 
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with 

1 2 1 2 , 1, 2, ....,[ , ,.., ] , [ , ,.., ] , 1 [1,1,..,1], ( , ) ,N N km k m k m Ny y y y a a a a K x x == = = Ω =  

Further information about LSSVR is available in [13], [14] and [15].  
The dynamics of a non-linear system, can be represented by the Nonlinear 

AutoRegressive with eXogenous inputs  (NARX) model , 

( 1) ( ( ),.., ( ), ( 1),.., ( ))y n f u n u n n y n y n nu y+ = − − −                        (10) 

where ( )u n  is the control input applied to the plant at time n , ( 1)y n +  is the output 

of the plant , and  nu  and ny  stand for the number of  past control inputs and the 

number of past plant outputs involved in the model respectively [8].  
The state vector of the system at time index n is represented as follows: 

( ) [ ( ),.., ( ), ( 1),.., ( )]x n u n u n n y n y n nu y= − − −                               (11) 

The output of the model can be written as: 
1

ˆ( 1) ( ) ( ( ), ( )) ( )
n

i
i n L

y n a n K x n x i b n
−

= −

+ = +∑                                (12) 

using equations (8),(10) and (11). 
A training data set ( ( ), ( )X n Y n ) can be established using inputs 

( ) [ ( 1),.... ( )]X n x n x n L= − − , the corresponding outputs of the system  

( ) [ ( ),.., ( 1)]Y n y n y n L= − + , and L, the length of the sliding window. ( )nα and ( )b n  

are obtained as follows assuming 1( ) [ ( ) ]
I

U n n
C

−= Ω +  and using (9): 

( ) ( )[ ( ) 1 ( )]T Tn U n Y n b nα = −                                         (13) 
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1 ( ) ( )
( )

1 ( )1T

U n Y n
b n

U n
=                                                     (14) 

At time index n, we have: 

( ) [ ( 1),.... ( )] , ( ) [ ( ),.., ( 1)]X n x n x n L Y n y n y n L= − − = − +                 (15) 

At time index n+1, X(n+1) can be expressed as: 

( 1) [ ( ), ( 1),.... ( 1)] , ( 1) [ ( 1), ( ),.., ( 2)]X n x n x n x n L Y n y n y n n L+ = − − + + = + − + (16) 

New data pair ( ( ), ( 1)x n y n + ) is added to the training data set and, old data pair 

( ( ), ( 1)x n L y n L− − + ) is discarded from the training data set at time index n+1.  

References [2],[3] and [16] can be referred for detailed information on the online 
identification procedure of nonlinear systems via online least square support vector 
regression. 

3   Tuning of Multi-RBF Kernel 

In this work, an online tuning procedure for the bandwidths and scaling coefficients 
of a multi RBF kernel has been proposed to improve modeling and control 
performance.  The multi RBF kernel is given as follows: 

            

,
2

1

1

( )
exp( )

2 ( )
( ( ), ( ))

c svi
jm

j
c svi m

j
z

z

d n
k

n
Ker x n x n

k

σ
=

=

−
=∑

∑
                                        (17) 

where ( )j nσ is the bandwidth of the kernel function, ( )cx n  is the current state vector 

of the plant and , ( )c svid n  is the Euclidean distance between current data and the 
thi support vector. 

, ( ) ( ( ) ( )) ( ( ) ( ))T
c svi c svi c svid n x n x n x n x n= − −                              (18) 

In order to reveal the behavior of the multi RBF kernel function with fixed bandwidth, 
the behavior of the multi RBF kernel has been analyzed by synchronizing it with a 
single kernel. Assume that the multi kernel is the linear combination of 2 RBF 
kernels, the new kernel is as follows: 

1 2
1 2

1 2 1 2

( ) ( )
( ( ), ( )) ( ) ( )

( ) ( ) ( ) ( )c svi

k n k n
Ker x n x n K n K n

k n k n k n k n
= +

+ +
         (19) 

where   

,

2

( )
( ) ( ( ), ( ), ) exp( )

2 ( )
c svi

j c svi j
j

d n
K n K x n x n

n
σ

σ
= = −                        (20) 
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The following equation is written to examine whether this multi kernel can be 
represented using a single kernel or not. 

, 1 2
1 22

1 2 1 2

( ) ( ) ( )
exp( ) ( ) ( )

( ) ( ) ( ) ( )2 ( )
c svi

s

d n k n k n
K n K n

k n k n k n k nnσ
− = +

+ +
               (21) 

,2

1 2
1 2

1 2 1 2

( )
( )

( ) ( )
2 ln ( ( ) ( ) )

( ) ( ) ( ) ( )

c svi
s

d n
n

k n k n
K n K n

k n k n k n k n

σ = −
+

+ +

                (22) 

As can be seen from equation (22), multi kernel with fixed bandwidths equals to a 
single kernel with varying bandwidth depending on scaling coefficients and Euclidean 
distance between features. That is, multi RBF kernel with fixed bandwidths behaves 
like a single kernel with time varying bandwidth. In this paper, it is proposed to tune 
multi kernel to improve modeling performance of the system using the flexibility of 
multi kernel. The regression function with multi RBF kernel can be rewritten as in 
(23) 

1

ˆ( ) ( ) (( ( ), ( ))) ( )
n

i c svi
i n L

y n n Ker x n x n b nα
−

= −

= +∑                               (23) 

Partial derivatives of LSSVR model with respect to weights and bandwidths of the 
kernels are obtained as follows: 

 
1

21

1

( )( ( ) ( ))ˆ
( )[ ]

( )
[ ( )]

n m
z j z

i m
i n L zj

z
z
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−
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∑
                           (24) 
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n K
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                                 (25) 

The objective function to be minimized to improve model performance is selected as: 

2 2
m

1 1
( ) [ ( ) ( ) ] [ ( ) ]

2 2 mJ n y n y n e n= − =) )
                                   (26) 

where me
)

 is model error. Since ( )y n
)

is a function of the multi kernel functions, kernel 

bandwidths and scaling coefficients can be tuned by applying gradient descent 
method to minimize the objective function given in (26) as follows [18]:  

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
m m

j m
m j j

J n e n y n y n
n n n e n

e n y n n n
σ η η

σ σ
∂ ∂ ∂ ∂Δ = − =
∂ ∂ ∂ ∂

) ) )
)

) )               (27) 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
m m

j m
m j j

J n e n y n y n
k n n n e n

e n y n k n k n
η η∂ ∂ ∂ ∂Δ = − =

∂ ∂ ∂ ∂

) ) )
)

) )                 (28) 
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where ( )nη is the learning rate ( 0 ( ) 1nη< <  ), which can be obtained utilizing any 

line search algorithm. Thus, the kernel parameters can be tuned using (27, 28) as 
follows: 

( 1) ( ) ( )

( 1) ( ) ( )
j j j

j j j

n n n

k n k n k n

σ σ σ+ = + Δ

+ = + Δ
                                        (29) 

4   Adaptive PID Controller with Multi RBF Kernel 

An adaptive PID controller has been utilized to control a third order continuously 
stirred tank reactor (CSTR). Online LSSVR has been employed to model the 
dynamics of the plant. The system Jacobian information has been approximated from 
the model and this information is used to tune the PID controller coefficients. 
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Fig. 1. Adaptive PID controller and kernel tuner 

In fig. 1, the adaptive PID controller and the proposed multi-kernel tuner are 
illustrated, where ˆ( )y n is the output of the model, ( )y n  is the output of the system, 

( )j nσ is the bandwidth of the kernels, ( )r n is the reference trajectory for plant, and 

ˆ( ), ( )e n e n are the tracking and model error respectively at time index n.  

( ) ( ) ( )e n r n y n= −   ,    ˆ ˆ( ) ( ) ( )e n y n y n= −                                (30) 

The adaptive PID controller consists of 4 parts: PID controller, online LSSVR, PID 
and kernel parameter tuners. The classical incremental PID controller produces a 
control signal as follows [3,6,17]: 

( ) ( 1) ( ) ( ( ) ( 1)) ( ) ( ( ))

( ) ( ( ) 2 ( 1) ( 2))
p i

d

u n u n K n e n e n K n e n

K n e n e n e n

= − + − − +

+ − − + −
                    (31)
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where pK , iK  and dK  are the controller parameters to be tuned. At the beginning of 

the control, the controller and kernel parameters are not optimal [6], and hence, they 
need to be tuned using optimization techniques [6,18]. The tracking error results from 
non optimal controller parameters. That is, tracking error is the function of controller 
parameters. 

( ) ( ( ), ( ), ( ))i d pe n f K n K n K n=                                      (32)

The model error is the function of model parameters. 

1 1ˆ( ) ([ ( ) ,..... ( )],[ ( ),..... ( )], , ( ), ( ))m me n f n n k n k n C n b nσ σ α=              (33) 

Since the Lagrange multipliers and bias of the regression model are obtained using 
LSSVR, and C is taken as a fixed value, the modeling error can be rewritten as 
follows: 

1 1ˆ( ) ([ ( ) ,..... ( )],[ ( ),..... ( )])m me n f n n k n k nσ σ=                            (34) 

In order to make the controller and kernel parameters converge to their optimal 
values, gradient descent algorithm has been employed. The inputs of the PID 
controller can be defined as follows: 

(1) ( ) ( 1) , (2) ( ) , (3) ( ) 2 ( 1) ( 2)xc e n e n xc e n xc e n e n e n= − − = = − − + −     (35) 

Since the controller parameters are tuned using model based method, gradient descent 
is utilized to minimize not only the tracking but also the modeling error by 
approximating the one step ahead future behavior of the plant with online LSSVR. 
That is, the following objective function is tried to be minimized: 

          
2

2 2[ ( ) ( ) ] 1
( ) ( ) [ ( ) ( )]

2 2m m

r n y n
J n J n e n e n

−= + = + )
                  (36) 

The PID parameters are tuned as follows: 
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K n n
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( )
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( )i
i

J n
K n n

K n
η ∂Δ = −

∂
,

( )
( ) ( )

( )d
d

J n
K n n

K n
η ∂Δ = −

∂
    (37) 

where ( )nη is the learning rate, determined using line search algorithm. Golden 

section has been used to compute ( )nη . In this paper, multi kernel adaptation 

proposed in (27)-(29) has been used to improve the modeling performance and 
consequently the control performance. In the calculation of the control parameter 
updates above, Jacobian information, relating the input and output of the controlled 
system has been provided by the online LSSVR. Thus, parameters are tuned as 
follows: 
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As depicted by the simulation results given in section 5 these update rules improve 
the controller and modeling performance and the parameters are expected to converge 
to their optimal values in the long run. 

5   Simulation Results 

The performance of the proposed kernel parameter adaptation method in modeling 
and control has been evaluated on a third order continuously stirred tank reactor 
(CSTR). The dynamics of CSTR is given by the following set of differential 
equations:  

2
1 1 1 1 2 2

2 2
2 2 1 1 2 2 3 2 2

2
3 3 3 2 2

( ) 1 ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

x t x t Da x t Da x t

x t x t Da x t Da x t Da d x t u t

x t x t Da d x t

= − − +

= − + − − +

= − +

&

&

&

                (40) 

where 1 3Da = , 2 0.5Da = , 3 1Da = , 2 1d = , ( )u t is the control signal and 3 ( )x t  is the 
output of the process [6,19,20]. The magnitude of the control signal has been 
restricted between 0 and 1. The Jacobian information obtained as the output of the 
online LSSVR block in fig.1 is used to tune adaptive PID controller parameters. The 
initial values of all controller parameters are set to zero. In order to compare the 
adaptive single and adaptive multi kernel performance, initial values of the kernel 
bandwidth parameter are set to 1.  

Fig. 2 illustrates that PID controllers, obtained using both adaptive single kernel   
and adaptive multi kernel methods attain good tracking performance, furthermore the 
control signal produced by controller with multi RBF kernel is more moderate than 
the other one. As can be seen from fig.2, introducing flexibility using multi RBF 
accelerates the response of the system. The adaptations of controller parameters are 
depicted in fig. 3 for both cases and the variation of kernel bandwidth is illustrated in 
fig. 4 and 5. The kernel parameters converge to their optimal values to obtain better 
plant model depending on the alternation of reference signal.  
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Fig. 2. System outputs for adaptive single(S.) kernel and adaptive multi(M.) kernel 
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Fig. 3. Controller parameters for single and multi kernel case 
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Fig. 4. Kernel parameters for adaptive multi kernel 

0 50 100 150 200 250 300

0.9975

0.998

0.9985

0.999

0.9995

1

Time(sec)

B
an

dw
id

th
 o

f 
K

er
ne

l

 

 

Kernel

 

Fig. 5. Bandwidth of the adaptive single kernel 
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The modeling and tracking performances for single and multi adaptive bandwidth 
kernels are compared in Table 1. The following equation is used to compare the 
performance of the controllers: 

2 2

1

( ( ) ( )) ( ( ) ( 1))
N

comp
n

J r n y n u n u n
=

= − + − −∑                              (41) 

The table indicates that utilizing multi kernel provides more flexibility in kernel 
machine and improves the performance of the controller. 

As can be seen from third column of Table 1, the performance of the overall 
system obtained for the case with adaptive multi kernel bandwidth is better than that 
obtained with adaptive single kernel bandwidth, in terms of tracking-model error and 
performance index given in (41). 

Table 1. Model and Control Performance 

Error(MAE) Single Adaptive Kernel Multi Adaptive Kernel Improvement 
(%) 

Tracking Error 0.0160 0.0058 63.6374 
Modeling Error 5.4017e-004 3.1902e-004 40.9401 

compJ  2.7436 1.1964 56.3928 

6   Conclusions 

In this paper, taking into consideration that flexibility in kernel function reduces the 
modeling and control error resulting from kernels, it has been aimed to tune the 
parameters of a multi kernel online LSSVR using gradient information. Controller 
parameters are also tuned using gradient descent.  Employing online identification to 
model the system reduces the time consuming calculations of SVR. The results show that 
the proposed tuning method improves the performance of the controller in terms of 
tracking and modeling error. By combining the powerful features of fuzzy logic and 
support vector machines, more sophisticated and successful modeling and control 
techniques can be employed in future works.  
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Abstract. Type-2 fuzzy logic systems are an area of growing interest over the 
last years. The ability to model uncertainties in a better way than type-1 fuzzy 
logic systems increases their applicability. A new stable on-line learning 
algorithm for type-2 fuzzy neural networks is proposed in this paper. It can be 
considered as an extended version of the recently developed on-line learning 
approaches for type-2 fuzzy neural networks based on the Variable Structure 
System theory concepts. Simulation results from the identification of a 
nonlinear system with uncertainties have demonstrated the better performance 
of the proposed extended algorithm in comparison with the previously reported 
in the literature sliding mode learning algorithms for both type-1 and type-2 
fuzzy neural structures.  

Keywords: type-2 fuzzy logic systems, artificial neural networks, variable 
structure systems, sliding mode control. 

1   Introduction 

Uncertainties and imprecisions exist as an undivided part in both dynamic modeling 
and control problems and in most cases are difficult to handle. They are due to the 
lack of an accurate model and/or the presence of different external disturbances, 
measurement and sensor errors. All of these factors could reflect poor performance of 
the real-time applications. Type-1 fuzzy logic systems (T1FLSs) are not able to model 
effectively existing uncertainties because their membership functions (MFs) are 
totally crisp. When it is difficult to determine the place of the membership functions 
precisely, type-2 fuzzy logic systems (T2FLSs) have an advantage as they can handle 
better with modeling of such uncertainties owing to the fuzziness of their MFs. 
Membership functions of the type-1 fuzzy sets (T1-FSs) are two-dimensional, 
whereas those of the type-2 fuzzy sets (T2-FSs) are three-dimensional. The new third-
dimension of the T2-FSs provides additional degrees of freedom that makes it 
possible to directly model uncertainties [1]. 
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T2FLSs are particularly suitable for modeling and control of nonlinear systems 
with unknown time-varying dynamics.  They can also allow more flexibility to avoid 
problems associated to the uncertainties pertaining to the choice of the system’s fuzzy 
rules and fuzzy membership functions. Based on this T2FLSs have recently been 
considered  as a preferable alternative to T1FLSs in such cases and many successful 
applications have been reported in various areas where uncertainties occur, such as in 
decision making [2], signal processing [3], [4], traffic forecasting [5], mobile robot 
control [6], pattern recognition [7], [8], and intelligent control [9], [10].  

It is well know that fuzzy systems are often combined with artificial neural 
networks (ANNs) due to the good performance they together result in. Fuzzy neural 
networks (FNNs) combine the advantages of both techniques. Like the fuzzy systems 
and neural networks, FNNs are proven to be universal approximators too [11]. Fuzzy 
reasoning is capable of handling uncertain and imprecise information while neural 
networks are capable of learning from samples. On the other hand, stability of the 
learning algorithms and rapid convergence of the error towards zero are the main 
issues, which should be solved when applying such intelligent structures in on-line 
dynamic modeling and control schemes. Two general approaches that help solving 
these problems have been reported in the literature. The first one relies on direct 
implementation of the Lyapunov’s stability theory to obtain robust training algorithms 
for continuous-time neural and neuro-fuzzy structures [12]. Another way to get the 
solution of the stability problems is to utilize the variable structure systems (VSS) 
theory in constructing the parameter adaptation mechanism of the FNNs [13-15]. 
Such intelligent systems exhibit robustness and invariance properties. An additional 
and important benefit is that VSS-based learning algorithms can ensure faster 
convergence than the traditional learning techniques in on-line tuning of ANNs and 
FNNs [16]. Several sliding mode control-based learning algorithms for different 
computational intelligence structures have been recently reported in the literature. A 
sliding mode algorithm for parametric adaptation of type-1 fuzzy neural networks 
(T1FNNs) has been proposed in [14]. It has been followed by a modification that has 
been successfully applied to type-2 fuzzy neural networks (T2FNNs), [17]. 

This paper presents a new extended sliding mode learning algorithm for T2FNNs. 
The tunable parameters of the T2FNNs are more than those of T1FNNs), hence the 
problem of ensuring the stability and convergence during an on-line adaptation 
procedure is more difficult. Current investigation has been inspired by the sliding 
mode control-based training method for interval type-2 fuzzy neural networks that has 
been reported in [17]. The algorithm, proposed in [17], has been further extended to 
allow adaptation of the relation between the two components - the lower and the 
upper membership functions - of T2-FSs. This gives a possibility to manage non-
uniform uncertainties in T2-FLSs. Several comparative simulations have been made 
to confirm the consistency of the newly proposed extended on-line sliding mode 
learning algorithm. Therefore, it has significant influence on the T2FNNs’ 
performance and adaptation characteristics. 

The paper is organized as follows. Section 2 presents a short overview of T2FLSs. 
The extended on-line sliding mode learning algorithm for T2FNNs with Gaussian 
membership functions is introduced in Section 3. Simulation results for the proposed 
approach are shown in Section 4. Finally, concluding remarks are given in Section 5. 
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2   Overview of the Type-2 Fuzzy Logic Systems 

Type-2 fuzzy logic systems have been first introduced by Zadeh in 1970s. However, 
the rapid implementation of the T2FLSs in engineering applications has been delayed 
by existing problems related to the characterization of type-2 fuzzy sets, performing 
operations with T2-FSs, inferencing with T2-FSs and obtaining the defuzzified value 
from the output of a type-2 inference engine [18].   

The membership functions of T2-FSs are three dimensional and include a footprint 
of uncertainty (FOU), which is a new third dimension of T2-FSs that additionally 
helps handling uncertainties [1]. If their secondary membership functions are set to 1 
over the whole interval formed by FOU, then the fuzzy sets are called interval type-2 
fuzzy sets (IT2-FSs). This assumption corresponds to the case of uniform 
uncertainties and it is preferred by many researchers due to its simplicity.  

The architecture of the IT2-FLS is similar to that of the fuzzy logic controllers 
(FLCs) with T1-FLSs which contain fuzzifier, rule base, fuzzy inference engine, type-
reducer, and defuzzifier. IT2-FLSs can provide more robustness than the T1-FLSs 
when handling uncertainties and disturbances [6], [9]. T2-FLSs are based on fuzzy if-
then rules which are similar to those of the conventional FLCs. 

An interval type-2 Takagi-Sugeno-Kang fuzzy logic system is considered in this 
investigation, where antecedents are type-2 fuzzy sets and consequents are crisp 
numbers (IT2 TSK FLS A2-C0). The rth rule has the following form: 

Rr: if  x1 is Ã1j and x2 is Ã2j and … and xi is Ãij  then 
1

I

r ri i r
i

f a x b
=

= +∑ ,       (1) 

where ix , ( 1... )i I= represents the sequence of the input variables; rf , ( 1... )r N= is 

the TSK-type output function; Ãij is a jth type-2 membership function for ith input 
variable; ari and br are the parameters of the consequent part for rth rule.  

The firing strength of rth rule is calculated using lower ( )xμ  and upper ( )xμ  

membership functions. The Gaussian type-2 fuzzy sets can be associated with system 
uncertainties in two ways – by their mean or by the standard deviation (Fig. 1). 

 

Fig. 1. Type-2 Gaussian fuzzy sets with a) uncertain standard deviation and b) uncertain mean 

Membership functions with uncertain standard deviation have been used for the 
antecedent part of the fuzzy if-then rules in this investigation. The lower and upper 
membership functions with uncertain deviation (Fig.1a) are represented as follows: 
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                 (2) 

2.1   Type-2 Fuzzy Neural Networks 

The structure of the type-2 fuzzy neural network, used in this investigation, is shown 
on Fig. 2. The network implements TSK fuzzy if-then rules introduced by (1). Each 
layer of the T2FNN structure carries out a particular part of the T2FLSs strategy. 

 

Fig. 2. Structure of type-2 TSK fuzzy neural network 

The first layer depicts the inputs of the structure. The number of the neurons in the 
input layer depends on the dimension of the sequence of input variables. The next 
layer of the network performs the fuzzification operation over the inputs by IT2 
Gaussian fuzzy sets with uncertain standard deviation (Fig. 1a). Each membership 
function of the antecedent part of (1) is represented by an upper ( )ixμ and a lower 

( )ixμ  membership function. The degrees of fulfillment for both membership 

functions (upper and lower) for ith input signal are determined according (2) 
respectively. Next layer consists of all rules RN from the TSK rule base (1). The 
outputs of the neurons here are sequences of the membership degrees of the activated 
in the previous layer type-2 fuzzy membership functions. They are passed through the 
fourth layer if the corresponding fuzzy rule is activated. The “prod” T-norm operator 
is applied in the fourth layer to calculate the strength of each rule Rr. Neurons in this 
layer are represented as follows: 

1 21 2

1 21 2

( )* ( )* * ( )

( )* ( )* * ( )

r IA A AI

r IA A AI

w x x x

w x x x

μ μ μ
μ μ μ

=

=

…
…

.                                     (3) 
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The output weights in the fourth layer are determined as TSK linear functions 

1

I

r ri i r
i

f a x b
=

= +∑ .                                                  (4) 

Therefore, the last two layers of the fuzzy neural network perform type reduction and 
defuzzification operations. The evaluation of the output y  of the T2FNN is done in 

accordance with the type-2 fuzzy inference engine proposed in [19].  

1 1

(1 )
N N

r r r r
r r

y q f w q f w
= =

= + −∑ ∑                                          (5) 

where N is the number of fuzzy rules and the normalized values rw  and rw are used. 

1 1

,r r
r rN N

r r
r r

w w
w w

w w
= =

= =
∑ ∑

                                            (6) 

The parameter q is introduced in (5) to consider the case of non-uniform uncertainties 
and to allow adjustment of the influence of the lower and the upper membership 
function of IT2-FLSs on the output determination procedure.  

It is convenient to define the following vectors 

1 2 1 2 1 2[ ... ... ]; [ ... ... ]; [ ... ... ]r N r N r NF f f f f W w w w w W w w w w= = =         (7) 

The extended on-line learning algorithm, proposed in the next section, includes 
adaptation of: (i) the parameters of IT2 Gaussian functions, (ii) the parameters in the 
consequent parts of the fuzzy rules and (iii) the parameter q. Note that in the current 
investigation the TSK linear function is considered as consisting of the parameter br 
only for simplicity. 

3   The Extended Sliding Mode On-Line Learning Algorithm 

Let us define the learning error of the considered T2FNN as the difference between 
the network’s current output ( )y t and its desired value ( )dy t : 

( ) ( ) ( )de t y t y t= −                                                   (8) 

The scalar signal ( )dy t  represents the time-varying desired output of the neural 

network. It will be assumed that the rate of change ( )dy t is bounded by a predefined 

positive constant _y dotB (this limitation is valid for all real signal sources due to the 

physical restrictions). 

_d y doty B≤                                                         (9) 

Using the principles of the sliding mode control theory [20] the zero value of the 
learning error coordinate e(t) can be defined as a time varying sliding surface, i.e. 

( ( )) ( ) ( ) ( ) 0dS e t e t y t y t= = − =                                      (10) 
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When the system is in sliding mode on the sliding surface S  that guarantees that 
the IT2 TSK FLS A2-C0 output ( )y t  coincides with the desired output signal ( )dy t  

for all time ht t>  where ht  is the hitting time of ( ) 0e t = . 

Definition: A sliding motion will have place on a sliding manifold ( ( )) ( ) 0S e t e t= = , 

after time ht  if the condition ( ) ( ) ( ) ( ) 0S t S t e t e t= <  is true for all t  in some nontrivial 

semi open subinterval of time of the form [ , ) ( , )h ht t t⊂ −∞ . 

The learning algorithm for the adaptive parameters , , , , ,ij ij ij ij rc c b qσ σ  should be 

derived in such a way that the sliding mode condition of the above definition will be 
enforced. 

Theorem 1. If the learning algorithm for the parameters of the upper ( )ixμ and the 

lower ( )ixμ  membership functions with a Gaussian distribution is chosen as:  

ij ij ic c x= =                                                         (11) 

3 3

2 2
( ); ( )

( ) ( )
ij ij

ij ij
i ij i ij

sign e sign e
x c x c

σ σ
σ α σ α= − = −

− −
               (12) 

and the adaptation of  the output weights of  the fourth  and the fifth layer of the 
neuro-fuzzy network is chosen as follows: 

( )
( )( )

(1 )
( )

(1 ) (1 )

r r

r T

qw q w
f sign e

qW q W qW q W
α

+ −
= −

+ − + −
                         (13) 

( )
1

( )Tq sign e
F W W

α= −
−

                                           (14) 

where α  is a sufficiently large positive number satisfying the inequality: 

_

2
y dotB

α >                                                           (15) 

then, given an arbitrary initial condition е(0), the learning error е(t) will converge to 
zero during a finite time ht . 

Proof: From (2), (3), and (6) it is possible to obtain the time derivatives: 

1 1

;
N N

r r r r r r r r r rr r r
r r

w w K w w K w w K w w K
= =

= − + = − +∑ ∑                        (16) 

where the following substitutions are used 

i ij
ij

ij

x c
A

σ
−

=  ;       i ij
ij

ij

x c
A

σ
−

=                                            (17) 
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i

K A A
=

= ∑                                         (18) 

Also it is obvious that applying the proposed adaptation laws (11), (12) the value of 

rK  and rK  can be calculated in this way 

1 1

( )
I I

r r ij ij ij ij
i i

K K A A A A I sign eα
= =

= = = =∑ ∑                                   (19) 

Consider the following Lyapunov function candidate: 

21

2
V e= .                                                                (20) 

In order to satisfy the stability condition the time derivative V  has to be negative. 

( )dV ee e y y= = −                                                     (21) 

Differentiating (5) it is possible to obtain: 

( ) ( )
1 1 1 1

(1 )
N N N N

r r r r r r r r r r r r
r r r r

y q f w q f w f w q f w q f w f w
= = = =

= + + − + − +∑ ∑ ∑ ∑      (22) 

Substituting (16), (18), (19) consecutively in (22) results in 

1 1 1

1 1 1

1 1 1
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N N N

r r r r r r r r r r
r r r

N N N

r r r r r r r r r r
r r r

N N N

r r r r r r r r
r r r

y q f w q f w f w K w w K

q f w q f w f w K w w K

q f w q f w I sign e f w w w
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f w q f w I sign e f w w wα
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∑ ∑ ∑

             (23) 

Note that the sums of normalized activations are constant. 

1 1

1; 1
N N

r r
r r

w w
= =

= =∑ ∑                                               (24) 

Applying (13), (14) and (24) we obtain      

( )
( ) ( )

1 1

1
( ) (1 )

N N

r r r r r rT
r r

y sign e f w w f qw q w
F W W

α
= =

= − − + + −
−

∑ ∑           (25) 

2 ( )y sign eα= −                                                        (26) 
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Finally (26) can be substituted in (21) 

( 2 ( ) )dV ee e sign e yα= = − −                                            (27) 

_2 0y dotV e B eα< − + <                                              (28) 

The inequality (28) means that the controlled trajectories of the learning error e(t) 
converge to zero in a stable manner. 

4   Simulation Studies and Results 

The performance of the proposed extended sliding mode on-line learning algorithm has 
been evaluated in simulations by applying it to a type-2 fuzzy neural identifier of a SISO 
second order nonlinear system which is described by the following expression [21]: 

1 2

2

1

( , ) ( , ) ( , )f t g t u t

y

χ χ
χ χ χ η χ

χ

=
= + +

=
                                    (29) 

where 0( , ) ( , ) ( , )f t f t f tχ χ χ= + Δ  and 0( , ) ( , ) ( , )g t g t g tχ χ χ= + Δ  are smooth 

nonlinear functions, and ( , )tη χ  is a bounded uncertainty. Both nonlinear functions 

consist of nominal (known) parts 2
0 1 2( , ) 1.5f tχ χ χ= −  and 0 ( , ) 2g tχ = , and fault 

terms 2
1 2( , ) 0.3sin( ) cos( )f t t tχ χ χΔ = + , 1( , ) cos( )g tχ χΔ =  arising at a certain 

moment of the operation of the system. The external disturbance term is presented by 

2 1( , ) 0.2sin( ) sin(2 )t tη χ χ χ= + with a known upper bound 0 1( , ) 0.2 | |tη χ χ= + . 

The type-2 fuzzy neural identifier with the proposed extended sliding mode 
learning algorithm has been compared in two consecutive experiments with two other 
identifiers that also use sliding mode on-line learning algorithms (type-1 fuzzy neural 
identifier and type-2 fuzzy neural identifier with a learning algorithm without 
adaptation of the parameter q ).  The performance of the three identifiers has been 

tested on the nonlinear system described by (29). A sinusoidal input signal with 
decreasing amplitude and frequency has been applied to the simulated system during 
both experiments. 

Experiment 1. The first experiment starts initially with the nominal case, i.e. 
( , ) 0f tχΔ =  and ( , ) 0g tχΔ = , and then at a certain time (t=10 sec) the fault operating 

regime is introduced.  
The errors during the identification procedure are shown on Fig. 4. During the first 

10 sec (when ( , ) 0f tχΔ =  and ( , ) 0g tχΔ = ) the identification error provided by the 

type-1 fuzzy neural identifier is the smallest one. The results prove that T1FNNs 
handle very well in the nominal case. However subsequently, when the system is 
characterized by the presence of uncertainties (after t=10 sec), type-2 fuzzy neural 
identifiers perform more accurately. Fig. 4 shows also that the proposed learning 
algorithm with adaptation of the parameter q leads to better results compared to the 
learning algorithm with fixed value of the parameter q  (introduced in [17]). The 

change of the parameter q during the experiment with the proposed extended sliding 
mode on-line learning algorithm is presented on Fig. 5.  
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Fig. 3. Exp.1: Identification performance under uncertainty and faults included in t=10 sec 

 

Fig. 4. Exp.1: Identification errors with three different types of FNN with sliding mode learning 

 

Fig. 5. Exp.1: Variation of the parameter q during the identification procedure with T2FNN 
using the proposed extended sliding mode on-line learning algorithm  

Experiment 2. The second experiment is performed with uncertainties and faults 
included during the whole simulation time. In this case the type-1 fuzzy neural 
identifier is not able to handle with system uncertainties and the error is bigger 
compared to the results during the Experiment 1. The reason for this difference is that 
in the first experiment the T1FNN is trained during the first 10 sec of the simulation 
(when ( , ) 0f tχΔ =  and ( , ) 0g tχΔ = ).  
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Fig. 6. Exp.2: System identification performance under uncertainty and faults 

 

Fig. 7. Exp.2: Errors for the three different types of FNN with sliding mode learning 

 

Fig. 8. Exp.2: Variation of the parameter q during the identification procedure with T2FNN 
using the proposed extended sliding mode on-line learning algorithm 

As it can be seen the introduced extended sliding mode learning algorithm 
decreases significantly the identification error values.  

The root mean square error (RMSE) values during the experiments corroborate the 
better performance of the proposed extended sliding model learning algorithm for 
interval type-2 FNNs.  
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Table 1. RMSE during the identification 

Type of FNN 
RMSE 
Experiment 1 

RMSE 
Experiment 2 

T1 FNN 0.0263 0.0275 

T2 FNN 0.0207 0.0199 

T2 FNN with q update 0.0103 0.0127 

5   Conclusions 

A novel extended sliding mode on-line learning algorithm for type-2 fuzzy neural 
networks is presented. Adaptive elements are situated in the second, the fourth and the 
fifth layer of the proposed fuzzy neural structure. The second and fourth layers consist 
of the parameters of TSK fuzzy rules. The antecedents are represented by the center 
and the standard deviations of each activated type-2 Gaussian membership function 
with uncertain deviation. The adaptive parameters in the fourth layer are the 
coefficients of the TSK linear function. The last adaptive element in the fuzzy neural 
structure is the modeling parameter q. The adaptation of this parameter is the main 
contribution of this investigation, due to its importance in determination of the output 
of the T2FNN. The performed simulations have shown better performance of the 
T2FNN using the proposed sliding mode on-line learning algorithm with adaptation 
of the parameter q. It is compared with two other sliding mode learning algorithms for 
T1FNN and for T2FNN with constant parameter q in identification procedure of a 
SISO nonlinear system with uncertainties and fault. 
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Abstract. Online classification learners operating under concept drift can be 
subject to latency in example arrival at the training base. The impact of such 
latency on the definition of a time stamp is discussed against the background of 
the Online Learning Life Cycle (OLLC). Data stream latency is modeled in 
Example Life-cycle Integrated Simulation Environment (ELISE).  Two new 
algorithms are presented: CDTC versions 1 and 2, in which a specific time 
stamp protocol is used representing the time of classification.  Comparison of 
these algorithms against previous time stamp learning algorithms CD3 and CD5 
is made.  A time stamp definition and algorithmic solution is presented for 
handling latency in data streams and improving classification recovery in such 
affected domains. 

Keywords: Online Learning, Classification, Concept Drift, Latency, Time 
Stamp. 

1   Introduction 

In online learning the issues of noise and concept drift upon a learner are clearly 
documented; an introduction to existing work and other underlying issues may be 
found in [1-7]. Furthermore the potential for lack of representative of examples in a 
data stream is discussed in [8]. It is also the case that, whether explicitly or implicitly 
defined, online classification involves the inducement and subsequent updating of a 
classifier from a data stream of time-stamped training examples.  Current approaches, 
as in those referenced above, involving a variety of machine learning algorithms 
either individually or in ensembles, deploy various approaches to handling concept 
drift and maintaining a set of valid training examples.   

Previously in [9] and [10], an online learner life cycle model was introduced and 
the various latency scenarios were explored in order to determine distinct latency 
signatures in classification for normal distribution and negative exponential models of 
example arrival at an online learner.  It was noted that a training example is supposed 
to be representative of an underlying true rule operating at a particular time, i.e. a 
temporal event.  Since an example may only become available after that time, this 
leads to a time discrepancy or latency. 
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2   The Online Learning Life-Cycle, Latency and Time Stamping 

In online classification learning, the learning algorithm receives new training 
examples on a periodic basis and adopts a learning update regime to maintain 
currency of the classifier. These new examples are time-stamped and placed in a 
training base. The time-stamps will influence the learner.  

In [10] an overview of the Online Learning Life Cycle (OLLC) was given. The 
OLLC was designed to provide a generalized framework for visualising online 
learning through the five identified key stages and the boundaries of a domain; 
identifying additional non-stationary learning specific issues such as trackability and 
selection filtering, and, latency in example procurement. 

In [9] the signature impact of various latency models and scenarios were analysed 
and the issue of what this meant to the definition and use of a time stamp raised. 

While a more thorough explanation of the online learning life cycle can be found in 
[10], it can be briefly summarised into stages as in Table 1. 

Table 1. OLLC Stages 

Stage Description 
Initial example 
collection 

Initial supervised example collection takes place using external 
sources and is placed into the training base.   

Initial classifier 
induction 

Upon receiving data from the training base, the learning algorithm 
is applied and generates the first classifier. 

Classification A new case, <description>, arrives at time tc for classification, This 
is given its predicted class, pclass, by the current classifier and 
stored as (tc, <description>, pclass). 

Verification and 
return to the 
example base 

At time, tv > tc, the true class, vclass, may be obtained. Verification 
latency is t1 

lat. After further delay, t2 
lat, this may be fed back, at 

((ttb)), to the example training base as (<description>, vclass). 
Learning update 
regime 

The learner is applied periodically to examples returned to the 
training example base since the last episode of learning. 

Latency, for the purposes of the OLLC, refers to the time taken from the 
instantiation of a potential example, e.g. a loan applicant beginning his application, 
and a prediction / classification is made, e.g. a predicted class to grant loan or reject; 
through the subsequent period when the verified class is given / discovered; and 
ending when the final form of example arrives at the online learner training base. As 
stated in [9], latency only becomes an issue should drift occur. 

Depending upon the domain, latency can be either constant (fixed) or random [9].  
For example, a system, which predicts rise or fall of share price from the close of one 
day to the close of the next, has fixed verification latency with no administrative 
delay. However, in domains attempting to handle fraud, verification and 
administrative delays are likely to be random.  As a result, random latency will cause 
examples to become available out of their original chronological ordering. 

The issue as to what the time stamp of a new training example should be has 
received little attention in the literature. When a classifier makes a classification at 
time t, it is attempting to replicate that which would be made by an oracle (possibly a 
human expert), were such available [9]. This oracle is indexed by time and can 
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change its rules over time, i.e. concept drift. It is the role of the learning regime to try 
to capture and maintain the oracle’s rules over time.  

From the OLLC three distinct time stamps can be observed; time of classification 
(tc), time of verification (tv), and time at training base (ttb) 

The time of classification relates to the earliest identifiable time in an example’s 
life cycle from the viewpoint of an online learner.  Once online and in a closed 
domain, the classifier is likely to first discover the data instances that will 
subsequently feedback to it as examples.  It is the likeliest record of the chronological 
order of examples and the associated time of drift states. 

The time of verification represents the moment whereby an example discovers its 
verified class: as distinct from the true class definition.  Examples can gain their 
verified classifications through either disclosure of the true class over time in a 
domain or the assignment of a verified class to date, e.g. a panel of experts. 

Finally, there is the arrival time at the training base, i.e. when the example 
including its verified class finally arrives at the online learner training base ready for 
the next learning update cycle to occur.  This time stamp preserves the final ordering 
of examples as the result of the summative latencies gained over their life cycle in 
feeding back to the base. 

3   Online Learners 

For experimentation the following four online learners were used.  CD3 and CD5 [11] 
being established Time Stamp Attribute Relevance (TSAR) approach [11] learners in 
the literature and CDTC, Concept Drift Time of Classification, versions one and two 
being new learners.  While base learners may be interchangeable, CD5 and both 
CDTC algorithms use a weka implementation of Quinlan’s C4.5 algorithm, J48 [12]. 

CD3 uses the decision tree algorithm, ID3 [13], along with post pruning as a base 
learner.  In each learning episode CD3 receives a batch of training examples that have 
become available since the last episode. These are time-stamped as new and added to 
examples retained from previous episodes, time-stamped as current. CD3 assesses the 
relevance of the time-stamp attribute to classification however it is using a time stamp 
allocated at the time of the training base; the time-stamp attribute relevance (TSAR) 
principle [11].  Following induction, rules are extracted from the tree and those which 
specify the time-stamp value as current are deemed to be out of date and purged, 
along with all examples covered by the rule. Finally, the new examples have their 
time-stamp changed to current. By this means, CD3 aims to dynamically maintain a 
base of training examples considered to be valid, that is, they reflect the current 
oracle. It is an important feature of CD3 that it does not remove training examples 
simply on the basis of age, the argument being that, under concept drift, typically not 
all rules are subject to drift and so examples covered by un-drifted rules retain their 
relevance to the learner.  

A further development of the batch-based discrete time stamping of CD3, CD5 is 
designed to use a continuous time stamp applied to each example as it arrives at the 
training base.  Once again this represents the time at training base time stamp 
definition. 
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CDTC version one, table 2, is a new algorithm that relies upon a meta data 
protocol at the point of classification of examples to ensure that accurate time stamps 
from the moment of classification, tc, are available to use instead of applying the time 
of arrival at the training base.  It learns every batch call from all examples obtained to 
the current time. 

Table 2. CDTC version one pseudo code 

Batch Contents Data Structure 
(tc , <Description> ,  vClass) 
Learner 
while online 
if batch received 

if initial batch 
 Call Base_Learner on Training _Base 
 Deploy Base_Learner_Classifier 

else if not initial batch 
 Append batch contents into Training _Base Table 
 Call Base_Learner on Training _Base 
 Deploy Classifier 
end while 
Classification 

  while online 
 if example_received(<Description>) 

Append Current_TimeStamp(tc, <Description>) 
Classify(tc, <Description>) 
Return(tc, <Description>, Predicted Class) to Domain 

  end while 

In version 2, table 3, additional mechanisms are added that check for accessible 
rules being present in the classifier, under the current time and only if the most 
informative attribute is the time stamp, prior to classifying a particular example and to 
determine whether to begin the example purging procedure.  If accessible rules are 
present, the learner purges examples, from the training base, by checking the existing 
examples in the training base that were used in creating the previous classifier.  The 
algorithm compares the original time stamp classification of the example against what 
it would classify as, as the current time, in the new classifier.  Examples that classify 
correctly with their original time stamp but not the current time, or, examples that do 
not classify correctly at all are purged from the learning base; thus avoiding the 
version one problem of the training base hanging onto irrelevant examples and an 
unnecessarily severe impact on computation time during a learning phase. 

Classification also uses the accessible rules check and, when accessible rules are 
not available with the current time stamp, uses the rules immediately prior to the most 
recent time represented in the classifier rules.  

While batches are received, the learner uses a learning curve test on the most recent 
n, set to 100 in the experiments, examples not used in a classifier to determine 
whether any change in classification rate beyond the Range, in this case 5%, either  
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direction has occurred.  If so a learning cycle engages learning on all current and new 
examples in the training base, purging only takes place after a learning cycle has 
proceeded.  This helps avoid unnecessary learning and purging; ensuring that all 
relevant examples are still kept for necessary learning updates.  

Table 3. CDTC version two pseudo code 

Learner 
while online 
    if batch received 

if initial batch 
 Set batch examples’ Status to “New” 
            Call Base_Learner on Training _Base  
 Deploy Base_Learner_Classifier 
 Select n “New” examples 
 Set Previous_Rate to classification rate of the n examples 

Update all examples Example_Status in Training_Base to Current 
else if not initial batch 

Set batch examples’ Status to “New” 
retrieve most recent n examples by TimeStamp where Status is New 
Evaluate current classifier on n 
if new average classification rate outside Previous_Rate +/- Range(%)  

Previous_Rate assign new rate 
Call Base_Learner on Training _Base 
Deploy Classifier 
if Classifier has accessible rules 
   Get all Current Examples 

if classifies correctly with original time stamp but not current time 
Delete Current examples with matching (<Description>,vClass) 

else if doesn’t classify correctly with original time stamp or current time 
Delete Current examples with matching (<Description>,vClass) 

Update all examples’ Status in Training_Base to Current 
end while 

Classification 
  while online 

 if example_received(<Description>) 
  Append Current_TimeStamp(tc, <Description>) 
  if Classifier has accessible rules 

 Classify(tc, <Description>) 
  else  

 use less than most Recent_Time in tree to classify(Recent_Time,<Description>) 
  return(tc, <Description>, Predicted Class) to Domain 

  end while 

In addition, the learning curve test also aids in avoiding time stamp relevance 
reaction and purging response to a non-domain representative imbalance in the class 
value distribution; a side-effect of TSAR methodology observed when using C4.5 as a 
base learner in early experimentation.  

No maximum training base size is used; doing so risks the learner never being able 
to achieve a sufficient number of examples to learn the quantity and complexity of 
rules active in each concept universe in the domain. 
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4   Experimental Methodology 

To investigate the impact of latency on learning under concept drift, a series of 
experiments was performed using a variety of latency and drift scenarios. In these, 
latency was modeled as both fixed and random and was assumed to be independent of 
description attribute values of the examples and of class. No filtering was applied. 
Training and test examples were generated using AutoUniv [14]. AutoUniv creates an 
artificial universe (U), a complete probabilistic model of the joint distribution of the 
description attribute and the class, comprising four components: attribute definitions; 
attribute factorization (into independent factors); attribute factor distributions; and, a 
rule set. Noise is modelled as the degree of uncertainty in the class distributions of 
each rule. Retaining attribute and class definitions and altering some of the other 
components of the universe obtain drifted models. Drift can be in rules only (concept 
drift) or in attribute distributions only (population drift) or both. 

For the experiments, three universes were generated all with the same attributes 
and classes using 8 relevant attributes, 2 noise attributes, a range of 2-5 attribute 
values, a range of 2-5 rules and 4 class values. The second universe was obtained by 
applying concept drift to the first; the third was obtained by applying concept drift to 
the second. Details are given in tables 4(a) and 4(b). All universes have similar Bayes 
rates. 

Table 4. (a) Universe drift variations, (b) Cross-classification rates (XCR) between universes. 

Universe Rules Average Rule Length Noise % Bayes Rate % 
1 60 4.2 21.4 78.6 
2 88 4.3 19.5 80.5 
3 82 4.3 22.1 77.9 

 
Old New XCR (%) 
Universe 1 Universe 2 32.1 
Universe 2 Universe 3 26.8 
Universe 1 Universe 3 33.6 

The cross-classification rate (XCR), [11], provides a simple measure of the extent 
of drift, i.e. that which would be obtained if the universe rules operating before a drift 
point were applied to classify examples after drift had occurred. From table 4(b) it is 
seen that XCR is very low, in relation to the corresponding Bayes rate in all cases. If 
an online learner correctly induces rules for universe 1 but fails to detect the drift to 
universe 2 and then to universe 3, the classification rate will drop first to about 32% 
and then rise to about 34%.  

Examples were then given a life cycle using ELISE. ELISE was developed to load 
training and test examples from AutoUniv into a database and to generate initial time 
point and additional latency values to include with each domain training example as 
specified in the OLLC [8].  

Elise allows for the selection of either constant or random latency types. Random 
latency offers a further breakdown into latency models generated according to a 
normal distribution or negative exponential: a normal distribution representing latency 
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scenarios where examples may return early or late but will more likely be closer to an 
expected time and share a common dependency with each other, and, negative 
exponential for the scenario where examples will most likely return soon after 
classification but still allow for very late example return; also have little to no 
dependency between examples to determine latency. When selecting a normal 
distribution the user has control over a number of preset variance levels. Overall, 
random latency is determined from an inputted average latency value. 

In addition to the latency periods, the user can specify a regime for examples 
arriving to be classified. These arrivals can be fixed or random and modeled as above.  

The user inputs the drift points, i.e. the time points at which the first example of 
each new drifted universe is experienced. They also enter the time point at the end of 
each test batch and the total number of test examples that make up a batch. In all, 21 
experiments were scripted to run in ELISE.  For each of the drift scenarios in table 5, 
each latency scenario in table 6 was conducted for both a medium and high latency 
value, as presented in table 7.  The first experiment in each drift scenario, i.e. zero 
latency experiment, was performed to determine learner baseline performance under 
each drift scenario prior to the addition of latency. Ten iterations of each of these 
experiments were performed using different sets of data taken from each drifted 
universe and the average performance calculated.  

Data was supplied as described in table 8.  The combined total of examples, 10000, 
used for learning never changes in the experiments.  The effect of increasing the 
number of drifts reduces the overall time for recovery and therefore represents an 
increasingly drift-active domain. These experiments only consider the impact of 
latency on domains susceptible to revolutionary drift, i.e. a sudden and immediate 
change in the rules, which gives a clearer interpretation of the impact of latency.  

Table 5. Drift scenarios Table 6. Latency scenarios 

 
Drifts Drift points 

0 0 
1 4501 
2 3001, 6001 

Latency Type Latency Model 
Zero n/a 

Constant n/a 
Random Normal Distribution 
Random Negative Exponential 

Table 7. Standard deviations for random latency 

Average Latency Normal Distribution  
Standard Deviation 

Negative Exponential  
Standard Deviation 

500 96 500 
2000 516 2000 

Table 8. Example data artificial universe(U) breakdown for each drift scenario 

Category Training Examples Domain Examples Test Examples 

No drift U1 (1000) U1(9000) U1(10000) 
One drift U1 (1000) U1(4500), U2(4500) U1(10000), U2(10000) 
Two drift U1 (1000) U1(3000), U2(3000), U3(3000) U1(10000), U2(10000), 

U3(10000) 
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Finally, learning and testing cycles were performed in the ELISE simulation every 
500 time points. 

5   Analysis of Results 

The initial experiments involving no drift performed as expected.  With the learners 
commencing at time point zero, having already conducted an initial learning run of 
1000 training examples, quickly achieving a high classification accuracy bordering on 
the Bayes rate for the universe.  Under latency, the only difference was in the return 
of examples after the last true time point of 9001, indicating that the examples were 
returning later than their true time, i.e. lagging as the result of latency. 

The two drift experiments performed similarly to the one drift experiments, just 
with more pronounced impacts.  As such, understanding the two drift scenario with 
high latency values provides comprehension of the one drift and medium latency 
versions.  

As can be seen below, figure 1, in the two drift baseline experiments, i.e. zero 
latency, CDTC version 1 and CD5 perform identically in a zero latency environment 
since time of classification and time at training base become identical; both showing a 
marked improvement in recovery performance over CD3 and the batch time stamp 
approach. Interestingly, CDTC version 2 has a marked improvement over all others in 
recovery.  Like, CD3 it deploys a purging mechanism that allows for removal of no 
longer relevant and noise examples.  By evaluating the examples according to the 
continuous time stamp and purging it is capable of improving over version one.  This 
is in fact maintaining a training base using time of classification relevance rather than 
using a sliding fixed window. 

By examining time point 6501, the significance of the time of classification for 
defining a time stamp is clearly represented with a difference of 14.088% between the 
classification rates of CD3 and CDTC version 2.  It is also notable that the lowest 
accuracy in each of the latency and drift scenarios is comparable to the cross-
classification rate (XCR). However, the pattern of recovery is entirely different under 
latency conditions.  

For constant latency, figure 2, a low classification plateau occurs for the duration 
of the example latency, i.e. the nature of constant latency presents as being an overall 
constant lag behind the current domain.  

In the high latency scenario the example latency was for 2000 time points and this 
matches the duration of the lag prior to recovery. It must be observed that the constant 
latency prevents concept universe two full recovery prior to the second drift. 
However, once again in the recovery phase it is CDTC version 2 that recovers first, 
managing to achieve a stabilizing performance before the end of the real domain time 
stream at 9001.0. 

An interesting observation is that CDTC and CD5, although using different 
definitions of time stamp, perform identically.  This can be attributed to the fact that 
constant latency does not alter the chronological ordering of examples prior to arrival 
at the training base. It strongly suggests that the time stamp definition is 
interchangeable between time of arrival at the training base and that time when it was 
first classified in the case of constant latency.  
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Fig. 1. Test result for two drift with zero latency experiment 

 

Fig. 2. Test result for two drift with constant latency experiment 

It is the case that the definition for the time stamp becomes of critical importance 
when handling random latency domains, figure 3. Both for normal and negative 
exponential latency, it can clearly be demonstrated that learners using time stamps 
derived from time of arrival at the training base, either as discrete batch based or as 
continuous example-based, have a distinct disadvantage in recovery from drift.  

With normal distribution latency, the impact is obvious by the first drift. Both 
versions of CDTC using the time of classification time stamp achieve a much earlier 
recovery commencement and achieve a higher classification rate performance prior to 
the second drift point.  Between CDTC version 2 and CD5 at time point 5501 there is 
a difference in performance of 9.823% and at time point 8501 the difference is an 
extremely substantial 27.6%. 
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Negative exponential latency provides the most interesting results. While initially 
beginning its recovery quicker than under constant latency, the overall rate of 
recovery is much slower than the other latency models with a failure to achieve 
anywhere near the Bayes rate.  

 

 

Fig. 3. Test results for two drift with random latency experiment 

In this instance it is seen that CD3 is beginning to struggle significantly by the 
second drift: failing to achieve a near Bayes rate classification by the last example’s 
true domain time point of 9001.  The reduction in time between each drift sees a 
compounding realisation in the classification rate crash and recovery, with the second 
drift point occurring prior to full recovery. 

CD5 does perform considerably better than CD3 however the cost of a time at 
training base time stamp is apparent.  Both versions of CDTC handle the negative 
exponential latency with a performance in recovery that is near the baseline 
performance when latency was zero. 
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Upon further consideration, the cause of the negative exponential latency’s severe 
impact upon learners using time at training base is clear.  At the first drift point the 
learner is still receiving late examples from universe one delaying its recovery.  By 
the second drift point, the learner is still receiving examples from both universe 1 and 
universe 2 in addition to the new universe. See table 9 where the compositions of the 
first two batches after the second drift point are displayed.   

Table 9. Batch composition for two drift, high negative exponential latency 

 Average Percentage % 
Batch Times (t) Universe 1 Universe 2 Universe 3 
6001 - 6501 16 72 12 
6501 - 7001 12.7 55.7 31.6 

The contamination caused from the mixing of the universes presents itself to the 
learner as a new compounded pseudo-universe.  However, when using time at the 
training base, the examples relation to the drift point is already blurred by random 
latency and loss of accuracy in deducing the drift point or relating examples to the 
drift point. As a result, the learner is more prone to lose the relevance of the time 
stamp and try to learn the pseudo-universe.  

Negative exponential latency in this experiment gives a mixture of examples that 
are not only contaminated but that also have a majority representation from a previous 
universe.  As a result, it is not possible for a time at training base time stamp to 
achieve a successful classifier.  Those learners using time of classification are able to 
distinguish the old universe examples, as they are able to relate examples more 
accurately to a drift point. 

6   Conclusion and Future Work 

Time stamp definitions in the presence of latency are highly important; used explicitly 
or implicitly. It has been demonstrated that a learner must have a clear representation 
of an example’s chronological positioning when operating in a temporal environment 
when latency is an issue; these experiments were repeated on alternative domains 
(including binary class value) and real protein data with similar results. It is clear that 
a protocol for online example collection and a time stamp definition close to the 
example’s instantiation, time of classification, should be used. 

Two new algorithms have been presented that use a time of classification protocol 
to solve the latency issue.  Due to the constraints of the real world on example storage 
and performance, CDTC version 2 provides the best all round solution to handling the 
various latency scenarios. It may also be viewed as a TSAR wrapper algorithm for 
other learner approaches, used alongside a relevant example collection protocol, as a 
replacement for the C4.5 base learner. 

There is an additional extension of latency that is also being explored and will be 
presented in future work, latency de-synchronisation. In this scenario, average random 
latencies of different class values may have different dependencies that result in 
different durations for progression through a domain to the training base.  It is hoped 
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that through additional use of meta-data analysis, our new third version of CDTC will 
be able to re-synchronise the examples through latency analysis from the time of 
classification to arrival, and, use intelligent batch processing to secure an accurate 
comprehension of the data stream. 
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Abstract. The article presents a method for improving classification of 
streaming data influenced by concept shift. For this purpose the algorithms 
designed for recurring concept drift environments are adapted. To minimize 
classification error after concept shift, an artificial recurrence is implemented 
serving as a better starting point for classification. Three popular algorithms are 
tested on three different scenarios and their performance is compared with and 
without the application of an artificial recurrence.  

Keywords: concept shift, recurring concept drift, artificial recurrence, non-
stationary data streams. 

1   Introduction 

In real cases, so-called concept drift occurs frequently [10, 13]. The potential for 
considering new training data [14] is an important feature of machine learning 
methods used in security applications (spam filters or IDS/IPS) [15] or decision 
support systems for marketing departments, which need to follow the changing client 
behavior [9]. Unfortunately, the occurrence of this phenomena dramatically decreases 
classification accuracy. Concept drift could be caused by changes in the probabilities 
of classes or/and conditional probability distributions of classes [11]. The most 
popular taxonomy of the concept drift was formulated in [12]: 

• Gradual drift (gradual changes, evolutionary changes, concept drift) – if the 
changes are mild in nature. 

• Sudden drift (substitution, abrupt changes, concept substitution, concept 
shift) – if the changes are abrupt. 

• Recurring context (recurring trends) – if the context changes either 
periodically or changes in an unordered fashion. 

In this work we focus on methods which deal with recurring concept drift, which was 
introduced by Widmer et al. [7]. System proposed by authors can extract models from 
the data repository and train classifiers, which serve as a tool for classification if 
corresponding concept recurs in the future. A possibility of using already trained 
classifiers when facing a concept shift greatly increases adaptability of classification 
systems.  
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In general, most of the approaches, which deal with concept shift can be described 
by following procedure: 

1. Check if a batch of samples indicates concept shift, 
2. If not, use a trained classifier, 
3. If yes, use an outdated classifier and train a new classifier 

when data with class labels are available.  

If the classification of data stream is influenced by recurring concept drift then point 3 
of mentioned procedure could be improved in the following way: 

3. If yes, check if the concept is known (e.g. it has occurred 
in the past),  
a. If yes, use a classifier trained on historical concept, 
b. If not, use an outdated classifier and train a new 

classifier if data with class labels are available.   

When recurrence is not detected (3b), the classification system does not have an 
accurate tool to perform the classification and it has to wait for a new well-grounded 
classifier in a new model, what requires a certain amount of samples with revealed 
class labels. During this time system is forced to classify incoming samples with a not 
prepared classifier, which will result in the diminished accuracy and an overall 
decrease of performance. The scale of the decrease depends on the impact of concept 
drift, namely the impetuosity of changes. Most of the algorithms, which deal with 
concept drift, try to minimize the time of a new classifier training. Efficient solutions 
to this problem are based on almost unlimited availability of data with labels, but 
usually the access to true labels of data is very costly and in some applications even 
impossible [5]. 

The main aim of the method presented in this paper is to minimize the drop in 
performance of the classification system after a shift in concept which results in a 
new, unknown concept. The demonstrated method makes use of strengths of 
algorithms designed for recurring concept drift environments in data streams with 
non-recurring concept shifts. We exploit this advantage in scenario, which does not 
consider concept recurrence, but we assume a maximal concept shift strength. Thanks 
to this assumption we can predict some future scenarios, i.e. possible concepts, which 
could be treated as a starting point for a new classification model. Let us notice that in 
many real cases, e.g. stores, which seasonally have to adjust their marketing strategy 
to the trends in fashion do not have to consider supplying the warehouses with car 
parts, so these items are outside the area of an allowed concept shift. Therefore, the 
main objective of the work is to propose a method of data streams classification, 
which could exploit fast adaptability of methods dedicated to recurrent data drift. 

2   Related Works 

In the area of recurring concept drift there are several popular algorithms which are 
further evaluated in this paper. The method described in [1] considers the use of two 
layers learning scheme – the first level (a base classifier) performs the classification 
of unlabeled data, the second one (a referee) remembers if the classification was 
correct or not, learning the areas of feature space, where level one classifier performs 
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either correctly or incorrectly. Drift detection is based on an assumption, that if the 
distribution of the examples is stationary, then the error-rate of the learning algorithm 
will decrease when the number of examples increases. Referees act as detectors of 
recurring drift, checking if the model fits the occurred situation. In [2] authors 
represent each batch of samples in a form of a conceptual vector, created on the basis 
of feature means and variances (if data are numeric) or on the basis of numbers of 
samples with the same values of certain features in a batch (if the data are nominal). 
The difference between two batches is measured by calculating the Euclidean distance 
between their conceptual vectors. The batches are then clustered according to the 
distance and each cluster represents a different concept. On each cluster a separate 
classifier is trained, which is then used for the classification of the concept 
represented by the corresponding cluster. Recurrence in data stream is detected on the 
basis of the sample features  in a data chunk and their distance to clusters. In [3], a 
classifier ensemble is used. Each elementary classifier in the ensemble is trained on a 
different concept extracted from the recorded samples with known labels. During the 
testing phase, weights are given to all classifiers proportionally to their performance 
on training data. As a result, most accurate classifiers are selected as active and their 
decisions are evaluated according to given weights. Data labels are available only for 
some portions of samples in data stream only and can be used for training elementary 
classifiers and updating the ensemble with new weights. If during training an 
ensemble does not reach a certain performance threshold, a new classifier is trained 
on the batch of samples and added to the global set.  

3   Artificial Recurrence Approach 

Concept recurrence carries an opportunity to choose a better starting point for 
classification after concept shifts, however such an opportunity disappears when the 
recurrence is not present. Our solution to this problem is to create an artificial 
recurrence, namely to generate a repository of artificial data on the basis of real data. 
It would represent concepts which could occur after a concept shift. New set of 
classifiers are trained on artificial data and they are used in the same manner as 
classifiers trained on real historical records. The consecutive process is the same as in 
the case of a recurring concept drift, except the fact that models are generated 
artificially. An advantage of generating artificial data points is that there is no limit of 
training data samples for classifiers, so there is no threat of under-training. After 
concept shift, the classifiers trained on the artificially generated samples serve as 
temporary classifiers for streaming data, until the classifiers which are trained on real 
data surpass their performance. A chosen “artificial” classifier may also serve as a 
starting point for the new classifier training process. Classifiers trained on artificial 
data are not updated, and are kept separate from real classifiers, so both models can 
function independently. Artificial repository of concepts is rebuilt or updated on the 
basis of information carried by labeled samples, depending if concept shift is detected 
or not. A general overview of the solution is described in the pseudo-code below: 
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1: Parameters: C: current data distribution (concept),  
PCi: the i-th previous data distribution,  
ACi: the i-th artificial data distribution, 
nPC: number of previous data distributions,  
nAC: number of artificial data distributions,  
DC: set of data belonging to distribution C,  
ΦC: classifier trained on dataset DC,  
B: batch of samples drawn from data stream. 

2: while new B do 
3: for i=0 to nAC do 
4: generate DACi based on DC, 
5: train ΦACi. 
6: end for 
7: if B belongs to C then 
8: classify B with ΦC, 
9: add B to DC, 

10: update ΦC. 
11: else  
12:    set recurrence_check = 0. 
13:    for i=0 to nPC do  
14:    if B belongs to PCi then 
15:       classify B with ΦPCi, 
16:       add B to DPCi, 
17:       update ΦPCi, 
18:       set C = PCi, 
19:       set recurrence_check = 1. 
20:    end if 
21: end for 
22:    if recurrence_check = 0 then    
23:       for i=0 to nAC do  
24:          if B belong to ACi then              
25:             classify B with ΦACi, 
26:             create new DC = B, 
27:             create new C based on DC,  
28:             train new ΦC, 
29:             increment nPC, 
30:             set DnPC = DC, 
31:             set PCnPC = C. 
32:          end if 
33:       end for 
34:    end if 
35: end while 

Fig. 1. Pseudo-code of an artificial recurrence approach 

Artificial recurrence method is a continuation of work presented in [19]. 

4   Experiments 

4.1   Scenarios 

Artificial recurrence is evaluated on three scenarios with three popular algorithms, 
described in the section 2. For the remainder of this paper, the algorithm described in 
[1] will be called “MetaLearn”, in [2] a “ConVec” and the algorithm described in [3] 
– “EnsC”. Their performance is compared with and without the implementation of 
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artificial recurrence mechanism. The experiments were carried out on the same 
datasets as used by authors of mentioned methods, i.e. 

- “SEA Concepts” dataset [6]  for evaluation of MetaLearn, 
- “Nursery” dataset [20] for evaluation of EnsC, 
- “Simple Gaussian” for evaluation of ConVec, 

An exception is ConVec, where originally datasets Usenet1 and Usenet2 were used, 
however as these datasets have too many features to implement artificial recurrence in 
its current state, a custom scenario has been designed instead. Let us describe the set-
up of experiments shortly. 

Simple Gaussian. “Simple Gaussian” is an artificially generated scenario to test 
ConVec algorithm. Data is divided into two classes with the same prior probability 
and described by two features with Gaussian distributions with equal variances 
(var(X1) = var(X2) = 1) and different means (initially µ1 = (2,2) and µ2 = (7,2)), what 
is shown in Fig. 2. Shift in concept is simulated by changing the means of sample 
features belonging to each class. The shift in means is limited by a fixed distance and 
a static central point, allowing them to drift anywhere along the circular path, as 
shown in Fig. 3. 

 

Fig. 2. Initial state of data distribution in “Simple Gaussian” scenario – points represent data 
samples on the feature space distributed between two classes (red and blue) 

 

Fig. 3. Allowed concept shift in means of classes, represented by a circular path (green). Means 
of two classes (red and blue) are marked on the opposite sides of the circle. Artificial 
recurrence generates datasets with class means distributed uniformly along the circular path, 
simulating possible drifts in concept. 
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Fig. 4. Artificial class means generated by artificial recurrence method. Basing on the means, 
eight artificial concepts are generated 

Artificial class means are equally distributed around the circle, as shown in Fig. 4. 
After concept shifts, a classifier trained on data belonging to the closest artificial 
concept to unlabeled batch of samples is used to perform classification until a real 
classifier trained on incoming data achieves better performance. Eight artificial 
concepts have been chosen arbitrally, basing on the assumption about possible shift 
area for this problem and 4 real concept shifts are simulated, with the following class 
means:  

Table 1. Class means in different concepts in “Simple Gaussian” scenario 

Concept µ1 µ2 
Concept 1 (2,2) (7,2) 
Concept 2 (4.5,4.5) (4.5,-0.5) 
Concept 3 (7,2) (2,2) 
Concept 4 (4.5,-0.5) (4.5,4.5) 

 
Concept pairs 1 with 3 and 2 with 4 are mirror distributions, perpendicular to each 

other. Concept shift occurs every 1000 samples, artificial concepts are generated with 
500 samples for each class, a batch consists of 50 samples and after classifying each 
batch, the true class labels become available for the system. 

SEA Concepts. “SEA Concepts” was introduced in [6] and used for the evaluation of 
MetaLearn. Samples are described by three features with random numeric values 
which range from [0;10] and are distributed between two classes. Class distribution is 
made according to the following formula: 
  Class X 1, if f f θ2, if f f  , (1)

where:  Class X  - class of i-th sample, 
,   – first two features of sample i. 

In [6], four θ values were chosen for different concepts: 8, 9, 7 and 9.5. In [1], 
authors added four additional concepts by repeating the same θ values to create the 
concept recurrence, also increasing the size of the dataset to 120000 samples. To 
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show an advantage of an artificial recurrence in non-recurring environment, we used 
the same experiment set-up as in [6], namely the four concepts occurring in intervals 
between 15000 samples, so the test data stream consists of 60000 samples. We added 
10% of class noise by generating an incorrect, opposite class for each concept. 
Artificial recurrence is implemented by distributing artificially generated samples to 
classes with 10 different values of θ, resulting in 10 artificial concepts created every 
time data labels are available, specifically every 500 samples in the test scenario. 
Values of artificial θ are created on the basis of estimated value of θ for the current 
distribution, according to the equation: 
 5 , ∈ 1,2, … ,10 , 5 , (2)

where: aθ – θ of i-th artificial concept,  eθ  – estimated θ of the current concept. 

The value of  eθ  is estimated by calculating a mean of an average of f f  for both 
classes from all samples in the current concept according to: 

 ∑ , , ∑ , ,2  
(3)

where: f , – feature f of the i-th sample from class c, n  – number of samples in class c. 

Classifiers based on artificial concepts also have their own referees and take part in 
the recurrence tracking process together with the referees of classifiers trained on the 
real data. 

Nursery. “Nursery” is a dataset used for evaluation of EnsC algorithm [3]. Each 
sample belongs to one of four classes (after removing points from the “recommended 
class) and it is described by 8 nominal features. Concept shift is simulated in the same 
way, as presented by the authors of an algorithm in [3], namely a new concept is 
created by changing a value of a feature to another value present for this feature in the 
dataset in a consistent way, without changing the class label. The values change for 
each class by rotating clockwise or anti-clockwise over all samples. Concept shift is 
limited to a change in only one feature at once. Artificial recurrence is implemented 
by generating data samples, which simulate every possible concept within the allowed 
shift area, by rotating each feature one value clockwise or anti-clockwise without 
changing other features and class labels, which results in 16 artificial concepts 
updated every time a new set of data with labels is available (samples have 8 features, 
each with 2 possible directions of rotation). Classifiers which are trained on 
artificially generated data are considered as regular classifiers trained on real data and  
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are added to the ensemble in the same manner. New artificial data is generated after 
each new data chunk with labelled samples, replacing data generated on the basis of 
previous data chunk. Classifiers trained on artificial data are also replaced by new 
ones, so their number remains constant. In data stream, labelled data chunks are 
available every 2000 samples and consist of 400 labelled records. Testing and 
evaluation of classification accuracy is performed only on unlabelled data. Concept 
shifts occur every 2000 samples and with each concept one feature is rotated for all 
the following data. Every new concept rotates the next feature, interchangeably 
clockwise and anti-clockwise, until all 8 features have been rotated.  As a result, 8 
different concepts are present in data stream and the experiment is performed on 
16000 samples in total. 

4.2   Results 

To ensure the reliability of the comparative study, during the experiments the same 
classifiers, as chosen by the authors of considered systems were applied, namely for 
EnsC decision trees trained by ID3 algorithm, for MetaLearn Naïve Bayes for both 
the level 0 classifiers and the referees and for ConVec, CCP Framework with Leader-
Follower clustering algorithm described in [8] and a Naïve Bayes classifier. Also, the 
same algorithm parameters were used, as proposed in mentioned above papers [1-3].  

The results shown in Tab. 2 present an overall accuracy of tested algorithms with 
and without the implementation of an artificial recurrence in the domain of the 
average error-rates and average errors on batches of 50 samples. The cumulative 
error-rates of the analysed solutions are depicted in Fig. 5-7.  

 

Fig. 5. Error-rates of ConVec algorithm, with and without artificial recurrence. The blue dotted 
line represents the error-rate of an algorithm with artificial recurrence and the green solid line 
shows the error-rate without artificial recurrence. 
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Fig. 6. Error-rates of EnsC algorithm, with and without artificial recurrence. The blue dotted 
line represents the error-rate of an algorithm with artificial recurrence and the green solid line 
shows the error-rate without artificial recurrence. 

 

Fig. 7. Error-rates of MetaLearn algorithm, with and without artificial recurrence. The blue 
dotted line represents the error-rate of an algorithm with artificial recurrence and the green solid 
line shows the error-rate without artificial recurrence. 

Table 2. Average error-rates and errors on batches of 50 samples with and without artificial 
recurrence for each test scenario 

Experiment Average error-rates Average error on 50 samples 
 MetaLearn ConVec EnsC ConVec EnsC 
With A.R. 6,05% 5,42% 11,18% 0,47% 19,68% 
Without A.R. 9,61% 9,85% 15,87% 4,1% 23,68% 
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Implementation of artificial recurrence in the existing algorithms has significantly 
increased the performance of classification systems. For the first experiment with 
ConVec algorithm (Fig. 5) we can observe a noticeable increase of error when 
concept shifts in the scenario without artificial recurrence. It is caused by the need to 
create new clusters and training new classifiers, what requires a temporary use of the 
old, erroneous classifiers to classify a new, unknown concept. This trend disappears 
when artificial recurrence is implemented. Error rate smoothly decreases, as new 
labeled data is available to update the classifiers and tune the artificial data. After 
each shift in concept, the closest artificial cluster is chosen by the distance estimator 
and then the classifier trained on this cluster is used to perform classification. As 
artificial data covers all the allowed concept drift area, classifiers trained on the 
artificial concepts are well prepared for the classification of the new concept data. 
Artificial recurrence decreases an average error overall almost twice and an average 
error on a batch of 50 samples by almost 85%. Such an impressive decrease of the 
error of classification is caused by the fact that the artificially generated clusters of 
data consist of more samples, than the real clusters. As a consequence, classifiers 
trained on the artificially generated datasets are better prepared for classification, than 
classifiers trained on real clusters which is directly reflected in an average error on a 
batch of samples.  

EnsC algorithm has been tested with the same parameters, as originally proposed 
by the authors in [3], specifically PermittedError is set to 0.05 and AcceptanceFactor 
is 0.4. The results are shown in Fig. 6. 

The difference in the cumulative error-rates becomes noticeable from the moment 
of the first concept shift in data stream, as before it the system performs the 
classification with only one single classifier which is trained on the first available data 
chunk with labels. An average error of mentioned algorithm without artificial 
recurrence is about 40% higher than with artificial recurrence and the difference in 
error on a batch of 50 samples is about 25%. The misclassification-rate grows, 
because only 20% of data are available with labels, what does not fully represent the 
whole dataset. As random data samples are labeled, some classes within concepts may 
not appear within the labeled data chunks at all, precluding the classifiers from 
learning them. Also, combining classifiers trained on the real and artificial data has 
produced better results, than considering separate ensembles. 

The results of the last experiment, with MetaLearn algorithm are depicted in Fig. 7. 
Error-rates are reset with each shift in concept, as in [1]. Without artificial recurrence, 
misclassification-rate increases significantly with each new detected concept, because 
a new classifier needs to be trained from scratch, with every shift in concept. After 
implementing artificial recurrence, this severe drop in performance has been radically 
decreased, as the system became equipped with a tool which allows a prior 
preparation for every possible new concept. The classifiers trained on artificial data 
together with their referees properly predict new distributions, allowing the system to 
maintain a better level of performance, overall. Difference between mean error-rates 
is around 50%, what is mainly caused by an accurate estimation of  eθ and as a 
consequence, a proper selection of  aθ for generating artificial distributions. Drift 
detection mechanism derived directly from [1] performed acceptably both with and 
without artificial recurrence, allowing the system to switch to a new mode at the right 
time.  
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5   Conclusions 

The main purpose of implementing artificial recurrence into recurring concept drift 
classification algorithms was to minimize an increase of the error-rate after concept 
shift and in consequence improve the overall performance of the systems. The method 
has been evaluated with three popular algorithms, in the different scenarios with data 
characterized by various types of features (nominal and numeric) and distributions. 
The results of the experiments have shown that after implementing artificial 
recurrence, the performance of recurring concept drift algorithms increased by at least 
25% in each of the tested scenarios. Such an increase in the overall accuracy was 
possible mainly by minimizing a drop in the performance caused by the concept shift.  

Although the results of our approach seem promising, artificial recurrence still 
requires deeper study and improvement. We have to notice the limitation of the 
proposed method. After concept shifts, a set of new models (classifiers) has to be 
generated. Its number increases significantly, according to the number of features 
used by the classification models. Also, as the accuracy of the method depends on 
how densely artificial models cover the area of potential shifts, the problem may be 
compared to the task of establishing a grid size in the grid search algorithm, where 
quality of solution depends on the size of grid, while on the other hand the smaller 
grid size causes increase of computational costs [16].  

This drawback together with the heuristic method of creating artificial concepts 
will be taken into consideration in the future research with an aim to create an 
analytical method for generating artificial concepts and to replace the two step 
process of generating artificial data and training classifiers with one step classifier 
creation by parameter tuning. It may lower the need for computing power and make 
the method more universal. Also, as there are no algorithms dedicated specifically for 
the artificial recurrence approach, it may also be an interesting field for scientific 
exploration. 
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Abstract. Correctly detecting the position where a concept begins to drift is 
important in mining data streams. In this paper, we propose a new method for 
detecting concept drift. The proposed method, which can detect different types 
of drift, is based on processing data chunk by chunk and measuring differences 
between two consecutive batches, as drift indicator. In order to evaluate the 
proposed method we measure its performance on a set of artificial datasets with 
different levels of severity and speed of drift. The experimental results show 
that the proposed method is capable to detect drifts and can approximately find 
concept drift locations. 

Keywords: Concept drift, stream mining, drift detection, evolving data. 

1   Introduction 

Traditional techniques of data mining assume that data have stationary distributions. 
This assumption for recent challenges where tremendous amount of data are 
generated at unprecedented rates with evolving patterns, is not true anymore. 
Examples of such applications include text streams, surveillance video streams, credit 
card fraud detection, market basket analysis, information filtering, computer security, 
etc. An appropriate method for such problems should adapt to drifting concepts 
without need to store all data. 

In machine learning methods to handle concept drift can be categorized as: 
approaches that adapt to current concept without explicit drift detections and 
approaches that detect changes when they come then adapt the learner to cope with 
new concept.  

In this paper, we use the second approach, drift detection, as a way to respond and 
handle concept drift in evolving data. In order to detect a change, two different 
approaches can be fallowed: One is monitoring the evolution of performance 
indicators such as accuracy, precision and recall and the other one is monitoring 
distributions on two different time-windows [11]. We proposed a new method to 
measure and detect changes in data by processing data chunk by chunk and measuring 
differences between two consecutive batches. Differences are calculated by finding 
nearest neighbor in previous batch of data for each instance in current batch and 
comparing their corresponding labels. 

The experimental results illustrate efficacy of using this detection method to find 
concept drift locations with much less false detections. 
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The rest of paper is organized as fallows. Next Section presents the related works 
in drifts detection and then the proposed method is presented in Section 3. In Section 
4, we examine our method with artificial datasets and Section 5 concludes the paper. 

2   Related Work 

Detecting concept drift is important for dealing with data streams. Lots of methods for 
drift detection have been proposed in the literature. Most of these approaches are 
statistical methods that mostly depend on modeling the probability distributions of 
data and monitoring the likelihood of new instances [1], [8]. An example of statistical 
methods is the multivariate Wald-Wolfowitz test which is based on differences 
between data points as measured by a metric [14]. These approaches usually need all 
past data without considering space limits and are with high computational 
complexity [2].  

Recent approaches concentrate more on measurements related to the running 
accuracy of the classifier [3], [4], [6], [9], [13]. According to probably approximately 
correct learning (PAC learning) model if the distribution of examples is stationary, as 
the number of examples increases the error rate decreases [12]. So a significant 
increase in the error of the algorithm during training, while using more examples, 
indicates a concept drift.  

Among these approaches drift detection method (DDM) and early drift detection 
(EDDM) are more popular. DDM proposed in [3] works using two thresholds,  
and . If the average error rate e, which is assumed to have binomial distribution, 
goes above   a warning is alarmed and if e exceeds , it is assumed that a concept 
drift has happened. After detection of the drift, the model induced by the learning 
method resets and a new model is learnt using the instances stored since the warning 
level triggered. To improve detection of gradual changes, EDDM is presented in [4]. 
It relies on the idea that the distance between two occurrences of classification errors 
increases as a stable concept is being learnt. So, a significant decrease in distance 
indicates a concept drift.  

Klinkenberg and Joachims suggested accuracy, recall and precision of learner as 
drift indicators in [9]. In this approach, these indicators are monitored constantly and 
compared to a confidence interval of standard sample errors for a moving average 
value. The average is calculated using values of each indicator in the last M batches. 
The biggest problem of these approaches is parameters that are needed to be tuned for 
each particular application.  

DDM, EDDM and most other existing performance-based methods proposed in the 
literature process data one by one, Chu suggested a drift detection method based on 
the framework of statistical decision theory [13]. In this framework, two tests are 
done to detect concept drifts, a significant test for abrupt changes and a hypothesis 
test for gradual changes. Significant test assesses how well no-change hypothesis 
explains ensemble accuracy on recent block of data (θ) and hypothesis test is 
performed by likelihood ratio test on probability density function θ under the no-
change hypothesis and that under the change hypothesis. 
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3   Proposed Drift Detection Method 

In this section, we propose a new method to detect changes in data streams by 
processing data chunk by chunk and measuring differences between two consecutive 
batches. Differences are calculated by finding nearest neighbor in previous batch of 
data for each instance in current batch and comparing their corresponding labels. The 
proposed drift detection algorithm is more effective for problems with well separated 
and balanced classes. 

Let examples arrive in bundles.  Assume that a new set of training data  is 
available at time instant t, previous training data  is also accessible. In order to 
measure differences between  and , we first calculate the distance between 
each instance of  to instances in  . Different distance functions can be used. We 
used heterogeneous Euclidean/overlap metric (HEOM) [5]. HEOM is calculated 
according (1). In HEOM, for numeric features and categorical features the Euclidean 
distance and the overlap distance are used respectively, as given in (2). 

                    ,          ,   ,                                             1  

,  0                   x1a  x2a1                 x1a  x2a                                      ,             (2) 

where  and  are two instances with m features and for a numeric feature a the 
distance is normalized by the width of the range of values of the corresponding 
feature on the training set . 

Using distance map, the index and corresponding value of the nearest neighbor in 
 for each data in  is calculated. In order to detect the drift, we suggest using the 

fallowing relation.                          Degree of drift ∑ θ i disagree i∑ θ i    ,                                   3  

where n is the number of instances in  ,  i  is a distance-based relevance 
coefficient and disagree(i) is calculated as given in (4). In our method, we consider  i  as the inverse HEOM distance between i-th instance of  and its nearest 
neighbor in  . 

     i 1  if label of nearest neighbor to x    doesn t match it   0                  if label of nearest neighbor to x    match it       4  

 

Significant increase in values of degree of drift (DoF) indicates the concept drift with 
high probability. In order to find peaks in the sequence of DoFs, we fallow the 
approach used in [10]. At time t, the average and the standard deviation of all DoFs, 
up to that time (except those which indicate concept drift), are computed and if 
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current indicator value is away more than s standard deviation from the average, the 
system alarms concept drift, where s is a parameter of the algorithm.  

4   Experiments and Results 

In this section we evaluate the performance of the proposed concept drift detection 
method. Specifically, we would like to identify concept drift locations by finding 
peaks in sequences of drift measurements. Because in real datasets it's not known 
when a drift has occurred, evaluating accuracy of our approach to detect drifts by 
using only pure real world dataset is impossible.  

In order to test our method in presence of different types of drifts we used artificial 
datasets described in [7]. In [7], drifts are categorized according to severity and speed 
criteria. Severity describes the extent of changes offered by a new concept and speed 
is inverse of the time taken for a new concept to replace the old one [7].  

Criteria for evaluating the performance of drift detection methods include: 
probability of true detection, probability of false alarms and delay in detection [11]. 
Using these criteria we compared our algorithm's ability with the one proposed in 
[13]. In [13] Chu used two tests based on the framework of statistical decision theory 
to detect drifts. This proposed method has two thresholds, one for hypothesis test of 
gradual changes and the other one for significant test of abrupt changes. 

To evaluate efficiency of our proposed method to distinguish concept drifts, we 
applied it to a set of artificial datasets where the location, speed and severity of 
concept drifts are known. The artificial data sets were used here [7] include circle, 
sine moving vertically, sine moving horizontally and line problems [7]. Nine 
instances of each problem which contains nine different drifts with varied level of 
severity and speed are available. Each dataset contains 2000 instances and each 
instance corresponds to one time step. In each dataset, first 1000 instances were 
produced according to first concept and after that concept change starts to happen. For 
more information about datasets, refer to [7]. 

Table 2 shows the results of experiments on all datasets. These results were 
obtained using s = 4 for our method and 10 and 0.1 for Chu's method and 
each batch of data assumed to have 100 instances. The first column of this table 
shows dataset's name, the second column specifies severity and speed of drift, third 
and forth columns indicate number of time steps between beginning of drift and 
detection of drift and whether drift was detected or not, in our and Chu's method 
respectively. Finally, the numbers in the two last columns give the number of 
incorrectly detected concept drifts for each method. 

Table 2 shows that the proposed detection method is capable to detect drifts. In 
almost all datasets, drifts were detected at approximately right position. As the speed 
and severity of drift increase, the number of false detections and delay to detect 
change decrease, in other words, drifts can be better detected. This is due to the fact 
that when a drift has high severity and high speed, it causes big changes very 
suddenly so differences between batch of old concept and batch of new concept are 
more noticeable. Comparing to Chu's method, our distance-based method can detect  
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drifts with much fewer false detections. As shown`in table 2, especially as the speed 
of drift decreases, our distance-based method dominates Chu's method. The * in table 
2 indicates the cases the proposed algorithm outperforms Chu's method.  

The minimum delay time is equal to batch size. This is due to processing data 
chunk by chunk and before the next batch becomes available we cannot compare it to 
previous one and hence detect the drift. So the larger the batch size is the longer delay 
we would have to detect drifts. The number of false detections of the proposed 
algorithm with respect to batch size is given in Figure 1. In this figure, we applied the 
algorithm to nine instances of line problem and numbers of false detections with 
different batch sizes were averaged on these sets. As figure 1 shows, when batch size 
increases the number of false detections decreases.  

Figure 2 through 4 gives an example of concept drift detection by peak 
identification on line data set. Solid line shows drift indicator which is one when drift 
is detected and zero otherwise. Dash line shows degrees of dominance of the new 
concept (DODONC) given by the fallowing rule [7]. 

 

                    0                                                     _           1                                                             ,                                      5  

 

where, N is the number of time steps before the drift started to occur which is 1000 in 
these datasets and drifting time depending on speed, varied among 1, 250 and 500 
time steps. 

 

Fig. 1. The number of false detections of the proposed algorithm with respect to batch size 
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Table 1. Results of the experiments on artificial datasets, the * indicates the cases that the 
proposed algorithm outperforms Chu's method 

 

Dataset Properties 

Delay of 
drift 

detection of 
our method 

Delay of 
drift 

detection 
of Chu's 
method 

Number of 
false 

detections 
of our 

method 

Number of 
false 

detections 
of Chu's 
method 

Line*  Low severity, High speed 100 100 0 1 
Line Low severity, Medium speed 200 200 1 0 
Line*  Low severity, Low speed 200 300 1 1 
Line Medium severity, High speed 100 100 0 0 
Line Medium severity, Medium speed 200 200 0 0 
Line Medium severity, Low speed 200 200 0 0 
Line High severity, High speed 100 100 0 0 
Line High severity, Medium speed 100 100 0 0 
Line High severity, Low speed 200 200 0 0 

Circle Low severity, High speed 100 100 0 0 
Circle Low severity, Medium speed 200 200 0 0 
Circle* Low severity, Low speed 300 No drift  0 0 
Circle* Medium severity, High speed 100 100 0 2 
Circle*  Medium severity, Medium speed 200 200 1 2 
Circle*  Medium severity, Low speed 200 200 1 3 
Circle*  High severity, High speed 100 100 2 3 
Circle* High severity, Medium speed 200 200 0 4 
Circle* High severity, Low speed 300 300 0 4 
SineV Low severity, High speed 100 100 0 0 
SineV Low severity, Medium speed No drift  300 0 1 
SineV* Low severity, Low speed 400 400 0 2 
SineV Medium severity, High speed 100 100 2 1 
SineV Medium severity, Medium speed 100 200 2 0 
SineV* Medium severity, Low speed 200 200 0 1 
SineV* High severity, High speed 100 100 0 1 
SineV High severity, Medium speed 200 100 0 1 
SineV* High severity, Low speed 300 300 0 1 
SineH* Low severity, High speed 100 100 0 1 
SineH Low severity, Medium speed No drift  No drift  0 0 
SineH* Low severity, Low speed 300 No drift  0 0 
SineH* Medium severity, High speed 100 100 0 2 
SineH* Medium severity, Medium speed 200 100 0 1 
SineH* Medium severity, Low speed 200 200 0 1 
SineH* High severity, High speed 100 100 0 1 
SineH High severity, Medium speed 200 100 0 0 
SineH* High severity, Low speed 200 200 0 1 
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a) High Speed 

b) Medium Speed 

c) Low Speed 

Fig. 2. Results of drift detection on line problem with low severity and different levels of speed 
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a) High Speed 

b) Medium Speed 

 

c) Low Speed 

Fig. 3. Results of drift detection on line problem with medium severety and different levels of 
speed 
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a) High Speed 

b) Medium Speed 

 

c) Low Speed 

Fig. 4. Results of drift detection on line problem with high severity and different levels of 
speed 



 New Drift Detection Method for Data Streams 97 

5   Conclusions 

This paper introduced a new method for detecting concept drifts based on processing 
data chunk by chunk and measuring differences between two consecutive batches. 
Differences are calculated by finding nearest neighbor in previous batch of data for 
each instance in current batch and comparing their corresponding labels. The benefit 
of this approach, compared to the other methods, is that it can detect different types of 
drifts with varied speed and severity especially gradual concept drifts. In all 
experiments we have carried out, the proposed approach can find the drift location 
with very few exceptions.  Artificial datasets that used here include four problems and 
nine instances of each problem with different levels of severity and speed of drift. 

In future works, we intend to use this detection method for classification of data 
streams.  
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Abstract. Classification of evolving data stream requires adaptation
during exploitation of algorithms to follow the changes in data. One
of the approaches to provide the classifier the ability to adapt changes
is usage of sliding window - learning on the basis of the newest data
samples. Active learning is the paradigm in which algorithm decides on
its own which data will be used as training samples; labels of only these
samples need to be obtained and delivered as the learning material. This
paper will investigate the error of classic sliding window algorithm and
its active version, as well as its learning curve after sudden drift occurs.
Two novel performance measures will be introduces and some of their
features will be highlighted.

Keywords: machine learning, pattern recognition, concept drift, adap-
tation, active learning, sliding window, nearest neighbour, algorithm con-
vergence.

1 Introduction and Related Works

Pattern recognition is one of the basic tasks met by humans. We face it since
birth, we learn how to recognize parents look and sound, we taste food and dis-
tinguish flavours. We are recognizing different animals and are able to generalize
and assign them to the spices apart from they unique features. Some of the con-
cepts we are using are quite stable during the time (e.g. “cat”) others change
(e.g. “old man”). Nowadays we try to teach computers to perform this task.

These days amount of data provided every day to people, institutions or gov-
ernments forces us to develop new methods or retrieving information from them.
In order to achieve it we have developed machine learning algorithms that al-
low us to teach our computers to recognize offered incoming patterns. Today we
have at our disposal many methods which provide effective solutions for problems
with unchanged models. On the other hand, in a real situation. evolving data
streams, so-called concept drift occurs frequently [13]. We need to deal with con-
ditions that have different description in different time slots. The main areas of
usage covers: security (spam filtering[4] and intrusion detecting system[9]), eco-
nomics (market analysis[3], fraud detection[6]), robotics (DARPA Challenge[12],
navigation system[10] or soccer robot player [8]) to enumerate only few.

A. Bouchachia (Ed.): ICAIS 2011, LNAI 6943, pp. 98–106, 2011.
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The first attempts to formalize and handle this phenomenon started in the
last century. The term concept drift was introduced in 1986 by Schlimmer and
Granger along with STAGGER algorithm [11]. Other early algorithms are IB3[1]
published in 1991 and FLORA[14] in 1996. From these papers the widely ac-
cepted taxonomy that divides the drifts to: sudden(abrupt), gradual, incremen-
tal and recurring context was proposed[13]. Three main sources of concept drift
were defined as (1) changes of class prior probabilities, (2) change of one or sev-
eral classes probability distribution (3) and changes of posterior distributions of
class membership [7]. This work we considers an sudden concept drift caused by
change of the classes probability distribution.

Despite the fact that concept drift has been investigated for some time, there is
a lack of measures that allow to rate algorithms. Widely used mean classification
error during classifier exploitation suffers from the fact of reliance on the drift
frequency rate and in case of low, prefers the classifier that has worse convergence
properties, but is slightly better between drifts. This paper aims to propose
two additional measures of quality and show that results can be interpreted in
different ways.

This paper is arranged as follows. In section 2 we provide formal description
of problem. We develop and derive additional performance measures. Section 3
delivers description of active learning method, an alternative to reference slid-
ing window algorithm. Description and scenario of experiments are enclosed in
section 4. Section 5 contains evaluation of results that present performance of
algorithm and mentions differences between measures. Finally, section 6 consist
of final remarks and suggests further examination of the issue.

2 Problem Formalization

2.1 Classic Classification Problem

The aim of classic classification problem is to assign the object x described as a
vector of features to one of predefined categories (classes) i ∈ M = {1, ..., M} on
the basis of its features values [5]. In standard approach of supervised learning
we provide training data in form of data samples with class label assigned to
them. We aim to obtain the classifier, function that maps feature space X to
class labels set M.

Ψ : X �→ M (1)

Performance of these associations is measured by the loss function L(i, j) that
describes the loss incurred if object from class j is classified as class i. The
right decision usually do not cause the loss so L(i, i) = 0. Common method of
describing loss function is the loss matrix Li,j = L(i, j). In this paper we consider
only 0-1 loss function[5].

L(i, j) =
{

0 i = j
1 i �= j

i, j ∈ M (2)
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As the optimal classifier Ψ∗ we assume the one for witch expected loss during
exploitation time

Ψ∗ = argminΨ(x)E[L(Ψ(x), class(x))] (3)

where class(x) is the correct class of given x object.

2.2 Concept Drift

In many practical applications the model presented above cannot be applied
because of dynamic nature of described phenomenon - it is time dependency.
Our objective is to construct the model that will keep its quality by reflecting
the changes in described form and be consistent with current data distribution.
The feature space evolves, to reflect this in our model we have to make them
time dependent. So now our objects are described as

x(t) ∈ X(t)

our classifier changes also in the time, we denote it by Ψt. Our goal is to mini-
malize expected loss function of Ψt−1 classifier on X(t) object space.

2.3 Efficiency Measures

Traditional measure used in evaluation of classification efficiency is mean error
(or mean loss if we use 0-1 loss function) of classification estimated in time of
classifier exploitation . In each step error is equal to error of classifier obtained
in previous step on current data:

errorΨ (t) = E[L(Ψt−1(x), class(x))] (4)

Because conditions change in the time and in every time slot the classifier may
obtain different performance, we use mean error (in time domain) as the measure.
This indicator is described by following pattern:

errorΨ = E[errorΨ (t)] (5)

However in concept drift problem this measure does not describe time depen-
dency of error after concept drift occurs. That is why we propose to introduce
two additional measures Samples to Recovery (StR) as the number of samples
that needs to be presented before the classifier reaches stable level of perfor-
mance. To describe these measures we have to define stable level of - error∗

firstly. In this work we assume that stable level of error is the mean error errorΨ
however in future this assumption should be investigated. StR needs additional
parameter α > 1 to indicate how close to stable level we want them to operate.

StRα = min(t0 : t∗n < t, t0 < t∗n+1 and error(t) < α ∗ error∗ for t > t0) (6)
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Additionally we propose to introduce measure that reflects the amount of in-
formation supplied to the classifier. We provide information by adding labels to
presented samples therefore we called the additional measure Labels to Recovery
(LtR).

LtRα =
t∗n+StRα∑

t∗n

l(x(t)) where l(x(t)) =
{

0 if x(t) is not labelled
1 if x(t) is labelled (7)

3 Proposed Algorithms

We use classic sliding window method applied to Nearest Neighbour algorithm
as the reference classifier. It uses the windowSize elements as reference set, when
the new sample comes in it replaces the oldest one in the reference set. Active
learning paradigm leads us to make some modification. Let’s de and dd be re-
sponsible for guarding the discriminant and exploration of new area of feature
space. If incoming sample is close enough to discriminant line (distance to two
respective samples in reference set from different classes is lower than d∗d) or is
not investigated part of feature space (distance to nearest sample in reference
set is higher than d∗e) then we propose to use it as a training sample and add it
to our reference set (and remove from it the oldest sample - the one which was
presented before anyone else in reference set).

4 Experiments

To investigate learning curve and present efficiency measures difference, we con-
ducted the following experiments.

4.1 Scenario

At the beginning the classifier was trained with windowSize samples randomly
chosen from the training dataset. The experiment was divided into 1000 “test and
learn” steps. In each step the performance on the whole test set was evaluated
and then one sample from training set was presented as the opportunity to
adapt. Classic sliding window algorithm used all presented samples as training
material, while active approach made the decision about usage on the basis of
the sample features only. The above mentioned procedure was repeated 10 times
for each dataset.

4.2 Datasets

The normalized iris and wine datasets from UCI[2] and the banana set were
used as the benchmark databases. Number of classes, features and objects for
each dataset is presented in Tab.1 (i.e. each feature was normalized). In order
to simulate abrupt concept drift each dataset was rotated 90 degrees every 200
samples. The rotation was performed in the planes defined by randomly paired
features, in every iteration of the experiment.
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Table 1. Datasets description

dataset # of features # of classes # of elements in classes

iris 4 3 50 50 50

wine 13 3 59 71 48

banana set 2 2 200 200

4.3 Classifiers

We used reference sliding window and Nearest Neighbour algorithm with the
following parameters:

– k (number of neighbours) = 1 or 3
– d∗e = 0.2
– d∗d = 1.

4.4 Results

The mean error time line based on iteration in every step(learning curve) with
global mean error(horizontal lines) are presented in Fig.1:

The closer look in time domain on single drift (iris dataset, windowSize=40)
is presented on Fig.2.

The StR and StL measures for different α are presented in the Tab.2,3 and 4
(we use mean error over iteration as entry data for measuring StR and StL with
α = 1)

Table 2. Quality measures values for iris dataset

active classic
windowSize error∗ StR LtR error∗ StR LtR

40 0.067 131.2 85.3 0.076 163.3 163.3
50 0.061 107.3 68.6 0.070 145.8 145.8
60 0.056 74.5 49.3 0.066 124.7 124.7
70 0.055 76.3 49.9 0.063 114.3 114.3
80 0.053 66.0 44.1 0.060 111.0 111.0
90 0.051 68.1 45.6 0.058 88.8 88.8
100 0.051 69.6 46.5 0.056 85.5 85.5

5 Evaluation of Results (conclusions)

In evidence of presented results it is clear that the measures used in experiment
judge the classifiers differently. It is also believed that each of them has its own
purpose:

– mean error is the most common quality measure used in machine learning
– StR is a measure that reflects convergence of classificator in the domain of

samples, what usualy can be treated as time
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Fig. 1. Mean error of classification for datasets in each step, and global mean error

Table 3. Quality measures values for wine dataset

active classic
windowSize error∗ StR LtR error∗ StR LtR

40 0.056 161.8 97.9 0.058 169.3 169.3
50 0.053 133.7 72.4 0.055 158.5 158.5
60 0.051 102.2 49.0 0.053 143.0 143.0
70 0.049 98.8 46.7 0.051 119.2 119.2
80 0.048 89.1 40.8 0.050 102.1 102.1
90 0.047 86.2 38.8 0.050 90.3 90.3
100 0.047 87.6 39.8 0.049 92.3 92.3
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Fig. 2. Mean error of classification iris dataset - after second drift steps 599-799

Table 4. Quality measures values for banana dataset

active classic
windowSize error∗ StR LtR error∗ StR LtR

40 0.074 72.8 59.3 0.073 115.4 115.4
50 0.077 61.6 52.7 0.075 73.6 73.6
60 0.081 55.5 49.6 0.078 59.1 59.1
70 0.086 61.5 54.9 0.082 56.8 56.8
80 0.090 67.6 60.9 0.085 63.1 63.1
90 0.094 73.9 66.8 0.089 68.7 68.7
100 0.098 78.7 71.0 0.093 73.8 73.8

– LtR is a measure appropriate for dealing with datastreams where aqusition
of data is costless, because in this case labelling cost is the main part of
overall learning costs

It can be observed that mean error is sensitive to overall classification per-
formance, and slightly better result after reaching stable level of performance
could have more influence on this measure than fast convergence of algorithm
after drift has occurred (example on Fig.2). StR measure is the general purpose
measure that can rate adaptive algorithms but it has to be parametrised there-
fore it needs widely accepted parameters standardization. It is also sensitive to
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different mean error level. LtR measure is appropriate only in a situation where
data are available on demand, and drift does not depend of number of samples
taken from data stream.

6 Final Remarks and Future Works

The properties of algorithms that deal with concept drift problem, could be
pretty well presented on learning curve figures, but we are seeing the need of
measures that will allow us to rate those algorithms. In our opinion today we
do not have the proper tool to compare algorithms on statistics basis because
our measures are sensitive to phenomena that are not concept drift related.
Our future investigation will be aimed at improving presented measures and
developing new ones, that will be devoid of influence phenomena which are not
concept drift related.
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Abstract. In order to adjust to changing environments and internal
states, self-adaptive systems are enabled to autonomously adjust their
behaviour. The motive is to achieve better performance while minimising
human effort in setting up and maintaining these systems. Ensuring cor-
rect functionality across a system’s lifetime has been largely addressed.
Optimisation of their performance, however, has received little attention.
This paper presents an approach that applies goal modelling and deci-
sion making theory to calculate the quality of a system’s performance
in terms of a given configuration’s utility with respect to its current en-
vironment. Thereby functionally valid configurations can be evaluated
within the self-adaptive loop. The approach increased human players’
performances in experiments based on a computer game. These results
suggests that utility modelling is a promising approach for optimising
the quality of behaviour in self-adaptive system.

Keywords: Self-adaptive Systems, Utility Theory, Goal Modelling,
Decision Analysis.

1 Introduction

The principle motive for the new paradigm of self-adapting or self-managing soft-
ware is the minimisation of human effort in setting up and maintaining software
systems. To limit human participation in configuration and maintenance these
systems are able to modify their behaviour in response to changing operational
environments if their goals are currently not accomplished, or if better func-
tionality and performance can be achieved [7]. If self-adaption is implemented
through architectural reconfiguration then a good behaviour is equivalent to a
good configuration of the system’s components [16]. A self-adaptive software
system must have the ability to answer the following two questions at runtime
with minimal or no human interaction:

1. What is a good system configuration?
2. How to transform the current configuration into a good configuration?

While the second question is well researched, there is a lack of methodologies to
enable software systems to evaluate their own performance and that of alterna-
tive configurations autonomously. In [6] we introduced a planning approach able
� Benjamin Klöpper is a visiting researcher and scholarship holder of the (DAAD).
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to identify an optimal configuration for a specified system of physical compu-
tation nodes given utility information on alternative components. A similar ap-
proach is introduced in [21]. Both approaches do not fully define a methodology
to model behavior quality, but instead rely on human entry of this information.
Hence, regarding the previously defined two questions, systems based on these
approaches are not entirely autonomous and self-adaptive.

2 Related Work

2.1 Self-adaptive Systems

When self-adaptation is implemented by architectural reconfiguration planning
is often used to find a reconfiguration strategy for transforming the current con-
figuration into a preferable one. Satzger et al. [18] introduced an automated
planning approach for organic computing systems, but rely on users or adminis-
trators to specify goal state conditions which must be met in the final configura-
tion. Nafz et al. [14], meanwhile, introduce the Organic Design Pattern (ODP)
which can be used to identify configuration states. The ODP describes a number
of constraints on functional valid configurations. Given the specific layout of a
distributed computational system including nodes, communication channels and
available resources a genetic algorithm [19] can be used to determine feasible
configurations. The resulting validity of configurations, however, is described in
terms of functional properties and qualitative aspects are not considered.

In an extension of their three layer architecture for self-managing systems
[20] Kramer et al. [21] consider Quality Of Service (QoS) attributes. In this ap-
proach, the user specifies information about the technical QoS aspects of particu-
lar components, such as battery life or monetary costs. The user is not required
to provide full and accurate information and the assembly process falls back
onto arbitrary choices when it is not. In this way the approach avoids extensive
and detailed design-time analysis which would need to be repeated every time
a new component becomes available. To require the user to specify his prefer-
ence regarding QoS attributes for the complete software system presents some
drawbacks. First, the user requires an extensive technical understanding of the
system. Second, accepting an incomplete definition of the constraints increases
the risk of undesirable system behaviour. These two drawbacks conflict with
the aims of self-adaptive systems - minimizing human effort in setting up and
maintaining software systems.

2.2 Goal-Oriented Requirements Engineering

Goal-oriented requirements engineering (GORE) is an incremental approach
to elicit, analyse and specify requirements of a software system to be [1]. A
goal is defined as ‘an objective the system under consideration should achieve’
[9], and the goal’s formulation describes the intended properties of the system
that should be ensured. Thus, the term goal in requirements engineering has
the character of a functional constraint. GORE approaches are rooted on goal
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models - structured hierarchical graphs in which goals are elicited by asking why
and how questions. Not every goal has to be satisfied absolutely. To capture par-
tial goal satisfaction methods for quantitative reasoning Letier et al. [10] added
objective functions and quality variables to the goal model. Quality variables
measure the extent to which goals are satisfied, while objective functions de-
scribe goal-related quantities to be maximized or minimized. Propagation rules
are defined that propagate lower level objective functions up the goal hierarchy.
Throughout the whole process, objective terms and their calculation remains
on a technical level. This makes the comparison of objectives from different do-
mains and different semantics difficult. The intention, however, is not to provide
an integrated objective function, but to decide several objective functions used
by the developer to analyse alternative system designs.

GORE has already been applied to self-adaptive systems. Moradini et al. [12]
use GORE to develop self-adaptive systems based on the Belief-Desire-Intention
engine JADEX [17]. KAOS goal modelling [8] is used by Nakagawa et al. to
facilitate the extraction of multiple self-adaptive control loops [15]. KAOS is also
applied by Cheng et al. [3] to develop the requirements of dynamically adaptive
systems - a subclass of self-adaptive systems that switch between behavioural
configurations in different environmental settings. These approaches, however,
are limited to modelling functional objectives and runtime decision making is
either not directly considered [3], or expressed in binary logic rule systems [12,15].
In the latter case fine-grained low-level rules must be defined precisely, which is
extremely difficult given the complexities of real self-adaptive systems.

2.3 Multiple Attribute Utility Theory

Multiple attribute utility theory is an approach for eliciting a preference function
or ranking for a multi-criteria decision problem [5]. A decision maker first defines
a set of attributes relevant to the decision problem and assigns values to them for
each alternative decision option. They then define monotonic utility functions
for each attribute that convert their values into a common scale between the
interval [0,1]. The results of these conversions are then aggregated into a final
score describing the desirability of the option. Several methods exist for deriving
the aggregation and utility functions [13].

The selection of the most suitable method for deriving a utility function de-
pends largely on the nature of the attributes. Direct rating, for instance, is
suitable for attributes without a commonly agreed scale of measurement. Direct
assessment and piecewise linear functions, meanwhile, are most suitable if the
attributes posses intuitive numerical scales of measurement [22].

The starting point for defining an aggregation function, meanwhile, is often a
value tree where for each junction in the tree an aggregation operator is defined
[5]. The simplest and most popular aggregation operator is weighted averaging
[2], where weights are defined throughout the tree structure and propagated up-
wards. Another approach, non-additive measures, is based on a Choquet integral
[11], which avoids the independence assumption of the weighted average method
and considers interactions between attributes.
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3 Utility Based Self-adaption

3.1 Quality in the Self-adaptive Control Loop

Self-adaptive systems often implement four actions in a control loop [16][4]:
Sense, analyse, decide, and act. Figure 1 shows a self-adaptive loop that con-
siders the quality of alternative configurations in the decision stage. One of the
main questions regarding this quality aware self-adaptive loop is how available
configurations can be evaluated or ranked to select an appropriate new config-
uration for the reconfiguration process. In this paper, we suggest the definition
of an environmentally dependent utility function for this task.

Monitor
Environment

Analyze
Environment

Identify
Configurations

Evaluate/Rank
Configurations

Reconfigure
Systems

No significant
change

Significant
change

Fig. 1. Self-Adaptive Control Loop

3.2 Defining the Utility Based Adaption Problem

In [6] a class of self-adaptive systems were introduced which the utility based
adaption problem applies to. Essentially the system model encompasses a set
of tasks that carry out system activities, and a set of components for each task
that implement it. Each component offers a specific performance level when
implementing a task and consumes certain number of resources. The possible
configurations of a system are defined by the assignment components to tasks,
with the constraint that the total number of resources consumed does not exceed
the total available. A solution to the utility based adaption problem should pro-
vide a systematic method for calculating the utility of a given configuration in
a specific environment, defined by a set of environmental influences. A planning
approach can then be used to optimise the self-adaptive system’s performance
given a set of possible valid configurations.

We introduce some additional concepts to fully define the problem. A quality
variable, from goal modelling literature [10], is a measurable physical attribute
of a self-adaptive system measured in terms of a quality level. The distinction
between tasks and quality variables allows us to reason about a configuration’s
effects on a self-adaptive system’s behaviour, as opposed to the internal perfor-
mance of its software. Finally, effect functions reflect the physics of a system by
transforming performance levels into a decision relevant quality level.
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3.3 The Self-adaptive Guardian Game

For our research we developed a demonstrator used in this paper as a running
example, and later to validate our work. In the Self-Adaptive Guardian, a hu-
man or automated player controls a self-adaptive space ship with the goal of
maximising their score during a given time period. 10 points can be earned by
shooting UFOs with the ship’s laser or picking up a human and returning it to
the base. 20 points, meanwhile, are lost by allowing a UFO to abduct a human
and drag it off the screen, or by loosing a ship.

Fig. 2. Self-Adaptive Guardian: Gameplay

The gameplay environment can be altered via a set of environmental influence
variables. These are the human spawn rate, the initial and maximum number
of humans in play, the rate at which UFOs attempt to abduct humans, and the
UFO bullet speed, fire rate and spawn rate.

The space ship implements a component-task model, Figure 3, and feasible
adaptive configurations can be described by a number of constraints. In the

Fig. 3. Self-Adaptive Guardian: Component/Task Model
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current version one constraint is implemented - the availability of a memory re-
source that can be used to install software components. Each component offers
a trade-off between the resources it consumes and the performance it offers for
implementing a specific task. Task performance levels modify the ship’s usabil-
ity by altering one or more quality variables in accordance with a set of effect
functions.

4 Environment Specific Quality Modelling

Our approach for calculating the environment specific utility of a configura-
tion applies goal-oriented design and multi-attribute utility theory, discussed in
Sections 2.2 and 2.3. The designer first constructs a goal model defining the ob-
jectives of the self-adaptive system. They then choose a set of likely scenarios,
and assign weights and utility functions to the goal model for each one. Finally,
decision analysis is used to calculate how well alternative configurations satisfy
the goal model for each scenario. That which provides the most satisfaction is
selected as the configuration for the scenario in question.

4.1 Goal Model Design

A designer follows goal oriented analysis to construct a goal model - high level
goals are identified and refined until measurable quality variables can be assigned
to leaf nodes, or requirements. Two constraints are enforced on this model in our
approach. There must be only one top level goal, who’s level of satisfaction
is used to calculate the overall utility of a configuration, and the satisfaction
of all requirements must be measurable in terms of a single quality variable.
The quality variables are ideally measured by the self-adaptive system, but can
be composed from a set of task performance levels and corresponding effect
functions. A goal model for the Self-Adaptive Guardian can be seen in Figure 4,
where the quality variables for the requirements are shown in brackets.

4.2 Scenario Modelling

The designer identifies a set of scenarios spread across the range of typical envi-
ronmental situations - assigning weights and utility functions to the goal model
for each scenario by treating it as a multi-attribute utility problem. Figure 5
shows such an assignment for a partial section of the self-adaptive guardian goal
model in a scenario where there are many humans and a low number of UFOs.

In the example utility functions are defined using direct assessment, in which
the designer specifies an equation that fits the shape of utility function. For the
maximise fire rate goal the reload time quality variable has been transformed
into a goal satisfaction level by fitting it to a chi-square distribution function.

Weighted averaging was used to define the aggregation function that propa-
gates satisfaction levels up the goal model. Relative weights are assigned to each
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set of child nodes adding up to 1. Preference has been given to the maximise
rescues goal over its siblings as the scenario represented contains a high number of
humans. The satisfaction of a parent goal is calculated by summing the products
of each child’s satisfaction level and their weight.

The time spent assigning weights and utility functions can be reduced. A tech-
nical designer can construct the goal model and assign a set of weights and utility
functions that generalise the quality aspects in all situations. Then for each spe-
cific scenario the designer re-assigns weights for only the higher-level goals. This
technique, although less precise, allows for situation specific utility models to
be constructed in far less time. Further, users of the system can generate new
scenario specific models without knowledge of underlying framework.

Modelling in this way allows a designer to calculate the scenario specific utility
of a given configuration. The quality variables associated with the configuration
are transformed into goal satisfaction levels by the utility functions and propa-
gated up the goal model using the aggregation functions. The satisfaction level
of the top goal is taken to be the configuration’s utility for the modelled scenario.

4.3 Integration into the Self-adaptive Control Loop

Using our approach the utility of a specific configuration in a given scenario can
be determined. Two questions remain if this functionality is to be integrated into
the self-adaptive control loop. First, how to identify an optimal configuration,
and second, how to map a set of environmental influences to a scenario.

Given a set of available components and constraints specifying a function-
ally correct configuration, the identification of an optimal configuration can be
formulated as a discrete optimisation problem. In the limited application exam-
ple of the self-adaptive guardian a random search strategy is acceptable. For
more complex systems, however, a more sophisticated exploration of the search
space may be necessary and could be accomplished using meta-heuristics, such
as genetic algorithms or tabu-search.

There are two options for mapping an environmental situation to a scenario. If
the set of possible situations is discrete and small enough then a designer can map

Fig. 4. Self-Adaptive Guardian: Goal Model
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Fig. 5. Self-Adaptive Guardian: Scenario Specific Weights and Utility Functions

them directly. A continuous set of situations, however, will need to be grouped
into sets, each mapped to a scenario. In essence, this resembles a clustering or
classification problem. A system designer, for instance, could provide a training
set on which a decision tree can be generated to perform this mapping.

5 Adaptation Experiments

We have validated our approach for calculating scenario specific configuration
utility in the Self-Adaptive Guardian game. A first set of experiments was con-
ducted using humans to play the game, and then a second with an autopilot
we developed to behave in a similar fashion to that observed in humans. The
questions we wished to answer were:

1. Can a designer create adaptive configurations that enable players of the game
to get scores preferable that of a static configuration.

2. Under what circumstances are adaptive configurations preferable static ones?
3. How do the benefits of adaptive configurations vary for different types of

runtime behaviour?

A game in the Self-Adaptive Guardian environment consisted of four environ-
mental situations, each lasting 50 seconds. These were normal, in which the
environmental influences are roughly balanced, frenzy, in which the UFO spawn
and fire rate increases, roswell, in which the UFO abduction rate increases, and
rabbit, in which the initial number of humans and their spawn rate increases.
We created a scenario model for each situation and derived corresponding adap-
tive configurations. Scenario models were designed by creating a general model
that we believed to generalise all situations, and for each scenario changing the
relative weights for the frags, rescues, abductions and deaths goals.

As a baseline for the human experiments we picked the configuration that
resulted from the normal scenario, as we believed this to be the optimal static
configuration for playing the game. In the autopilot experiments, meanwhile, we
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were able get the autopilot to play non-stop and therefore obtain an additional
static configuration baseline using brute force. 3000 random configurations were
used to play the game. Those that achieved the top ten scores were then used to
play 50 games each, and that which achieved the best average score selected as
the baseline. This ‘best possible’ static configuration would in fact be difficult to
estimate where brute force simulation is not possible, either due to a high level of
system complexity or difficulties in accurate measurement of the top-level goal.

Score

Score Score

Score

Fig. 6. Human Player Scores using Alternative Configuration Selection Strategies

In the human experiments, Figure 6, participants were asked to play the
game once with the static configuration and once with the adaptive ones. The
configuration they played with first was randomly selected to avoid bias in a
player learning as they played the game. A questionnaire asking how many times
they had played before was given to participants before they played. A total
of 86 such experiments were conducted. In the autopilot experiments, Figure
7, the game was played using the adaptive configurations and the two static
configurations 170 times each. In both sets of results the average scores in each
situation for the different configurations are shown. The first three graphs in the
human results subdivide the players into the number of times they had played
before, and the last is the average of these results.

The significance of the human results, in which less games were played, was
confirmed with a Chi-square homogeneity test for each situation. Player scores
were grouped into a (0.2,0.4,0.6,0.8) quantile. The null hypothesis that the scores
from the static and adaptive configurations are from identical probability distri-
butions was rejected with 70% , 99,9%, and 99.9% probabilities for the frenzy,
rabbit and roswell situations. In the normal situation where the configuration
was identical the hypothesis was accepted with a probability of 99.9%.

In the human experiments greater improvements in score were observed for
players with more experience playing the game. We suspect that this is due to
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Score

Fig. 7. Autopilot Scores using Alternative Configuration Selection Strategies

the fact that as a player gains experience their behaviour matches more closely
that imaged by the scenario model designer, who was also an experienced player.
This suggests that a designer needs a good knowledge of the system’s run-time
behaviour for our approach to be advantageous, and that moderate variations
in this behaviour could lead to poor performance.

The average score decreased in the roswell situation for human players and in
the rabbit situation for the autopilot. This further demonstrates the difficulties
a designer has in estimating the weights and utility functions in accordance with
system behaviour, as slight variations may cause the model for specific scenarios
to be inaccurate. If, and only if, a specific scenario were found to perform poorly
the designer could update the adaptive models.

In both human and autopilot games played using the adaptive approach,
however, a significant increase in the average score over the baselines can be
observed, showing promise for its usage in adaptive problems.

Further, the results of the autopilot experiment indicate that our self-adaptive
approach may be more robust than simply identifying a best static configura-
tion using the brute force method. It appears as though the brute force method
has selected a configuration that works very well in the rabbit situation. This
is likely due to the fact that a higher score is achievable in this situation than
in the others, thereby maximising the average score achieved by the configura-
tion across all scenarios. In a real environment the proportion of time spent in
alternate situations may differ. If this were the case and less time was spent in
the rabbit situation the adaptive system would not suffer the effects, while the
average score of the brute force method would decline drastically.

6 Discussion

The approach described in this paper allows a designer to select a good, or even
optimal, configuration from a large set of functionally feasible configurations in
a changing environment. This problem has lacked attention in previous liter-
ature, which has been mainly concerned with functionally valid configurations
[14,15,12]. Using this approach, therefore, adaptive configurations can be cho-
sen that qualitatively optimise the behaviour of a software system, as opposed to
simply guaranteeing that it will function. The improvements in score for adaptive
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configurations over the static baselines in the experiments on the self-adaptive
guardian show promise for application of utility based self-adaption to optimise
the performance of adaptive systems.

We have designed the approach with the flexibility and plugability of the com-
ponent model in mind. Candidate components can easily be added or removed
from self-adaptive system without altering the underlying models - the utility of
a set of possible configurations is simply recalculated. This addresses a criticism
of self-adaptive systems expressed in [21], which states that the static upfront
design required in current approaches requires entire underlying models to be
heavily transformed if architectural changes later take place.

Principle areas for further work concern both extended evaluation of the mod-
elling process and the development of a complete utility-based self-adaptation
loop. The results from the roswell situation with human players indicate that the
average weighting assumption is not perfectly suited. In this situation both frags
and rescues interact when determining the number of abductions. Thus, it would
be interesting to redesign the scenario models with an aggregation function that
omits the independence assumption. Further, experiments with different model
designers would help to determine the effects of their domain knowledge on
adaptive performance. Regarding the completion of the self-adaptive loop, the
mapping of environmental situations to the most appropriate scenario model is
an open research question. An investigation into how best to define scenarios
that offer a good coverage of the possible situations that a self-adaptive system
might encounter during its life-time would also be of interest. Finally, the purely
reactive decision making that responds to current changes in the environment
could be replaced with a more sophisticated look-ahead method, considering the
costs of reconfiguration and resulting risks of performance loss.

Acknowledgment. The Self-adaptive Guardian is based on the open source en-
gine JGame and the example game Guardian developed by Boris van Schooten.
JGame can be downloaded underhttp://www.13thmonkey.org/~boris/jgame/.
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Abstract. Online marketplaces are emerging in which services are pro-
vided and consumed. Parties make online agreements regarding the terms
and conditions of service provisioning. For certain kinds of services, it
may be necessary to know whether it is being provisioned according to
the agreement. To this end, the service may be monitored. For instance,
a web application service may be monitored to guarantee that the re-
sponse time of the application is within acceptable limits. The decision
of whether or not to monitor a service is correlated to the perceived
level of risk that a violation will occur. If there is a low level of per-
ceived risk, monitoring may not be required, and vice versa. The per-
ceived level of risk associated with a service transaction can change over
time. However, traditional monitoring techniques are not able to react
to this change. This paper proposes a self-adaptive service monitor that
adapts to changes in the perceived level of risk. This monitor combines
a traditional service monitor with a self-monitoring protocol, referred to
as passive monitoring. This monitor is implemented in the AgentScape
Middleware.

1 Introduction

Online marketplaces are emerging in which services are provided and consumed.
In these marketplaces, parties can advertise, negotiate and purchase services.
These services include access to hardware, such as storage or compute power
and access to software, such as databases or other applications. Examples of such
marketplaces include the Grid services market [2], the Web services market [4]
and the Cloud services market [3].

Parties negotiate the terms and conditions of their services, including the
price, Quality of Service and other service obligations. These terms and condi-
tions are embodied in an agreement. This agreement also specifies what actions
should be taken if any party violates the agreement. To know if, when and by
whom an agreement is violated, services can be monitored. Relevant service
metrics (e.g. response time) are measured at periodic intervals to offer assurance
that a service is being provided as promised. These measurements are performed
either by each party individually or by a separate monitoring service.

In some cases, a Trusted Third Party (TTP) is used as a separate monitoring
service. The TTP offers additional assurance that measurements are performed
impartially. Dependence on a separate monitoring service, such as a TTP, can
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be problematic. For instance, it may not always be preferable to give external
parties access to local resources and (sensitive) data. However, monitoring ser-
vices require this access to perform measurements. Moreover, monitoring services
generate additional overhead costs (e.g. CPU, messages, and so forth). Further-
more, centralized monitoring services form an obstacle to the scalability of the
marketplace. Reducing dependence on a separate monitoring service allows the
system to scale better.

It might also be the case that parties do not feel that monitoring is always
necessary. For instance, if the parties’ past experience with one another has given
them a high level of trust in each other, the perceived risk that there will be a
violation is very low. In this case, monitoring just produces unnecessary overhead
costs. Parties should be able to adjust the monitor. This makes it possible to
reduce monitoring overhead when the perceived level of risk is low, and vice
versa.

Monitoring systems and services in distributed environments is an area of
ongoing research. Monitoring is used for Grid and Cloud environments to mon-
itor a wide spectrum of metrics, from low-level hardware health to high-level
service compliance [15]. Two of the most well known monitoring systems are
Nagios [11] and Ganglia [9]. Both of these systems offer a wide range of config-
urable monitoring options, including the ability to modify the interval between
measurements. However, these systems were not designed to adjust the level of
monitoring dynamically or autonomously.

Some monitoring services are able to dynamically adapt their monitoring pol-
icy at run-time based on environmental limits or changes in priorities. For in-
stance, the monitor proposed in [6] collects system notifications from distributed
nodes and can dynamically adjust the frequency of the notifications, based on
CPU load. The higher the load (e.g. more users in the system), the lower the fre-
quency of notifications. Another example of a dynamic monitor is the adaptive
system monitor described in [10]. This monitor attempts to reduce monitoring
overhead by pre-selecting and focusing on key metrics. Only when an anomaly
is detected in one of these key metrics, does the monitor adapt by increasing
the number of related metrics that are continuously monitored. Effectively, this
monitor is able to ‘zoom in and out’ of areas when problems are detected.

This paper proposes an alternative self-adaptive monitoring technique that
reacts to changes in the perceived level of risk by dynamically adjusting the
level of monitoring. This monitor combines a traditional monitoring service with
a self-monitoring protocol, referred to as passive monitoring [7]. In addition to
switching between these two modes, the self-adaptive monitor is able to decrease
the frequency of measurements to decrease overhead, or increase the frequency
to offer higher assurance.

The self-adaptive monitor proposed in this paper differs from the approaches
discussed above in two major ways. First, in addition to reacting to changes in
system overhead, the motivation to modify the monitoring policy is to dynami-
cally adapt to the level of perceived risk as it changes during service provisioning.
Secondly, rather than only adjusting the measurement interval, the monitor is
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able to switch between two major modes of monitoring: active and passive. In
the passive mode, dependence on a separate monitoring service decreases. An
effect of this reduced dependence is that the system is able to scale.

This paper is organized in the following way. Section 2 explains both tradi-
tional monitoring and the self-monitoring protocol, referred to as passive mon-
itoring. Section 3 describes the proposed self-adaptive monitor in more detail.
Section 4 presents the adaptation model used to determine when and how to
adjust the monitor. This includes a more detailed explanation of the monitoring
architecture. Section 5 evaluates an implementation of the self-adaptive monitor
in the AgentScape Middleware. Finally, Section 6 concludes the paper.

2 Monitoring Techniques

Monitoring can be performed either by each individual party or by a separate
monitoring service. Most traditional monitoring services periodically test various
metrics to determine if the system is operating as expected [9,11]. This mode
of monitoring is referred to in the remainder of this paper as active monitoring.
Using this technique, an impartial monitoring service (e.g. TTP) takes measure-
ments on behalf of the parties. If a violation is detected, the monitoring service
can take action. Such action could be to cancel the service or penalize the offend-
ing party. The chosen action depends on the policy agreed upon by the parties
during service negotiation.

An alternative to active monitoring is a passive monitoring [7]. When using
passive monitoring, each party performs their own measurements. Therefore,
this monitoring technique does not require or depend on a separate monitoring
service. Essentially, passive monitoring uses cryptographic primitives to build a
secure, non-repudiable audit log. Each party to the agreement must commit to
add an entry to the audit log. For instance, all parties must be satisfied with
the current level of service before an entry can be added. However, if one party
is not satisfied, no entry is added. Therefore, this protocol is also referred to as
a mutual commit monitoring protocol. This section contains a general overview
of the protocol. The full protocol, including conflict mediation is detailed in [7].

Each party is responsible for local service measurements and no external moni-
toring service is used, such as a Trusted Third Party (TTP). Service provisioning
is divided into discrete intervals. For provisioning to continue for the next in-
terval, all parties of the agreement must agree that they are thus far satisfied
with the service and have not detected any violations. Once all parties agree,
a token (e.g. password) is exchanged. The token is cryptographically encrypted
and signed to ensure that, once sent and received, no party can deny sending
or receiving the token. These tokens are aggregated using other cryptographic
primitives to form an audit log of compliance.

If no violations are detected, no intervention is needed. Tokens are exchanged
directly between the parties, so no external monitoring services are required. This
reduces the costs normally associated with interaction with a separate monitor-
ing service. However, if a party detects a violation, conflict mediation must be
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performed. There are several possible ways to perform conflict mediation. In the
simplest case, the service is immediately canceled. Another option is that the
parties work together to examine the audit log to determine which party is re-
sponsible for the violation. Optionally, the examination of the audit log can also
be performed by a TTP.

The conflict mediation process requires the audit log from each party, along
with the last two messages from the interval in dispute. Using the non-repudiation
properties of the messages, the last point can be established at which the parties
were satisfied with the service. For example, if the service spans 10 intervals and
the violation was detected in the last interval, any penalties are limited to the last
interval. One possible result of conflict mediation can be to switch to active mon-
itoring and continue the service. This is possible with self-adaptive monitoring.

3 Self-adaptive Monitoring

Monitoring offers assurance that violations are detected. Some service transac-
tions require more assurance than others. The level of assurance required is a
reflection of the perceived level of risk associated with the service. For instance,
the importance of detecting a violation in a mission critical service is different
from that of detecting a violation in a non-mission critical service. These viola-
tions ultimately have different levels of impact (e.g. financial, operational and
so forth). Different services have different perceived levels of risk and therefore
have different monitoring requirements. To this end, monitoring can be expressed
in the ‘amount’ or ‘level’ of monitoring. In general, a high level of monitoring
equates to frequent measurements of all relevant metrics. In contrast, a low level
of monitoring equates to less frequent measurements of a subset of the metrics.

Furthermore, levels of trust and perceived risk between parties are not con-
stant and can change during the course of their interactions. In this context, trust
is defined as a combination of several metrics used in electronic markets [16,8,5].
These include personal metrics, such as transaction history, transaction cost and
the ability to verify results. These also include community metrics, such as the
popularity, activity and position of a party in the community. These metrics are
dynamic in that they change over time. For instance, a successful transaction
10 years ago has less impact on the trust level than a successful transaction
yesterday.

Reputation is also an important factor in determining trust levels. This is
often the case when determining initial trust levels. For instance, reputation is
used when a consumer chooses a service provider [13]. If the provider is well-
known (e.g. Amazon Web Services), this increases the initial trust the consumer
has and lowers the perceived risk of doing business. Once service provisioning
has begun, a consumer dynamically adjusts the level of perceived risk based on
the number of successful transactions and the size of transactions (e.g. 1 dollar
versus 1000 dollars).
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The first time two parties do business together, there is often a low level of
trust and thus a high level of perceived risk. This has the effect that both parties
may need a high level of assurance from monitoring and accept the extra costs it
generates. As these parties interact with one another, they build a relationship
based on their experience. If these experiences are bad, in that the parties fail to
meet their agreement obligations, the level of trust remains low and perceived
risk remains high. However, if these experiences are good, in that parties honor
their obligations, the level of trust increases. As the level of trust increases,
perceived risk and the need for monitoring decreases.

When using a separate monitoring service, such as [11,9], a single, static moni-
toring policy is used for the entire session that cannot reflect the dynamic changes
in the levels of trust and perceived risk. However, changes in the level of per-
ceived risk between parties can be immediately and directly reflected in the
self-adaptive monitor. This is accomplished by dynamically switching between
active and passive modes, as well as increasing or decreasing the measurement
interval. In effect, these changes increase the level of assurance when needed, or
reduce overhead and dependence on the TTP when possible.

4 Adaptation Model

The choice of which monitoring level to use for a particular transaction is based
on a risk function. This function takes the current risk level and a monitor-
ing policy and chooses an appropriate monitoring level. The monitoring level is
expressed with the mode (e.g. active, passive) and the interval (e.g. time be-
tween measurements). Each party to an agreement executes this function before
a transaction to determine which level of perceived risk applies, and therefore
which level of monitoring is required. In the case that the levels of monitoring
required by two or more parties differs, the highest level is used. This guarantees
that all parties have at least the minimum level of assurance required.

This model is independent of the particular method used to compute a party’s
perceived risk level. An example of how the perceived risk level can be computed
is illustrated below.

4.1 Risk Level

The first input to the adaptive monitoring function is the current perceived
risk level. The perceived risk level is determined using both knowledge from the
environment and local knowledge. Environmental knowledge can be a reputation
authority, such as that proposed in [16], that offers additional information about
a particular party, including their activity and popularity in the environment.

Local knowledge includes the price (or cost) of the current transaction and the
history (if any) of transactions with the given party. These two variables are com-
bined to form a matrix, similar to the trust matrix presented in [8]. The transaction
cost of the current transaction and the transaction history correspond to a level
of perceived risk. Essentially, the higher the cost of a transaction, the higher the
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perceived risk level. Conversely, the better the transaction history, the lower the
perceived risk level.

Transaction cost is an artificial value that reflects the negative impact that
would occur if a certain transaction were to fail (e.g. the other party violates
the agreement). This value is derived by first mapping levels of transaction cost
to ranges of actual price. For instance, for a particular party any transaction
below 100 euro corresponds to a cost of 1. Whereas transactions between 100
and 200 euro correspond to a cost of 2 and so on. This mapping is specific to
each individual party.

Transaction history is a value that reflects the level of satisfaction with a given
party, based on past interactions with that party. The higher the number of
successful interactions in the past, the higher the transaction history. This value
also takes into consideration the effect of information decay, as discussed in [16].
In this context, this means that the recent transactions influence transaction
history more than transactions that occurred long ago. Therefore, a weighting
scheme is used to give more weight to the outcome of the most recent transaction
and less weight to a transaction, the older it is.

4.2 Monitoring Policy

Each party maintains their own policy that specifies which monitoring mode and
interval correspond to which level of perceived risk. For instance, for a particular
party, an risk level of 1 may correspond to a low level of monitoring, such as
passive mode with an interval of 90 seconds. Whereas an risk level of 10 may
correspond to a high level of monitoring, such as active mode with an interval
of 5 seconds. Each party’s policy therefore specifies this mapping between the
level of perceived risk and the level of monitoring.

Additionally, the policy specifies the particular weights that an agent attaches
to each element of knowledge. Weights can be used to indicate how important an
element of knowledge is based on its age or type. For instance, the 10 most recent
transactions are more important than the rest. Weights are also used to indicate
the importance of local knowledge (e.g. transaction history, transaction cost)
and additional environmental knowledge (e.g. central reputation authority). The
policy also contains a threshold to indicate how much the perceived risk level is
able to change before the monitor is adapted. In effect, this number allows the
monitor to react immediately to any change in perceived risk (e.g. paranoid) or
assume that slight changes in the perceived risk level are anomalies and therefore
react only if perceived risk consistently increases or decreases (e.g. optimistic).
Finally, the policy contains additional information, including an optional name
that describes the policy (e.g. optimistic, paranoid and so forth).

Two example policies are illustrated in Figure 1. The Paranoid policy has
a low reaction threshold and thus quickly adapts the monitor to any changes
in the risk level. This policy also gives a larger weight to the most recent
10 transactions. Furthermore, this policy is more sensitive to transaction cost
than history. In contrast, the Optimistic policy has a higher reaction threshold
and thus allows more variation in the perceived risk level before adapting the
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# c o n t e x t #
PolicyName=paranoid
ReactionThreshold=1

# ag e w e i g h t i n g #
10MostRecentTransactions =0.8
100 MostRecentTransactions =0.1
. . .

# t y p e w e i g h t i n g #
Transact ionHi s tory =0.2
TransactionCost =0.8

# r i s k l e v e l ma pp in g #
RiskLevel1Mode=pas s iv e
R i s kLeve l 1I nt e rv a l=90
. . .
RiskLevel10Mode=ac t i ve
R i skLev e l 10 In te rva l=5

(a) Paranoid

# c o n t e x t #
PolicyName=opt im i s t i c
ReactionThreshold =3

# age w e i g h t i n g #
10MostRecentTransactions =0.3
100 MostRecentTransactions =0.5
. . .

# t y p e w e i g h t i n g #
Transact ionHi s tory =0.8
TransactionCost =0.2

# r i s k l e v e l mapp in g #
RiskLevel1Mode=pass ive
R i s kLeve l1 In te rva l=90
. . .
RiskLevel10Mode=act iv e
R i skLeve l10 In terv a l=20

(b) Optimistic

Fig. 1. Examples of (a) paranoid and (b) optimistic monitor policies

monitor. This policy balances the weight of the most recent transactions with
older transactions. Furthermore, this policy considers the history of transactions
more important than the cost of a particular transaction.

The policy allows each party to customize their monitoring needs, based on
their individual perception of risk. The policy may also change over time. For
instance, a party may choose a very paranoid policy when joining an online
marketplace for the first time. After gaining experience in this marketplace, the
party may choose to modify the policy to reflect the lessons learned (e.g. raise
the threshold). In this regard, the self-adaptive monitor can also be manually
adjusted, if necessary.

4.3 Monitoring Architecture

There are three main parties to a service agreement: the service provider, the
service consumer and the service monitor. Each of these parties requires cer-
tain data depending on the monitoring mode: active or passive. Furthermore,
communication patterns between parties differ depending on the current mode.

For active mode, shown in Figure 2a, the consumer and provider require only
their unique Risk Level calculation and Monitoring Policy. The parties require
no further monitoring data. The Service Monitor is responsible for perform-
ing measurements and checking for agreement violations. Therefore, this service
must have access to the Agreement Terms, the Measurement Logic (e.g. which
variables must be tested) and the Results of the measurements. All monitor-
ing communication is initiated by the Service Monitor directly to each party
individually.

In contrast, passive mode shifts the monitoring responsibility to the consumer
and provider. In this mode, shown in Figure 2b, the Service Monitor requires
no knowledge of the Agreement Terms or Measurement Logic. Furthermore, the
Results (e.g. audit log) are no longer stored at the Service Monitor, but rather
at each of the parties to the agreement. Additionally, the Agreement Terms,
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Measurement Logic and Results are stored at each individual party, rather than
at the Service Monitor. All monitoring communication goes directly between the
Consumer and Provider. Only in the case of mediation do the parties optionally
communicate with the Service Monitor to send the required audit logs.

The only extra data required are the Cryptographic Keys. These are used by
each party to enable the mutual commit protocol and encrypt the audit log. The
Service Monitor also maintains a set of keys to enable mediation in the case that
a violation is detected.

Risk Level
Monitoring Policy

Risk Level
Monitoring Policy

Consumer Provider

Agreement Terms
Measurement Logic
Results (audit log)

Service
Monitor

M
easurem

entsM
ea
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re

m
en

ts

(a) Active mode

Risk Level
Monitoring Policy
Cryptographic keys
Agreement terms
Measurement Logic
Results (audit log)

Risk Level
Monitoring Policy
Cryptographic keys
Agreement Terms
Measurement Logic
Results (audit log)

Consumer Provider

Cryptographic keys

Service
Monitor

Mutual Commit 
Protocol

Audit logAud
it l

og

(b) Passive mode

Fig. 2. Data and communication of (a) active and (b) passive monitoring

5 Experimental Evaluation

The feasibility of the self-adaptive monitor is illustrated with an implementa-
tion. Several experiments are performed to compare the overhead of the active
and passive modes. First, parties use a static active or a static passive moni-
tor. Finally, parties use the self-adaptive monitor. Overhead is measured as the
average CPU usage of monitoring activity.

The self-adaptive monitor is implemented in the AgentScape distributed mid-
dleware [12]. In this environment, Consumers, Producers and Monitors (TTP) are
represented by self-contained, mobile software agents. This implementation per-
forms asymmetric cryptography using the Rivest-Shamir-Adleman (RSA) [14] al-
gorithm and the Boneh-Lynn-Shacham (BLS) [1] algorithm1.

1 The BLS implementation uses existing code provided by Dalia Khader and the
Java Pairing Based Cryptography Library (jPBC) provided by Angelo de Caro
(http://gas.dia.unisa.it/projects/jpbc/). Source code is available upon re-
quest.

http://gas.dia.unisa.it/projects/jpbc/
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Experiments run on two machines connected across gigabit ethernet. The first
machine has a 2.0GHz dual core CPU and 1GB of RAM. The second machine
has a 2.0GHz dual core CPU and 2GB of RAM. Both machines run the Linux
operating system and AgentScape middleware. Two AgentScape Locations are
used, one on each machine: Location C and Location P. Consumer agents are
loaded into Location C and Producer agents into Location P.

5.1 Experimental Setup

Three experiments are performed in total: Baseline A, Baseline P and Self-
Adaptive. The first two experiments compare the baseline CPU usage of each
monitoring mode (active and passive) separately. The third experiment shows
the changes in CPU usage as the monitor dynamically switches between intervals
and modes. An overview of these experiments is shown in Table 1.

Table 1. Overview of experiments

Experiment Monitor # of Agents Interval

Baseline A Active 2 10

Baseline P Passive 2 60

Self-Adaptive Active & Passive 2 10,20,60,90

In Baseline A, a single consumer and a single provider negotiate an agreement
that uses an active monitor with an interval of 10 seconds. In Baseline P, a
single consumer and a single provider negotiate an agreement that uses a passive
monitor with an interval of 60 seconds. No conflict mediation is performed during
these experiments. Each baseline experiment is repeated 10 times and the CPU
load results are averaged.

In Self-Adaptive, one consumer and one provider negotiate an agreement that
begins with an active monitor with an interval of 10 seconds. Both parties use
the same monitoring policy. This policy specifies that after 5 minutes without
violations, the Risk Level decreases. This decrease is reflected in the monitoring
level by increasing the interval to 20 seconds. After another 5 minutes with-
out violations, the Risk Level decreases further. This decrease is reflected in
the monitoring level by changing the mode to passive with an interval of 60
seconds. After another 5 minutes without violation, the Risk Level decreases
further still. This decrease is reflected in the monitoring level by increasing the
interval to 90 seconds. When a violation is detected, mediation is requested. The
result of mediation is to increase the Risk Level. This increase is reflected in the
monitoring level by returning to active mode with an interval of 10 seconds.
The self-adaptive experiment is repeated 10 times and the CPU load results are
averaged.
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5.2 Experimental Results

The Baseline experiments, shown in Figure 3, demonstrate the contrast in CPU
usage generated by the two different monitors. The active monitor has a con-
sistent CPU usage baseline reflecting the 10 second monitoring interval. Usage
peaks are relatively low, but occur often. This steady surge reflects the mea-
surement request, execution, response and evaluation. The passive monitor also
has a consistent CPU usage baseline reflecting the 60 second monitoring in-
terval. Usage peaks are relatively high, when compared to the active monitor,
but occur less frequently. This steady surge reflects the computationally intense
cryptography that is used in the mutual commit monitoring protocol.

The Self-Adaptive experiment, shown in Figure 4, gives an overview of the self-
adaptive monitoring process. In the active modes, the CPU usage has a consistent
pattern reflecting the 10 and 20 second monitoring interval, respectively. In the
passive modes, the CPU also has a consistent CPU usage that reflects the 60
and 90 second monitoring interval, respectively. A noticeable CPU usage surge
occurs when conflict mediation is requested. This surge reflects the additional
cryptography required to verify the messages and aggregate signatures used in
the audit logs.
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Fig. 3. CPU usage of active and passive monitor with two agents

5.3 Discussion of Results

In this implementation, it is difficult to compare the monitoring modes, due to
the different results that they produce. The passive mode produces a crypto-
graphically secured audit log, whereas the active mode produces an audit log
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Fig. 4. CPU usage of self-adaptive monitor with two agents

without any cryptographic security. The cryptography used in passive monitor-
ing increases the computational overhead2 as can be seen in Figures 3 and 4.
In these figures, it can be seen that the peaks in CPU load associated with the
passive monitor are higher than those associated with the active monitor. To
reduce the impact of this cryptographic overhead, a larger interval is used for
the passive mode, in this implementation.

Figure 4 also shows the relatively high computation required for conflict me-
diation. This is also due to cryptography required to verify the data stored in
the audit log. When mediation occurs often, it may present a significant load
to system resources. Therefore, the frequency of conflict mediation may influ-
ence the choice of monitoring mode. This consideration can be included in the
monitoring policy.

6 Conclusion

This paper proposes a self-adaptive monitor that reacts to changes in the level of
perceived risk by adjusting the level of monitoring. This monitor can automat-
ically switch between two modes, active and passive, and automatically adjust
the polling interval for both. This paper demonstrates how the perceived level
of risk can be calculated and how different monitoring policies can be applied.

Future work will examine the scalability of the self-adaptive monitor in a
larger, distributed environment. Other trust mechanisms, such as reputation au-
thorities, will also be incorporated to quantify the level of trust between parties.
2 In particular, the BLS implementation is chosen only for its functionality. This code

is not optimized for production level systems.
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Abstract. Using a component-based approach, a user task can be de-
fined as an assembly of abstract components (i.e. services), requiring
services from and providing services to each other. To achieve the task’s
execution, it has to be resolved in concrete components, which involves
automatic matching and selection of components across various devices.
For this goal, we propose in this article a task resolution approach that
allows for each service of a user task, the best selection of the device and
component used for its execution. The task resolution approach consid-
ers in addition to the functional aspects of the task, the user preferences,
devices capabilities, services requirements and components preferences.

Moreover, applications in pervasive environments are challenged by
the dynamism of their execution environments. Towards this challenge,
we use a monitoring mechanism to detect the changes of environments
and we propose an adaptation approach that is based on the reselection
of a subset of devices and components.

Keywords: Component-based task, resolution, monitoring, adaptation,
pervasive environments.

1 Introduction

The recent research work related to automatic service composition in pervasive
environments has gained much maturity. Emphasis has been on the automatic
selection of services for users, without their intrusion, in the pervasive environ-
ment. In most cases, such an approach considers an abstract user task on the
user device, which leads to automatic selection of services across various devices
in the environment.

Using Service-Oriented Architecture (SOA), it is possible to describe a user
task as an assembly of services (i.e. abstract components) without any informa-
tion on how these services are implemented. The implementation of these services
can be found by looking up concrete and deployed components in devices of the
environment. A service is matched with a component if their interfaces match.
A user task is said to be resolved if for all of its services, we find matching
components implementing these services.

A. Bouchachia (Ed.): ICAIS 2011, LNAI 6943, pp. 131–144, 2011.
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The complexities involved in resolving such applications have been addressed
by many previous approaches. Most of existing approaches consider in addition
to the functional aspects of services, some non-functional ones like quality of
service (QoS), user preferences to achieve the task resolution [4] [6] [13] [12].

In [10], we have proposed an approach for devices selection that evaluates de-
vices by considering the user preferences and devices capabilities. Given the eval-
uation results, services are assigned to devices starting from high to low device
value. Thus, the evaluation function may result in the selection of more than one
device, where each device may ensure a particular service in the user task.

However, services may also express their requirements towards the devices ca-
pabilities, which constraints the devices selection. Indeed, this selection approach
does not guarantee that the selected devices may satisfy the services requirements
since the devices ranking is done independently of services requirements. Thus, it
is possible that a device with a lower device value may satisfy a requirement for a
specific service better compared to a device with a higher value.

To achieve the task resolution, we require matching them with concrete compo-
nents provided by the selected devices. Current task resolution approaches assign
services arbitrarily to components provided by the environment [4] [10]. However,
many components that implement the service functionality, may be found in the
same selected device. Therefore, there is a need to a mechanism allowing the se-
lection of the component that best matches the service’s description.

Furthermore, users’ tasks in pervasive environments are challenged by the
dynamism of their execution environment due to, e.g., users and devices mobility,
which make them subjects to unforeseen failures. Thus, there is a need to adapt
the tasks to meet the detected changes.

The motivation for this article is two-folds: 1) selection of the best device and
component for each service of the user task and 2) adaptation of a user task due
to the changes of the execution environment.

The remainder of this paper is organized as follows. Section 2 defines the prob-
lems addressed in this paper, while Section 3 provides an overview of existing
related work. Section 4 describes the non-functional requirements that are con-
sidered for our task resolution approach. In Section 5, we present the principle
of the task resolution that is illustrated by an example scenario in section 6. In
Section 7, we describe the principle of the task adaptation. Finally, Section 8
concludes the article with an overview of our future work.

2 Problem Description

We consider a video player task that provides the functionality of displaying
video to the user. The task can be composed of three services (i.e. abstract
components) namely, controlling, decoding and displaying video.

The resolution of services into respective concrete components is required for
the realization of the task. We assume that a number of devices exist in the
pervasive environment with different characteristics, ranging from small hand-
held devices with limited capabilities, to powerful multimedia computers with
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abundant resources. These devices host one or more concrete components, which
correspond to the services of the video player task.

For each service in the task, we may find one or more matching components
across different devices; however, while these components offer similar functional
interfaces, they may differ from each other in terms of the capabilities of the
devices. Hence, a video player component on a smart phone is not considered
the same as one on a flat screen. Therefore, there is a need of a mechanism for
a dynamic selection of a particular device over the other, when they host the
same components.

Moreover, it is possible that the selected device provides several components
that implement the same service. For example, a laptop device provides a VLC
player and Real player components that implements the same video display
service. Thus, there is a need to carry out dynamically the selection of convenient
components for the task resolution.

Furthermore, the task’s execution is challenged by the dynamism of the ex-
ecution environment due to the mobility of devices and users. This means that
devices as well as components may appear and disappear in ad hoc manner,
which may prevent the task to be well executed. Thus, there is a crucial need to
select other components or devices to ensure a continuous execution.

3 Related Work

The task resolution and adaptation issues have been extensively studied in dif-
ferent contexts, notably in the area of software components that has become an
accepted standard for building complex applications. In this section, we detail
some of the existing related approaches as well as their limitations.

The Aura project defines an architecture that realizes user tasks in a transpar-
ent way [13]. The user tasks defined in Aura are composed of abstract services to
be found in the environment. Gaia [12] is a distributed middleware infrastructure
that enables the dynamic deployment and execution of software applications. In
this middleware, an application is resolved in available resources of a specific ac-
tive space. This resolution can be either assisted by the user or automatic. Gaia
supports the dynamic reconfiguration of applications. For instance, it allows
changing the composition of an application dynamically upon a user’s request
(e.g., the user may specify a new device providing a component that should
replace a component currently used).

Both of the previous platforms introduce advanced middleware to ease the de-
velopment of pervasive applications composed out of networked resources. How-
ever, they are too restrictive regarding the networked resources that may be
integrated since resources have to host the specific middleware to be known by
pervasive applications.

[6] provides a Dynamic Service Composition in Pervasive Computing mech-
anism to support context awareness for tasks composition at runtime. This
mechanism implements a process for resolving an abstract specification to a
concrete service composition. The proposed service composition mechanism
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models services as directed attributed graphs. The hierarchical service compo-
sition mechanism based on a device overlay formed through the latch protocol.
The basic principle of latching is that a device with lower resource availability
latches itself to another device with higher resource availability. Thus, devices
are structured as a tree that implies the device level.

While their approach is quite general, it has two limitations. First, the latch
protocol compares the devices capabilities without considering the services re-
quirements. Thus, a device with a low level may respond better to the services
requirements than the device with a higher level. Second, the selection of com-
ponents is done in arbitrarily way that they do not consider the selection of the
best component among different alternatives.

The PCOM system [2] allows specification of distributed applications made
up of components. Each component explicitly specifies its dependencies in a
contract, which defines the functionality offered by the component and its re-
quirements with respect to local resources and other components. The resulting
application architecture is a tree formed by components and their dependencies.
PCOM supports a component reselection whenever this later is no longer able
to provide its functionality. With respect to the application model defined by
PCOM, this means that a problem in a component is escalated to the next, i.e.
higher, level of the tree. The escalation continues until a component resolves the
conflict by reselecting components.

Thus, the replacement of a sub-tree starts from the predecessor of the com-
ponent and may include its successors if it is necessary. However in our work, we
ensure the reselection only of the concerned components. Moreover, they do not
provide any mechanism that allows the selection of suitable component if there
are others components providing the same service.

In [5], Ibrahim et al. propose a spontaneous Service Integration Middleware
for pervasive Environment (MySIM) that allows the service composition based
on semantic description of services. MySIM is split into four components: the
Translator, the Generator, the Evaluator, and the Builder. The request descrip-
tions are translated to a system comprehensible language in order to be used by
the middleware. Once translated, the request specification is sent to the Genera-
tor that provides the needed functionalities by composing the available services.
It tries to generate one or several composition plans with the same or different
technology services available in the environment based on syntactic and seman-
tic. The last step is to evaluate these plans to choose the best one based on QoS
of services.

The major drawback of this approach is that the evaluator module does not
consider the services requirements while composing services. Moreover, the adap-
tation of services composition consists on the revaluation of the composition
plans for the whole task, while in our work, we are able to reselect only the
concerned services.

The COCOA framework [4] supports the dynamic composition of abstract
user tasks. User tasks are modeled as service conversations (or workflows), which
are dynamically matched with the available networked service instances using a
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conversation based matching algorithm. Their solution builds on semantic Web
services (OWL-S) to enable semantic matching of interfaces. Several service QoS
properties are considered for service selection (e.g. performance, latency, etc).

In their approach, they claim to consider user preferences, but their treatment
of user preferences is only nominal. Moreover, the COCOA framework permits
the arbitrary selection of the resulting service composition as they all conform
to the target user task.

In view of all these identified problems in the above cited works, we now
propose our own approach that overcomes these problems.

4 Selection Constraints

Resolving a task corresponds to the selection of concrete components that best
match with its services across various devices provided by the execution environ-
ment. In order to select the most promising components for the preferred devices
for the user, we require considering some non-functional constraints like devices
capabilities, user preferences, services requirements and components preferences.
This ensures the resolution of user task on the distributed components. In the
following, we describe each of these non-functional constraints.

Device Capabilities (DC). Considering the problem of having various devices ca-
pabilities that host a number of components providing the same functionality, it
becomes practically impossible to choose one particular component on a specific
device without considering the mentioned factors.

We addressed this problem by proposing an extension for CC/PP [7] device
description model, which classifies a device capabilities into hardware, software
and network categories [9]. All of the capabilities are either boolean or literal
type, which can represent the device ability for a specific device capability. We
use this extension to model the devices capabilities and we denote by 1 that the
device is able to provide a specific capability and 0 if it could not.

Service Requirements (SR). Services in the user task may also describe their
requirements for devices capabilities. These requirements may be specified by
the application and they tailor the selection of devices to task resolution. In
[10], we have proposed to model the services requirements by boolean or literal
type, implying the ability of a device to respond to that requirement. If any
of the required capability’s value is false, the service cannot be executed on
that device. Hence, this later is eliminated as the service requirements are not
satisfied there. Thus, by introducing service requirements, we can reduce the
solution space largely by decreasing the number of candidate devices.

User Preferences (UP). In [10], we have proposed a preference model that con-
siders user preference as a real number ranging between (-1.0 , 1.0) values. Using
1.0 value represents a very important capability, thus, a device should provide
that capability else it will be eliminated. The -1.0 value represents users dislike
to avoid using a device with such a capability, whereas, the 0.0 value represents
a do not care condition, i.e., the availability or unavailability of such a capability
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is not important for the user. Based on the user preferences, the user task will be
executed on a set of devices for which maximum of their preferences are satisfied.

Components Preferences (CP). Components may express their preferences for
the device capabilities in order to be executed properly. Compared to services
requirements, we consider that the components preferences are concrete ones.
For example, if the service requires some inputs, the component referring to
that service may specify the input type like keyboard or touch screen, etc. Thus,
there is a need to consider these preferences when selecting components. We
propose to model components preferences using values that range between (0.0
, 1.0). The 1.0 value represents a very important capability that a device should
provide. If a component does not have any preference, we assume that it does
not care, and its value is 0.

5 Task Resolution

In [10], we presented an algorithm to select devices for the overall task by con-
sidering only the devices capabilities and user preferences. If the selected device
has more than one component implementing the service, the algorithm does not
provide any selection method for a component.

In this article, we propose an improvement for the previous algorithm to
ensure the selection of the best device for each service of the task by considering
the devices capabilities, user preferences and services requirements. Moreover,
we propose a selection method of the best component by considering the devices
capabilities and components preferences.

5.1 Device Selection

To select the devices used for the user task’s resolution, we evaluate them as
following:

CalculateDV =
∑

ωi + Match(Ru, Rd) +
Is
It

+
Ds

Dt
(1)

Given a capability ci of a device and the user preference or dislike value vi for
the ci, a weighted capability ωi is calculated as:

ωi =
{

vi if ci = 1 , −1 ≤ vi ≤ 1
−vi if ci = 0 , −1 ≤ vi ≤ 1

The Match method returns a value representing the matching degree between
the preferred screen resolution Ru and the effective screen resolution Rd of the
device. The Is/It ratio is used to calculate the number of preferred capabilities
(i.e. Is) satisfied among the total number of preferred capabilities (i.e. It). We
consider also the number of disliked capabilities by subtracting the ratio Ds/Dt

from the device value. The Ds denotes the number of disliked capabilities present
on a device, while Dt denotes the total number of dislikes specified by the user.
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We denote by CalculateDV(DC, UP) a value of a device calculated using the
formula 1 for all of its capabilities. However, the CalculateDV(SR, DC, UP)
represents a value of a device for a specific service that is calculated using the
formula 1 by considering only the device capabilities(DC) and the user prefer-
ences (UP) related to the service requirements (SR).

Algorithm 1. DeviceSelection(Task, DevicesList)
1: ServicesList contains set of services in Task;
2: DevicesList contains list of devices;
3: for each service s in ServicesList do
4: DevicesValues is used to store devices value for s
5: for each device d in DevicesList do
6: if fit(s, d) and fit(colocation(s), d) then
7: for each service s’ in {s, colocation(s)} do
8: if Requirement(s′) �= � then
9: DV = DV + CalculateDV(SR, DC, UP)

10: else
11: DV = DV + CalculateDV(DC, UP)
12: end if
13: end for
14: store DV in DevicesValues
15: end if
16: end for
17: sort DeviceValues
18: select the device with the highest value for s and colocation(s)
19: end for

Algorithm 1 shows the main feature of the device selection process. A user
task consists of a list of services to resolve in a set of components provided
by devices of the execution environment. We consider the fitness constraint to
indicate that a service is executable on a device using a fit() method (line 6)
that returns true if the service is executable on the device, or false otherwise.

Moreover, two or more services may specify their colocation dependence on
each other, which means that they must be executed on the same device. For this
goal, the algorithm checks the fitness of the colocation services (i.e. colocation()
method in line 6) to determine if they fit in the same device as the task’s service.

To calculate the devices values for the service and its colocation, the algo-
rithm uses the formula 1. If the service specifies some requirements (Requirement
method in line 8), the device value is calculated using CalculateDV(SR, DC, UP)
(line 9). Otherwise, the device value is calculated using CalculateDV(DC, UP)
(line 11).

After that, it sums the device values calculated for the execution of the service
and its colocations. The device with the highest value will be selected to fit a
service and its colocations in.
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5.2 Component Selection

Some selected devices may provide more than one component implementing the
same service. Thus, there is a need to select a component that best matches
the service’s description. For this, we propose the Algorithm 2 that allows the
selection of the convenient component for each service of the user task.

The Algorithm 2 evaluates components by considering their preferences to-
wards the devices capabilities in order to select a component with a highest
value. A component value is calculated as following:

CalculateCV =
∑

ωi +
Is
It

(2)

The ω is a weighted capability of a device that depends on the component’s
preferences. The Is/It corresponds to the number of preferred capabilities (i.e.
Is) satisfied among the total number of preferred capabilities (i.e. It) of the
component.

Algorithm 2. ComponentSelection(s, d)
1: ComponentsList contains list of components that match s and deployed on d;
2: ComponentsValues contains components values;
3: for each c in ComponentsList do
4: CV=calculateCV(CP,DC)
5: store CV in ComponentsValues
6: end for
7: sort ComponentsValues
8: select the component with the highest value for s

The Algorithm 2 uses the formula 2 to calculate components’ values (line
4) by considering their preferences (CP) towards the device capabilities (DC).
Then, the components values are sorted in order to select the component with
the highest value. To achieve the task resolution, this algorithm will be executed
in each selected device to select the convenient component for each service.

6 Example Scenario

Referring back to the video player task in the Section 2, we consider that the
task is represented by an assembly of three services: a VideoDecoder, a VideoDis-
play and a Controller services. The Controller service sends a command to the
VideoDecoder service to decode a stored video into appropriate format. Once the
video is decoded, it is passed to the VideoDisplay service to play it. Assume that
the VideoDisplay service depends on the VideoDecoder one, thus they should be
executed in the same device.
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Table 1. Device capabilities and user preferences

Capabilities SP FS User

Resource.Software.VideoPlayer=VLC 1 0 0.1

Resource.Hardware.Output.VideoCapable.Screen.Width 320 1920 1920

Resource.Hardware.Output.VideoCapable.Screen.Height 240 1200 1200

Resource.Hardware.Output.SoundCapable.InternalSpeaker 1 1 0.2

Resource.Hardware.Output.SoundCapable.ExternalSpeaker 1 1 1.0

Resource.Hardware.Input.Keyboard 1 0 0.1

Resource.Hardware.Input.TouchScreen 1 0 0.3

Resource.Hardware.Memory.MainMemory 1 1 0.0

Resource.Hardware.Memory.Disk 1 0 0.0

For the task execution, the services should be resolved in concrete components
available in the execution environment. Consider that this later consists of a
Smartphone (SP) and Flat-screen (FS) devices. Table 1 shows some capabilities
of the two devices and their corresponding user preferences.

Table 2. Requirements of the Video player services

Service Service Requirements

Controller Resource.Hardware.Input

VideoDisplay Resource.Hardware.Output.VideoCapable

Resource.Hardware.Output.SoundCapable

Moreover, services may express their requirements towards the devices ca-
pabilities. For example in table 2, the VideoDisplay service requires an output
VideoCapable and SoundCapable capabilities to achieve its execution, whereas,
the Controller service requires an input capability to command the Video Player
task.

We have evaluated FS and SP devices using the previous approach [10]. The
SP device has a higher value (2.88) than the FS device (2.1). Thus, the SP device
will be selected to resolve the video player task since it provides the requested
components. However, it is not the best device regarding the user preference
related to the screen size.

Table 3 shows the devices values calculated for each service and their colo-
cation following the Algorithm 1. For this purpose, we have considered only
the capabilities related to the services requirements and their user preferences.
Compared to results of the previous algorithm, the Controller service will be
executed in SP device, while the VideoDisplay and VideoDecoder services will
be executed in FS device, which best satisfies the user preference (i.e. bigger
screen size).
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Table 3. Devices values for Controller and VideoDisplay services

Service SP FS Selected device

Controller 1.4 -0,4 SP

VideoDisplay & VideoDecoder 5.2 5.3 FS

To achieve the service resolution, the Algorithm 2 is used to select the conve-
nient component for each service of the video player task. In Table 4, we list the
preferences of components provided by FS device. The VideoDisplay2 component
requires a main memory to cache the video, whereas the VideoDisplay1 compo-
nent is less interested in Disk memory than the Main one. These preferences is
used by the Algorithm 2 for the selection of the suitable component.

Table 4. Preferences of video display components in FS device

Preference VideoDisplay1 VideoDisplay2

FS.Hardware.Memory.MainMemory 0.8 1.0

FS.Hardware.Memory.Disk 0.2 0.0

Table 5 present the values of VideoDisplay components provided by FS de-
vice. The VideoDisplay2 component has a higher value than the VideoDisplay1
component. Thus, it will be selected for the execution of the VideoDisplay ser-
vice. As it can be seen, our approach presents the advantage of selecting the best
device and component for each service of the task.

Table 5. Selection of component for VideoDisplay Service

VideoDisplay1 VideoDisplay2 Selected Component

1.1 2.0 VideoDisplay2

7 Task Adaptation

Applications in pervasive environments are challenged by the dynamicity of their
execution environments. In such situations, applications are subject to unfore-
seen changes due to users and devices mobility. Thus, there is a need to capture
these changes and then adapt the user’s task given the new situation.

7.1 Monitoring of the Execution Environment

A generalized notion of context has been proposed in [1] as any information that
can be used to characterize the situation of an entity (person, location, object,
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etc.). We consider the adaptation context as any event that may trigger the
adaptation of a user task in pervasive environments. These events may include
the disappearance of a used device or the undeployment of a selected component.
They may also involve the appearance of a new device or the deployment of a new
component that may be interesting for task’s execution. Moreover, the changes
of user preferences or devices capabilities may affect the devices values thus
triggering the adaptation of the user task.

To capture these adaptation events, there is a need to monitor the execution
environment. Monitoring process consists in notifying the interested components
in the changes of the environment.

For this purpose, we have considered that the environment is modeled as a
set of components providing some properties through which they can be moni-
tored. Similarly, a user can be modeled as a component exposing some properties
referring to its preferences.

To monitor the changes of the properties of a component, we have used the
monitoring framework in [3] that allows components to subscribe to the changes
of local or remote components in order to be notified of their changes. Using this
mechanism, it is possible to detect the changes of the user preferences and the
devices capabilities components.

For the appearance and disappearance of devices, we propose to use a device
discovery registry, which contains a list of all available devices in the environ-
ment. This registry receives notifications about the arrival and departures of
devices by using for example the Universal Plug and Play (UPnP) technology.

Since the selection component Algorithm is executed in each selected device,
we consider that this later provides a local components registry to list its pro-
vided components. Thus, it is possible to be aware of the deployment of new
components or the undeployment of existing ones.

7.2 Adaptation Actions

The problem of adapting component-based applications has been extensively
studied in different contexts. In the literature, we distinguish two main adap-
tive techniques: parametric or compositional adapatations [8]. Parameterization
techniques aim at adjusting internal or global parameters in order to respond
to changes in the environment. Compositional adaptation consists on replac-
ing components implementation or the restructuring of the application without
modifying its functional behaviour.

In this article, we propose a dynamic compositional adaptation approach that
consists in resolving only the concerned services of a task since there may be cases
in which all services or the devices are not affected by the context’s changes. The
adaptation corresponds to the reselection of some devices or components or to
the both for a continuous execution of the task in the new context. It is achieved
by the following adaptation actions.

Disappearance of a used device. One important event triggering the adaptation of
a user task is the disappearance of a used device, which implies the disappearance
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of components used for the task execution. Towards this issue, we propose the
selection of the subsequent device in the device list provided by Algorithm 1
to resolve the concerned services. For example, in the video player application,
the FS device is used for the execution of the VideoDisplay and VideoDecoder
service. If this device disappears, then the subsequent device, i.e. SP device, will
be used to resolve the services.

Disappearance of a used component. In case of the disappearance of a used com-
ponent from a selected device, we can keep the device if it has other components
matching with the service. Thus, the subsequent component in a component list
provided by the Algorithm 2, is selected. For example, if the VideoDisplay2 com-
ponent of the FS device disappears, the VideoDisplay1 component will be used
to fit the service with the FS device. However, if the device does not provide an
alternative for the disappeared component, we require selecting the subsequent
device in the device list provided by the Algorithm 1, to assign the service to
one of its components.

Appearance of a new device. Another important event triggering the adaptation
of a user task is the appearance of a new device whose capabilities may be
interesting for the execution of a user task. Thus, there is a need to calculate
its value for each service of the task to determine whether it has a higher value
than the value of the used device. If it is, the new device will replace the already
selected device to match the services with its provided components. Otherwise,
there is no need to adapt the task. For example, during the execution of the video
player task, a new laptop device appears. To determine the device usefulness,
there is a need to calculate its value for each service of the user task. If it
represents an interesting device for a specific service, it will be selected.

Appearance of a new component in a selected device. During the execution of
a user task, a new component may be deployed on a selected device. This new
component can be interesting for service execution. Thus, if it matches with a
service of the task, we require calculating its value to decide whether it provides
a highest value than the used component or not. For instance, assume that
the FS device provides a new videoDisplay component. This later may trigger
the adaptation of the task if it has a higher value than the value of the used
VideoDisplay2 component.

Changes of a device capabilities or user preferences. For each service, we consider
the changes of the user preferences and the device capabilities that are related
to its requirements and that may induce the changes of the devices values. Thus,
if the device is already in use and its value changes from higher to lower, then
the subsequent device in the device list provided by Algorithm 1 is selected to
resolve that service. However, if a device value becomes higher than the value of
the used device, the service will be assigned to one of its matched component.

As it can be seen, our adaptation approach allows the reselection of partial
devices and components to fulfill a continuous execution of tasks.
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8 Conclusion

In this article, we propose algorithms that ensure for each service of a user
task the selection of the best device and component for its execution. This is
done by considering in addition to the functional behaviour of a task, some non-
functional ones like user preferences, devices capabilities, services requirements
and components preferences.

Moreover, we have handled some monitoring mechanisms to detect the events
that may affect the services execution due to the dynamicity of pervasive en-
vironment. These events may range from the appearance and disappearance of
devices/components to the changes of device capabilities or user preferences. To
overcome these changes, we have proposed an adaptation approach that is based
on the partial reselection of devices and components.

We have also implemented, as a proof of concept, a java prototype of task
resolution and adaptation services. We have used SCA (Service Component Ar-
chitecture) [11] to describe components since it provides the ability to write
applications abstractly and then resolve them to the concrete components.

Further, we are looking forward to integrate these services with the monitoring
framework of [3] before providing any evaluation results.
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5. Ibrahim, N., Le Mouel, F., Frénot, S.: Mysim: a spontaneous service integration
middleware for pervasive environments. In: The International Conference on Per-
vasive Services, ICPS 2009, London, United Kingdom, pp. 1–10 (2009)

6. Kalasapur, S., Kumar, M., Shirazi, B.A.: Dynamic service composition in pervasive
computing. IEEE Transactions on Parallel and Distributed Systems 18, 907–918
(2007)

7. Kiss, C.: Composite Capability/Preference Profiles (CC/PP): Structure and Vo-
cabularies 2.0. W3C Working Draft (April 30, 2007),
http://www.w3.org/TR/2007/WD-CCPP-struct-vocab2-20070430/

8. McKinley, P.K., Sadjadi, S.M., Kasten, E.P., Cheng, B.H.C.: Composing adaptive
software. Journal of IEEE Computer 37, 56–64 (2004)
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Abstract. The field of swarm robotics breaks away from traditional
research by maximizing the performance of a group - swarm - of limited
robots instead of optimizing the intelligence of a single robot. Similar to
current-generation strategy video games, the player controls groups of
units - squads - instead of the individual participants. These individuals
are rather unintelligent robots, capable of little more than navigating and
using their weapons. However, clever control of the squads of autonomous
robots by the game players can make for intense, strategic matches.

The gaming framework presented in this article provides players with
strategic coordination of robot squads. The developed swarm intelligence
techniques break up complex squad commands into several commands
for each robot using robot formations and path finding while avoiding
obstacles. These algorithms are validated through a ’Capture the Flag’
gaming scenario where a complex squad command is split up into several
robot commands in a matter of milliseconds.

Keywords: Swarm robotics, Subsumption, Robot behaviours, Strategic
control, Robot formations, Path finding.

1 Introduction

The increasing amount of robotics researchers and technology developers results
in new innovations and opportunities attracting attention outside the factory.
Korea is taking the lead in promoting the use of robots for service applications,
such as elderly care. The United States employs robots to assist soldiers on
the battlefield. Robots are manufacturing solar panels for European companies.
Projects where robots collaborate to successfully complete tasks are becoming
increasingly common. An indicator of this rise in interest is the growing number
of challenges, leagues and participants of the RoboCup initiative [1,2]. It pro-
motes robotics research by providing appealing scenarios such as robot soccer.

The idea of ’robot gaming’ is not a new one. In the past, however, the ap-
plication of this concept has been rather limited. Current robot games involve
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individual robots fighting each other in a last-robot-standing competition. Oth-
ers are actually robot building and programming competitions, rather than true
games. In swarm robotics, the challenge is to solve problems by using numerous
simple robots by maximizing the performance of the collective behaviour of the
swarm. These robots run on limited hardware supporting basic behaviour lim-
iting their AI. Few swarm robotic systems use small finite state machine as the
core controlling mechanism of the individual robots. This is due to the fact that
most of them are inspired by the behaviour of insects having limited intelligence.

This article presents a framework enabling game players with strategic con-
trol over robot squads. The player has access to a gaming interface managing
the health and power of his robots and the coordination of the squads. A swarm
intelligence component is distributed between the central framework and the
individual robots supporting dynamic real-time autonomous robot movement,
robot formations, path finding, sensor reading, event detection and obstacle
avoidance. Novelty is the implemenation of a subsumption architecture sup-
porting the swarm intelligence. It decomposes a complex squad behaviour into
many basic robot behaviours which are organized into layers and activated based
on priority. Validation of the proposed framework for a ’Capture the Flag’ sce-
nario shows that the swarm intelligence is able to split a single strategic squad
command into several robot commands in 570 ms.

The remainder of the paper is structured as follows. Section 2 presents the
current research in the field of swarm robotics. Section 3 elaborates on the de-
veloped framework with special attention on the swarm intelligence in Section 4.
The swarm behaviour is evaluated for a gaming scenario in Section 5. Finally,
the main conclusions and future improvements are drawn in Section 6.

2 Related Work

Platforms requiring the simultaneous achievement of complex tasks focus on
techniques related to multi-robot coordination and task allocation. RoboSwarm
[3] supports global behaviour through centralized robot orchestration consisting
of task planning and allocation using bidding mechanisms between robots. The
distributed approach of I-Swarm [4] is based on collective behaviours observable
in honeybees. Instead of high-level robot-to-robot communication a network of
weak robot-to-robot interactions (collisions) leads to specific spatial constella-
tions that promote a collective decision. Another insect-inspired (ants) project
is Swarm-bots where teams of robots overcome challenges such as object move-
ment, path formation and hole avoidance by autonomously attaching to each
other and moving around in coordination [5,6,7]. Though these s-bots do not
talk among themselves, they receive low-level signals - such as individual push
and pull forces - allowing coordinated group movement. The process of self-
assembling is governed by the attraction and the repulsion among s-bots, and
between s-bots and other objects. The successor to the Swarm-bots project,
Swarmanoid, supports self-assembly through the training of artificial neural net-
works in order to transport an object [8]. The project focuses on the creation
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of three kinds of robots; eye-bots, hand-bots, and foot-bots. While the foot-bots
move back and forth between a source and a target location, the eye-bots are
deployed in stationary positions against the ceiling, with the goal of guiding the
foot-bots [9].

In [10] the construction of a world model plays essential role for determining
the positions of robot players on a soccer field, merging observations from vision,
messages from teammates, and odometry information from motion. The position
estimates are used by different behaviours to decide the robot’s actions. These
behaviours include skills (low-level robot abilities such as kicking the ball), tactics
(behaviour of a single robot), and plays (coordination of the team) [11].

The framework in this article is based on the announce/listen metaphor, found
in current routing protocols. A robot subscribes to and publishes messages on a
specific topic/channel. Novelty is the implementation of a subsumption architec-
ture decomposing a complicated swarm behaviour into many simple behaviours
for each individual robot. It is based on the sliding autonomy [12] technique
which enables humans to interact and take over control of a given subtask, while
the rest of the system operates autonomously. Interventions include robots re-
questing help when a failure occurs or a user requesting robot assistance with
some task. Studies show that sliding autonomy provides an increase in efficiency
of 30-50% over teleoperation together with an increase in reliability of up to 13%
over autonomous operation depending on the user’s ability [13].

3 Framework Design and Implementation

The proposed framework should be able to adapt dynamically to changing num-
ber of robots, players and most importantly messages as communication is a
key concept required for the intelligent coordination of robot swarms. Therefore
a Publisher-Subscriber pattern extended with an Event Channel is developed,
as presented in Figure 1. Eventing allows for a scalable architecture processing
and forwarding events generated by the Game Client, robots, Game Logic and

<<component>>
Robot

<<component>>
Game Client

<<component>>
Robot Broker

<<component>>
Event Channel

<<component>>
Logger

<<component>>
Game Logic

<<component>>
Swarm Intelligence

Receive message

Logging

Input status updates

Input status updates

Input status updates

Send message Send robot commands

Send squad commandsUpdate changes Send robot commands

Send robot commands

Fig. 1. Architecture of the publish-subscribe gaming framework showing the commu-
nication of the components through the Event Channel
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Swarm Intelligence (all discussed in the following paragraphs). This results in a
dynamic real-time control of the robot squads.

The Event Channel is responsible for the communication between the differ-
ent components. As performance is a key issue ActiveMQ [14] is adopted which
is designed for high performance clustering, client-server, and peer-based com-
munication. It is an open sourced implementation of JMS 1.1 as part of J2EE
1.4 and supports a variety of cross language clients and protocols such as Java,
C, C++, C#, Ruby, Perl, Python, PHP.

The Game Client connects the player to the game capturing and transmitting
player actions (e.g. robot, squad and game configuration, chat sessions, strategic
squad commands, status updates, monitoring messages, music) and visualizing
the battlefield. This is supported by a PAC-pattern as a hierarchical structure of
agents, each consisting of a triad of Presentation, Abstraction and Control. The
agents are responsible for the players’ actions communicating with each other
through the Control. The Abstraction retrieves and processes the actions and
the Presentation formats the visual and audio presentation of the battlefield.

The Game Logic sets up a game by connecting players with each other and
with their robots. It manages the battlefield map, player and robot data, game
settings and status, and player-squad communication through the realization of
the player commands by the Swarm Intelligence. Several Game Logic modules
can be connected to each other handling an increasing load of players and robots.

The Swarm Intelligence contains the AI of the framework, safe from the
Robot Intelligence on the robots. It is presented in detail in Section 4.

The Robot has a layered design in Figure 2 keeping hardware dependencies lo-
cal. The upper layer contains the Robot Intelligence, sensors and actuators. The
Robot Intelligence acts as the ”brain” of the robot interpreting orders from the
Swarm Intelligence, gathering information from its sensors and deciding which
sequence of actions has to be performed to execute the orders (detailed descrip-
tion provided in Section 4.4). The sensors and actuators control the robot’s
hardware. The Data Model prevents illegal robot operations by following the
rules defined by the players at the start of the game. It controls the robot’s vital
parameters such as health, firepower, and provides the Robot Intelligence with
a high-level abstraction of the robot’s sensors, actuators and its communication
interface. This Communication layer sends and receives messages and commands
from and to other robots and the Game Logic through the Robot Broker.

The Logger monitors the game actions through the use of the open source
program log4j [15]. It enables detection of conflicts and determines their source.
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<<component>>
Robot

<<component>>
Robot Intelligence

<<component>>
Sensors

<<component>>
Actuators

<<component>>
Data Model

<<component>>
Communication

Execute

Get sensor dataGet command Get actuator data

Get dataSet command

Fig. 2. The Layered Pattern of the Robot

4 Detailed View on the Robot and Swarm Intelligence

While designing the Swarm Intelligence two main resource-related obstacles arise
when working with limited devices such as robots. On one hand it is undesirable
to have a huge amount of state information on each robot due to limited memory
and communication overhead. Furthermore, not all robots posses enough com-
putational resources required to perform advanced swarm behaviours. Therefore
the designed architecture employs the sliding autonomy principle that is split
into two distinct parts working together: reflexive behaviours or simple com-
mands reside on the robot itself (Robot Intelligence), whereas complex swarm
coordination computations are ’outsourced’ to the server (Server-side Swarm
Intelligence). The outcome is an architecture where the amount of intelligence
residing on the robots is adaptable to their hardware capabilities. Before dis-
cussing them in detail, we will first focus on a description of the subsumption
principle and path finding in combination with robot formations.

4.1 Subsumption and Behavioural Layers

The core of the Robot and Swarm Intelligence is built using the subsumption
architecture in Figure 3. Subsumption is a way of decomposing a complicated
intelligent behaviour into many simple behavioural modules which in turn are
organized into layers. An Arbitrator activates one and only one behaviour having
the highest priority when a choice between several behaviours is presented.

The cooperating parts on the server (Swarm Intelligence) and on the robot
(Robot Intelligence) consist of different behavioural layers, stacked on top of
each other. A user can easily add a behaviour by implementing the provided
interface and adding it to the Arbitrator who will then include the behaviour in
the arbitration procedure. The following main behavioural layers are defined:

– Squad behaviours have the lowest priority and are usually sequences of com-
mands, performed by a squad of robots as a group. They are always initiated
by a player command and processed at the server.



150 A. Hristoskova, E.J. de Fortuny, and F. De Turck

Fig. 3. Behavioural layers

– Robot behaviours consist of basic individual robot commands such as
GoTo(x,y), PickUp(object) and are a resultant of squad behaviours.

– Reflexes have the highest priority. Examples include last-minute collision
avoiding and staying within map boundaries.

4.2 Formations

A critical part in any robotics application is path finding. In the presented archi-
tecture, the A∗-algorithm1 is adopted for swarm navigation on the battlefield.
Swarm navigation coordinates a group of robots to get into and maintain a for-
mation with a certain shape [16,17]. The Swarm Intelligence guides the robots
into composing several formations depending on the situation at hand. The fol-
lowing are provided (Roboti with diameter d, number of robots n):

– Line (horizontal):
Destination D = (Dx, Dy)

Roboti,x = Dx + d(i− n− 1

2
)

Roboti,y = Dy

– Circle for defending objects:
Destination D = (Dx, Dy)

Radius R = nd

Roboti,x = Dx + R cos

(
i 360◦

n

)

Roboti,y = Dy + R sin

(
i 360◦

n

)

– Half Circle for attacking enemy robots/squads:
Destination D = (Dx, Dy)

Radius R = nd

Roboti,x = Dx + R cos

(
i 270◦

n

)

Roboti,y = Dy + R sin

(
i 270◦

n

)

– (Inverse) Wedge: combination of two diagonal line formations.
1 Source: http://www.gamegardens.com/

http://www.gamegardens.com/


Subsumption for Strategic Coordination of Robot Swarms 151

4.3 Server-Side Swarm Intelligence

During game flow a player orders a robot squad to execute a certain high-level
command (e.g. ”Attack!”, ”Defend the base!”) through the Game Client. These
commands are posted on the Event Channel and processed by the Swarm Intel-
ligence on the server before being passed on to the respective squads. A Squad
Arbitrator, which acts as a squad leader decision intelligence, activates the cor-
rect Squad Behaviour. This behaviour breaks down the high-level commands
into Robot Behaviours, smaller (Sequence)Commands, for each individual squad
member. The following main Squad Behaviours are defined:

Fig. 4. Gathering robots in a wedge formation at a central point (black dot). Before
gathering (white) and after gathering (black).

– Gather: The gather mechanism is presented in Figure 4. When a squad is
initially created or is dispersed, the robots need to gather in their respective
positions in a chosen formation. This is achieved by sending all robots to a
central formation point. When no central point has been given, a centroid
is calculated. Hereafter each robot is assigned a point in the final formation
(based on minimal distance) and a path is calculated using the A∗-algorithm:
1. D(x, y) = central point.
2. Calculate the best path P to D(x, y) using A∗.
3. Convert P into n turn-points Pi(xi, yi).
4. Create sequence of commands using the points from Step 3.

SequenceCommand = {GoTo(x1, y1),GoTo(x2, y2), ...,GoTo(xn, yn)}

5. Send SequenceCommand to the robots.
– GoTo(x,y): moves a group of robots from their respective locations to the

given coordinates. First the robots in the squad are gathered in formation.
Following the path P is calculated for the squad as a whole since moving in
a straight line could lead to collisions. The player can also define the given
path using click and drag or just individual commands.

– Defend(object): consists of:
1. Get object’s coordinates as P (x, y).
2. GoTo(x, y) using circle or half-circle (moving object) formation.
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– Attack(object): similarly to Defend(object) it consists of:
1. Get object’s coordinates as P (x, y).
2. GoTo(x, y) using half-circle formation.

A problem that might occur is that targets will often be moving. This is
solved by recalculating the path which is fairly efficient given that only the
action-radius of the target object has to be taken into account. On receiving
a movement of the target:
1. Do a partial A∗ on the battlefield map given the old data and the current

position of the attacker.
2. Update the old data entry on the map to the recent version.
3. Send the new command to the robots.

– Shoot(object): is automatically done when an enemy robot is in range. The
attacker ’shoots’ at a preconfigured shooting rate with preconfigured damage.
This damage is deducted from the enemy robot’s health.

– Avoiding Collisions: For static objects on the battlefield map A∗ is used to
avoid collisions. Furthermore, close range collision prevention is covered in
the robot (Reflex Behaviour). It is however important to realize the dangers
of moving objects such as enemy robots. These are not accounted for in
path-finding algorithms due to exponentially high complexity. A mitigation
strategy of the Squad Behaviour is to check for inbound collisions in a specific
range for each squad. Once a possible inbound collision has been found, the
squad’s path is adjusted (Figure 5).

Fig. 5. Avoid collisions for dynamic objects Squad1 and Squad2; (a) a collision sit-
uation occurs, (b) mitigation vectors are calculated and commands are adjusted, (c)
avoidance commands are performed, previous path is resumed

4.4 Robot Intelligence

The robot is where all behaviours resulting from the Squad Behaviours of the
server-side Swarm Intelligence eventually end up. It also adopts the subsump-
tion architecture consisting of SequenceCommands, Commands and Reflexes.
Reflexes are instantly activated and always get control when required. The fol-
lowing in Table 1 are defined:

– Avoiding collisions: Although the server-side Swarm Intelligence calculates
a big part of path-finding and collision avoidance some collisions could still
occur. Therefore a basic collision behaviour for the individual robot is nec-
essary in order to prevent any unwanted collisions or even possible damage.

– Respecting borders: Robots should not move beyond the gaming area or
ignore physical map boundaries, such as water, while executing commands.
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Table 1. Avoiding collisions and Respecting borders behaviours

Name Avoid collision Respect border

Trigger Collision detected by
the touch sensors (front
and rear)

Object with d(R,O) <
dcrit detected by the
sonar (viewing angle α)

Border-line detected
by the infrared sensor
(front)

Behaviour Turn the robot 90◦

away from the point of
contact.

Turn the robot 90◦

and move forward for a
length of dcrit tan(α).

Turn the robot 90◦

away from the border.

Commands (Table 2) received from the server-side Swarm Intelligence are per-
formed on exactly one robot. They can be interrupted by Reflexes or overridden
by new commands. There is always at most one command present in the robot. If
a complex behaviour using multiple commands is required (e.g. Attack(object)),
a SequenceCommand is used.

Table 2. Defined basic Command behaviours

Name Command behaviour

Beep Produces a short beep, useful for shooting at enemies and testing.
Rotate(α) Rotates the robot over α-degrees.
GoTo(x,y) Rotates the robot and moves it in a straight line to the given point.
Shoot(enemy) Shoots at an enemy robot at a preconfigured shooting rate and damage.

5 Validation of the Swarm Intelligence

The implemented swarm gaming2 framework is executed using Lego Mindstorms
NXT [18], a robotics toolkit for building different robots. Building instructions
for 4 main models (Shooterbot, Colour Sorter, Alpha Rex, Robogator) ranging in
complexity are supplied. All measurements are performed on a DELL Latitude
E5400 notebook with 2.40 GHz Intel Core 2 Duo, and 4 GB RAM.

During normal game flow the game and robots (health power based on budget,
squad division, robot type: scout, tank, infantry, amphibian) are configured.
Several scenarios, such as ’Capture the Flag’ and ’Death Match’, are executed
depending on the players’ preferences. Measurements of the Swarm Intelligence
are performed on squad A of 3 robots capturing the flag of an enemy team B.
Figure 6 displays the robot positions and path taken in wedge formation by the
bottom Team A. Player A selects squad Team A and indicates flag B. Recognized
as an enemy flag by the Swarm Intelligence, this results in an GoTo(flag B) squad
command. The Squad Behaviour breaks the command up into several (in this
case 10 GoTo and a PickUp(flag B)) robot commands, Sequence Command, for
the 3 robots. The robots are gathered in wedge formation and a path is calculated
for the squad. The water and border obstacles are avoided both during squad

2 http://ciri.be/blog/?p=234

http://ciri.be/blog/?p=234
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Fig. 6. ’Capture the Flag’ battlefield including a water obstacle between the two teams

path calculation and individual robot navigation. Results in Table 3 show the
performance of the different architectural components between the assignment
of the strategic order by the player and sending the separate commands to the
robots. As expected the main bottleneck is the Swarm Intelligence where the path
finding for each robot in the squad is calculated. While the average execution
time (x) out of 20 measurements is 570 ms, the standard deviation (σ) is quite
large (109 ms) due to the large variation displayed by the arbitration procedure
of the subsumption loop checking the different behavioural priorities.

Table 3. Swarm Intelligence performance for a player command sent to a squad

ms Player → SI Swarm Intelligence SI → Robot Squad

x 9 570 7
σ 3 109 6
Min 6 365 2
Max 15 756 24

Scalability of the Swarm and Robot Intelligence subsumption functionality is
measured for a squad of 3 robots moving in line formation. A Squad GoTo(x,y)
command is sent at different intervals ranging from 100 to 5000 ms. The average
out of 10 measurements is presented for each interval in Table 4. In order to
optimize the path finding algorithm the Swarm Intelligence waits for 300 ms
before processing the player commands. This results in longer execution time
for short intervals (100 and 250 ms) as more information is computed. Due to
the possible recalculations of the Swarm Intelligence and consistency reasons,
the Robot Intelligence considers only the last received command for execution
by the robot as mentioned in Section 4.4 keeping the processing time stable.

Table 4. Scalability of the Swarm and Robot Intelligence subsumption framework

Interval(ms) 100 250 500 750 1000 1500 2000 2500 5000

Swarm Intelligence(ms) 1059 740 362 270 375 173 182 314 190

Robot Intelligence(ms) 629 696 603 657 500 627 597 587 551
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The average Round Trip Time (RTT) in Table 5 for the physical NXT robots is
measured when sending 100 messages between PC to NXT while an overloading
thread constantly calculates the product of 2 random 10x10 matrices to simulate
other calculations on the robot. Results show delays of up to 2 seconds.

Table 5. Round Trip Time from PC to NXT and back in ms

(ms) Number of bytes sent

# overloading threads 140 200 240 300

5 1007 1014 1293 1388
10 1034 1162 1516 1640
15 1176 1324 1732 1898
20 1326 1607 2042 2240

6 Conclusion

This article presents a swarm-intelligent framework achieving meaningful be-
haviour at swarm-level, instead of the individual robot-level. Keeping in mind the
physical robot squads, the designed framework decomposes strategic player com-
mands into individual robot actions using a layered subsumption architecture.
Validation through a ’Capture the Flag’ scenario shows that a squad command
is split up into several robot commands in a matter of 570 ms.

In the future the robots will be enriched with semantics enabling dynamic dis-
covery of their capabilities. This will result on one hand in run-time planning and
assignment of tasks depending on the available robot functionality and on the
other in automatic distributed interactions between the robots and their environ-
ment enabling seamless communication with devices such as sensors, computers,
and cameras.
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Abstract. This paper provides an initial implementation of the novel
module to transform OWL-S ontology into executable robot control code.
We explore the idea of formalizing robot behavior descriptions using Se-
mantic Web knowledge representation. The paper describes the metho-
dology and implementation details of the robot control code generator
to translate ontology file descriptions to a compilable Java code, as well
as the robot control framework to execute the code at run-time.

We validate our approach with the experiment, conducted on Sctios
G5 robot. The task “follow the red object” is translated into a working
Java code from OWL-S ontology file. The generated Java code is com-
piled and executed at run-time. As a result, the robot is following the
person with a red folder in his hands.

1 Introduction

Robots are entering our lives by moving from industrial environments and re-
search laboratories closer to humans. Initially, robots were physical machines
inside factories and worked in isolation. Now the robots are helping us every day
– some household robots, like autonomous vacuum cleaners and lawnmowers be-
came mainstream products. It is possible to buy them in a big electronics store
or make an order over the Internet.

These robots, however, are fairly simple and lack the ability to be taught ex-
ternally by user or by means of the Internet. Currently robots are programmed
with a control code, which was developed, optimized and tweaked by software
developers and engineers. Such straight-forward approach in teaching robot be-
haviors is fairly sufficient for simple single-purpose robots, like lawnmowers and
vacuum cleaners.

However, the latest statistical report in [1] shows that a multi-purpose robot-
assistant is the vision for the future. New software capabilities are needed in
order to develop more complex work patterns and interactions between working
robots and to provide adaptive and learning features. As the power of on-board
computers for autonomous robots is growing, it became possible to install com-
plex software architectures on robots and have them connected to the Internet.

A. Bouchachia (Ed.): ICAIS 2011, LNAI 6943, pp. 157–167, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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A natural learning possibility is needed to teach robots new tasks and be-
haviors. People should be able to teach robots similar to the way parents teach
children. The way children learn in schools – by reading books – is also very
attractive.

However, it means that a human should be able to teach robots using abstract
means and descriptions. The Internet may become a perfect learning territory
for robots and robotic services if the information on the Web would be fittingly
formalized.

The Semantic Web technology provides a good opportunity to store infor-
mation in the Internet in a well-structured machine-readable form. World is
partially at Web 2.0 now and is moving towards 3.0, where usage of Semantic
Web will grow. It is strategically important now to connect the robot software
development with the Internet and Semantic Web technologies. Semantic Web
is understandable for machines, humans may understand semantic web through
visualization and analysis graphical user interfaces, like web pages.

Many projects contribute to creation of ontology files describing objects in
Semantic Web formats, for example [2], [3], [4]. Semantic Web is also being used
in composition with robots. The term Semantic Robot Space is being introduced
by [5], where sensor information is mapped to high-level Semantic Web repre-
sentation to provide high-level reasoning and state identification and to decide
which actions to perform on physical robot.

The Semantic Agent Programming Language (S-APL) that integrates the
semantic description of the domain resources with the semantic prescription
of the agents behavior is introduced in [6]. It uses pre-programmed Reusable
Atomic Actions in Java language, deployed on a robot. Which atomic action to
execute is decided by their semantic reasoning engine.

Another example is the reasoning engine Gandalf, which is used to derive se-
quences of robot actions from Semantic Web structured knowledge [7]. In [8] the
web services are deployed on each robot engine and executed by Web Service
Modeling Execution Environment (WSMX). A similar approach can be found in
[9] and [10] where knowledge represented by ontology files is used to automati-
cally compose robot action plans. The plans are composed of a sequence of calls
to predefined web services deployed on a robot.

The initiatives described above operate on an upper level of knowledge rep-
resentation and reasoning. Lower-level robot control code consists of predefined
program in C/C++ or Java programming language, used directly or thorough
web-services. In other words, existing approaches use Semantic Web directly or
generating some sort of rules in simpler form to change robot behavior.

In contrast to the aforementioned approaches, we generate new control code
from Semantic Web descriptions and change the code at run-time. Behaviors are
described in OWL-S format [11] in such a way, that Java code can be generated
from them using the developed OntologyParser component.

To test our approach, we set up a simple experiment with a real Scitos G5
robot. The task is to follow a red object; control code is sent to robot in OWL-S
format, robot parses it, generates Java code and executes it. The task consists



Runtime Generation of Robot Control Code from Ontology File 159

of data read operations (distance and bearing of the object), data manipulation
operations and command execution operation to rotate or move the robot.

Data manipulation operations can be described by a simple set of instructions
– rotate to keep object directly in front, then stay close, but not too close. Such
instructions are translated into lower-level ones – hold the value of object bearing
near 0, then hold the value of distance between 1 and 3 meters. As a result, the
robot successfully follows the red object in hands of the person conducting the
experiment.

Next section explains in detail our approach to generate Java code from the
ontology file. Section 3 describes the robot control framework, used to compile
and execute the generated code at run-time. In section 4 the experimental setup
with implementation details are presented. Section 5 describes and discusses
results of the experiment. The last section contains conclusions and directions
for future work.

2 Code Generation from Ontology

2.1 Semantic Web Description Specifications

The Semantic Web is a web of data that machines can understand. It contains
various technologies and specifications to represent data. A very important tech-
nology is a Resource Definition Framework(RDF), which offers a base vocabulary
to describe objects in the Internet. It is based upon the idea of making statements
about objects in the form of triplets – subject-predicate-object expressions – a
very flexible way to describe object properties. Another advantage is the possi-
bility to refer to one object description inside another object description, which
gives an excellent opportunity to reuse already defined objects.

However, there is not enough vocabulary in RDF to describe complex proper-
ties. To overcome this problem the RDF extensions like Web Ontology Language
(OWL), RDF Schema (RDFS), Friend Of A Friend (FOAF), etc. were made.
Vocabularies stated above can describe various objects, but can not describe
behaviors or actions.

The OWL-S (Web Ontology Language for web Services) specification is an
extension of the OWL vocabulary and offers an opportunity to describe program
workflow. Although it is initially meant for web services, it can also describe
robot control code.

2.2 The OntologyParser

In our approach we use the OWL-S specification to describe robot behavior. The
robot control code can be described in form of triplets using the OWL-S, then
a valid Java code can be generated from triplets. The OntologyParser software
component was written to take an OWL-S structured ontology file as an input,
parse it and output the generated code. To make ontology parsing easier, the
Jena framework [12], written in Java, has been used. Jena creates the in-memory
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model from ontology file and then the OntologyParser uses Jena API methods
to query for the resources and properties in the model.

The OntologyParser architecture is similar to a Servant software design
pattern – it has a number of “parse” methods each handling its own prop-
erty or resource. When the desired resource or property is found in the model,
OntologyParser calls the corresponding method and the block of code is gen-
erated as a result. The generated block of code is then appended to a resulting
program string; it is also possible to output a list of separate generated program
strings from a single ontology file. Such architecture is very simple and intuitive
because each method knows which resource or property it parses and which re-
sources and properties will go next and what to do with them. The methods
may call each other several times until they reach the end of the ontology file
ladder and then return in the LIFO order. The generated code can then be sent
to the framework that controls the robot.

2.3 OntologyParser Methods

Every method name of OntologyParser starts from the word “parse” and contin-
ues with the name of the resource it parses. Methods have two input parameters:

– Resource – the Jena Resource object instance.
– StringBuilder – the global string program object, that is passed to all

“parse” methods, each appending its own pieces of code.

The following OWL-S specification resources and properties are parsed and
transformed into Java code: ControlConstructList, parseComposedOf, IfThenElse,
Else, HasDataFrom, HasOutput, ParameterType, Perform, Process, RepeatWhile,
Sequence, TheVar, ValueData.

Below are described the additional properties and resources defined under the
xmlns : pahpam namespace to serve OntologyParser specific needs:

– pahpam:AtomicProcessCode – an extension of process:AtomicProcess to de-
scribe atomic processes that contain hard-coded Java code fragments.

– pahpam:code – is used in pahpam:AtomicProcessCode and contains a hard-
coded Java code.

– pahpam:programKnowledgeBase, pahpam:Entries, pahpam:hasEntry, pah-
pam:Entry, pahpam:entryKey, pahpam:entryValue – these resources and prop-
erties are used to describe a map of constants that are used inside the gen-
erated programs.

– pahpam:isScopedSequence – tells the OntologyParser that the following block
of code should be surrounded by brackets. It was made to avoid duplicate
variable declarations. The variables in Java with the same names declared
in the different scoped blocks do not conflict with each other.

– pahpam:inputParamList – describes a list of input parameters of a function.
– pahpam:BaseAction – shows the OntologyParser that this action should be

executed by the PAHPAM framework after its code has been generated.



Runtime Generation of Robot Control Code from Ontology File 161

Fig. 1. The PAHPAM framework architecture

3 PAHPAM Framework

To show that generated robot control code is valid, it needs to be compiled
and executed on a robot. For that purpose, the robot control framework called
Programmable Architecture for Hierarchical Perception, Actuation and Mod-
eling (PAHPAM) was written. To simplify the development, the Javaclient li-
brary [13] is used to communicate with the Player server [14], which offers high
level interfaces to interact with sensors and actuators of the robot. The PAH-
PAM is a multi-threaded multi-layered architecture. It consists of several layers
called cores; each one contains a set of core-specific tasks. Task is an atomic syn-
chronous or asynchronous control program that may communicate with other
tasks using events. If some task A needs another task B to operate, it sends a
request to launch the task B. If there is no task B available yet, then task A
waits for it. Task B may also become available, if a control code with the name
B is sent to the PAHPAM framework at run-time. Control code is in a form of
Java String and it can be read from a Java source file, a database or generated
from OWL-S ontology file by the OntologyParser. The Javassist library [15] is
used to compile Java classes from plain strings and load them to Java Virtual
Machine at run-time. Fig. 1 depicts the PAHPAM architecture in a simplified
form.

Robot’s hardware is accessed through the Player server. RangerRWClient
and Position2DRWClient use the Javaclient library to communicate with the
Player server over TCP channel. They are located in a LowLevelCore and deal
with the laser sensor data and 2D position commands respectively. The states
are translated by the translation tasks (squares marked with “T”) and sent into
the ReactiveCore through the ServerCoresMediator, which is not shown here
to simplify the drawing. The states are saved globally in the ReactiveCore by
the “save state” tasks to provide an access to them for another tasks (Task
1, Task2, ... , TaskN) located in the program pool. These tasks are executed
by the HybridCore and they may initiate the robot commands, for example
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“move forward with the speed 0.5m/s”. The commands are translated by the
“translate” tasks and sent into the LowLevelCore where they may again be
translated to the Player format used by Javaclient. The command that was
addressed to the Position2DRWClient, is accepted and sent by the Javaclient
to the Player server over TCP channel. The Player server moves the robot by
sending commands to its actuators.

The cores are designed to split task programs by levels of abstraction:

– LowLevelCore – responsible for sensing. It communicates with the robot
sensors and actuators through reader/writer clients.

– ReactiveCore – responsible for reactive actions with low latency. Its tasks
use LowLevelCore’s tasks to accomplish the desired behavior. For example
a low level task “MoveBFLR” with parameters [0.5, 0] that tells robot to
move forward with the speed of 0.5m/s, may be initiated.

– HybridCore – responsible for higher-level functionality, this core can be
located on a separate machine. It contains the OntologyParser functionality
as a separate task contained in programs pool. After parser has generated the
robot control program it sends the code to lower level cores – ReactiveCore
and LowLevelCore.

4 Experimental Setup

Purpose of the conducted experiment is to test the approach of generating work-
ing Java code from OWL-S ontology file. The robot controlled by PAHPAM
framework pursuits a red object. It means that pursuing robot needs to find the
red object in the world and hold him in sight. The red object need to be in the
center of the pursuing robot’s sight and not so far from it, otherwise it will loose
the target. For example if the red object is to the right of the pursuing robot
then it should turn right. If it is to the left, then turn left. If the red object is
very close, then move back. If it is too far away then it must be pursued by mov-
ing forward. These two behaviors: “hold the red object in center of the sight“
and “hold the distance” can be more abstractly described as “hold value within
boundaries”; the task of the pursuing robot has both behaviors.

A “hold value within boundaries” resource has been defined and two different
conditions have been applied to it:

– Hold the red object in the sight center:
– if the red object’s position is 2 pixels to the left of sight center, then turn
left with speed 0.4rad/s
– if the red robot’s position is 2 pixels to the right of sight center, then turn
right with speed 0.4rad/s

– Hold the distance:
– if the obstacle is less than 1 meter away, then move back with speed 0.5
m/s
– if the obstacle is more than 3 meters away, then move forward with speed
0.5 m/s
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The prepared ontology file, containing the task description, is given to the
OntologyParser and the Java code is generated from it. Then the Java code
is sent to the ReactiveCore program pool and executed. The experiment is
conducted using the real Scitos G5 differential-drive robot at the Centre for
Biorobotics in Tallinn University of Technology. The Player server runs on the
robot and provides the interfaces to the robot’s sensors and actuators over
the TCP/IP network. The PAHPAM framework communicates with the Player
server over TCP sockets, reading data from sensors and writing commands to
actuators.

The red folder is used as a trackable object, a person holds it in hands, moves
around and the robot should follow him. Scitos G5 has two cameras positioned
on eyes level. In the experiment only one camera is used to track the red object
and the cmvision driver provides the blobfinder interface to track the red object
within camera’s field of view.

4.1 PAHPAM Framework

The execution of the framework begins with creation and launch of the sensor
reader/writer clients. The Player server is running on local machine (127.0.0.1),
reader/writer clients read the data with 200ms intervals and send it to framework
cores. The sensor handler programs in the ReactiveCore’s programs pool take
the data and register it as states in the core to be used by the task programs.
The tasks have access to the most recently received robot states.

The following sensor handlers were made for the experiment:

– r state process p2dmain – saves current speed states of the position2d in-
terface.

– r state process rangerlaser – saves laser rangefinder states of the ranger
interface.

– r state process blobfinder – saves a list of identified objects provided by
the blobfinder interface.

Letter “r” means that the sensor handler is in ReactiveCore program pool.
Also, the following predefined task programs are used in the experiment:

– r task process attributesextractor – reads blobfinder state, extracts its
attributes (color, size, coordinates,etc) and sends the
r event process blobfinderattributesextracted event about it .

– r task process redcolordetector – reacts to event produced by the attributes
extractor. If the event contains the red color attribute then it sends the
r event process redcolordetectedevent event about it.

– r task process laserfrontminimumextractor – reads the laser ranger state,
extracts the distance to the closest obstacle and stores it to a new state
r state process laserfrontminimum .

Task programs use events to communicate with each other. They produce all the
necessary information for the main program r task process followredobject.
This task program is not predefined and is not in the program pool at startup.
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Fig. 2. Robot tasks hierarchy for the experiment

It is generated by the OntologyParser from the ontology file and sent to program
pool at run-time. After that, it is executed and it executes other task programs,
described above, that produce necessary data for it. It is also possible to change
the ontology, regenerate the task, update robot control code and update robot
behavior at run-time by executing the new version of the task. All the task
programs run in parallel in their own threads, Fig. 2 depicts the robot tasks
hierarchy in the experiment.

5 Results and Discussion

5.1 Results

The PAHPAM framework with the predefined task programs is launched to
establish connection to the robot. After connection is established and framework
is successfully launched, the ontology file with the main task description is given
to the OntologyParser. The resulting java code is 56 rows long.

The three time measurements were done during the code generation and com-
pilation process from the ontology file written for the experiment. The way from
the ontology file to a compiled Java class consists of three phases, that are shown
below with the time measurements made on a laptop with Intel Core Duo CPU
T2500 @ 2.00GHz processor and 1 GB of RAM:

– Reading the 1300 rows ontology file into an in-memory Jena model using
Jena API: 460 – 510ms.
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Fig. 3. Robot following a person with a red folder. Robot is moving towards the person,
if distance is more than 3 metres (left). Robot stops, when the distance is less than 3
metres (right).

– Generating 56 rows of Java control code from the in-memory Jena model by
the OntologyParser: 26 – 34ms.

– Compilation of the generated code into the Java class by the Javassist library:
6 – 8ms.

The ontology file reading into an in-memory model takes most of the time. The
OntologyParser operates fast because it works with the model located in the
memory. The generated code is sent to the ReactiveCore program pool at run-
time.

As a result, the robot exhibits the desired behavior “follow the red object”:

– If the object moves to the right, then it rotates clockwise.
– If the object moves to the left, then it rotates counter-clockwise.
– If the object is directly in front and the distance is less than 1 metre, then

it moves forward.
– If the object is directly in front and the distance is more than 3 metres, then

it moves backward.

The video of Scitos G5 robot following a person with the red folder is available
at: http://www.youtube.com/watch?v=Nz6B7unluTc.

5.2 Discussion

The OntologyParser managed to successfully transform the prepared ontology
file into working Java code, but the component is still in the early development
stage. The biggest advantage of the approach is its ability to create virtually any
type of executable code, which allows to describe the whole behavioral logic of
a robot from top to the ground.

The biggest problem in its current state is the inability to transform object
hierarchies into Java code. Some projects already analyzed and solved the prob-
lem of mapping OWL object model into Java class model, for example in [16].

http://www.youtube.com/watch?v=Nz6B7unluTc
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However, the existing approaches generate static class models of the whole hi-
erarchy. Alternatively, more suitable approach for us would be to transform the
object hierarchies into procedural Java code, so that only task- and context-
specific data is used. This would enable using the relevant data from ontology
in lower-level and less powerful components of robot control architecture.

Another problem of the current implementation is usage of hard-coded pieces
of Java code in conditional statements, like while and if . We plan to address
this issue by using the SWRL rule language to make ontology independent of
the output language.

6 Conclusions

The goals of this paper were:

– Show that working Java control code can be generated from OWL-S descrip-
tions:
– Describe robot control code with OWL-S specification.
– Show that the description blocks (AtomicProcesses, Sequences of actions,
If-Then-Else constructs, etc.) can be reused.

– Implement compilation, class loading and execution of the generated code
at run-time.

Based on the result of the experiment it can be concluded that it is possible to
describe robot control code in a Semantic Web OWL-S format. The ontology
file that describes “follow the red robot” behavior was written using constructs
AtomicProcess, Perform, If-then-Else, Repeat-While. Many defined blocks were
reused during the development of ontology description file. The AtomicProcess
and Perform constructs as well as the If-Then-Else block were reused most fre-
quently. The complete control code description file is in total 1300 rows, which
may seem a big overhead to describe 56 rows of generated code. However, the
description file contains a lot of initial descriptions that can be reused in future
descriptions. The secondary goal that was achieved is to send generated code to
robot at run-time and execute it. The behavior code “follow the red robot” is
generated and executed on robot. The resulting behavior can be observed on the
Scitos G5 robot in the actual lab.

6.1 Future Work

In the nearest future the OntologyParser should be enhanced. For example,
now all the variable names must be described in description files. It is desirable
that unique variable names are generated at the parse time. Predefined utility
functions can also be described using OWL-S in the future. The support for rule
languages like SWRL should be added to avoid hard-coded Java code in condition
blocks. Additionally, to successfully teach real robots, the OWL-S control code
descriptions need to be consolidated with the Semantic Web ontologies located
in the Internet.

The far perspective is to find a way to automatically create control code
description files.
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Abstract. The diagnosis of mobile robot faults is one of the most seri-
ous problems which have to be overcome if one considers applications of
mobile robotics in real life, outside laboratories. It would be desirable to
perform the diagnosing routine in parallel with the standard activity of
the robot, e.g., navigation, but without generating additional computa-
tional overhead. Recently the particle filter has become a very popular
tool for state estimation of mobile robots. This is because it makes it
easier to solve, e.g., the simultaneous localization and mapping problem.
One of the biggest drawbacks of the method is its high computational
burden closely related to the number of particles used. Therefore, it is of-
ten necessary to work out a compromise between the computational time
and the quality of results. This work proposes a fault diagnosis system
for a mobile robot which is based on a bank of adaptive particle filters.
The idea behind is to reduce the total number of particles used in state
estimation through activating and deactivating individual filters when
needed, as well as by adapting the number of particles in each filter.

1 Introduction

1.1 Fault Diagnosis of Mobile Robots

As mobile robots step outside from the laboratory playgrounds and start being
applied in various types of tasks and a wide range of domains, an acute need for
uninterrupted, faultless and safe operation of such systems becomes obvious. The
problem is especially important for systems which operate in critical conditions
with a high risk of fault occurrence [8,2]. In the last years, since its introduction
in [5], a new tool for solving state estimation problems, namely the particle filter,
has proven to be a very powerful method for nonlinear systems [12]. Its attractive
properties, such as the ability of estimating states of highly nonlinear systems
which may be disturbed by process noise described by virtually any probability
distribution, make it a powerful tool to use in fault detection and isolation (FDI)
applications.

1.2 Related Research

Generally, we can distinguish three groups of research subjects which are related
to the work reported in this paper. The first group contains research on parti-
cle filter-based FDI methods directly aimed at obtaining real-time diagnosis of
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mobile robots. In [3] a Rao-Blackwellized particle filter-based solution of real-
time fault diagnosis, where the one step look-ahead seems to provide superior
performance in applications when compared with the standard Kalman filter
based approach. In turn, an algorithm closely related to the Rao-Blackwellized
particle filter for non-linear system diagnosis, called the Gaussian particle filter,
is presented in [6]. In this method each particle samples a discrete mode and ap-
proximates the continuous variables by a multivariate Gaussian distribution at
each time step by means of an unscented Kalman filter. Although the presented
simulation results are promising, the paper lacks results of tests on a real system.
A number of interesting particle based FDI techniques for mobile robots, which
complement the Gaussian particle filter, such as a variable-resolution particle
filter, a risk-sensitive particle and a one-step look-ahead particle filter are intro-
duced in [19]. The ideas seem to work well in simulations, but extensive real-life
tests are not provided. Another method is the Gaussian process proposals parti-
cle filter as given in [15]. A number of real robot tests performed show that the
developed system was able to track the state of the robot more reliably through
collision events than an optimized version of the standard particle filter with
uninformed proposals, but the systems deals only with binary failure variables.

The second group includes some general FDI research, unrelated to the mobile
robotics directly, but employing particle filter state estimation methods which
can be particularly interesting from the point of view of mobile robot diagnosis.
In [10] the FDI task is formulated in the multiple model environment where
the particle filter is combined with the likelihood ratio test. This approach is
further developed in [7] and [11] to account for abrupt and incipient faults in the
detection and isolation phases. However, the approach is only investigated on
a simulation benchmark problem and no results have been reported regarding
a real system. A set of further nonstandard applications of particle methods to
change detection, system identification and control in nonlinear non-Gaussian
state-space can be found in the survey paper [1].

The third group incorporates research aimed at improving the efficiency of
particle filters and therefore boosting the performance of mobile robots. One
of the most serious challenges when designing a particle filter-based solution is
the problem of sample size adaptation. This problem arises even further, when
one considers a real-time (or quasi real-time) system, such as a mobile robot.
One of the most common approaches to the problem are the methods based on
maintaining the filter quality by the measure of the effective sample size (ESS)
as outlined in, e.g., [16]. Few other sample size adaptation methods which could
also address the considered problem, such as Shannon differential entropy-based
or neural network-based adaptation schemes, are given in the comprehensive
survey [17].

The results presented in this paper are inspired by the aforementioned works,
especially in [11,19], and constitute a continuation and extension of the research
presented in [20]. The contribution of this paper is threefold. First, it provides
a practical implementation of a particle filter-based FDI system with likelihood
ratio-test, similar in its idea to the one presented and benchmarked in [11]. The
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second contribution is the filter activation scheme, which was inspired by the
variable resolution particle filter as presented in [19]. It activates the computa-
tionally demanding fault isolation process with a bank of adaptive particle filters
in the case of a fault occurrence. In this method, in the case of fault, the current
(nominal) model is switched to a specific (adaptive) model which is computa-
tionally more demanding due to the increased dimensionality of the search space.
The third contribution is the proposed sample size adaptation heuristics, which
can be an alternative to the methods presented, e.g., in [16].

2 Robot Motion Model

We assume that the mobile robot used in the following research is a unit with an
(approximately) differential drive system with pneumatic wheels and position
encoders on each axle. Additionally, the robot is equipped with a laser range
finder system which facilitates local localization of the robot on a known map
of the environment. The purpose of the FDI system is to detect a robot wheel
damage (flat tire) which may occur during the robot motion.

In general, the dynamics of a mobile robot can be expressed in terms of a
discrete time nonlinear state space model [18]:

xt = f(xt−1,ut−1,Ψ,wt−1),
yt = h(xt,Ψ, zt),

(1)

where xt−1 and xt represent the state vector at subsequent time instants t − 1
and t with a known initial probability density function p(x0), ut−1 is the control
vector, f(·) and h(·) are respectively nonlinear transition and measurement func-
tions, parametrized by an m-element parameter vector Ψ = [ψ1, ψ2, . . . , ψm]T of
the model and wt−1 and zt represent respectively the process and measurement
noise signals with known probability density functions.

2.1 Velocity Motion Model

The motion of a mobile robot can be described by the velocity motion model, see,
e.g., [18] for details. In this model the vector of controls consists of two velocities:
angular ωt and linear vt, and at time t − 1 is of the form ut−1 = [vt−1, ωt−1]T .
It is then assumed that ut−1 is constant between t − 1 and t.

The state vector at time t − 1 is of the form xt−1 = [xt−1, yt−1, θt−1]T , and
its subsequent elements denote Cartesian coordinates of the center of gravity of
the robot on a plane (xt−1 and yt−1) and the heading angle θt−1 relative to the
origin of the global coordinate system. State transition of the robot from xt−1

to xt = [xt, yt, θt]T can be described as follows:

xt = xt−1 − vt−1

ωt−1
sin(θt−1) +

vt−1

ωt−1
sin(θt−1 + ωt−1Δt),

yt = yt−1 +
vt−1

ωt−1
cos(θt−1) − vt−1

ωt−1
cos(θt−1 + ωt−1Δt),

θt = θt−1 + ωt−1Δt,

(2)
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where Δt denotes a fixed time increment between t − 1 and t. Such a model is
quite general since it does not account for physical parameters of a robot (e.g.,
dimensions, sensor parameters, etc.).

2.2 Process and Measurement Noise Modeling

The state equations (2) do not account for the process noise. It is therefore
assumed that the process noise wt−1 = [wvt−1, w

ω
t−1] is incorporated additively

to the vector of controls, which yields the modified controls ût−1 = [v̂t−1, ω̂t−1]T

in the following manner:

v̂t−1 = vt−1 + wvt−1, ω̂t−1 = ωt−1 + wωt−1. (3)

For simplicity, we assume that the measurement procedure provides direct
measurements of the system state vector elements (i.e., one can measure the
pose [xt, yt, θt]T of the robot, e.g., by means of vision system or GPS). Then,
assuming additive measurement noise zt = [zxt , z

y
t , z

θ
t ], it is possible to model

the perturbed vector of measurements as

yt = xt + zt. (4)

Basically, the probability density functions of the process and the measurement
noise can assume various forms, but for our purposes zero-mean Gaussian noise
with known covariance matrices (denoted respectively by P and Q) was chosen.
The matrices can be determined in an off-line calibration procedure as outlined,
e.g., in [13].

2.3 Model Parameters

To illustrate the functioning of the proposed FDI system, a “flat tire scenario”
was chosen, as an example of a fault which may occur in the case of a wheeled
mobile robot platform. This choice can be justified by a simple implementation
both on a real robot and in simulation. It invokes no loss of generality and does
not exclude the applicability of the presented approach to other types of faults.

In order to achieve the capability of modeling the defects of physical compo-
nents of the robot, it is necessary to augment the motion model (2) by a set
of parameters which reflect the actual system elements. In the case of flat tires
diagnosis and the differential drive robot, these parameters are as follows:

– Rr and Rl – the nominal wheel radii of the right and left wheel,
– rr and rl – the actual wheel radii of the right and left wheel, respectively.

Additionally, we have to take account of the dependencies between the indica-
tions of the right (er) and left (el) wheel encoders and the controls after time
Δt. They are as follows:

er = KΔt
2vt + ωta

2Rr
, el = KΔt

2vt − ωta

2Rl
, (5)
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where a is the wheel base of the robot and K is the encoder gain. The resulting
values can be applied to determine the real control vector uRt = [vRt , ωRt ]T , which
takes into account the current parameter values:

vRt =
rlel + rrer

2KΔt
, ωRt =

rrer − rlel
aKΔt

. (6)

For the actual parameter values equal to the nominal ones, the control vector
uRt becomes the vector ut. In the case where the actual value of a parameter is
different from its nominal one, by means of applying the control vector uRt as
the input to the motion model (2), it is possible to obtain the model response
as for the system in a faulty state.

3 Fault Detection and Isolation System

The proposed FDI system is composed of a bank of adaptive particle filters. A
detailed description of the employed particle filter algorithm can be found in
[11] and the general scheme of the proposed solution is presented in Figure 1.
The particle filter bank consists of the nominal filter with constant parameters
and adaptive filters. In the nominal filter f [0] the state vector is of the form
x[0]
t = [xt, yt, θt]T , and an m-element vector of constant (nominal) parameters

is Ψ[0] = [ψ1, ψ2, . . . , ψm]T . In the case of considered system, the subsequent
elements of the vector Ψ denote wheel parameters such as wheel radii, wheel
base or encoder gain. In the adaptive filter f [k], where k = 1, . . . , n, the state
vector is augmented with one (we assume that a fault is interpreted as a change
in the value of a system parameter) additional element ψj , where j ∈ 1, . . . , m,
which is at the same time the j-th element of the parameter vector Ψ[k] and is
of the form xt

[k] = [xt, yt, θt, ψj ]T .

Fig. 1. The proposed FDI system scheme
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For the robot in nominal state, each of the filters is able to estimate the state
of the system. Hence, in order to reduce the use of computational resources, a
filter activation block is introduced. The main task of the block is to activate or
deactivate filters, according to the current needs. In practice, a result is that only
one filter is active most of the time, which in turn reduces the computational
demands of the system. Additionally, the sample size in each filter is set as a
result of an adaptive procedure described in the sequel, which decreases the
computational burden even further.

The key element of the FDI system is the decision function computed for the
k-th particle filter as proposed in [7,10,11]:

d
[k]
t = − 1

M

t∑

j=t−M+1

ln(p(yj |y1, . . . ,yj−1,Ψ[k]))

≈ − 1
M

t∑

j=t−M+1

ln(
1

Nj

N
[k]
j∑

i=1

	
[k]
j (i)),

(7)

where 	
[k]
j (i) is the likelihood function of the i-th predicted particle x[k]

j (i) at
time j for the k-th particle filter, M is the sliding window width and N

[k]
j is the

sample size (number of particles) of the k-th particle filter at the time instant j.
In the case of additive zero-mean Gaussian measurement noise with covariance
matrix Q, the likelihood l

[k]
j (i) can be expressed as:

	
[k]
j (i) =

exp (− 1
2 (r[k]

j (i))TQ−1r[k]
j (i))

√
(2π)m[det(Q)]

, (8)

where r[k]
j (i) = yj − h(x[k]

j (i),Ψ[k],0) and h(·) is the nonlinear measurement
function as defined in (1).

3.1 Fault Detection and Fault Isolation

The detection of a fault is based on the evaluation of the decision function value
for the nominal filterf [0]. Here, if the value of the function increases to satisfy the
condition d

[0]
t > h, where h denotes an arbitrarily chosen detection threshold,

then a fault occurrence is signaled and subsequently the fault isolation process
is being started.

The isolation of a fault is a result of choosing a filter f [k], for which the
value of the decision function first drops below the detection threshold to satisfy
condition d

[k]
t < h, and at that time instant has its minimum value with respect

to other (nominal and adaptive) filters.

3.2 Filter Activation

The filter activation process is similar and closely related to the fault isolation.
At any given time t each of the filters f [0], . . . , f [n] can be in state S[f ] (f ∈
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{0, . . . , n}), where for an active filter S[f ] = 1 and for a deactivated filter S[f ] = 0.
The decision on which filter is to be active at a given time step is made based
on the following set of simple heuristic rules:

– IF at time t the value of the decision function for the nominal filter f [0]

satisfies the condition d
[0]
t < h, THEN S[0] = 1, and the other filters are not

active (S[1], . . . , S[f ] = 0).
– IF at time t the value of the decision function for each filter f [0], . . . , f [n]

satisfies the condition d
[0]
t > h, . . . , d

[n]
t > h, THEN all filters are active

(S[0], . . . , S[n] = 1).
– IF at time t the value of the decision function for the filter f [k] satisfies the

condition d
[k]
t < h and d

[k]
t = min{d[0]

t , . . . , d
[n]
t }, THEN S[k] = 1, and the

other filters are not active (S[f ] = 0, where f �= k and f = 0, . . . , n).

The third condition is equivalent to the fault isolation condition, hence, in the
case of having a fault stably isolated, only one filter will be active.

As can be easily seen, an inactive filter f [k] after transition from the state
S[k] = 0 to the state S[k] = 1 has outdated information about the actual system
state. Hence, such a filter has to be initialized with the current value of the
state estimate from the active filter f [j]. Unfortunately, in the case of faults
which are characterized by step changes in one of the system parameter value,
such a procedure may be insufficient. That is why a buffer of length b > 1
was introduced into the structure of the system. It stores the recent b controls,
measurements and system state estimates (mean values), which allow for the
initialization of any filter at the activation time t through b-fold iteration of the
particle filter algorithm with the values from the buffer from time t − b to t.
Such a procedure vastly reduces the time of parameter adaptation and improves
correct system state estimation.

3.3 Sample Size Adaptation

Adaptation of the sample size N
[k]
t for a filter f [k] which is active at time t is

performed with respect to the current value of the efficient sample size (ESS).
The ESS describes the number of particles NESS

t sampled from the filtering
probability distribution function p sufficient to achieve the same estimate quality
as Nt samples form the sampling probability distribution function π [16]. It is
given by the following formula:

NESS
t = Nt

1
1 + d(π, p)

, (9)

where d(π, p) is the χ2 distance between π and p. Usually, the distance d(π, p)
is usually being empirically estimated by the coefficient of variation cv2 of the
sample weights according to [16]:

d(π, p) ≈ cv2 =
Nt

∑Nt

i=1 (qt(i))2

(
∑Nt

i=1 qt(i))2
− 1, (10)
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where qt(i) denotes the weight of the i-th particle in a filter. The sample adap-
tation of the k-th filter is performed in accordance with the following rules:

– IF N
ESS[k]
t ≥ T ESSN

[k]
t , THEN N

[k]
t = N

[k]
t−1Zs, where Zs ∈ (0, 1) is the sam-

ple size drop parameter and T ESS ∈ (0, 1) is an arbitrary chosen threshold.
– IF N

ESS[k]
t < T ESSN

[k]
t , THEN N

[k]
t = N

[k]
t−1Zw, where Zw > 1 is the sample

size rise parameter.
– IF N

[k]
t > Nmax, THEN N

[k]
t = Nmax, where Nmax is the maximum sample

size parameter.
– IF N

[k]
t < Nmin, THEN N

[k]
t = Nmin, where Nmin is the minimum sample

size parameter.

The above adaptation procedure maintains the sample size of each filter so as
to achieve the quality of filtering fixed by the threshold parameter TESS. Then
the new number of particles is generated in the resampling step of the particle
filter.

3.4 Adaptation of the Parameters of Particle Filters

As a result of unpredictability and the lack of a parameter evolution model, in
the proposed scheme the parameters Ψ[j] included as elements of the state vector
in filters f [k] evolve as additive Gaussian noise with arbitrarily chosen variances.
To bound the search space, constraints were set for each of the adaptive filters
f [k] on their adaptive parameters in the form of a range Ξ [k] = (a[k], b[k]). This
reduces the need for searching inadequate areas of the search space (e.g., the
wheel diameter cannot be negative or much greater than its nominal value). In
the case of a range violation by an adaptive parameter of any particle, its value is
modified by the modulo operator (due to its simple and efficient implementation),
to fall into the plausible range.

4 Experimental Results

To verify the proposed FDI system, a number of simulation experiments in
MATLAB and tests on a real robot were performed. The considered task of
the mobile robot is following a randomly generated planar trajectory, which
consists of T waypoints in the form of Cartesian coordinates which the robots
should visit during its task. The controls at the consecutive time steps can be
calculated based on the current poses and the next waypoint coordinates. It is
assumed that the task is perturbed by a fault occurrence, which results from
a wheel failure. The right wheel failure is simulated by a step change in the
right wheel radius parameter Rr. It is assumed that the considered system is
Gaussian with additive process noise given by the covariance matrix Q and the
additive measurement noise with the covariance matrix R. The likelihood func-
tion 	

[k]
j (i) from (7) is thus given by a multidimensional normal distribution. The

values of parameters used in simulations and real robot tests (in curly brack-
ets) are as follows: time increment Δt = 0.2 [s], robot wheel base a = 0.3 [m]
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Fig. 2. Flat tire detection in simulation: the decision function values (dt), the sample
size (N) for each filter (the fault occurred at t = 70) and the value of the ESS estimates
for each filter

{0.4 [m]}, nominal right wheel radius Rr = 0.1 [m] {0.11 [m]}, nominal left
wheel radius Rl = 0.1 [m] {0.11 [m]}, encoder gain K = 800 {34000}, num-
ber of simulation steps tmax = 150 {700}, step of fault occurrence tfault = 70
{468}, sliding window width M = 10 {10}, buffer length b = 5 {5}, maximum
number of particles in each filter Nmax = 1000 {3000}, minimum number of
particles in each filter Nmin = 10 {50}, initial number of particles in each filter
N0 = 500 {3000}, detection threshold h = 30 {30}, number of adaptive filters
n = 2 {2}, range of parameter adaptation Ξ [1] = (0.05, 0.11) {(0.05, 0.15)},
range of parameter adaptation Ξ [2] = (0.05, 0.11) {(0.05, 0.15)}, variance of
adaptation V [1] = 0.001 {0.001}, variance of adaptation V [2] = 0.001 {0.001},
initial state x0 = [0, 0, 0]T {[0, 0, 0]T}, covariance matrix of the initial state
P0 = diag([0.0001, 0.0001, 0.0001) {diag([0.0001, 0.0001, 0.000001)}, covariance
matrix of process Q = diag([0.01, 0.005]) {diag([0.01, 0.05])} and covariance ma-
trix of measurements R = diag([0.01, 0.01, 0.001]) { diag([0.1, 0.1, 0.01])}.

4.1 Flat Tire Simulation

The damage of the right wheel is modeled by a change in the value of the
parameter Rr from 0.1 to 0.07. Figure 2 presents the simulation results.

The plots present the decision function values, the current number of particles
involved into the FDI process at each time step and the value of ESS estimates
for the active filters. Fault detection occurred at the time instant t = 72, and
the fault isolation at time t = 78. It can be observed that the detection latency
is relatively small and the sample size is low and stable before and after the de-
tection point. The number of particles is increased only at the time of detection,
when all the filters are active.
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Fig. 3. Flat tire detection on the real robot: the decision function values (dt), the
sample size (N) for each filter (the fault occurred at t = 468) and the value of the ESS
estimates for each filter

4.2 Real Robot Tests

Figure 3 presents the results for FDI of a real mobile robot. The tests were
performed on a mobile robot Pioneer 3-AT, which is a 4-wheel skid-steering type
vehicle. However sophisticated models of such a robot exist (see e.g., [9]), it is also
possible to approximate its kinematics with a differential drive kinematic model
as e.g., in [4], and it is known that particle filters perform better in conjunction
with simple models [18]. Thus, the latter approach was adopted with the motion
model introduced in the Section 2. The robot is equipped with four pneumatic
wheels, which allow for simulation of a flat tire by deflating the wheels on one
side of the robot, while temporary interrupting the operation of the robot. The
plots present the decision function values, the number of particles involved into
the FDI process and current ESS estimate values. Fault detection occurred at
the time instant t = 468, and the fault isolation process stabilized at the time
moment t = 525, which means 7 seconds of the detection latency.

A stable low sample size can be observed before and after the time of detection.
The number of particles increases only at the time of fault detection, when all the
filters are activated. As expected, when compared with the simulation results,
one can observe larger deviations of the process, which is reflected by rougher
plots and a larger total number of particles involved in the estimation process.
As can be observed, some disadvantage of the system is its inertia which results
from the time which is necessary to adapt the parameter values in the case of a
fault occurrence. This results in a delay between the fault detection and isolation.
Despite the aforementioned drawback, the achieved reaction times (few seconds
for the fault isolation) seem acceptable.



178 M. Zając

5 Conclusions

In this paper an FDI system based on a bank of particle filters was proposed.
The performed tests show that the FDI scheme with the sample size and filter
activation mechanisms can considerably reduce the computational cost of the
fault diagnosis process, while providing satisfactory estimates of adaptive pa-
rameters. As a consequence, it was possible to estimate the system state even
in a fault state, which in turn can be further used for designing a fault-tolerant
control system. At the same time it was possible to limit the total number of
particles involved in the state estimation process, which was beneficial in terms
of the computational burden when compared with a system with a constant
sample size or without the filter activation procedure.

The goal of future research is to elaborate and implement methods of auto-
matic identification and calibration of the system, as is presented, e.g., in [13,14].
Furthermore, it is necessary to perform thorough analysis of the system taking
into account detection times, detection latencies, false alarms, undetected faults,
false detections, etc., as well as a comparison with other FDI systems.

To achieve quasi real-time performance of the fault isolation process in the
case of a real robot, an implementation of the computationally-intensive fault
isolation part of the system in a massive computational environment such as a
computer cluster or modern multi-core GPU is considered. The particle filter
can be in a natural way parallelized, which offers an opportunity of implement-
ing intensive parts of the computations in a multiprocessor framework, such as
MPI. This idea is currently being extensively examined, and the results of these
investigations will be published in the near future.
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Abstract. This paper explores the idea that robots can learn safe be-
haviors without prior knowledge about its environment nor the task at
hand, using intrinsic motivation to reverse actions. Our general idea is
that if the robot learns to reverse its actions, all the behaviors that
emerge from this principle are intrinsically safe. We validate this idea
with experiments to benchmark the performance of obstacle avoidance
behavior. We compare our algorithm based on an abstract intrinsic re-
ward with a Q-learning algorithm for obstacle avoidance based on exter-
nal reward signal. Finally, we demonstrate that safety of learning can be
increased further by first training the robot in the simulator using the
intrinsic reward and then running the test with the real robot in the real
environment.

The experimental results show that the performance of the proposed
algorithm is on average only 5-10% lower than of the Q-Learning algo-
rithm. A physical robot, using the knowledge obtained in simulation, in
real world performs 10% worse than in simulation. However, its perfor-
mance reaches the same success rate with the physically trained robot
after a short learning period. We interpret this as the evidence confirm-
ing the hypothesis that our learning algorithm can be used to teach safe
behaviors to a robot.

1 Introduction

This paper is concerned with applying an intrinsic reward signal to robot learn-
ing. In our case, the intrinsic motivation of the robot is to learn to reverse
actions. The rationale for such a motivational system is to teach the robot to
behave safely. We surmise that a robot governed by such an intrinsic motiva-
tion will behave inherently safely as it will avoid actions that cause irreversible
damage.

Intrinsic motivation is a concept derived from psychology and in its original
meaning refers to an activity done for one’s inherent satisfaction rather than
to achieve some specific external goal [1]. In computer science and robotics in-
trinsic motivation has been studied in developmental robotics and reinforcement
learning. Some models are derived seeking an analogy with neural processes
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in the brain [2]. Schmidhuber’s research ([3],[4]) introduces a system with au-
tonomous and active exploratory behavior motivated by “artificial curiosity”.
Barto et al. [5] and Stout et al. [6] use advanced RL techniques in their research
of robot learning motivated by the concepts of “novelty” and “surprise”. These
approaches are tested in a grid-world abstract agent simulation.

Kaplan and Oudeyer showed that a robot can develop visual competences
from scratch driven only by internal motivations independent of any particular
task: predictability, familiarity and stability [7]. They generalized their approach
further and derived a mechanism of Intelligent Adaptive Curiosity, an intrinsic
motivation system which pushes a robot towards situations in which it maximizes
its learning progress [8]. Experiments by Kaplan and Oudeyer are made with real
robots using real sensor data.

In this paper we derive an intrinsic motivation system that forces the robot
to learn to reverse actions and gives the preference to reversible ones. In the
opposite to [8] where the motivational system encourages robot curiosity, our
system is driven towards stability and safety.

The drive to suppress irreversible actions is thus a kind of an adaptive home-
ostatic predictive motivation according to the classification given in the recent
overview paper of computational approaches to intrinsic motivation [9]. Home-
ostatic systems force the robot to maintain some of their properties (e.g. the
energy level). Another example of a homeostatic system is the motivation to
maintain a comfortable level of social interaction [10]. In our case the homeo-
static system of the robot forces it to build a connected state space where all
other states can always be reached and returned back to.

Our motivation to build a learning system that learns action reversibility is
to build safe autonomous learning robots. We assume that reversible actions are
intrinsically safe because the robot is always able to deal with the consequences.
The abstract intrinsic motivation also makes the goal of the robot independent of
the environment it works in or the task it fulfills (as an external goal). Instead of
specifying routines such as avoiding obstacles, falls, traps, risky regions or routes
or staying near to some known landmark, it is rather told not to do things it
cannot undo. It explains “why” a robot should behave that way and if a new
problematic action/situation occurs, a robot avoiding irreversible actions will
avoid these new dangers after some learning period.

Papers of Kruusmaa and Gavshin have provided an initial evidence that the
principle “Don’t do things you can’t undo” generates a concrete safe behavior
of obstacle avoidance ([11],[12]). This behavior emerges from the intrinsic goal
of the robot to avoid irreversible actions as after bumping to an object/wall
or wheels slippage, a simple robot cannot reverse to the previous state with
the same sensor readings. In this paper we have developed their ideas further,
conducted experiments on simulated Khepera II and Scitos G5 robots as well as
on the real SCITOS G5 robot. With these experiments we aim at investigating:

– How well does our approach compare to some classical benchmark obstacle
avoidance algorithm?
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– Does it increase the safety of robot learning if we first train the robot in a
simulator to avoid irreversible actions and then run the trained robot in a
real environment?

In the following section we present our ideas in a more formal way. In section 3
we describe the experimental setup, the algorithms used, explain the differences
between the physical and simulated robots used in experiments, their test envi-
ronments and specific implementation details. In section 4 we present the results
and discuss them together with general applicability of the approach. Section 5
contains conclusions and possible directions of future work.

2 Theoretical Framework

This section briefly describes the general theoretical framework used to ground
the reversibility based algorithm and to test the robots.

2.1 Definitions

A robot’s world is a labelled transition system (S, Λ,→), where S is a set of
experienced states, Λ is a set of labels (a label contains an action or a sequence
of actions), and → is a set of labelled transitions between the states. When the
result of an action a in state s is not wholly determined by the robot, multiple
transitions from s are labelled with the same action a and it is the world that
determines which transition actually happens.

A reversibility for world W is a quintuple of three states and two actions:
(sinit, aforward, sinterim, areverse, sfinal). Generally speaking, a composite action
aforwardareverse produces a transition from sinit to sfinal through sinterim in
W .

Also, the action sequence aforwardareverse is expected to work for any states
x and y with dorig(x, sinit) ≤ εorig and ddest(y, sinterim) ≤ εdest, where dorig,
ddest are metrics on states and εorig, εdest are their thresholds.

The reversibility (sinit, aforward, sinterim, areverse, sfinal) holds in W if there
exists a transition path from sinit to sfinal through sinterim consisting of two
transitions labelled accordingly aforward and areverse, and drev(sinit, sfinal) ≤
εrev, where drev is a prametric ( drev(x, y) ≥ 0 and drev(x, x) = 0 ) on states
and εrev is a threshold; fails otherwise.

An action aforward in an arbitrary state s is expected to be reversible (by ac-
tion areverse ), if the reversibility (sinit, aforward, sinterim, areverse, sfinal) holds
and dorig(s, sinit) ≤ εorig. A reversibility model of the robot is a set of reversibil-
ities that are expected to hold.

2.2 Explanations

A reversibility model can be given to the robot in advance, transferred from
another robot, extracted by a human from the knowledge about the world or
learned by the robot. Using this model a robot can predict whether the action
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from the state is reversible by iterating through its experience and using obtained
reversibilities to ground the predictions.

The actions used are symbolic actions and it is irrelevant whether they are
atomic or complex actions. These actions can also be interpreted as discrete
choices if used by a high level symbolic decision maker. The only requirement
is that every action must have a reverse action, i.e. the action that undoes
(reverses) it.

States are also discrete but with metrics dorig and ddest defined on the set
of the states. These metrics are used to search for the reversibilities to ground
the predictions. Metric dorig together with its threshold value εorig are used to
filter reversibilities by calculating the distance between its initial state and the
current state. The smaller the distance, the higher is the probability that the
actual outcome of making the same action from the current state will generate a
similar reversibility. In other words, dorig and εorig are used to identify a “region”
or a “cluster” of states.

A prametric drev is used to calculate how strongly the reversibility holds. A
prametric is used instead of a metric to make it possible to reward transitions
from “worse” states to “better” ones (in case of goal-oriented learning); if drev
is a metric, then the calculated number would measure stability.

The intrinsic reward for making an action is counter-proportional to the value
of drev. When applied to our learning algorithm it forces the robot to give higher
weight to the actions that are reversible. The intrinsic reward can be generated,
when a sequence of an action with its reverse-action is observed. In this case, the
reversibility (sinit, aforward, sinterim, areverse, sfinal) is observed and the value of
drev(sinit, sfinal) is calculated. The intrinsic reward can then be calculated, for
example, using the following expression:

r = εrev − drev(sinit, sfinal) .

3 Experimental Setup

The purpose of the experiment is to validate the reversibility-based approach to
safe learning proposed in this paper. The experiment consists of:

– Tests 1 and 2: two test runs of the same length with simulated Khepera II
and Scitos G5 (5200 steps each).

– Test 3: the physical test run (1000 steps long) on Scitos G5 pre-loaded with
simulation data (first 4000 steps from Test 2).

Each test run is divided into two phases: data collection (phase 1) and simulation
(phase 2).

During the first phase the robot (physical or simulated) makes pseudo-random
moves and the input data (sensors data, actions made and outcomes of the
actions) are collected and saved into log files. The predictions are made during
the second phase using the data collected in the first phase. The performance
is measured by sampling algorithms’ predictions of whether the next action will
succeed, followed by calculation of the success rate of those predictions.
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3.1 The Robots

Comparative experiments are conducted on two common research robot plat-
forms, Khepera II by K-Team and Scitos G5 by MetraLabs. For this paper both
robots are tested in the simulator and Scitos G5 robot is tested physically.

Both Khepera II and Scitos G5 are differential drive robots but with different
size and slightly different geometry. Khepera II has a circular shape and the
rotation axis is exactly at the center of the circle. Therefore it can rotate freely
in very close proximity (1-2 mm) to the obstacle without touching it. Scitos G5
also has a circular shape but with an additional compartment at the back side
for the passive third wheel, which considerably changes the way it can rotate its
own body: a 360◦ turn can be completed without touching the obstacle only if
the distance to the obstacle is larger than approximately 200mm (the size of the
passive wheel compartment). The laser range finder is used in the test reported
in this paper.

3.2 The Environments

Both Khepera II and Scitos G5 robots are simulated by Gazebo simulator (ver-
sion 0.8-pre3, OGRE version 1.4.9, ODE version 0.10.1) through Player (modified
version 2.1.0) interface [13].

The physical environment for Scitos G5 is a rectangular box of size 970mm by
1500mm (see Fig. 1). Absolute size for simulated Scitos G5 and its environment
matches closely the real one and the laser rangefinder is located in the correct
position and pose in respect to the robot’s body. However, only 22 of 541 laser
rays were simulated to optimize performance, since only 8 rays were used in the
experiments.

Khepera II infra-red sensors are simulated by 8 short laser rays distributed
evenly around the robot with the maximum measurable distance of 100mm. The
environment for Khepera II simulated environment is a right-angled triangle with
side lengths 196mm, 125mm and 233mm.

3.3 Robot Movements

In the experiments the state vector is s = (d0, d1, d2, d3), where di are sensor
values for front, back, left and right sensors, accordingly. The robot is given a
set of actions with corresponding reverse actions: movements forward-backward
and turning left-right are pair-wise reverse-actions to each other. A discrete set
of actions is used in the experiments: F – make a step forward, B – make a step
backward, L – rotate counter-clockwise, R – rotate clockwise, where F = −B,
B = −F , L = −R, R = −L.

Actions are defined in terms of commands to move forward/backward or ro-
tate. An action a = [mtrans, mrot] consists of a pair of target movement deltas –
mtrans is in metres and , mrot is in degrees. For simulated Khepera II the values
were set as follows:

F = [+0.016, 0] – make a step forward,
B = [−0.016, 0] – make a step backward,
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Fig. 1. Environments for the experiments. Simulated Khepera II is on the left. Simu-
lated Scitos G5 is in the center. Real Scitos G5 is on the right.

1. Record current state si = (d0, ..., d3).
2. Execute a random action as ai.
3. Record the state si+1 = (d0, ..., d3).
4. Execute the reverse action for ai as ai+1 .
5. Record the resulting state as si+2.
6. Execute a random action as ai+2.
7. Add 3 to i and repeat (goto 1).

Fig. 2. Movement algorithm (Phase 1)

L = [0, +30] – rotate counter-clockwise,
R = [0,−30] – rotate clockwise.
For both simulated and real Scitos G5 the values were set as follows:

F = [+0.15, 0] – make a step forward,
B = [−0.15, 0] – make a step backward,
L = [0, +42] – rotate counter-clockwise,
R = [0,−42] – rotate clockwise.

The robot moves using the algorithm described in Fig. 2 – robot makes a random
move followed by its reverse action, then makes another random action, but
without a reverse action, and then repeats the pattern. The purpose of the first
two actions is to generate at least one pair of actions to generate intrinsic reward
signal.The purpose of the next (random) action without a matching reverse
action is to make the robot to explore the environment.

3.4 Software Design

The code consists of the following units:

– an independent agent that generates the sequence of actions to move the
robot during the first phase.

– Q-Learning and reversibility based algorithms running in parallel
– a “switch” to route data between the agent and the algorithms, or to simulate

the test run in the second phase.
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1. Read current state si = (d0, ..., d3) and the next action ai from log.
2. Choose a number of reversibilities from the set of experienced ones with

aforward = ai, based on dorig(si, sinit) of experienced reversibility.
3. If no reversibilities are selected, make no prediction.
4. Calculate the expected irreversibility value (intrinsic reward) vrev using

drev(sinit, sfinal) of experienced reversibilities.
5. If vrev > εrev, then predict negative outcome, positive otherwise.
6. If i < 2, add 1 to i and repeat.
7. Read the last action as ai−1 and the previous action ai−2 from log.
8. If ai−1 is not a reverse-action of ai−2, add 1 to i and repeat.
9. Add the new obtained reversibility as (si−2, ai−2, si−1, ai−1, si) to the set of

experienced reversibilities.
10. Add 1 to i and repeat (goto 1).

Fig. 3. Prediction data collection algorithm (Phase 2)

In the first phase real-world or simulated data is gathered from the test run and
saved into a log file. The file contains sensor readings data, actions made and
the outcomes of the actions. The second phase is a virtual run using collected
data to calculate predictions and can be executed without a robot or a simulator.
The log file from the first phase is loaded into memory, parsed as sensor readings
and actions and then this history is fed to the algorithms, getting predictions of
actions’ successfulness simultaneously.

3.5 Reversibility Based Algorithm

The aim of the reversibility based algorithm is to predict if a certain action from
a certain state is reversible or not. This is done by generating the intrinsic reward
signal based on the distance between the initial and final state representations.
The algorithm is described in Fig. 3. It takes a sequence of states and actions as
an input: s0, a0, s1, a1, s2, a2, s3, ... .

At every i > 1, if ai−1 = −ai−2 then the reversibility (si−2, ai−2, si−1, ai−1, si)
is added to robot’s experience, which is a vector of reversibilities.

To predict the outcome of making action at from state st, an intrinsic reward
is calculated as an expected irreversibility value vrev using a set of reversibilities,
selected from the experience vector. In the experiments we select reversibilities
with the same forward action and dorig(sinit, st) < εorig, where sinit is the initial
state of the reversibility under consideration.

The value of vrev is a weighted average of drev(si−2, si) values of selected
reversibilities. Reversibilities are sorted by dorig(sinit, st) in an ascending order
and their weights are 1/i3 (1, 1/8, 1/27, 1/256, etc), i.e. reversibilities with a
“closer” initial state have considerably stronger influence.

In the experiments we use the Euclidean metric to calculate dorig and drev ;
the values εorig and εrev are finite and selected manually. The metric ddest was
not used in the experiments, i.e. εdest = +∞.
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3.6 Reinforcement Learning Algorithm

Reinforcement learning is a commonly used learning method to learn obsta-
cle avoidance by trial and error ([14],[15],[16]). Therefore we have chosen a Q-
Learning algorithm to compare the performance of the reversibility based learn-
ing to a standard method.

The main difference between reinforcement learning algorithms and the re-
versibility based algorithm is that a reinforcement learning algorithm receives
an external reward signal indicating the success of an action. Reversibility based
algorithm, on the other hand, uses only sensor data to determine the success of
an action (which may also be interpreted as an intrinsic reward rising from the
similarity of the initial and final states).

In the Q-Learning algorithm the expected reward of a state-action pair is
updated using the following expression:

Q(st, at) ← Q(st, at) + αt(st, at)[rt + γQ(st+1, at) − Q(st, at)] .

Our experiment consists of random movements, therefore the long-term reward
is irrelevant and only short-term reward should be used, for this reason we take
γ = 0.

The prediction value is calculated as sign(Q(st, at)), i.e. negative Q means a
negative prediction, positive Q means a positive prediction. Initially, Q values
are set to 0 and if Q = 0, then no grounded prediction can be made.

3.7 Other Implementation Details

Real Scitos G5’s default configuration file was altered to set rotational PID
controller’s Kp value to 0.2. Sensor values for Scitos G5 are in metres, therefore
they are multiplied by 1000 to be of similar scale to the ones of Khepera II. This
doesn’t affect the reversibility based algorithm, but makes saving and loading
the log files simpler.

During the experiments αt(st, at) for Q-Learning update expression was set
to 0.01. Threshold values εorig, εrev and the tile size for Reinforcement learning
state identification were constant: εorig = 11000, εrev = 10000, RLtilesize =
168.

4 Results and Discussion

4.1 Results

During the tests 1 and 2 both learning methods are predicting collisions of
simulated robots with simulated obstacles (walls). Fig. 4 and 5 represent the
test results for simulated Khepera II and Scitos G5 environments respectively.
In the test 3, shown in Fig. 6, the reversibility model from simulated test run
is used to predict collisions of the real Scitos G5 robot with walls during the
physical test run.
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Fig. 4. Results of Test1 – simulated Khepera II

Fig. 5. Results of Test2 – simulated Scitos G5

Fig. 6. Results of Test 3 – real Scitos G5 using simulated experience

The rate of correct prediction is calculated by sampling how many predictions
out of a 100 were correct. If no prediction is made, then it counts as incorrect
prediction. Downward spikes in prediction rate graphs are caused by novelty of
the states, since no grounded prediction can be made for such unvisited states.

The rates of correct prediction of both algorithms in simulated environments
start at 20–40% and gradually reach the level of 70–90% after 3900 steps. The
robot with preloaded experience, obtained in simulation, performs quite well
from the beginning. The rates of correct prediction in the real environment start
at 70–75% and reach the level of 80–90% after 900 additional steps.
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4.2 Q-Learning vs. Reversibility-Based Learning

On both simulated robots and the real Scitos G5 robot Q-Learning converges to
a 5-10% higher prediction success rate than the reversibility-based learning. The
Q-Learning algorithm is explicitly designed to avoid obstacles – at every collision
the robot gets a negative reward signal proportional to the size of unfinished
movement. The robot motivated to be able to reverse its actions has no concept
of an obstacle or collision. The reversibility-based algorithm does not use the
external reward signal and merely tries to predict whether the action will be
reversible or not, based on its internal representations of similarities between the
states. Also, the method of measuring the rate of correct predictions works in
advantage of the Q-Learning algorithm, which predicts future rewards based on
the experienced rewards, while the reversibility based algorithm predicts future
rewards based on sensor data alone.

4.3 Real-Life Tests with Preloaded Simulator Data

The aim of the test 3 is to train the robot in the simulator to behave safely
and then test the performance of the real robot in the real environment. The
physical test run with the reversibility model built during the simulation test
run shows success rate 65-70% from the very beginning of the test run. During
the test in the real environment the performance improves further reaching to
the success rate of the simulated run (ca 80%). This is because when put to the
real environment, the robot still first encounters states it has not been trained
for in the simulator. However, it adapts to the changes fairly fast and reaches the
performance of the simulated robot of the test 2. This shows that a reversibility
model can be learned in simulation to increase the safety of robot learning and
then be corrected further on a physical robot.

4.4 Generality of the Approach

In general, we interpret the results as positive, since, indeed, a concrete robot
behavior of obstacle avoidance is observed to emerge from the abstract princi-
ple “Don’t do things you can’t undo”. However, there are problems with this
straight-forward plain-sensor approach: it is influenced by many factors like sen-
sor precision, sensor noise, actions’ precision, etc. Although, this problem belongs
more to the realm of the state identification: Q-Learning algorithm suffers from
the same problems.

It is difficult to distinguish sensors by their importance for the particular
action. Different kinds of sensors can also be a problem, since Euclidean distance
takes all numbers equally into account. Thus, a sensor returning current time
stamp or a sensor returning distance in millimetres and others in metres will be
a problem in this case and will render both algorithms almost useless without
additional tuning. Another problem is to choose threshold values εorig, εdest and
εrev. We chose those values manually using statistical information of the data
from a particular test run.
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We therefore conclude that for the present approach it is not possible to run
the same code absolutely interchangeably on different platforms. Despite that
the goal to learn to reverse actions is purely abstract and the reward signal is
intrinsic, it is still based on the real underlying sensor values, which makes the
algorithm implementation somewhat dependent on the physical embodiment.

5 Conclusions

The aim of these experiments was to validate the concept of learning using an
intrinsic reward signal based on the reversibility of robot’s actions. We argued
that by learning to reverse its actions the robot develops understanding of its
own motion in the surrounding environment. We argued that in contrast with
learning algorithms designed for a special purpose (e.g. obstacle avoidance) the
reversibility based algorithm has an abstract intrinsic goal of being able to reverse
actions. At the same time we aimed at showing that this abstract goal can lead
to concrete safe behaviors, such as obstacle avoidance, when irreversible actions
are suppressed. Our aim was to investigate further if this general idea works on
different robots and how it performed with respect to a benchmark Q-learning
algorithm. Furthermore, we aimed at showing that if such a robot is trained in
simulations and then ran in real life, the performance of the robot is safer.

In general, we interpret the results as positive, since, indeed, a concrete robot
behavior of obstacle avoidance is observed on two different robots to emerge from
the abstract principle “Don’t do things you can’t undo”. We encountered some
problems with this straight-forward plain-sensor approach: it is influenced by
many factors like sensor precision, sensor noise, actions’ precision, etc. However,
such state-identification problems are inherent for any state-based approach.

The experimental data analysis leads to the following conclusions:

1. The Q-learning algorithm based on an external reward signal is 5-10% more
successful than the reversibility based algorithm using an intrinsic reward
signal.

2. The real robot running with simulator pre-loaded data is ca 10% less suc-
cessful than the robot trained in real environment. After additional learning
steps it is able to quickly adjust its performance and measures up to the
results achieved with the robot trained in real life. This suggests that the
algorithms can mostly be learned in a simulator to increase safety of the
robot and its environment.

5.1 Future Work

In the future we will continue testing the same principle in more complicated
scenarios. We are trying to use environment-model-aware state identification,
planning and internal simulation to further increase the complexity of generated
behaviors. Another possible direction is to use the principle of reversibility to
make other learning algorithms learn faster or safer, or both. Our ultimate goal
is a multi-purpose personal robot-assistant with intrinsically safe autonomous
decisions.
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Abstract. In this paper we present a kinematic based trajectory tracking 
application of redundant planar robot arm by using support vector machine 
method (SVM). The main advantages of using the proposed method are that, it 
does not suffer from singularity that is the main problem of redundancy in robot 
kinematics and better results for the kinematic model of redundant robot arm 
can be obtained by using less training data. Training data are obtained by using 
the forward differential kinematic model of the robot arm. We also implement 
the trajectory tracking application by using Artificial Neural Networks (ANN). 
Two methods are compared with respect to their generalization performances, 
and training performance. Simulation results are given.  

Keywords: Artificial Neural Networks, Redundancy, Robot Arm, Singularity, 
Support Vector Machine, Trajectory Tracking. 

1   Introduction 

The control of redundant robot manipulators has a wide research area in robotics. The 
redundant robot manipulators offer the potential to overcome many difficulties by 
increased manipulation ability and versatility [1, 2]. Thus, they are usually used in 
many robotic applications such as obstacle avoidance, singularity avoidance, complex 
manipulation etc. [3, 4, and 5]. However the redundant robot manipulators have many 
advantages, they require quite complex control structures and suffer from singularity 
problem. 

A fundamental research task of redundant robot manipulation is to find out the 
appropriate way to control the system of redundant robot manipulator in the work 
space at any stage of the trajectory tracking. The equations of the kinematic problem 
of redundant robot manipulator are highly complex and nonlinear. Thus, obtaining an 
analytic solution for the kinematic problem of redundant robot arm is generally very 
hard even impossible task. Therefore, iterative solution methods are frequently used 
in redundant robot kinematics. Differential kinematic is one of the most important 
solution methods to cope with the redundancy problem [6, 7]. The main advantage of 
the differential kinematic is that it can be easily implemented any kind of mechanism. 
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Also, accurate and efficient kinematic based trajectory tracking applications can be 
easily implemented by using this method. Jacobian is used as a velocity mapping 
operator which transforms the joint velocities into the Cartesian linear and angular 
velocities of the end effector. A highly complex and nonlinear inverse kinematic 
problem of redundant robot manipulators can be numerically solved by just inversing 
the Jacobian matrix operator. However, differential kinematic based solutions can be 
easily implemented any kind of mechanisms, it has some disadvantages. The first one 
is that differential kinematic based solutions are locally linearized approximation of 
the inverse kinematic problems [8]. Thus, we can only obtain the approximate 
solutions of the inverse kinematic problem by using this method. Although the 
solution results of this method are not real, the approximation results are generally 
quite sufficient. The second disadvantage of this method is that it has heavy 
computational loads and big computational time because of numerical iterative 
approach. To obtain the inverse kinematic solution, we need to calculate the inverse 
of the Jacobian matrix. Taking inverse of a matrix is generally hard task and the 
singularity is one of the main problems of this calculation. There are many researches 
and applications of singularity problem of robot manipulators. There are, in general, 
four main techniques to cope with the singularity problem of robot manipulators. 
These are avoiding singular configuration method, robust inverse method, a normal 
form approach method and extended Jacobian method [9-12]. However given 
techniques have some disadvantages which include computational load and errors. 
And the last disadvantage of the differential kinematic method is that, it requires 
numerical integration which suffers from numerical errors, to obtain the joint 
positions from the joint velocities [13]. 

In recent years, Artificial Neural Network (ANN) based solution methods of 
kinematic problem of robot manipulators have been demonstrated [14-16]. There are 
two important advantages of ANN based inverse kinematic solution methods. The 
first one is that these methods do not suffer from the complex and highly nonlinear 
inverse kinematic equations and they can be easily implemented any kind of 
mechanism. And the second one is that ANN based inverse kinematic solution 
methods do not suffer from singularity problem. ANN based models can be obtained 
locally and it uses back propagation algorithm. SVM is also another Intelligent 
System Identification method which ensures global minimal solution. The strengths of 
SVM based modeling are that it doesn’t get stuck at local minima and it has powerful 
generalization abilities with very few training data. Therefore, in recent years, 
Support Vector Machine theory has been used in many Identification problems, 
instead of Artificial Neural Network approach.  

In this paper we present a new Artificial Intelligent based inverse kinematic 
solution method for the planar redundant robot manipulator. This solution method 
uses Support Vector Machine method. Satisfactory trajectory tracking result is 
obtained by using the proposed method and the simulation results of redundant planar 
robot arm are given in section 4. This paper is also include, the mathematical model 
of the system in section 2, a brief overview of Support Vector Regression in section 3. 
Conclusion and future works are drawn in the final section.  
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2   Differential Kinematics 

It is very hard or even impossible to find the analytical solutions of the inverse 
kinematic problem of the redundant robot manipulators except the limited special 
structures or very easy mechanisms. Therefore, differential kinematic based solution 
of the inverse kinematic problem of redundant robot manipulators is widely used [15]. 
In the differential kinematic based solutions, a velocity mapping which transforms the 
Cartesian linear and angular velocities of the end effector of robot manipulators to the 
joint velocities, is used as the following, 

( )gJ= tipq q V
 
 (1)

where 1 2 nq q q= ⎡ ⎤⎣ ⎦q
 
and 1 2 nq q q= ⎡ ⎤⎣ ⎦q indicate joint angles and joint 

velocities respectively,
 ( )gJ q indicates generalized inverse of the Jacobian matrix 

and tipV indicates the linear and angular velocities of the robot manipulator’s end 

effector. Jacobian can be obtained by using analytical or geometric approaches which 
can be found in many basic robotic books [16-17]. The joint angles can be found by 
integrating the joint velocities given by 

( )
0 0

t t
gdt J dt= =∫ ∫ tipq q q V

  
 (2)

3   Support Vector Regression 

3.1   Linear Regression 

Given a training data set: 

,1 1( ).....( ) , , 1, 2, , , ,x
ny y x x R y R k kkk ∈ ∈ = . (3) 

where k is the size of training data and n is the dimension of the input matrix can be 
approximated by a linear function, with the following form,  

( ) ,f x w x b= 〈 〉 +  (4)

where . , .〈 〉  denotes the inner product. The optimum regression function is 

determined by the minimum of equation (5). 

1 2
( )

2
w wΦ =  (5)

ε - Tolerance Loss Function, shown in Figure 1, sets the constraints of the primal 
form. The primal form of the optimization problem for ε -SVR is defined as follows 
to maximize the geometric margin and minimize the training error: 
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The term w  is the Euclidean norm of weights, which symbolizes the model 

complexity, and the second term of the objective function is the empirical risk of 
weight vector. By means of the C parameter, predetermined parameter, the trade-off 
between model complexity and empirical loss function can be determined.  

*,i iξ ξ  are slack variables representing the upper and lower constraints on the 

output of the system [19]. The model complexity and the training error are minimized 

through 
1 2
2

w  and *( )
1

l
C i ii

ξ ξ+∑
=

 respectively. The minimization problem 

presented in equation (4) is called the primal objective function [19,20 and 22]. The 
key idea in SVMs is to construct a Lagrange function from the primal objective 
function and the corresponding constraints, by introducing a dual set of variables [20]. 

By utilizing the primal objective function and its constraints, Lagrangian function 
can be derived as follows:  

*
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In (7), L is the Lagrangian and iη , *
iη , iα , *

iα  are Lagrange multipliers [20]. Hence 

the dual variables in (7) have to satisfy positivity constraints, i.e. *
iα , *

iη 0≥ . 
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Due to the fact that the Lagrangian function has a saddle point with respect to the 
primal and dual variables at the solution, the partial derivatives of L with respect to 

primal variables ( *, , ,w b i iξ ξ ) have to vanish for optimality[20]: 
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It is transformed to dual form, by utilizing equation (9) above. Dual form of the 
regression problem is defined as follows: 
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As can be seen from the dual form of the optimization problem, the objective function 
is convex. That’s, the problem has single local minima which is also global solution 
of the problem. This dual problem can be solved by finding Lagrange multipliers 
utilizing a quadratic programming technique (in our implementation, the “quadprog” 
command from Matlab optimization toolbox was used). The support vectors are the 
training data related to nonzero Lagrange multipliers [19,20 and 21]. The solution of 
the regression problem can be approximated by the support vectors and the related 
Lagrange multipliers. 

3.2   Non-linear Regression 

Occasionally, the training data may be nonlinearly distributed and cannot be separated 
with a linear regression surface. In this case, the training data is mapped onto a high 
dimensional feature space by means of a kernel function as depicted in Figure 2. This 
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allows us to use linear regression techniques to solve non-linear regression problems. 
In this paper, Gaussian function has been employed as the kernel function: 
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where σ is the bandwidth of the Gaussian radial basis  kernel function. 
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Fig. 2. Transition of data not represented by a linear regression surface to the feature space 
using kernel 

All linear regression formulas can be transformed to non-linear regression 

equations using  ( , )i jK x x  instead of  ,i jx x〈 〉  shaped inner product. Thus, the 

non-linear regression or approximation function, the optimal desired weights vector of 
the regression hyperplane and an optimal bias of the regression hyperplane can be 
expressed in terms of support vectors as given in (14)-(16) [ 19,22] : 
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4   Simulation Results 

Three link planar robot arm which can be seen in figure 3 is utilized in the simulation 
studies. The simulation study of the trajectory tracking application is performed by 
using Matlab and the animation application is performed by using virtual reality 
toolbox (VRML) of Matlab. 
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Fig. 3. Three Link Planar Robot Arm 

So as to reveal all dynamics of the manipulator, a random signal has been applied 
to the manipulator. 300 data are selected randomly for training process. The inputs 
and outputs of the SVM and ANN models are as in fig. 4.  

ANN Model

or

SVM Model

x

x
y

yposition

velocity {

{ 1θ

2θ

3θ
 

Fig. 4. ANN and SVM Model 

As all training data is arranged according to model in fig. 4, training process is 
converted to finding the solution of the regression problem. Same training data has 
been utilized both in ANN and SVM. The models of the system, as in fig. 4, have 
been trained in the series-parallel (SP) mode. Three separate SVR MISO structures 
have been combined to model the MIMO model of the manipulator. C is set to 10000 
in order to keep the number of the support vector as low as possible. ε  and σ have 
been selected 0.001 and 0.1 respectively. In order to compare ANN and SVM model 
one hidden layer with 50 neuron has been employed in ANN. The results of the ANN 
and SVM models are depicted in fig. 5,6,7 for all links.  

Figure 5 illustrates the simulation result of ANN Model and SVM model with 23 
support vectors. SVM model in fig. 6 and 7 has 40 and 61 support vectors 
respectively. As can be seen from figures, in spite of using same training data, SVM 
models the dynamics of the manipulator better than ANN owing to finding global 
solution of the regression problem. The following equation is used to evaluate the 
improvement in performance: 
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Fig. 5. Outputs of the SVM and ANN Models for theta 1 ( 1θ ) 
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Fig. 6. Outputs of the SVM and ANN Models for theta 2 ( 2θ ) 
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Fig. 7. Outputs of the SVM and ANN Models for theta 3 ( 3θ ) 

Table 1. Training and Validation Performances 

Error(MAE) ANN 1 SVR 1 Improvement 
(%) 

Training Error 4.0676e-005 2.8491e-007 99.2996 
Validation Error 0.0012 2.0744e-004 82.3523 

Table 2. Training and Validation Performances 

Error(MAE) ANN 2 SVR 2 Improvement 
(%) 

Training Error 9.0317e-006 3.4958e-007 96.1294 
Validation Error 0.0112 2.2100e-004 98.0286 

Table 3. Training and Validation Performances 

Error(MAE) ANN 3 SVR 3 Improvement 
(%) 

Training Error 6.2502e-006 5.5473e-007 91.1246 
Validation Error 0.0161 1.5761e-004 99.0229 

As can be seen from fig. 5-7, ANN model of manipulator can not learn some 
dynamics although same training data has been utilized. The tables indicate that SVR 
has better generalization performance and models the dynamics of manipulator better 
than ANN although both ANN and SVM model have few training error.  
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5   Conclusion 

A kinematic based trajectory tracking application of a redundant planar robot arm is 
presented by using Support Vector Machine method. The main advantages of the 
SVM based modeling are that it doesn’t get stuck at local minima and it has powerful 
generalization abilities with very few training data. The proposed method and ANN 
based solution method are compared with respect to their training and generalization 
performances. As it can be seen from tables in simulation section, model based on 
SVR has better generalization performance than ANN based model since SVM 
ensures global minima.  

In the future works, dynamic modeling of redundant robot manipulator will be 
studied by using SVM method combined with the powerful features of fuzzy logic. 
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Laboratoire Systèmes et Transports
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Abstract. Nowadays, urban environments suffer from recurrent traffic
jam with associated side effects. One reason of this is the social implicit
priority given to personal cars, which are preferred to public transporta-
tion systems the main drawback of which is the time and path rigidity.
Recently, some alternative transportation systems have been developed
based on size adaptable trains of vehicles called platoon. These approaches
still suffer from rigid path planning. The paper presents one possible so-
lution to overcome this drawback. The proposal is based on the use of ex-
isting crossroads as hubs able to reconfigure vehicles train while crossing.
Thanks to this solution, each train component could have its specific path
in the public transportation grid. This paper presents also a comparative
study of exposed algorithms relatively to a classical traffic light schedule.

Keywords: active crossroad, platoon, vehicles train, train dynamical
reconfiguration.

1 Introduction

Nowadays, urban environments suffer from recurrent traffic jam. Consequently,
undesirable side effects occur such as greenhouse effect gas (COx NOx,...) and
particle emission, noise pollution, transportation time increase... One of the rea-
sons that lead to this situation is the priority choice of a personal car instead
of public transportation devices. Moreover, statistical studies established that a
high percentage of urban moving cars are occupied by the driver only. However,
widely developed, public transportation systems seem to stay unattractive. Many
reasons can explain this fact: regular transportation system is rigid (timetable,
table, itinerary,...). They are uncomfortable, several transportation systems are
required to reach one specific destination,...

To convince people, some research is devoted to create a new transportation
service aimed at offering some properties generally associated to personal car.
Indeed, these new systems must possess a set of properties such as adaptabil-
ity to the user demand, autonomy to be able to act independently to schedule
or predetermined path, reconfigurability to accommodate a variable number

A. Bouchachia (Ed.): ICAIS 2011, LNAI 6943, pp. 203–214, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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of people to transport. One possible solution, demonstrated in the CRISTAL
project1, is the use of small mobility units that can both be used by a regular
driver as a standard electrical vehicle in car sharing and be structured as vehicles
immaterial train (i.e. with no material link between vehicles) driven by a pro-
fessional. To perform This way, each mobility unit is autonomous and proposed
service both separately or integrated within a platoon (cf. figure 1).

Fig. 1. Example of vehicle platoon system (CATS European Project)

The key element of such an approach is the platoon function, i.e. the function
that makes vehicles able to follow each other without a material link. This func-
tion can be considered as the control of the vehicle’s inter-distance. This control
problem is addressed through two sub problems: longitudinal control and lateral
control. The longitudinal control consists in regulating braking and acceleration
in order to fix the inter-vehicle distance to a predefined regular distance. By the
same, lateral control consists in computing a wheel direction according to the
platoon trajectory.

In literature, platoon control can be encountered as global or local approaches.
Global approaches are composed of a decision-making vehicle, generally inte-
grated in the first vehicle of the train, which computes some reference informa-
tions (trajectory points, steering and speed instruction, ...) and send them to
each follower vehicle. For example, [1,2] uses a global positioning system to com-
pute trajectory points and communicate them to the follower vehicles. Another
approach [3] consists in broadcasts driving information (steering and speed) to
each follower vehicle, as what was made in Chauffeur European project. Litera-
ture exposes that this approach yield good trajectory matching. However, global
positioning sensors or other technologies require road adaptation. Besides, a safe,
reliable vehicle-to-vehicle communication network is required. Global control ap-
proaches yield adequate results, subject to strong constraints on sensors (high
cost), road adaptation and communication reliability between vehicles.

Local approaches are based only on vehicle’s perception capabilities. Vehi-
cles are equipped with low cost sensors, which compute measurements such as
inter-vehicle distance vectors. Each vehicle computes the acceleration and wheel

1 http://projet-cristal.net/

http://projet-cristal.net/
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direction commands with its own perceptions. In literature, local control strate-
gies proposed within local approaches general use PID controllers [4,5,6] or other
regulation-loop based algorithm [7,8,9]. Other proposed approaches are based on
a physics-inspired, inter-vehicular interaction link from which vehicle’s control
references can be computed, as in [10] or in [11]. The main interest of local
approach is the technical simplicity, require neither expensive road infrastruc-
ture, nor reliable inter-vehicle communication and use cheaper and more reliable
sensors than the global approaches. However, these approaches suffer from the
anticipation error problem. Some recent researches tend to cover this problem.
[12] is a local approach which minimizes the anticipation error by taking into
account local curve properties with performance levels close to those obtained
by global control.

Even with reliable and efficient embedded platoon functionalities, vehicle vir-
tual train transportation systems still have several drawbacks. Among these, the
most handicapping is the fixed-line constraints since people who use the platoon
are obliged to follow the pre-determined path, even if this was set on the fly. A
solution to overcome this problem is to allow a vehicle platoon to merge, split
and reconfigure at specific points in order to make users can build their own
path using small mobility units that are able to move autonomously hanging
on existing vehicles trains. Existing crossroads can be good candidates for these
reconfiguration points. The goal of this paper is to present a solution for the re-
configuration of vehicles virtual train on crossroads. This solution is based on a
merge of vehicle behaviors and crossroads intelligent priority assignment. In the
presented solution, the reconfiguration procedure is totally autonomous. This
contrasts with classical methods where each driver has to take the control of its
own vehicle on crossroads, following standard circulation rules, making a new
train coupling after the crossroad.

The paper is structured as follows: Section 2 presents a state of the art of
active crossroads systems. Then, sections 3 and 4 give a detail explanation of
the crossroad model and a presentation of the associated experimental results.
The paper concludes with an overview of future works (Section 5).

2 Active Crossroads: State of the Art

Since the vehicle virtual train transportation systems are neither vehicles nor
trains, then one of the most important challenges that the concept has to face is
the intersection. On the one hand, the traditional traffic lights do not take into
consideration long and slow virtual trains of vehicles that cross the intersection.
Indeed, the traffic light can change the color without considering whether all the
vehicles that belong to the same platoon are released [15]. A similar problem can
occur in an intersection with a stop sign. On the other hand, in cities, tramway’s
signalization considers the previously known number of rail cars. The green time
is accordingly fixed to few seconds [16]. However, the core of the proposed system
is that the number of virtually attached vehicles is variable. Thus, the initially
computed green time may not match the length of the virtual train. Hence, the
traffic signalization at intersections deserves a particular attention.
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One way to overcome this matter is to use the Traffic-Responsive Strategy
based on the vehicle-interval method [17]. A critical interval (CI) is created,
during which any detected vehicle leads to a green prolongation that allows a
vehicle to cross the intersection. If no vehicle is detected during CI, the strategy
proceeds to the next stage. However, this strategy requires some adaptations.
Indeed, this strategy is applicable to two-stage intersections and designed for or-
dinary vehicles [18]. More precisely, a crossroad of virtual trains needs more than
two stages, the minimum and the maximum-green durations are not required,
the length of the critical interval needs to be accurately estimated and the usual
location of the inductive loop detectors (40m upstream of the stop line) is not
adapted to our application. Moreover, only the virtual locomotive needs to be
informed about whether or not it has the right of way. So, the prolongation of
the green light is useless.

From the point of view of the traffic efficiency, the work presented in [19]
proposes an interesting approach for building the solution to our system. The
authors assume an intersection and vehicles that can wirelessly communicate
together. The authors use the well-known Littles formula, for optimizing the
traffic. As a result, the stage that releases the greatest number of vehicles is
selected. Nevertheless, the use of wireless communication raises the problems of
the rates of successful messages and of the communication delay [20]. Hence, an
innovative traffic signalization at intersections is required for the vehicle virtual
train transportation systems. We will call this signalization: Active Signalization.

3 Crossroads and Vehicle Models

3.1 Global Overview

In this paper, crossroads are considered to be reconfiguration hubs for incoming
platoons (i.e. vehicle trains). Each platoon is composed of several mobility units,
which can be autonomous (in train configuration) or human drivable (in single
configuration). In a standard traffic light crossroad, this re-configuration requires
to turn each vehicle from autonomous mode to driven mode in order to complete
merge and split maneuvers. The goal of the approach presented in this paper is
to bring to crossroads intelligent routing abilities in order to keep each vehicle
in autonomous mode. In this section, vehicle and crossroad models are detailed.

3.2 Vehicle Specification

Required functionalities
The vehicles used are supposed to have got autonomous abilities. To that way,
they are equipped by sensors aimed at perceiving surrounded environment. They
also are able to decide, which is the best command to apply in a specific situ-
ation. In particular, vehicles have platoon functionality, i.e. they can follow the
trajectory of a front perceived object/vehicle. This functionality is used in our
case for the train crossroads entrance and exit. Moreover, they also have the
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Fig. 2. SeTCAR: one of Système et Transports Laboratory vehicles

capability to perceive the crossroads signals aimed at stopping the vehicle when
necessary and giving it drive authorization.

Figure 2 represents such a platoon able vehicles. This, called SeTCAR, has
been transformed in our laboratory based on standard electrical cars (GEM
cars). It was upgraded by integrating direction, speed and breaking control using
a Dspace Microautobox2. Moreover, SeTCAR is equipped by several sensors
such as Laser Range Finders, Lidar, mono-camera, stereo-camera, RTK GPS,
Gyroscope, magnetic field detector, ...

Vehicle behavior
Vehicle behavior can be split into three phases:

– Crossroad entrance: Vehicles arrive within a platoon, each vehicle follow-
ing its predecessor except for head vehicle, which is human driven. When
an incoming train is near the crossroad (i.e. when it arrives into crossroad
perception range), each vehicle turns into autonomous mode. In this mode,
vehicles follow incoming predetermined trajectory thanks to specific sen-
sors/beacons3. Moreover, vehicles turning signal lights are also autonomously
controlled depending on the goal path of each vehicle.

– Crossroad control: When in crossroad, each vehicle follows trajectories
enlightened by the crossroad decision process. Decisions are made depending
on crossroad configuration and vehicle constraints (see next section for more
details. The enlightenment process consists in activating the specific vehicle
perceivable beacons which virtually draw authorized trajectories over the
road. Each vehicle follows one trajectory in order to reach its destination
point. If no beacon is detected vehicle stays at its place waiting for beacon
activation.

– Crossroad exit: After passing the crossroad, vehicles turn from autonomous
mode to regular platoon mode. The driver in the head vehicle takes control
of the train.

2 http://www.dspace.de/en/pub/home/products/hw/micautob.cfm
3 In our case a Laser Range Finder and reflective beacons placed on the road.

http://www.dspace.de/en/pub/home/products/hw/micautob.cfm
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3.3 Crossroads Model

Crossroad decision process is based on a perception rule-based decision loop.
This section describes first the perception abilities of the crossroad, and then
exposes two proposals for the decision process.

Perception
Crossroad is able to perceive pending cars and exiting cars. Each incoming road
has got a pending car detector. This runs as a simple switch the result of which
is equal to 1 when a car is waiting and 0 when there is no car. Moreover, each
pending detector is able to count the number of car, which leaves the incoming
road to enter the hub area. In simulation, this detector has been made thanks
to boxcollider as shown in figure 3 left. In real crossroads, regular magnetic loop
can be used.

Fig. 3. Pending car detector (left) and output car detector (right) in Vivus Simulator

By the same, each output road is equipped by an output car detector, the
goal of which is to count the number of vehicle exiting the hub. Combining this
information with the number of vehicles in the hub counted by pending detectors,
it is possible to determine if vehicles are still in the hub. These detectors have
been also made with boxcollider in simulation (cf. figure 3 right) and can be
made with magnetic loop in real road configuration.

Behavior: Regular traffic light. This behavior has been developed in order
to obtain a reference in adaptive decision process evaluation. The solution used
is based on the simplest possible control system. It uses a timer with a fixed
passing time (Tp) whatever the chosen lane (i.e. there is no priority of one lane
over the other). Each phase of the signal lasts for a specific duration before the
next phase occurs; this pattern repeats itself regardless of traffic. When one light
turns to red, traffic lights of the perpendicular lanes stay red for a fixed time
called full red time (Tfr). This is made to avoid collision between cars that have
passed the crossroad on orange and those that start early when light turns green.
Older traffic light systems still use this synchronization model.
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Behavior: Priority to first incoming vehicle. This first adaptive decision
process is based on simple rules:

1. Thefirstvehicle toenter intheperceptionrangeofthecrossroadhasthepriority.
2. If more than one vehicle enter the perception at the same time priority is

given to right.
3. If four vehicles enter at the same time (i.e. this corresponds to a situation

which can not be solved by the two previous rules), priority is given randomly.
4. When all vehicles of one turn left the hub, decision process returns in step

1 until crossroad is empty.

Behavior: Configuration Analysis based decision process The previous
hub adaptive behavior can improve the release time of the crossroad. However,
there is still one drawback that should be overcome. Indeed, previous behavior
processes only one vehicle at each loop. When the processed vehicle leaves the
crossroad, hub takes into account next one. In order to optimize the release time,
it has been decided to maximize the number of cars entering the hub. The main
difficulty is not to introduce more road’s conflicts. To that way, all the possible
input configuration has been listed taking into account both the presence of the
vehicle and the goal of them using turning light perception. Each configuration
corresponds to a string of characters. The particularity of this encoding is that it
is relative. it does not describe the routes according to the departure and arrival,
but in relation to action that will realize the car (go right, go left ...). Table 1
shows the list of usable characters.

Table 1. Usable characters for description of crossroad input configuration

R L F X

Vehicle goes to Vehicle goes to Vehicle goes There is no
Right direction Left direction Forward vehicle in the lane

For each configuration, we are now able to generate the corresponding code
starting from bottom right and turning counterclockwise. Then the rank of each
computed. It corresponds to the number of vehicle that is able to pass the hub
at the same time. Table 2 shows all the possible configurations.

The other possible combinations can be deduced from these by rotation. This
corresponds to circular permutation of the code. Once the code of the configu-
ration is determined, the crossroad chooses the one which allows to get pass the
maximum of vehicles.

4 Experimental Results

4.1 Simulation Description

Vivus Simulator
Many simulators aimed at studying vehicles dynamics are existing. Among the
most popular, we can cite Callas and Prosper and widely used in automotive
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Table 2. Possible input configurations with their associated code

Rank 4 3 3 2 2 2

Coding R R R R R R R X R F X R R R X X R X R X F X F X

Example

Rank 2 2 2 1 1 1

Coding F X R X F X X R R L X X R X X X F X X X L X X X

Example

industry. Most of them are focusing on mechanical simulation of the vehicle
with a special focus on tyre/road contact. The main drawback of these is the
requirement of real vehicle to build a dynamical model and the difficulty to
integrate virtual sensors and onboard artificial intelligence abilities.

In this context, System and Transportation Laboratory decided to develop
a simulation/prototyping tool, named Virtual Intelligent Vehicle Urban Simu-
lator (VIVUS), aimed at simulating vehicles and sensors, taking into account
their physical properties and prototyping artificial intelligence algorithms such
as platoon solutions [12] or obstacle avoidance devices [13].

VIVUS was initially based on Java 3D for the 3D graphical part and on
PhysX for sensors and vehicle dynamic behaviors [14]. The main problem of
this solution is the communication between 3D and Physical part, since they
are in different programming languages (Java for the 3D part and C++ for the
physical one). Thus, it has been decided to use a simulation environment which
can integrate both parts. VIVUS is now based on Unity3D4. Unity3D is an
integrated authoring tool for creating interactive content such as architectural
visualizations or real-time 3D animations. This engine allows to create real-time
3D environment with a real physic interaction between the elements situated in
the 3D environment.

In VIVUS, simulating a vehicle consists in physical behaviors, sensors/
perception and control board simulations.

Physics 3D model is based on the Physx engine, integrated into Unity3D.
This engine is one of the best considering the accuracy and the realistic behav-
ior obtained. In order to obtain simulation results as near as possible from the
reality, a complete physical model of vehicles has been made. Models designed
for Physx are based on composition of Physx elementary objects. The simulated
vehicle is then considered as a rectangular chassis with four engine/wheel com-
ponents. This choice can be considered to be realist, the chassis being made as a
rectangular un-deformable shape. As for the engine/wheel components, vehicle

4 http://unity3d.com/

http://unity3d.com/
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platform owns 4 wheel drive each of them being directly linked to one electrical
engine.

Each simulated vehicles are equipped by sensors. VIVUS allows to simulate
different sensors:

– image sensor produces a bitmap
– video sensor produces a sequence of bitmaps
– geometric sensor produces information of collisions on a predefined set of

rays or between object
– location sensor produces the vehicle position and orientation
– state sensor produces the state of the vehicle or one of its components (com-

munications, engine, etc.) or the state of the simulated environment’s com-
ponents like weather report.

Algorithm Traffic light First in priority Configuration Analysis

Release Time 102.70 67.34 60.09

Mean vehicle waiting time 59.75 38.97 33.91

Fig. 4. Small trains reconfiguration and associated results

Algorithm Traffic light First in priority Configuration Analysis

Release Time 264.70 210.34 156.47

Mean vehicle waiting time 151.91 105.56 98.25

Fig. 5. Big train reconfiguration and associated results



212 B. Dafflon et al.

Algorithm Traffic light First in priority Configuration Analysis

Release Time 145.2703 132.62 98.94

Mean vehicle waiting time 85.88 73.21 51.89

Fig. 6. Example of mixed train and associated results

This simulator has been successfully used as a prototyping tool for sensor de-
sign/positioning and a development tested for artificial intelligence algorithms.

Experimental configurations and results
In order to compare the presented approaches, three typical configurations have
been chosen:

1. a sequence with one car at each lane with a R L F F configuration cf. figure
4.

2. a sequence with four 3-car trains. The configuration is then FRR, RLL, FFL,
and LFL cf. figure 5.

3. a sequence with a mixing between small and big train with the following
configuration FRLR, FF, L, FL cf. figure 6.

Associated tables of figures 4, 5 and 6, gives the results obtained these three
sequences. Release time, expressed in simulation cycle time, is the time required
to process all the incoming vehicles. Mean waiting time is also expressed in
simulation cycle time.

Results obtained show that both proposals drastically improve hub release
time and mean waiting time as compared to regular traffic lights. The main
benefits for the configuration analysis based decision process is linked to the
waiting time since several vehicles can enter the hub at the same time provided
they are not in conflict.

5 Conclusion

This paper presented two algorithms aimed at allowing platoon’s reconfiguration
while optimizing hub release time. These algorithms suppose several constraints
on vehicle and crossroad perception abilities. Vehicles must be able to be part of
a platoon and to detect specific active beacons placed on road. As for crossroad,
it must perceive the presence and the expected direction of the first waiting
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vehicle for each incoming lane (the number of waiting vehicles is not perceived).
It must also perceive if one vehicle exits the hub. This perception can be easily
made thanks to magnetic loop detectors. Results obtained show that algorithms
fulfilled their function (i.e. platoon reconfiguration) and gives better results than
a standard traffic light solution.

From now on, we focus on composition of several crossroads into the grid.
The goal of this is both to develop global path planning algorithms aimed at
computing the best path in the grid for each mobility unit and to study the
behavioral interaction between crossroads in order to improve time travel. We
also are trying to adapt this developed solution to other crossroads configurations
and to traffic circles.
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Abstract. Choice of the architecture of the neural network makes it possible to
find its optimal structure for the control of nonlinear multi-input multi-output
(MIMO) systems using the linearization feedback.Genetic algorithm is proposed
as the optimization method for finding the appropriate structure. The controller is
based on the parameters of the obtained neural network. The error based criterion
is applied as evaluation function for model identification procedure.
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systems.

1 Introduction

This paper examines the system identification problem from the standpoint of control
system design. Model selection is one of the central problems in control theory. The
performance of the model based control algorithms considerably depends on the model
accuracy of the controlled process. However, the model is not usually well-defined, be-
cause of existing uncertainties and non-modeled dynamics, among other causes. Thus,
the key steps are to identify structure and the parameters of the system based on the
available data, which requires a good understanding of the system.

The structure identification itself can be divided in two types: identification of the
input variables of the model and the input-output relations. In most conventional black-
box modeling approaches the input variables are given, thus only the input-output rela-
tion has to be found. Unfortunately, in real life we often have little or not enough data
to properly identify which of the available input variables of the dynamic model (order
of the system) should be taken into account during modeling procedure, see [1] and
[2]. Some authors address using of fuzzy and neural networks systems have been used
for modeling and designing control systems by exploiting their learning and function
approximation capabilities, see [3].

In the approach presented in this paper it is assumed that a little or no knowledge
about the structure of the controlled system is given a priori. Therefore theoretically
there are an infinite number of input variables of the dynamic system for the known
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outputs exist, which has to be restricted to a certain number. So, the first step for mod-
eling is to find the order of the MIMO system using some of the regression analy-
sis techniques, see [4]. A nonlinear system usually can be nonlinear in many ways,
thus ”classical” methods to find the regressors have had apparently limited success.
Recently, neural networks (NN) have attracted much interest in system modeling and
control communities because of their ability to approximate any nonlinear mappings.
So, knowing the order of the system, and consequently, finding the optimal structure
of neural network, we can design a controller for our nonlinear MIMO system. Previ-
ously the specific NN structure has been considered for dynamic feedback control using
state-space controller in [5] and [6]. The major goal was devoted to the minimal NN-
based state-space representation of the system and implementation of the state-space
based algorithm for control of nonlinear MIMO systems. In these articles most of the
attention was paid to the feedback linearization. One of the possible implementations
of this algorithm is to use a class of models with NN-ANARX (Neural Network based
Additive NARX) structure, see [7] and [8]. It’s main advantage that it can always be lin-
earized by appropriate feedback, and observable state-space equations can be directly
written down from NN-ANARX form without any additional computations. This gives
possibility to combine a classical state feedback linearization with approach based on
using neural networks. The contribution of this paper is devoted to genetic algorithm
based structure identification for feedback control of nonlinear MIMO systems.

Hence, for the best model identification a set of neural networks must be trained.
Correct choice of the NN-model improves the control quality of the nonlinear pro-
cesses. The main problem to obtain a good model using neural networks is to find its
optimal structure. Besides, quality of the model very much depends on the choice for
the initial values of the parameters. These two problems can be solved simultaneously
using genetic algorithm. That leads to point, that structure of the neural network could
be defined by the genetic algorithm (GA), which finds optimal NN parameters and de-
pendencies between the inputs of dynamic model and outputs of the controlled system.
Typically success of the model is evaluated using a performance criterion, thus on the
basis of the obtained model controller can be designed and its efficiency checked during
the simulation. The result of the control simulation can be used as an evaluation function
for further calculation of the fitness function of a ”chromosome” in current population.
Thus, as a result of the GA, we obtain a neural network of a specific structure, which
contains both types of structural identification described above.

Many systems have been developed in recent years that evolve both neural topologies
and weights. These methods contain a variety of ideas about how Topology and Weight
Evolving Artificial Networks (TWEANNs) should be implemented: Parallel Distributed
Genetic Programming (PDGP) systems, Cellular Encoding (CE) method, GeNeralised
Acquisition of Recurrent Links (GNARL), NeuroEvolution of Augmenting Topologies
(NEAT). Most neuroevolution systems deal with reinforcement learning tasks, see [9]
and [10].

At the same time, our approach involves the use of classical supervised training of
neural networks. At the first stage the general structure of the neural network model
is determined. Then search of better initial values takes place. This conditioned by the
property of NN, where neural networks even with the same structure and the same
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learning mechanism will have different parameters depending on the results of the ini-
tialization process. The power of GA’s derives from their ability to exploit efficiently
this vast amount if accumulating knowledge by means of relatively simple selection
mechanisms, see [11].

The rest of the paper is organized as follows. Section 2 identifies the problem of
encoding and the evaluation function of a genetic algorithm. Description of the GA
is given in Section 3. Numerical example demonstrating practical applicability of the
proposed state controller is presented in Section 4. Conclusions are drawn in the last
section.

2 GA Encodings and Optimization Problems

Usually most genetic algorithms have only two main components that are problem de-
pendent: the problem of encoding and the evaluation function. According to [12] and
[13] the first step is encoding the neural network into binary strings called chromosomes
that is determined by the structure of the neural network.

2.1 Architecture of the Neural Network

Consider a discrete-time MIMO nonlinear autoregressive network with exogenous in-
puts (NARX), described by the input-output difference equation

y(k) = f(y(k − 1), . . . , y(k − n), u(k − 1), . . . , u(k − n)), (1)

where u(k) and y(k) are inputs and outputs of the system, f(·) is an analytical function.
This model can be easily obtained by using classical fully connected neural network

and covers a wide class of nonlinear systems. However, classical representation of that
model does not assure using the minimal/optimal number of parameters in the NN.
Thus, for a more flexible structure, which allows excluding all redundant interconnec-
tions and parameters of the neural network, it is necessary to modify its architecture, as
shown below. Above all, each sub-layer should be divided into groups of neurons, each
of which is responsible for the interconnection of inputs to each specific output. Thus,
connections between inputs and hidden sub-layer can be eliminated if both subsystems
do not depend on the same regressors.

2.2 Illustrative Example

Assume that black-box model has two inputs and two outputs. Examine in more detail
the obtained structure of the model, which maximal order of a subsystem was found
using some regression analysis as three.

Thus, architecture of the fully connected NN-NARX model is defined as follows: the
maximal order of the subsystem, number of system inputs and outputs, determine the
number of inputs of neural network. As number of outputs is two, each sub-layer should
be divided into two groups L11 and L12 as it is shown in Fig. 1. Consider that solid and
dashed lines are showing a presence of the connection between layers/neurons.

This structure is flexible and allows us to describe nonlinear MIMO system with any
interconnections between inputs and outputs of the dynamic model using NN-NARX
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Fig. 1. Structure of the NN-NARX model

architecture. It makes this architecture available to use in the genetic algorithms for
finding the optimal structure of the NN in black-box model identification.

First, determine the length of the chromosome, which describes the neural network
in Fig. 1. Parameters that determine its length are:

l = o · (n + m) · m, (2)

where l is a length of the gene, o is a maximal order among subsystems of the controlled
MIMO system, n and m are numbers of inputs and outputs of the system, respectively.

In our case l = 3 · (2+2) ·2 = 24. Hence, for a fully connected NN-NARX the gene
would be as follows

gene = [1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1],

where the first bit of the chromosome shows the connection between input y1(k − 1)
of the first sub-layer L11 and output y1(k), the second bit - connection between input
y1(k − 1) of the first sub-layer L12 and output y2(k), third bit - connection between
input y1(k − 2) of the first sub-layer L11 and output y1(k), etc.

If any connection between an input and any output does not exist, it can be repre-
sented as 0 in the chromosome encoding. Let existing connections are presented by the
solid lines and the absent connections by the dashed lines. Thus, the structure demon-
strated in Fig. 1 can be described using the following gene

gene = [1 1 0 1 0 1 1 1 1 0 0 1 1 1 1 1 1 1 1 1 1 0 0 1].

In order to minimize the number of parameters used, in case when all inputs of one
sub-layer are interconnected with all outputs of the neural network, there is no need to



Genetic Algorithm Based Structure Identification for Feedback Control 219

divide this sub-layer into groups of neurons. In our case this would reduce the number
of neurons on the first sub-layer in 2 times (in this work we assume that groups of
neurons on the hidden sub-layers have the same size). Therefore, if NN-NARX model
is fully connected, we obtain the classical representation of that structure.

2.3 Evaluation Function

In this paper we consider the set-point tracking problem. The primary aim of our work
is to find a suitable controller for the nonlinear MIMO process, so fit of the model
should be evaluated using one of the control criteria. The most common structure is
feedback (Fig. 2), as this structure can monitor variations in the process and successfully
compensate for the unwanted executions in a manner consistent with the performance
objectives. In this work a criterion based on the shape of the complete closed-loop
response or so-called error-based criterion was chosen.

r(k)
Dynamic
feedback
controller

u(k) Nonlinear
system

y(k)

Identification
by NN

parameters

Fig. 2. Structure of the control system

Further, the quality criterion is calculated on the basis of obtained MSE of the
control.

quality = e−k·MSE (3)

where k is proportional coefficient. The use of (3) is justified by the fact that, when
calculating a fit function, the poor control performance (large MSE) could outweigh
and distort the overall picture. In this case, even a small decrease for small values of
MSE will have an effect in the case of forming the new offspring. In addition scaling
of the population fitness helps to avoid premature convergence.

3 Genetic Algorithm Description

In this work the canonical genetic algorithm is used, see [12]. First, the number of chro-
mosomes is specified. This number remains constant for all future generations. Each
gene corresponds to a specific NN-NARX structure with unspecified weights values.
These weights are determined during the neural network training phase. Next, a con-
troller based on the parameters of neural network is automatically designed, see [5] and
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[6]. Onward all genes are estimated with the aid of properly selected evaluation func-
tion. In our case the performance is checked using MSE based criterion. On the next
step fit function is calculated.

Hereinafter, speaking about evaluation and fitness function, we mean distinguish
functions. Evaluation function, providing a measure of performance, is independent
of evaluation of any other chromosomes. However, fitness is defined by: fi/f̄ , where fi
is the evaluation associated with genei and f̄ is average evaluation of all chromosomes
in the population. In other words, the fitness is always defined with respect to other
members of the current population.

Intermediate generation filled by the chromosomes of the current generation using
stochastic sampling with replacement. Crossover with a single recombination point is
applied to randomly paired strings. After recombination, a mutation operator is used
and according to the elitism operator the best chromosomes of the current generation is
copied to the next generation. Elitism is the last step of our search. After evaluation, each
gene is ordered according to its fitness value. Thus, the new population is established
and a new generation begins. The algorithm terminates whenever a controller designed
on neural network parameters with structure obtained with the aid of gene has an error
less than an a priori defined threshold or a pre-specified number of generations has been
reached. Thus, the whole algorithm can be represented by schema depicted in Fig. 3.

3.1 Practical Implementation

Proposed algorithm has been formalized using the programming language of MATLAB
environment. Further, a separate application package was written with the number of
functions. Efficiency of the algorithm was tested on a number of academic examples,
the results of which lead to the conclusion about the viability of this technique. This
makes sense to its further improvement and development.

Since we consider the identification process as a part of the control task it is logical
to use the subclass of NARX models called ANARX. Neural network based additive
NARX structures allow directly use technique based on dynamic feedback linearization
[14]. Another not the least of the factors is that observable state-space equations can be
obtained without any additional computations [5].

Thus, technique for obtaining a custom structure of NN-NARX models can be ap-
plied to its subclass NN-ANARX models. In that case the classical equation (see [15])

y(k) =
max(np)∑

i=1

Ciφi(Wi · z(k − i)), (4)

where φi(·) is an activation function of neurons of the corresponding sub-layer, Wi ∈
IRli×(m+m) and Ci ∈ IRm×li are matrices of synaptic weights of inputs and outputs
of i-th sub-layer, z(k) = [y1(k), . . . , ym(k), u1(k), . . . , um(k)]T , l is a number of sub-
layers of the neural network and m is a number of the system outputs; converts to the
next form



Genetic Algorithm Based Structure Identification for Feedback Control 221

”Black-box”
process

Model
Estimation

Initial
population

NN-Training

Controller
design

Control
performance

testing

Required
generation/

required
error

New pop-
ulation

formation

Output
solution

yes

no

Fig. 3. Reduced model finding algorithm

yi′ =
max(np)∑

i=1

qi∑

j=1

∑

s∈Rij

cijs·

· φijs
(
wijs ·

[{
δi−1ydyij

}

dyij∈Dyij

,
{
δi−1uduij

}

duij∈Duij

]T)
, (5)

if s = i′ and s ∈ Rij , then corresponding terms are taken, otherwise they are excluded.
Where

max(np) - maximal order among all subsystems;
qi - maximal number of the decomposed sub-layers on the i-th layer;
s - number of the output of the NN, with which current sub-layer is connected;
Rij - set of all connections between i-th hidden layer and output of the j-th subsystem;
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dyij - index of the output y on the j-th decomposed sub-layer on the i-th layer;
Dyi - set of indexes dyij ;
duij - index of the input u on the j-th decomposed sub-layer on the i-th layer;
Duij - set of indexes duij ;
δ - time shift.

In other words we obtain a neural network, where each output depends on the specific
number of time instances. Using such representation we can easily eliminate all redun-
dant connections.

4 Numerical Example

The model to be estimated is given as a discrete-time black-box MIMO model. Estima-
tion process can be done using MATLAB System Identification Toolbox with NARX
type black-box models. The input vector u(k) is composed of 2 variables and the output
vector y(k) contains 2 variables with 600 data samples. First, for model identification
and in order to obtain a state-space representation, it is necessary to estimate the re-
gressors of the given MIMO system. Thus, each output of the model can be taken as a
function of regressors which are transformations of past inputs and past outputs. Typ-
ical regressors are simply delayed input or output variables, which are functions of
measured input-output data.

First of all, to define regressors, orders of the model has to be set. After the choice
of model order, we should choose the nonlinearity estimator to be used. To obtain state-
space representation of the model a Neural Network based Simplified Additive NARX
(NN-SANARX) (see [5] and [6]) structure could be employed for model identification.
As neural network activation functions were chosen as sigmoid, so it was decided to
use sigmoid net nonlinear estimators.

Estimation showed that the maximum order of the subsystems is 3, therefore the
neural network should be trained with three sub-layers on the hidden layer. On the
other hand, the given system has two outputs; it means that each sub-layer should be
divided into two groups of neurons.

According to the proposed algorithm, see Fig. 3 the next step is a creation of an
initial population. First of all, the length of the chromosome should be defined using (2)

length = 3 · (2 + 2) · 2 = 24.

As for the calculation of the control signals ui(k) (see [5]) we need to know

1. the influence of the control signal on the previous time step to both outputs, so
restriction should be imposed on the values of 5-8 bits of the genes: genei(5 :
8) = 1;

2. second state of the model, it means that we need to have it explicitly or be able
to calculate it using subsequent states. That leads us to the point, that obtained
chromosome should be tested for the presence of that interconnections.

On the basis of the obtained genes neural network of specific structure was generated.
Levenberg-Marquardt (LM) algorithm was used to perform the training. At this stage
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the number of training epochs was taken small. In the future, if structure will be ap-
propriate, we can train our network additionally to obtain a more precise control. The
linear activation function was chosen on the first sub-layer with 2 neurons, with respect
to NN-SANARX structure, and the hyperbolic tangent sigmoid activation function on
the other hidden sub-layers with 4 nodes for each group of neurons.

On the next step neural network parameters were used to design a controller, based
on the state-space feedback algorithm, see [5]. Closed loop control system was sim-
ulated with piece-constant and sinusoidal reference signals and quality criterion was
calculated.

Genetic algorithm described in Section 3 with different initial population size, cross-
over rate and mutation probability was applied to find the optimal structure of the neural
network. Distinctive feature of the applying GA to the neural networks is that the same
gene could correspond to different NNs. Namely, neural networks have the same struc-
ture, but due to the different initial parameters their final weights are different. On this
basis two approaches were used: in the first case several NNs were trained for one chro-
mosome and the best of them was chosen for the representation of the gene. This was
substantiated by the fact on the chance of good structure, but inappropriate initial values
obtained chromosome was not lost. In the second case only one NN for the gene was
trained. Further experiments showed that total time needed for optimal NN search was
almost the same. The only difference was that in the second approach first took place
structural identification and only then for the best structure the most optimal neural net-
work was chosen. In the first case structural and parametrical identification took place
for the same time what naturally increased time of formation of a new generation.

If obtained structure and designed with its aid controller gave unstable behavior of
the system, then MSE equate to 50 which automatically made fit function equal to
0. Another significant remark should be done. Several experiments were conducted
there in initial population were added a few genes which described a fully connected
neural network. All results have shown that for this kind black-box model the classical
structure that was used earlier is not an optimal one.

Most of the experiments came to the same structure, described by the next gene

gene = [1 1 1 1 1 1 1 1 0 1 0 1 1 1 1 1 0 0 1 0 0 0 1 1].

On this basis, the custom architecture of the NN-SANARX structure could be as de-
picted in Fig. 4.

Some experiments with population more than 150 individuals had two groups of
genes one of them is mentioned above and another was

gene = [1 1 1 1 1 1 1 1 0 0 1 0 1 1 1 1 0 1 1 1 0 1 1 1].

Closed loop control system was simulated with piece-constant and sinusoidal reference
signals. The results of this simulation are depicted in Fig. 5. It can be seen that controls
u1(k) and u2(k) are capable of simultaneous tracking of the desired reference signals
v1(k) and v2(k), respectively.
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5 Conclusions

The main contribution of this paper is in proposed novel representation of the NARX
structure, which leads to the possibility of using such a structure for the formation
of any genes. Consequently, this allows to solve the problem of finding the optimal
structure of the neural network from the control point of view. Namely, for the NN
based state-space representation of a wide class of nonlinear MIMO systems as well as
its application to the state control based on feedback linearization. Parameters identified
by training of NN-SANARX can directly be rewritten to the state-space representation
for further use in control algorithm. The possibility of obtaining optimal structure which
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is not necessarily fully connected enables to reduce the number of the parameters used
in NN. This is a significant factor especially in adaptive control, when improvement
of the neural network parameter occurs in online mode. Summarizing the above said
a set of test models generated by genes are in the range from the minimal state-space
order to the maximal possible order (max ord) of system. That order could be found
by maximal order of one of the subsystem multiplied by the number of subsystems

max ord = max ord subsys · subsys num. (6)

Usually, since we use a black-box model, we do not know the minimal order of the
system and data received from the regression analysis is not necessarily the right one.
Having in mind that direct value of the minimal order (min ord) of the system is absent,
so for our practical needs, we choose the best model from the GA point of view being
in the interval

min ord ≤ NN order ≤ max ord. (7)

In other words, from these models we select the best from the perspective of control.
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Abstract. One task in the field of modular robotics is to develop robotic
organisms as fault-tolerant as possible. Even in case of damage of the
robotic organism, the robotic units have to be able to autonomously
repair the organism. We have adapted a technique called Virtual Em-
bryogenesis (VE) to the problem of self organised assembly of a robotic
organism, and tested the ability of the VE to regenerate damage of the
organism. It showes, that due to randomly appearing events during the
evolutionary process, that shapes the VE-process, the developed robotic
organism has regenerative abilities.

1 Introduction

The field of modular robotics has been intensely researched in the last years
[12,22,16]. In this field methods to organise autonomous robotic units to coop-
eratively solve a given task are investigated. These tasks can reach from swarms
of robots that aggregate to overcome a gap, to pre-assembled robotic organisms,
that has to exchange a damaged subunit autonomously.

These robotic units (figure 1(a)) can operate autonomously in the environ-
ment (swarm mode) or mechanically connect to each other and build a robotic
organism (figure 1(b)), that is able to solve tasks that cannot be solved by a sin-
gle autonomous robotic unit. Examples for this are the avoidance of hazardous
areas (e.g., crossing holes), passing barriers (e.g., climbing walls), building sen-
sor networks, or sharing energy for a power intensive task of a single unit inside
the robotic organism. These artificial systems have to be able to autonomously
adapt to a given problem in an unknown environment (e.g., rescue missions in
a collapsed building, during space exploration missions).

One of the major questions in this field is how to react to damages during or-
ganism mode. Investigations regarding this topic were already done by ([18,17]).
Many of these approaches include global communication, a global positioning
system, and a high ability of the robots to communicate. If these abilities are
limited by hardware constraints, or disadvantageous environmental conditions
(e.g., noise jamming the communication channels), these approaches might fail.
Our approach to organise the multi-robotic organism formation is based on ob-
servations made during the growth processes of biological lifeforms [28]. The

A. Bouchachia (Ed.): ICAIS 2011, LNAI 6943, pp. 227–237, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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(a) SYMBRION robotic modules (b) Simulation of robotic organism

Fig. 1. Hardware and concepts in the field of modular robotics. Left subfigure: Two au-
tonomous robotic modules developed by the Institute for Process Control and Robotics
of the university Karlsruhe during the SYMBRION project [22]. Each module is
equipped with a 2D-omnidirectional drive, and 4 genderless docking-ports. This al-
lows to assemble the robots to a huge variety of robotic organisms. Each module also
can be equipped with a high-torque hinge (round structure on the right robot), that
enables a robotic organism to move in 3D. Right subfigure: Simulation of assembled
moving robotic organism (6-legged walker), consisting of several robotic modules.

scientific field investigating the processes of embryogenetic development and evo-
lutionary adaptation of lifeforms is called Evolutionary Developmental Biology
(EvoDevo). For details see [2,26,13].

Based on the findings by the field of EvoDevo, we developed the Virtual
Embryogenesis (VE) [24], which allows us to evolve processes, that manage
to assemble units of mobile agents using artificial evolutionary processes (see
also [4]).

The questions we want to investigate in this paper, are:

– Are robotic structures developed by the VE-process able to compensate dam-
age during the growth process?

– Are such regenerative abilities evolvable through VE?

2 Materials and Methods

2.1 Methodological Background

The modelling of embryogenetic growth processes is not new, first models about
the processes organising an embryo were already made by Turing [25]. The
first empiric measurements to this topic were done by Wolpert [28], what trig-
gered the development of a big number of models about the developmental
processes[3,6,10]. In the following decades the processes organizing the growth
of embryos were intensely investigated [11,29]. In the last years, along with the
development of adequate computational power more and more complex models
of EvoDevo processes emerged [15,14].

The second topic this paper focuses on is modular robotics. In the last years
research in this field has intensified. The research aim for both, evolvable robotic
structures [22,16] and the organization of predefined body shapes [21,18]. Also
highly relevant for this field is the control of assembled modular robots [20,7].
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Fig. 2. Screenshot of the Netlogo 4.1.2 simulation of the VE-process, adapted for the
purpose of modular robotics. Blue boxes indicate docked robotic modules that form the
robotic organism. Brown boxes indicate autonomous mobile robotic modules which are
performing random walk. Green areas indicate docking signals which attract mobile
autonomous robotic modules. As soon as a mobile module reaches the module emitting
the docking-signal, it docks there and becomes part of the robotic organism.

2.2 The VE-Process

The VE process [24,23] is a model of processes observable in biological embryos.
In nature the function of a cell in an embryo is determined by its position within
the growing body. The localisation of a cell is based on selforganised processes,
which include the interaction of diffusing substances, called morphogenes (for
more details see [2,13,9]). These substances are emitted and detected by the cells
of the embryo. The reaction of a cell (e.g., growth, specialisation, duplication)
to a given concentration is determined by the genome of the cell.

All experiments shown in this paper are based on simulation experiments
performed using the simulation environment Netlogo 4.1.2 [27]. The models pre-
sented in [24] were adapted to the problem of organising assembly processes in
modular robotics. The cells of an embryo are represented by virtual individual
robotic modules (see figure 2). For technical details (e.g, genetic encoding, simu-
lated physics) see citeTheniusEtAlMathMod09. Following changes were applied
to the former model:

– Besides robotic units (corresponding to the cells of the growing embryo), that
are part of the robotic organism, a second class of agents was introduced:
mobile robotic units, driving around in the environment, performing random
walk.

– Cells (i.e, robots) are no more able to duplicate. Instead of a duplication, all
cells in the robotic organism are able to send out a “docking-signal” on one
of the free docking ports. Mobile robotic units are able to detect a docking
signal over a distance of 5 spatial units, one of which is equivalent to one
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edge length of one robot. Autonomous robots approach this docking sig-
nal, and dock to the robotic organism. As soon as docked, the genome of
the robotic organism is transferred to the robotic unit. This way the au-
tonomous robotic unit becomes part of the robotic organism. The diffusion
of morphogenes is handled as described in [24].

– To simulate the damaging of the robotic organism a given part of the robotic
organism disassembles into mobile robotic units.

– A simple artificial evolution was applied, to shape the genome of the virtual
embryo to develop a given bodyshape. For details, see section 2.3

– The first robotic unit, that ”founds” the robotic organism (”root cell”),
emits a base-gradient, on which other morphogen gradients can build on.
This feature is not evolved, but hand-coded into the robot, and can be seen
as a technical analogon to the ”bicoid”-gradient in biological lifeforms [5].

2.3 Experimental Setup

To investigate the regenerative abilities of an evolved robotic organism, we have
used a genome that had evolved using a given pattern for 300 generations, each
including 200 individual genomes. During evolution, each individual genome has
been tested regarding its ability to develop a defined body shape within 100
time steps. The fitness f of an individual genome β has been calculated accord-
ing to

fβ =
|Ω ∪ Ψ | − |Ω ∩ Ψ |

|Ψ | (1)

whereby Ω is the set of all cells of the final embryo and Ψ is a predefined
spatial pattern (see figure 3). Using this method, a robotic organism (respec-
tively its genome) is rewarded for each robotic unit inside the target pattern,
and punished for each robotic unit outside the target pattern. Please note,
that other fitness functions (e.g., testing for features of the embryo) where
also successfully tested (data not shown). To test the regenerative abilities of
the VE a simple fitness-function in combination with a simple pattern was
chosen.

In a second step, we used the evolved genomes to test the tolerance of the
resulting robotic organism against damage and the regenerative ability by al-
lowing the organism to grow for 100 time steps. After this we removed a part
of the organism and observed the reaction for 200 time steps. The number of
robots, which were removed from the robotic organism was added as mobile
robotic units to the experiment. Please note that the tested genome had evolved
to build a defined shape of the robotic organism, but not to regenerate damage
take during the growth process, or after the end of the growth process. This
experiment has been done to investigate how the VE-process reacts to damage
during growth.
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Fig. 3. Target pattern that defines fitness of a growing robotic organism during an
evolutionary process. Yellow areas increase fitness of an embryo by 0.1 point per robotic
unit in this field, red areas by 1 point, and black areas decrease it by 1 point.

(a) t = 10 (b) t = 50 (c) t = 100

(d) t = 10 after cut (e) t = 50 after cut (f) t = 100 after cut

Fig. 4. Screenshots of first experiments: The robotic organism was allowed to grow
for 100 timesteps. Then the 2 upper rows of the organism were cut away. Robotic units
removed from the organism were added as autonomous robotic units to the experiment.
Within the next 100 timesteps, the robotic organism started to regenerate. Please note,
that a exemplary run is depicted and that the results can slightly vary in repeated
runs, as mentioned below. Blue boxes indicate docked robotic modules (organism),
brown boxes indicate autonomous mobile robotic modules, green areas indicate docking
signals. For more details, please see section 2.2.
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3 Results

3.1 Damaging the Embryo

The experiments described in section 2.3 have shown that embryos which never
evolved for regeneration, have the regenerative abilities. This was surprising,
due to the fact, that during evolution no damage was applied to the growing
organisms. As depicted in figure 4, the top 2 rows of the robotic organism were
removed after 100 timesteps. The organism started to regrow from the central
axis, and finished regeneration after almost 100 timesteps.

Further experiments have shown, that the degree of the regenerative ability
was not faultless and could lead to small differences in the resulting reconstructed
shape (figure 5). Depending on the degree of damage, the regenerated shape
could slightly differ from the shape of the organism before the damage. Figure
5(d) depicts the regeneration process of an organism, that was cut in the half.
After the damage was applied, growth processes rebuilding the lost parts of the
organism could lead to a deformation of the resulting shape.

(a) t = 10 (b) t = 50 (c) t = 100

(d) t = 10 after cut (e) t = 50 after cut (f) t = 200 after cut

Fig. 5. Screenshots of second experiment: After the robotic organism was allowed to
grow for 100 timesteps, the 5 upper rows of the organism were cut away. Within the
next 200 timesteps, the robotic organism started to regenerate. Due to unbalanced
growth processes during the regenerative phase, the regenerated organism differs from
the undamaged organism. Blue boxes indicate docked robotic modules (organism),
brown boxes indicate autonomous mobile robotic modules, green areas indicate docking
signals. For more details, pleas see section 2.2.
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3.2 Analysing the Regenerative Abilities

We started to analyse the regenerative abilities in more detail. To investigate
the dependencies between damage and regeneration, we performed a set of ex-
periments with different degrees of damage applied to the organism. In these
experiments we allowed the robotic organism to grow for 100 time steps and
then removed a fraction of robotic modules, beginning from the top. We in-
creased the fraction in each experiment and repeated each experiment several
times. After damaging the organism, we observed it for 200 time steps, and
measured its fitness according to equation 1. It showed, that the organism was
able to regenerate until about half of the organism was removed (figure 6). The
reason for this massive loss of regenerative ability was found in the fact, that in
the given experimental set-up the removal of more than 50 percent of the robotic
organism removed the ”root” robot from the organism. After this ”root”-robot
was removed, the evolved selforganised process inside the robotic organism broke
down, and heavy deformations occurred during the following growth process.
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Fig. 6. Result of analysis. Please note the distribution of results in case no part of
the robotic organism is removed. It is based on the random behaviour of the mobile
robotic units, and results in the ability of the the evolved embryo to compensate dam-
ages. Please note, that the depicted figure is the result of several experiments with
one individual genome. Several tests with other genomes where performed and led to
comparable results (data not shown). N = 10; bold line indicates the median; fine lines
indicate quartile 1 and quartile 3.

3.3 Finding the Reason for the Integral Regenerative Abilities

Another question to answer, which was brought up the results mentioned above,
was: How can the regenerative abilities develop during evolution, without any
modification of the fitness function or damaging process happening while the
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genomes evolve? Repeated tests of the same genome showed that the results
varied, due to irregularities in the building (see figure 4(c) ) process based on
the random arrival of an autonomous robotic unit at the docking position (see
figure 6). To compensate these irregularities, the VE-System evolved the ability
to repair itself within given constraints. This ability evolved independently form
the kind of damage, be it damage based on noise in the environment or manually
added damage. To test this hypothesis, we repeated the evolutionary runs, but
instead of autonomous moving agents, that had to find a docking-signal, we
automatically placed a robot wherever a docking signal was emitted. This way,
the probability for a robot to arrive at an open docking port was 100 percent in
the time step the port opened. For an exemplary result see figure 7(a). We again
tested the ability of the robotic organism to regenerate damage. It showed that
the regenerative ability had not evolved in this experiment (see figure 7).

(a) Evolved body (b) 2 rows removed (c) 5 rows removed

Fig. 7. Screenshots of results of an experiment without mobile autonomous robots.
Subfigure a): Evolved organism-shape after 300 Generations. Subfigure b,c): after 100
timesteps of regular growth, 2 respectively 5 top rows of robotic modules were removed
and the organism was allowed to proceed growing for another 200 timesteps. No re-
generative activity was observable. Please note, that the depicted figure is the result
of experiments with one individual genome. Several tests with other genomes where
performed and led to comparable results (data not shown).

4 Discussion and Outlook

With the work at hand we show that the VE process is able to evolve modular
robotic structures, that are able to repair themselves within described limits (sec-
tion 3.1). Even more interesting is the fact, that these abilities can evolve in an
artificial evolutionary process, without any implementation of destructive events
in the evolutionary process. The reason for the evolution of regenerative abili-
ties can be found in the randomised arrival times of autonomous robotic units
at open docking ports during the growth process (section 3.2). Genomes, that
had a high tolerance against randomly occurring lacks of mobile robotic units
during the growth-process have performed better in building robotic organisms,
than genomes that were dependant on a constant flow of building material (=
autonomous robotic units). This hypothesis is also supported by the fact, that
the ability to regenerate does not evolve, as soon as we use a setup with a
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constant presence of autonomous robotic units an an docking port if available
(section 3.3).

In a real-world robotic scenario, robots that lose contact to the robotic organ-
ism, can switch back to a default-program (comparable to our random walker
program presented here) and this way become the building material for the re-
generation process of the robotic organism. Individual robotic units can detect
the loss of contact e.g., by a drop of the primary gradient, emitted by the ”root”
robot.

Advantages of the presented system compared to autoregenerative robotic sys-
tems [18,17] are the ability to work without global positioning systems or global
communication. The VE is based on simple neighbour-to-neighbour communi-
cation. Even in the organism-mode, the communication between robotic units is
limited to the communication of a set of morphogen values (e.g., 16 for the work
at hand). Due to the low computational power needed to calculate the described
process it is possible to evolve the genome for a needed body structure even
on-board the individual robot. As shown in this paper, the resulting body-plans
and building processes are highly robust and fault-tolerant, with a minimum of
communication requirements.

In the future we plan to investigate how to increase the ability of a robotic
organism to regenerate. Also, we plan to use more sophisticated models of the
robotic hardware to simulate the process of organism assembly more precisely.
We further plan to test the VE-process on real robotic hardware (see figure 1(a)).
Compared to other on-board evolving systems (e.g., [1]) the VE has limited
computational requirements, which will enable us to run the process also on
”smaller” swarm-robotic modules. One question we also want to focus on is:
How do the results of our simulation experiments compare to results fund in
wound-healing processes in nature?

The VE process has shown to be highly usable for the development of assembly
instructions, that are stable against disturbances from the environment, or me-
chanical malfunctions of subunits. We plan to combine the VE-process with other
related bio-inspired controllers (e.g., AHHS [19]) to enable the evolved robotic or-
ganisms to perform complex tasks, whereby the mapping of controller structures
to morphological structures [8] by the genome will be of major interest.
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Abstract. We introduce a novel method to apply a pluripotent process
of virtual embryogenesis (VE) on modular robotics. The VE software
is able to perform simulations on recent computer hardware and can
be used to control robotic hardware. Each robot controlled by our VE-
software mimics a cell within a virtual embryogenesis process and is
able to signal other robots to dock, thus initiating or advancing the
build process of a multi-robot organism. In addition to that, our system
can also be used to perform primitive locomotion e.g. wall avoidance
behaviour in single robots.

1 Introduction

Building homogeneous or heterogeneous artificial organisms using autonomous
robots has been intensely investigated within recent years [2,1,6,16]. Both docked
within an organism and as a swarm, the robot collective is more than the pure
sum of its parts. The possibility to dock robots together to a multifunctional
organism unlocks a new series of options to solve technical problems [15]. Such
problems could be autonomous locating and retrieval of buried humans after
an earthquake which involves the independent identification of obstacles and
their overcoming. With this task in mind, one can see the advantages of both
configuration modes - swarm and organism. Running a search is easier using the
mechanics of a swarm, thus increasing the searchable space by the number of
individuals searching. On the other hand the overcoming of obstacles or even
the retrieval of a body may be much easier using a solid organism. The design
of such an organism should be closely reflecting the situation this organism is
applied to. Several strategies have been investigated to deal with this emerging
difficulties [6,19,20].

Our approach to this problem is a process of virtual embryogenesis (VE) which
results in the shape of a multi-robot organism using evolutionary computation.
Evolution has been solving these very problems for a long time and provides us
with a wealth of inspiring examples for the design and shaping of organisms.

Modelling embryogenesis processes has a long tradition in both Biology and
Computer Science. One of the first models was proposed by Alan Turing [29], one
of the grounding fathers of modern Computer Science. The modelling method
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used in our work [28] is based on Evolutionary Developmental Biology (EvoDevo)
[3,31,17,4] and is constructed to mimic the most basic processes found in real-
life embryogenesis. The model is implemented as a two-dimensional multi agent
simulation in which each cell represents an agent that acts upon its respective
individual status and reacts on the input from surrounding agents respectively
cells. Based on these inputs each cell chooses in each time step one or several ac-
tions from a catalogue of activities. These activities are encoded within a genome
provided for each individual embryo consisting of several cells. Our VE is na-
tively designed to allow individual cells to connect to each other thus forming
an Artificial Neuronal Network (ANN) [28,25]. In the work at hand we focused
only on the morphological aspects of the system and the creation of ANNs is
disregarded. Cell emitted substances, so called morphogens, form the embryo by
triggering genome based behaviours in cells and thus allow specialization of cells
which may lead to the development of different tissues within the developing
embryo. These actions include: proliferation (duplication), change of sensitivity
to a certain morphogen and the emittance of morphogens. Morphogens spread
throughout our virtual embryo via a simplified diffusion process [5,9,35,33]. The
resulting morphogen gradients act inter alia as positional cues for the cells. A
primary morphogen gradient [23,7], emitted by the first cell, which lies in the
center of the virtual grid, is provided in each simulation to support this. Prolif-
eration may occur in three different ways: lateral, vertical and omnidirectional.
Each cell may duplicate once per time step at most. The direction chosen from
the three possibilities is the direction holding the minimal number of cells. This
effect is introduced to emphasize the weight of the surrounding cells to the du-
plicating cell. However, duplication may also be prevented in a certain direction,
if the border of the simulation environment is reached. For the experiments done
this environment is usually set to a grid of 40 times 40 spatial units, each able
to host one cell.

2 Materials and Methods

2.1 Implementation

The first implementation of our VE has been done in NetLogo [32] to provide a
solid base for rapid prototyping and immediate visualization of results. An ex-
tensive overview of the possibilities using this implementation of our VE process
is given in [26,28]. To open way for fast computation and to consider certain
hardware requirements of the robots a C++ implementation has been devel-
oped including all core features of the original NetLogo version. Following an
object oriented approach [21] the program consists of several classes working
secluded from each other on their respective tasks. To represent cells within
the virtual two-dimensional world, class ’CellController’ has been created. This
class is designed to represent a cell within the VE simulation but also to be able
to correspond to a robot within a multi-robot organism. To distinguish between
these two different situations, the class includes a boolean variable that indicates
whether it is executed in robot-mode. We do not use the inheritance concept of
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C++ [24] as one of our aims is to show that the exact same system, meaning
the exact same class that runs on recent computer hardware, is also able to be
executed on robotic hardware. We show three consecutive steps, already using
robotic hardware:

1. A decoupled ’CellController’ class is executed on the robot and provided
with three different genomes which are supposed to trigger different docking
signals to other robots.

2. A modified decoupled ’CellController’ class is executed on the robot and is
receiving proximity sensor values from the robot as morphogen levels. This
may result in the production of special ’proteins’ that are able to address
the movement actuators. Provided with the correct genome this setup is
supposed to show a primitive (genome-based) collision avoidance behaviour
by the robot.

3. The whole VE is cross-compiled and executed on the robot.

All genomes used in these experiments are hand coded to show proof of concept.

2.2 Evolution Controller

To find a genome resulting in an embryo that matches an assumed ideal shape,
evolutionary computation is applied. Two additional classes are added to the
program - class ’Generation’ and class ’Evolution’. ’Generation’ is in charge of
the calculation and administration of all individuals belonging to one generation.
As output several created genomes are handed over to ’Evolution’ that collects
all genomes and also picks a start-genome for the upcoming generation. The very
first start-genome may be read in or created randomly.

A template schema, currently consisting of 460 cells, is used for internal rep-
resentation of the maximum fitness within the evolution process. Fitness points
are assigned to each individual according to the number of cells lying within or
outside the borders of this template schema. For ingoal cells which lie within the
template pattern one point is awarded whereas for outliers outgoal two points
are subtracted. The fitness for each embryo is then calculated using

fitness = (ingoal − 2 ∗ outgoal)/maxFitness (1)

whereby maxFitness holds the maximal achievable fitness value. The result-
ing individual fitness is a value between 0 and 1 with 1 representing a perfect
mapping of the template pattern by the embryo. A value of 0 is awarded if the
fitness would be negative or more than 90% of the grid is beset with cells which
corresponds to uncontrolled growth (cancer). One example for an evolutionary
run using our VE software is depicted in figure 1.

2.3 Optimizations

To increase the performance of the calculation of a single individual, several
optimizations are applied on different stages of the program. At first every index
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Fig. 1. Example of an evolutionary run using the VE evolution engine. Crosses indicate
individual fitness points. As time (and generations) pass, more and more individuals
manage to achieve higher fitness values and therefore create a closer mapping of the
resulting individual to the template pattern given to the system.

of a lattice point in the two-dimensional grid is reduced to a single index using
the following method described by D. E. Knuth [14]:

z = x + gridsize ∗ y (2)

respectively:
x = z modulo gridsize (3)

and
y = int((z − x)/gridsize) (4)

with z corresponding to the one dimensional index and x, y to the respective
axes of the two-dimensional index.

To reduce the overhead of the object oriented implementation of the program
the -O3 compiler option is used. Among many other optimizations this option
compiles all methods that are not bigger than a certain threshold (amount of
lines) as ’inline’ functions, which improves performance drastically. Apart from
that, loop vectorization is applied to take advantage of vector registers in modern
Intel CPUs. A direct comparison between the GNU compiler [8] and the Intel
compiler [10] did not result in a difference in runtime of the program.

2.4 Robotic Hardware

We use robotic hardware from the Symbrion [2] and Replicator [1] EU projects, in
particular the robots designed by the Karlsruhe Institute for Technology. These
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are cubical robots with docking elements, proximity, light and docking sensors
on four sides and are described extensively in [12] and [13]. Due to their cubical
form and their ability to dock to other robots in each direction in 2D, they per-
fectly correspond to our 2D VE where each cell may have a maximum of four
neighbours. On the bottom of the machines are two actuators to provide mo-
bility [13]. The main controller for the robot is a Blackfin (ADSP-BF537E from
ANALOG DEVICES) board that includes a fixed point digital signal processor
and runs an uCLinux [30] operating system. All relevant sensor and actuator in-
formation is handled by a high level API (Application Programming Interface)
that can be accessed via a C++ interface. Due to the fact that the robots are still
in development we could only make use of three prototypes. Those prototypes
have been running a preliminary version of the final operating system which was
not yet able to physically dock robots.

3 Results

For our applications, VE on multi-robot organisms and evolutionary computa-
tion using the C++ version of VE, first results could be obtained.

3.1 Virtual Embryogenesis

The C++ implementation of VE is able to produce forms similar to a given
template schema using evolutionary computation. Results can be compared with

Fig. 2. Plot of a resulting embryo showing the gradient of morphogen 0 in green (left
figure). This shape was produced by assigning fitness points according to the similarity
to the template schema depicted in the figure on the right side. For each ingoal cell one
point is awarded whereas two points are subtracted for each cell that overshoots the
template pattern (outgoal). Resulting negative fitness values for the embryo are set to
be zero.
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those obtained by using the NetLogo implementation as the two versions use
the same set of most basic rule sets (see section 1, [28]). Differences within the
results of the two implementations build up as the NetLogo version has a more
complex way to manage the individual reproduction process and choice of start
genome for each generation. One of the resulting forms and its corresponding
ideal template schema shown are depicted in figure 2.

Fig. 3. First results using the ’CellController’ class to indicate docking signals using
LEDs. Each side of the robot has three color-adjustable LEDs, which are lit according
to the provided genome. Green LEDs indicate a docking signal, red LEDs none. A
robot which signals to dock with one side, but refuses docking on the other is depicted
above.

3.2 Results Using Robotic Hardware

Using the most recent prototype of the robot designed by the Karlsruhe team [12]
[13], we show that both - VE core application and the decoupled ’CellController’
class - are able to be compiled using the GNU cross-compiler [8] adapted for the
Blackfin platform and can be executed on the robot.

The decoupled ’CellController’ class has been tested on the robot and has
taken full command of the machine. This implementation is based on a high
level interface provided by the middleware. Green LEDs acting as docking signals
are switched on and off according to the provided genome (figure 3) using the
calculations that have been made by the main routine of ’CellController’. Simple
tests have been performed using three different genomes - one that results in
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Fig. 4. First results using the ’CellController’ class to steer a robot and obtain collision
avoidance behaviour. The following is depicted: The robot is moving forward as there
is no obstacle within its sensor range (1). Then a wall is coming in range (2), so the
proximity sensor value, that is induced as a morphogen is building up to a certain
threshold encoded in the genome and the robot reacts by stopping its movement. This
is also indicated by switching the color of the front LEDs to red (3). The high level
of the morphogen also triggers a second gene on the genome which is responsible for
a turn movement (4). During the turn, the morphogen level decreases again, because
the robot is turning away from the wall. With a lower level of morphogen, the gene
responsible for the turn is not triggered anymore, but the gene for foward movement is
triggered once again (5). With its morphogen level stabilized, the robot continues with
forward motion throughout the arena.

lateral proliferation respectively docking signals to other robots, the other two
resulting in vertical and omnidirectional docking signals. All three tests have
lead to the correct distribution of red and green LEDs on all sides of the robot
(picture 3).

Using a slightly modified version of class ’CellController’ it is possible to steer
the robot and observe basic collision avoidance. In this case the sensor values
for obstacle-proximity are induced into the ’CellController’ as morphogens and
behaviour according to the level of this morphogen is encoded inside the genome.
Providing a hand-coded genome has then resulted in a collision avoidance be-
haviour of the robot which is depicted in figure 4.

4 Outlook

The first step on the way to build multi-robot organisms using VE has been
achieved by showing that our software runs on current robotic hardware and
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is able to switch on docking signals. This feature will be used to initiate the
building of a robotic organism. First simulation studies regarding this process
are presented in [27]. We show that, depending on the genome provided, different
forms of multi-robot organisms can develop as projected in our simulations.
Hereafter we plan to use VE for automated docking of robots according to the
docking signals - first manually, then autonomously.

We have also shown that our decoupled ’CellController’ class is able to steer a
robot and demonstrates basic collision avoidance behaviour corresponding to a
provided genome. As a next step we will adapt the VE process to autonomously
react to docking signals. One advantage of our VE is that it can run on a single
robot which opens the opportunity of each single robot being aware not only of
its neighbours, but of the complete organism shape. We plan to investigate the
application of on-board evolution on the robots. One final application will be to
solve a given problem as an organism.

5 Discussion

In the work at hand we show that our bio-inspired VE process performs well
in both design and construction of multi-robot organisms. Previous investiga-
tions in swarm robotics use global information to a large extend [19,20]. This
information consists of the exact position of each robot at each time. Also many
bio-inspired works on shape development processes depend on the existence of
a global positioning system, that often encodes positional information in the
genome [34,18,22,11]. In contrast to that, our self-organised approach does not
necessarily require a single robot to be aware of its position at each time. Posi-
tional cues in our organisms are available using morphogen gradients [23,7] that
are based on pure neighbour communication between robots. During construc-
tion of the organism every robot is equally suited to extend the organism by
docking to it. These features of VE provide a high fault tolerance for building
virtual and robotic organisms.
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Abstract. An adaptive algorithm for vibration signal modeling is pro-
posed in the paper. The aim of the signal processing is to detect the
impact signals (shocks) related to damages in rolling element bearings
(REB). Damage in the REB may result in cyclic impulsive disturbance
in the signal, however they are usually completely masked by the noise.
Moreover, impulses may have amplitudes that vary in time due to changes
transmission path, load and properties of the noise. Thus, the solution
should be an adaptive one. The proposed approach is based on the nor-
malized exact least-square time-variant lattice filter (adaptive Schur fil-
ter). It is characterized by an extremely fast start-up performance, an
excellent convergence behavior, and a fast parameter tracking capability
and make this approach interesting. The method is well-adapted for anal-
ysis of the non-stationary time-series, so it seems to be very promising for
diagnostics of machines working in time varying load/speed conditions.

Keywords: Adaptive stochastic modeling, linear prediction, adaptive
Schur filter, rolling element bearings, damage detection, vibration time
series.

1 Introduction

Identification of quasi-periodic (or cyclic) impulsive signal components in a raw
vibration signal generated by Rolling Element Bearings (REB) is one of the most
exploited issue in the subject focused on condition monitoring. It is important
for many types of machines where REB are commonly used i.e. rotating and
reciprocating machines including gearboxes, fans, engines, compressors, etc [1]-
[17]. Typical damages in the REB give cyclic disturbance in the signal [1],[5],
however, they are usually completely masked by the noise [6]-[13]. Moreover
impulses may have amplitudes that vary in time due to changes of transmission
path, time varying load and time varying properties of noise [14],[15].

Thus, there is a need to use an adaptive method, i.e. an adaptive system
that can be tuned according to changing environment [16]-[18] for a signal with
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varying time-frequency structure. By changing environment we understand here
several factors that affect vibration signal captured from the bearing’ housing.
Basic reason for non-stationarity of the signal is short, transient disturbance
associated with the damage. Additionally, properties of the signal depend on
variation of the rotational speed and external load related to the material stream
transported on the belt (amount of material being transported). Finally, the time
varying mixture consists also of time varying response from other parts of the
drive unit (gearbox) and other sources including Gaussian and non-Gaussian
noise.

In order to meet the expectation (i.e. to extract the information about dam-
age) a novel approach for stochastic modeling, namely the algorithm that is
based on the adaptive optimal orthogonal parameterization, i.e. the adaptive
Schur filter is proposed [19]. Based on the linear prediction theory which uses
the innovative filters, we propose an advanced structure of adaptive filter that
is known in signal processing community as the adaptive Schur filter. However,
it should be highlighted, that it was difficult to find any example of application
of the Schur filter for vibration signals.

The idea of the stochastic modeling of the signal will be presented first, and
than several features aimed to enhance the detection efficiency will be proposed.
The results of applying the adaptive Schur filter to synthetic and real time
series (vibrations) will be shown. The filter calculates an optimal orthogonal
signal representation using second-order statistics of the signal, resulting in a
set of time-varying Schur coefficients. Some simple procedures (derivatives of
reflection coefficients (RCs), sum of them etc.) of further processing designed to
improve the damage detection are proposed. It will be shown that the method is
well-adapted for analysis of the non-stationary time-series [20], and it seems to
be very promising for condition monitoring of machines working in time varying
load/speed conditions. It should be noted that damage detection in bearings is an
important topic in the literature. It is possible to find many examples of using
the existing techniques (wavelets, adaptive LMS filter, optimal Wiener filter,
etc), (see [23]). However, most of the known techniques referred to laboratory
test data and stationary load/speed conditions. Any information about applying
the Schur filter in bearings diagnostics were found.

2 Theoretical Background

The basic theory concerning the linear prediction, first for stationary case and
next for non-stationary case, which use adaptive approach will be briefly de-
scribed in this section. It is necessary to understand the idea of used signal
processing method.

2.1 Stochastic Modeling of Signal in Stationary Case

Modeling of the signal used here origins from classical linear prediction problem
[17],[21]. It is well known that for stationary autoregressive process with discrete
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time of rank P , the next value x(t) of signal at any time t may be estimated
using previous P samples

x̂(t) =
P∑

n=1

anx(t − n); t = P, ... (1)

where {an : n = 1, ..., P} are coefficients which depend on signal, forming a
prediction filter. Prediction described by (1) is named as forward prediction; by
analogy backward one also exists. Estimation error, called also the prediction
error, is defined as

eP (t) = x(t) − x̂(t) (2)

Values of coefficients of the filter are calculated using minimization of mean
square error, i.e.:

ε = min
a1,...,aP

E{e2
P (t)} (3)

where E is an expected value operator. This kind of filter is also called mean-
square filter. Quality of modeling the signal (i.e. value of prediction error) is a
function of: length P of filter, values of coefficients and signal itself.

The prediction filtering scheme is presented on Fig. 1. The input is a signal
history of rank P , and the output is the estimator of signal sample for given
time t.

Fig. 1. Scheme of prediction filtering of signal

By substitution {αn = −an : n = 1, ..., P} and α0 = 1 it is possible to obtain
the complementary filter called innovative or whitening filter. The idea of the
innovative filtering is presented on Fig. 2.

Fig. 2. Scheme of innovative filtering of signal

The output from the innovative filter is the prediction error called also the
innovative signal, which tends to be white noise if rank of the filter increases.
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Filters presented above are suitable for stationary signals. However they are
not able to react in case of rapid impulsive changes in the signal. Obviously, vi-
bration signals, especially when damage occurs in the machine, are non-stationary.
Hence, to process a non-stationary signal it is necessary to have an adaptive filter
that will change filter coefficients according to changes of the signal statistics.

2.2 Stochastic Modeling of Signal via Adaptive Schur Filter

An adaptive Schur filter calculates recursively the solution for the signal pre-
diction following from the orthogonal projection theorem (the least-square ap-
proach) [22] at every time step. Obviously, in the case considered here, due to
non-stationary nature of time-series, the solution is time-dependent. The ladder-
form realization of the Schur filter is presented in Fig. 3.

Fig. 3. The ladder-form realization of the adaptive Schur filter

The filter consists of P equal sections. Each section Θ(n, t) is entirely described
by the reflection coefficient ρ(n, t) and it is updated, in time and in order, by a
set of double-recursive, as follows:

ρ(n+1, t) = ρ(n+1, t−1)
√

1 − e2(n, t)
√

1 − r2(n, t − 1)+e(n, t)r(n, t+1) (4)

e(n + 1, t) =
e(n, t) − ρ(n + 1, t)r(n, t − 1)

√
1 − ρ2(n + 1, t)

√
1 − r2(n, t − 1)

(5)

r(n + 1, t) =
r(n, t − 1) − ρ(n + 1, t)e(n, t)

√
1 − ρ2(n + 1, t)

√
1 − e2(n, t − 1)

(6)

where e(n+1, t) and r(n+1, t) denote the forward prediction error and backward
prediction error on the (n + 1)th section at time t respectively.

The number of filter sections P is a function of the analyzed signal type. The
estimation quality depends on the decreasing rapidity of covariance function
C(k) where k denotes a time-lag. If the rapidity is high, estimation quality
decreases slowly with increase of P and as a result it is necessary to use higher
filter order. If the rapidity is low, estimation quality decreases quickly and lower
filter order is needed.
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In previous applications [6],[7],[10] of adaptive filters (LMS) based on linear
prediction two output signals were considered: denoised signal (predicted deter-
ministic contribution) or prediction error. In mechanical applications for REB
damage detection, the signal of interest is the prediction error. In case of adaptive
normalized Schur algorithm, the obtained results are the prediction errors and
reflection coefficients (RCs). When for given signal and for given time instant,
a local disturbance of signal statistics appears, updating procedure will modify
set of prediction errors and set of reflection coefficients. If signal doesn’t contain
impulsive disturbances, prediction errors and reflection coefficients become con-
stant (excluding changes connected with estimation errors of statistics). Authors
propose here several approaches for stochastic modeling of the signal to detect
fault. They will be discussed in next sections.

2.3 Filter Initiation

As it was said, the reflection coefficients, forward and backward prediction errors
in each section and time instant are calculated recursively. Simultaneously, to
ensure the stability of the filter and its good numerical properties, the analyzed
signal should be normalized, hence:

– The first sample xs(0) is normalized according to the formula

x(0) =
xs(0)√

c0
(7)

where
c0 = x2

s(0) + δ (8)

where δ is small positive constant to avoid division by 0
– Initiation of forward/backward prediction errors for t = 0

e(0, 0) = r(0, 0) = x(0) (9)

and
r(n,−1) = 0; n = 0, ..., P − 1 (10)

– Initiation of reflection coefficients

ρ(n,−1) = 0; n = 0, ..., P − 1 (11)

– The next signal samples, are normalized according to the formula

x(t) =
xs(t)√

ct
(12)

where
ct = λct−1 + x2

s(t) (13)

ct represents estimator of variance of signal assuming that its mean equals
zero. In turn, λ ∈ (0, 1) is a forgetting factor. The role of this factor is to
minimize the weight of previous values in comparison with the new signal
samples.
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After initiation only two a priori parameters are required: filter order P and
the forgetting factor λ. As it was mentioned, filter order depends on signals
properties. In practice P = 8 or P = 10 was established. The forgetting factor
may be adaptive in some cases however here the value of λ = 0.998 is assumed.

It should be clearly stressed that in fact, setting value of parameters for this
filter is not critical. Parameter λ should be set to assure that the adaptation time
(Ts = 1/(1− λ) - in samples) equals expected distance between impulses. Filter
order P should provide satisfactory model of the signal. However, if P is too
big, prediction errors and reflection coefficients of higher index will converge to
constant values. Future effort will be focused on automatic, blind selection of the
parameters that means fully adaptive (self-organizing) system with unsupervised
training phase.

3 Performance Analysis Using Simulations

To test the performance of the proposed approach a synthetic signal was used. It
simulates a noisy observation from real machine, i.e. it is a mixture of impulsive
signal and narrow-band deterministic signal (several sine waves), Fig. 4.
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Fig. 4. Synthetic signal used for testing of modeling efficiency: local impulsive shocks
(informative) - top and noisy observation -bottom

Fig. 5 and 6 shows results of signal analysis. They show variation of predic-
tion errors and reflection coefficients, respectively. It can be clearly seen, that
prediction error of the 8th section provides valuable result. A much better situa-
tion (significant changes for several sections) can be found on Fig. 6. Occurrence
of impulses in noisy observation affects the values of RCs at each section. It
may be concluded that results are very promising and in the next section the
performance of the filter will be tested for industrial data.
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Fig. 5. Prediction errors for sections: 1-4(left) and 5-8 (right)
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Fig. 6. Reflection coefficients for section: 1-4 (left) and 5-8 (right)

4 Application to Industrial Data

In this section the results of application of Schur filter to real data, i.e. vibration
time series acquired from the machine working in the mining company, will be
presented. A scheme and photographs of the machine during experiments are
presented on Fig. 7.

Several acquisition sessions have been performed. For each signal has been
acquired with following parameters: sampling frequency Fs=19200Hz, duration
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Fig. 7. Scheme and photographs of diagnosed object

T=5s. Location of accelerometer is shown on the Fig. 7 (right bottom corner);
sensor has been mounted horizontally using the screw. The parameters have
been established by experts from company providing the monitoring system.
Characteristic damage frequencies (calculated based on shaft rotational speed
and geometry of the bearings) are: 12.35Hz, 16.1Hz and 8.9Hz (inner ring, outer
ring and rolling element, respectively).

The task defined here (from diagnostics point of view) is to detect the local
disturbance signal with one of cycles corresponding to the fault frequency. Un-
fortunately, the signal of interest (impulsive, cyclic contribution related to the
damaged bearings) is completely masked by high energy source related to the
gearbox located nearby (see Fig. 7 (left bottom) and Fig. 8 (top)). In the paper
the task is limited to the signal of interest extraction. Further identification of
fault type is a classical one and it is based on the envelope analysis (the Hilbert
transform to get the envelope signal and spectral analysis to identify periodicity
of the envelope). More information can be found in other papers concerning the
diagnostics of these machine (for example [14]).

The idea of results description is as follow. Raw (not processed) vibration time
series are difficult to interpret due to strong noise contribution. It is expected
to get an enhanced signal after processig. Several cyclic spikes (impacts) related
to the damage should be clearly visible. At this stage there is no objective,
mathematical criterion to compare results. They are assesed based on visual
inspection. For comparison, two cases will be analysed: vibration time series
from damaged and undamaged REB.
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Apart from using prediction errors and reflection coefficients, two new features
has been defined, i.e. derivatives of reflection coefficients [20]:

d(n, t) = ρ(n, t) − ρ(n, t − τ); τ = 1 (14)

and sum of absolute values of derivatives of RC, FSAV DRC

FSAV DRC(t) =
P∑

n=1

|d(n, t)| (15)

4.1 Vibration Time Series from Damaged REB

Fig. 8 presents raw time series and results of processing for damaged REB. As
it was mentioned, for raw time series any regular, cyclic impact are not seen.
Unfortunately, prediction error signals and reflection coefficients at any section
did not provide satisfactory results. When applying the new features, defined in
previous section, very good results were obtained, both for sum of derivatives of
RCs and sum of absolute values of derivatives of RCs. These results are presented
on Fig. 8 (middle and bottom subplot). Expected impulses in the all two forms
of signal are marked by ellipses.
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Fig. 8. Raw vibration time series (top) and results of modeling: sum of derivatives
of RCs (middle) and sum of absolute values of derivatives of RCs (bottom) - ”bad
condition” case
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4.2 Vibration Time Series from REB in Good Condition

By analogy, the same approach has been applied to the data from undamaged
machine. In this case it is not expected to see any impulses - no damage in the
REB has been noticed. Fig 9 shows: raw vibration time series, sum of derivatives
of RCs and sum of absolute values of derivatives of RCs, respectively. No artefacts
have been found; in case of good condition there are no cyclic disturbances in
reflection coefficients as it was found for data from damaged bearings (note
difference in the Y axis scale).
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Fig. 9. Raw vibration time series (top) and results of modeling: sum of derivatives
of RCs (middle) and sum of absolute values of derivatives of RCs (bottom) - ”good
condition” case

5 Conclusion

A novel technique of vibration signals analysis based on the adaptive Schur filter
is presented in the paper. It has been investigated in the context of REB damage
detection. Proposed approach can be interpreted as a preprocessor i.e. classical
adaptive filter with prediction error as output signal or tool for stochastic model-
ing of non-stationary signal with several features based on reflection coefficients
variation. Several innovative approaches for damage detection in bearings, such
as using the reflection coefficients, derivative of RCs and sum of absolute value
of derivative of RCs were defined. All these features provided good results, how-
ever, the last one is probably the best, especially for industrial data. Further
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efforts will focus on defining the criterion in order to compare results. It needs
to be noticed that, without signal pre-processing, detection of impulses (that in-
dicate local damage) is not possible at all. Results presented in this paper have
been obtained based on synthetic as well as real signals captured from industrial
machines working in surface lignite mines.
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Abstract. In today’s security systems, the use of complex rule bases
for information aggregation is more and more frequent. This does not
however eliminate the possibility of wrong detections that could occur
when the rule base is incomplete or inadequate. In this paper, a machine
learning method is proposed to adapt complex rule bases to environmen-
tal changes and to enable them to correct design errors. In our study,
complex rules have several levels of structural complexity, that leads us
to propose an approach to adapt the rule base by means of an Associ-
ation Rule mining algorithm coupled with Inductive logic programming
for rule induction.

1 Introduction

A major concern in the field of Critical Infrastructures Protection is anticipation
and reactivity to threats aimed at the vital infrastructures of a nation. The
building blocks to protect efficiently those elements are linked to the concept of
Situation Understanding ([9], [20]). A situation is recognized based on various
activities detected on the environment - for example the activation of a fire alarm
based on smoke or heat detection - in some cases the situation is confirmed and
an appropriate reaction is initiated by the operator, in others it is rejected (a fire
did not occur) and we have a false positive. It can also happen that a situation
is not recognized when it should have been, we have then a false negative.

To obtain a global view of a situation based on detected activities we use
Complex Event Processing (CEP, [19], [11]), which is a paradigm for representing
systems that react automatically based on events occurrence. It uses a set of
reactive rules which takes basic events as input, verifies their inter-relationships
and parameters in order to generate new events or launch actions (fig 1). It is used
in many application domains, in particular for multi-sensor surveillance ([26],
[25]). Due to the low occurrence of attacks, the initial detection model cannot
be built via machine learning but must be defined by a domain expert. This
particular bias can lead to incomplete and subjective models and furthermore
to detection errors. First because its relative to the expert’s knowledge, then
because the environment is evolving due to new threats appearing or new modus
operandis from the actors.
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Fig. 1. Complex Event Processing cycle

We propose here to associate the initial model with a technique to correct
the detection errors. Knowledge revision in rule based system is a difficult task,
even more so when the domain knowledge, initial data and new facts to take
into account are represented in a complex structure. As the environment evolves
overtime we aim to adapt our set of beliefs while maintaining consistency with
the old information available. There are many ways to extract new knowledge
using additional data, the majority those methods works very well in the propo-
sitional setting but are hard to extend to higher level logics mostly because of
the complexity involved. A new paradigm based on the human immune system
was proposed in [7]; altough some complexity issues were tackled, the interpreta-
tion of the result is still problematic especially in the security field. We propose
here a method combining Relational Association Rules Mining (R-ARM) with
Inductive Logic Programming (ILP, [6]) in order to extract first order hypotheses
structured data. The learning process is composed of several steps described in
figure 2.

This paper introduces first the problem of adaptation in a complex, reactive
context. This is followed by a presentation of the learning process, which is finally
evaluated by comparison with previous algorithms.

2 A Reactive-Rules Based Detection System

2.1 Theory of Event Processing

While many CEP languages exist, such as SAMOS ([13]), COMPOSE ([14])
or SNOOP ([8]), very little as been done about conceiving and reasoning on a
system ([12]). That’s why we propose a generic representation of a rule, where
any types of correlation can be written:
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– dotted arrows: decision making steps - full arrows: data flow
– rounded squares: intermediary steps - squares: data processing steps

Fig. 2. Modification process of a complex decision system

TYPE Rule content (the type of situation detected)
DECLARE EventClass virtual events list(input event classes’);
ON Event Pattern (relationships between events)
SUCH-THAT Constraints satisfied (contextual constraints on detections)
DO generate NewEvent

(
arglist

)

throw Command
(
parameters

)
(event generation and/or command launching)

The set of events is provided under the form of an ontology since the set
is organised as a hierarchy and each event has its own structure. In first-order
logic, an event class can be represented as an unary predicate: A(x), meaning
that instance x is of type A.

In CEP each class of event is defined by a vector of attributes common to
every events belonging to that class. Because of that, behind the predicate A(x)
we included an object structure defining the properties of that predicate. For
example, every event of type sound could be described by its class (sound),
its own unique identification, its date, but also its intensity, spectrum, etc. The
hierarchical structure of event class is a lattice, and, in terms of logic, can be
though as direct implications (figure 3).

To construct CEP rule, the events’ classes are connected by operators to form
the patterns we expect to be detected. Most operators are specializations of
logical conjunctions and disjunctions, and they can be of any arity. An operator
o can also be represented by a predicate of the same arity (o(x, y), means their
is a relationship o between x and y). They are also related to each other in a
hierarchical manner (for example the causality operator is a specialization of the
sequence operator which itself is a specialization of the conjunction). Moreover,
the existence of a relationship can be verified by testing the events’ attributes, for
example a sequence is verified by comparing the dates of two events (figure 4).
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– Event Logic: D(x) → B(x), B(x) → A(x), C(x) → A(x), E(x) → B(x) ∧ C(x)

Fig. 3. Events Hierarchy and Structure

Relationship Logic: T (x, y) → S(x, y), U(x, y) → S(x, y), Q(x, y) → P (x, y),
R(x, y) → P (x, y), S(x, y) → P (x, y)

Fig. 4. Relationships Hierarchy and Structure

A rule is written by combination of those two elements. They can be used in
many types of applications, however we focus in this paper on its use for multi-
sensor surveillance, with the aim to correct design errors and adapt the system
to environmental changes.

2.2 Illustrative Application

In the field of security - more precisely infrastructure protection - very few data
is readily available. We decided to simulate real-life scenarios in a multi-agent
environment ([2]) to construct a learning database. Although the conditions of a
detection (rule-base) are pre-determined, the behaviour of the system has been
made partially random by introducing probabilities on agents’ behaviours and
sensors detection rates (in a case of faulty sensors). The basic event are fed into a
rule engine, Esper ([1]), and the outputs are recorded after evaluation (figure 5).

To have an objective evaluation of the output, the rule engine implements two
sets of rules: the first is used as a reference and only gives correct outputs, the
second is a set of degraded rules (dummy) which outputs are compared to the
reference to be marked as positive or negative example. The goal of the learning
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Fig. 5. The simulation Environment

Fig. 6. Relational tables for a false negative

process is to make the dummy as close to the reference as possible in terms of
detection rates.

To avoid information loss, the data is recorded in a structured model. The
false negative is described by the IDs of all the recorded events. Each complex
event is described by the IDs of events that led to its creation, plus its own
descriptive attributes. Finally a simple event is described by its own attributes
(see figure 6).

The logic program corresponding to figure 6 has to be built from scratch by a
pattern mining algorithm. In case a false positive occurs, the trace of the rules
that triggered the alarm is collected. Each alarm is described by the patterns
leading to its detection and each pattern to the events composing it. If the event
is complex, it’s linked to its own pattern, if its simple its described by the values
of its attributes (figure 7).

The corresponding logic program for figure 7 would be:

not(SmallAlarm()) :=

CrowdedZone(CZ1), RobotDetected(RD1), cause(CZ1, RD1)

CrowdedZone(CZ1) :=

RobotDetected(RD2), RobotDetected(RD3), conjunction(RD2, RD3)
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Fig. 7. Relational table for a false positive

This initial system will be updated overtime by exploiting the detection errors
of the situation S1. When a false negative is detected, the current rules are
generalized or a new rule is added. On the other hand, when a false positive is
detected, the current rules are specialized or a rule is deleted.

3 The Learning Algorithm

Our learning model consists of two phases: in case a false negative is detected, a
positive example e+ is constructed and the model generalized to include it; when
we have a false positive, the corresponding negative example e− is recorded and
the model is specialized to exlude it.

3.1 Finding of New Hypotheses with Induction

The representation of our problem under the form of a logic program allows us to
address two main difficulties compared to classical machine learning paradigms.
First of all, its has a much larger knowledge representation capability (as opposed
to propositional logic). Moreover we can use domain knowledge in the learning
process. Those two points are vital given the structured nature of our reactive
system. Represented in logic programs are the background theory B (our initial
CEP rule base or the previously inferred rule base); a set of positive examples
E+ (the examples obtained through the rule-mining phase and the examples
that were correctly labeled by our initial system); a set of negative examples
E− (obtained after a false positive occurred); a set of well-formed hypothesis H .
The goal in ILP is to find an hypothesis h ∈ H such that:

– B ∧ h |= E+ (posterior sufficiency ), h allows us to explain E+,
– B ∧ h �|= E− (posterior satisfiability), B and h are consistent with E−.

The problem can therefore be seen as searching H for the best hypothesis h,
search algorithms include inductive and deductive inference rules for general-
ization and specialization. A deductive inference rule maps a hypothesis h to a
more specific hypothesis h′ that exclude a negative example. An inductive infer-
ence rule maps a hypothesis h to a more general hypothesis h′ that matches a
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positive example. The application of those inference rules guides the exploration
of our search space H . However the efficiency of the algorithm also depends on
the search strategy applied and the hypothesis evaluation method. The search
space H in our case is limited by our events’ and relations hierarchies. The search
strategy is also conditioned by those. If an error can be corrected by specializa-
tion or generalization of a predicate then the rules of Inverted Resolution are
used ([15]), otherwise the rules of θ-subsumption may be applied ([21]). Some
special cases are possible, especially concerning negative predicates. For hypoth-
esis evaluation, state of the art learning models mainly use bayesian information
based techniques ([17]).

3.2 Constructing Positive Examples from False Negatives

Traditionally in ILP, the finding of a new rule that covers a missed detection is
done through abduction ([23]). This particular method doesn’t suit completely
our setting. The most important drawback being that the concept of hierarchies
between predicate is not taken into account.

For example, during the abduction phase the fact that an event might be
a specialization of another one might be important, just like the hierarchies
between relations can lead to better generalization.

Frequent Itemset Generation: What we propose is to compare this manner
of creating new rules from false negative with the use of a simple method of as-
sociation rule mining. Agrawal extends the applications of a-priori to structured
concepts ([24], [4]). Furthermore much work has been done on mining temporal
([18]) and spatial relationships between concepts ([5]). We propose a modified
version of a-priori, that test the presence of any kind of relationships between
the frequent concepts by exploring the relationships hierarchy.

During the construction of our frequent itemsets three additional operations
are mandatory:

– the collecting of events’ classes from events’ IDs,
– the marking of the same event class appearing twice or more in a single

transaction,
– the elimination of redundant IDs.

Those operations can be done during the generation of the candidates items in
the a-priori algorithm ([3]). They require the modification of the function gen-
erating the candidates items in a way that when an ID, id, is found we first
check if it doesn’t appear as an antecedent to another event (id �∈ id′.relations)
then we recover id.class and if it is not already in the transaction we set:

1: for all c ∈ eventclasses do
2: count class = 0
3: for all items do
4: if id.class = c then
5: count class + +
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6: candidates = candidates ∩ c(count class)
7: end if
8: end for
9: end for

Relationships Mining: In order to talk about multi-relational association
rules, the notion of a frequent query and query subsumption need to be defined.
Instead of the frequent itemsets of the single relation case, in the multi-relational
case there are frequent queries.

Example queries in the CEP context (A and B are event classes):

1. Disjunction(A, B) → A(x) ∨ B(y)
2. Conjunction(A, B) → A(x) ∧ B(y)
3. Sequence(A, B) → A(x) ∧ B(y) ∧ Date(x) ≤ Date(y)

Example hierarchy of predicates in the CEP context (queries sub-
sumption):

1. Conjunction(A, B) → Disjunction(A, B)
2. Sequence(A, B) → Conjunction(A, B)

Discovery of rules is accomplished by a systematic search in the space of database
queries. To tackle the problem of a very large, potentially infinite, search space of
queries, two basic strategies are used: first, the search is systematic and orders
queries based on subsumption; second, support and confidence thresholds are
used to guide the search and sort out uninteresting rules. A important observa-
tion is that support is non-increasing when moving from a more general to a more
specific query in the search graph, therefore if the support is not sufficient for a
particular query, its children will be pruned from the search tree. The algorithm
for mining relationships between items takes the frequent itemsets computed by
a-priori and the queries graph as input. We use a search algorithm that starts
with the topmost query and explores the refinement graph from top to bottom
to extract frequent association rules R.

4 Experimental Results

In this section we will call scenarios the model of a situation, that is the set
of rules used to detect a threat, and observation a particular instance (detected
threat) of a scenario which, in real life, is marked as positive or negative by the
operator.

The first set of scenarios are located in a train station. Our test CEP system
contains nine rules used to detect three types of threats: a terrorist attack on a
electric box, a chemical contamination and an act of vandalism.

The second environment is an administrative building in which we want to
detect an attack on an official with six CEP rules1. Each type of threat we want
1 The scenarios are taken from the french Competitiveness Pole System@tic through

the project SIC: Securisation des Infrastructures Critiques 2008-2010.
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to detect correspond to an independent dataset. After the simulation we have
165 terrorist attacks, 293 chemical attacks, 317 acts of vandalism and 159 attacks
on official.

The original database is split in two parts - while conserving the proportions
of detection errors - one is used for model construction (roughly two third of the
database), and the other for model evaluation.

Two ILP tools were experiment with: FOIL ([22]) and INTHELEX ([10]).
The former is use to learn Horn clauses definitions, it goes from to most general
clause specializes it successively by adding more litterals that cover the positive
examples will keeping the negative examples out. Unlike FOIL, INTHELEX is a
fully incremental method that uses an abductive phase. This means we can use
the dummy as a knowledge base and slowly improve it, and also construct new
rule from the false negatives; whereas our implementation of FOIL builds a rule
base from scratch and ignores the false negative, although there are extensions
that include abduction ([16]).

In our experiments we compare three mesures: the good classification rate
(the higher, the better), the false positve and false negative rates (the lower, the
better).

The goal of our experiment is first to test existing ILP tools and determine
if they are appropriate for this domain of application. In that aim we compare
the expert’s rule base with one built via Machine Learning. A cross-validation
is performed on the two models: we draw ten times a third of the dataset for
testing, the remaining two third are used for model building.

The results in figure 8 show us that a system designed from experts’ knowledge
is roughtly equivalent to a model built from scratch with FOIL. The induced
model seems however more stable than the declared one.

For the second experiment we used our Multiple-Relations Association Rules
Mining (MR-ARM) algorithm on the false negatives of each datasets. The rules
extracted are frequent correlations within a set of frequent events for a given
threat, the minimal support required for both frequent events and frequent cor-
relations is 2/3 of the data. This method is compared with the incremental
INTHELEX algorithm which uses abduction on false negatives.

Fig. 8. Classification rates (± SD) of Initial Rule base and FOIL
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The results on the test set - shown in figure 9 - confirm that the false negative
rate dropped considerably. However, the overall detection rate is barely superior
to the classical learning algorithm. This is mainly due to the inclusion of new false
positives by over generalization, but also to the fact that our test set introduces
new aspects of the model that are not included in the learning set.

Fig. 9. Classification rates Abductive INTHELEX vs MARM-INTHELEX

Finally our MRARM-INTHELEX algorithm is performed again while incre-
menting the number of examples used for learning (figure 10). At each iteration
ten random examples are added to the learning set.

Fig. 10. Convergence speed of MARM-ILP

For a low number of rules such as the detection of chemical attacks, a peak is
quickly reached as opposed to complicated rule sets, which need a high number
of examples (vandalisms).
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5 Conclusions

We presented here the problem of adaptation of a complex reactive rule based
system to detection errors. The learning process was briefly introduced and ex-
perimental results on simulated scenarios shown.

If incremental ILP methods are seen to be efficient in this type of context
and the effect of MR-ARM on the detection of false negatives is clear, questions
remain to be answered about the inductive phase of the process.

First in our hypotheses testing phase, we can take into account the balancing
between false positives and false negatives minimisation by using the concepts
of precision (α) and recall (β) and their combination measure: Fi-score. When i
is greater than 1 more importance is given to the false negative rate, and when i
is lower than 1 more importance is given to the false positive rate. We will also
study inference rules for the generalization and specialization of negative pred-
icates. Finally in later experiments we will study the generality of our learning
algorithm by making random sampling for the test set.
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Abstract. To reach a robust partition, ensemble-based learning is always a very 
promising option. There is straightforward way to generate a set of primary 
partitions that are different from each other, and then to aggregate the partitions 
via a consensus function to generate the final partition. Another alternative in 
the ensemble learning is to turn to fusion of different data from originally 
different sources. In this paper we introduce a new ensemble learning based on 
the Ant Colony clustering algorithm. Experimental results on some real-world 
datasets are presented to demonstrate the effectiveness of the proposed method 
in generating the final partition. 

Keywords: Ant Colony, Data Fusion, Clustering. 

1   Introduction 

Choosing a single clustering algorithm and appropriate parameters for a given dataset 
requires both clustering expertise and insights about dataset itself. Instead of running 
the risk of picking an inappropriate clustering algorithm, we can leverage the different 
options available by applying all of them to dataset and then combining their 
clustering results. This is the basic idea behind cluster ensembles (Strehl and Ghosh, 
2002). 

There are many types of consensus functions that solve this problem heuristically. 
Most of them require the number of clusters to be specified as a priori, but in practice 
the number of clusters is usually unknown. In this paper, we propose a new consensus 
function for cluster ensembles based on swarm intelligence (Kennedy and Russell, 
2001) that addresses this problem. In particular, given a set of partitions, we apply ant 
clustering to the co-association matrix computed from the ensemble to produce the 
final partition, and automatically determine the number of clusters. 

The first ant colony clustering model was introduced by Deneubourg et al. (1991). 
His model possesses the swarm intelligence of real ants, and was inserted into a robot 
for the object collecting task. Lumer and Faieta (1994) improved upon Deneubourg’s 
model by adding the Euclidean distance formula to the similarity density function and 
giving ants three kinds of abilities: speed, shortterm memory, and behavior exchange. 

It is inspired by how ants organize their food in their nests. Ant clustering typically 
involves two key operations: picking up an object from a cluster and dropping it off 
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into another cluster (Tsang and Kwong, 2006). At each step, some ants perform pick-
up and drop-off based on some notions of similarity between an object and the 
clusters. Azimi et al. define a similarity measure based on the co-association matrix 
(Azimi et al., 2009). Their clustering process is completely decentralized and self-
organized, allowing the clustering structure to emerge automatically from the data. As 
a result, we can accurately determine the number of clusters in the data. The 
experimental results show that the proposed consensus function is very effective in 
predicting the number of clusters and also achieves reliable clustering performance. In 
addition, by introducing some simple heuristics, we can detect the marginal and 
outlier samples in the data to improve our final clustering. 

 

 

Fig. 1. Pseudo code of original ant colony clustering algorithm 

Liu et al. propose a method for incrementally constructing a knowledge model for 
a dynamically changing database, using an ant colony clustering. They use 
information-theoretic metrics to overcome some inherent problems of ant-based 
clustering. Entropy governs the pick-up and drop behaviors, while movement is  
 

initializing parameter; 
for each ant a 
 place random a in a position not occupied by other ants; 
end; 
for each object o 
 place random o in a position not occupied by other objects; 
end; 
for t=1:tmax 

 for each ant a 
  g=select a random number uniformly from range [0,1]; 
  r=position(a) 
  if(loaded(a) and (is_empty(r))) 
   if(g<pdrop) 
    o=drop(a); 
    put(r,o); 
    save(o,r,q); 
   end; 
  end; 
  elseif(not (loaded(a) or (is_empty(r)))) 
   if(g<ppic) 
    o=remove(r); 
    pick_up(a,o); 
    search_and_jump(a,o); 
   end; 
  end; 
  else 
   wander(a,v,Ndir); 
  end; 
 end; 
end; 
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guided by pheromones. They show that dynamic clustering can provide significant 
benefits over static clustering for a realistic problem scenario (Liu et al., 2006). 

The rest of the paper is organized as follows. Section 2 deals with ant colony 
clustering. The proposed new space is presented in Section 3. In Section 4, 
experimental results of the clustering algorithm over original feature space versus 
mapped feature space are compared. The paper is concluded in Section 5. 

2   Ant Colony Clustering 

General form of ant colony clustering algorithm is presented here. The algorithm 
includes a population of ants. Each ant is operating as an autonomous agent that 
reorganizes data patterns during exploration to reach an optimal clustering. Pseudo 
code of ant colony clustering algorithm is depicted in Fig. 1. 

At the first step each object represented by a multi-dimensional vector in the 
original feature space is randomly scattered in a two-dimensional space. In each step 
each ant randomly searches the space. They use its short-term memory to jump into a 
location that is potentially near to an object. They can pick up or drop an object using 
a probability density obtained by equation 1. 
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Neighs×s(r) is the observable local area (or the set of observable rooms) for an ant 
located at room r. Neighs×s(r) must be adjacent to the location r. It is worthy to 
mention that each room including Neighs×s(r) and r is a two-dimensional vector. The 
function d(oi,oj) is the distance between two objects oi and oj in the original feature 
space. It is calculated by equation 2. Threshold α is a parameter that scales the 
distance between each pair of objects and speed parameter v control the volume of 
feature space that an ant explores in each epoch of algorithm.  
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where m is the number of original features and where oik is k-th feature of object oi. 
Probability that an unloaded ant takes an object that is in the room occupied by the 
ant, obtained from the equation 3. 
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k1 is a fixed threshold to control the probability of picking an object. The probability 
that a loaded ant lays down its object is obtained by equation 4. 
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k2 is a fixed threshold to control the probability of dropping an object. Similarity 
measure, speed parameter, local density and short-term memory are described in 
following. 

2.1   Perception Area 

Number of data objects observed by an ant in a two-dimensional area s. It is 
considered as one of the effective factors controlling the overall similarity measure 
and consequently the accuracy and the computational time of the algorithm. If s is 
large, it will cause the rapid formation of clusters and therefore generally fewer 
developed clusters. If s is small, it will cause the slower formation of clusters and 
therefore the number of clusters will be larger. It is worthy to mention that selecting 
this parameter is a very important factor. While selecting a large value can cause 
premature convergence of the algorithm, selecting a small value also causes late 
convergence of the algorithm. 

2.2   Similarity Scaling Factor 

Scaling parameter value α is defined in the interval (0, 1]. If α is large, then the 
similarities between objects will increase, so it is easier for the ants to lay down their 
objects and more difficult for them to lift the objects. So if α is large, fewer clusters 
are formed and it will be highly likely that well-ordered clusters will not form. If α is 
small, the similarities between objects will reduce, so it is easier for the ants to pick 
up objects and more difficult for them to remove their objects. So many clusters are 
created that can be well-shaped. On this basis, the appropriate setting of parameter α 
is very important and should not be data independent. 

2.3   Speed Parameter 

Speed parameter v can uniformly be selected form range [1,vmax]. Rate of removing an 
object or picking an object up can be affected by the speed parameter. If v is large, 
few rough clusters can irregularly be formed on a large scale view. If v is small, then 
many dense clusters can precisely be formed on a small scale view. The speed 
parameter is a critical factor for the speed of convergence. An appropriate setting of 
speed parameter v may cause faster convergence. 

2.4   Short Term Memory 

Each ant can remember the original real features and the virtual defined two-
dimensional features of the last q objects it drops. Whenever ant takes an object it will 
search its short term memory to find out which object in the short term memory is 
similar to the current object. If an object in memory is similar enough to satisfy a 
threshold, it will jump to the position of the object, hoping the current object will be 
dropped near the location of the similar object, else if there is no object in memory 
similar, it will not jump and will hold the object and will wander. This prevents the 
objects originally belonging to a same cluster to be spitted in different clusters. 
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2.5   Drawbacks of Original Ant Colony Clustering Algorithm 

The original ant colony clustering algorithm presented above suffers two major 
drawbacks. First many clusters are produced in the virtual two-dimensional space and 
it is hard and very time-consuming to merge them and this work is inappropriate.  

The second drawback arises where the density detector is the sole measure based 
on that the clusters are formed in the local similar objects. But it fails to detect their 
dissimilarity properly. So a cluster without a significant between-object variance may 
not break into some smaller clusters. It may result in forming the wrong big clusters 
including some real smaller clusters provided the boundary objects of the smaller 
clusters are similar. It is because the probability of dropping or picking up an object is 
dependent only to density. So provided that the boundary objects of the smaller 
clusters are similar, they placed near to each other and the other objects also place 
near to them gradually. Finally those small clusters form a big cluster, and there is no 
mechanism to break it into smaller clusters. So there are some changes on the original 
algorithm to handle the mention drawbacks. 

2.6   Entropy Measure of Local Area 

Combining the information entropy and the mean similarity as a new metric to 
existing models in order to detect rough areas of spatial clusters, dense clusters and 
troubled borders of the clusters that are wrongly merged is employed.  

Shannon entropy information has been widely used in many areas to measure the 
uncertainty of a specified event or the impurity of an arbitrary collection of samples. 
Consider a discrete random variable X, with N possible values {x1, x2, ..., xN} with 
probabilities {p(x1), p(x2), ..., p(xN)}. Entropy of discrete random variable X is 
obtained using equation 5. 

                                           
∑
=

−=
N

i
ii xpxpXH

1

)(log)()(                                           (5) 

Similarity degree between each pair of objects can be expressed as a probability that 
the two belong to the same cluster. Based on Shannon information entropy, each ant 
can compute the impurity of the objects observed in a local area L to determine if the 
object oi in the center of the local area L has a high entropy value with group of object 
oj in the local area L. Each ant can compute the local area entropy using equation 6.  
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where the probability pi,j indicates that we have a decisive opinion about central 
object oi considering a local area object oj in its local area L. The probability pi,j is 
obtained according to equation 7.  
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where n (n=|Neighs×s(r)|) is the number of neighbors. Distance function D(oi,oj) 
between each pair of objects is measured according to equation 8.  
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where d(oi,oj) is Euclidian distance defined by equation 2, and norm(oi) is defined as 
maximum distance of object oi with its neighbors. It is calculated according to 
equation 9.  
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Now the function H(L|oi) is defined as equation 10.  
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Three examples of local area objects on a 3×3 (=9) neighborhood depicted in the Fig. 
2. Different classes with different colors are displayed. 

 

Fig. 2. Three examples of local area objects 

When the data objects in the local area L and central object of the local area L 
exactly belong to a same cluster, i.e. their distances are almost uniform and low 
values, such as the shape or the form depicted by the left rectangle of Fig. 2, 
uncertainty is low and H(L|oi) is far from one and near to 0. When the data objects in 
the local area L and central object of the local area L belong to some completely 
different separate clusters, i.e. their distances are almost uniform and high values, 
such as the shape or the form depicted by the right rectangle of Fig. 2, uncertainty is 
again low and H(L|oi) is far from one and near to 0. But in the cases of the form 
depicted by the middle rectangle of Fig. 2 where some data objects in the local area L 
and central object of the local area L exactly belong to a same cluster and some others 
does not, i.e. the distances are not uniform, the uncertainty is high and H(L|oi) is far 
from 0 and close to 1. So the function H(L|oi) can provide ants with a metric that its 
high value indicates the current position is a boundary area and its low value indicates 
the current position is not a boundary area. 
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In ant-based clustering, two types of pheromone are employed: (a) cluster 
pheromone and (b) object pheromone. Cluster pheromone guides the loaded ants to 
valid clusters for a possible successful dropping. Object pheromone guides the 
unloaded ants to loose object for a possible successful picking-up. 

Each loaded ant deposits some cluster pheromone on the current position and 
positions of its neighbors after a successful dropping of an object to guide other ants 
for a place to unload their objects. The cluster pheromone intensity deposited in 
location j, by m ants in the colony at time t is calculated by the equation 11. 

                                   
[ ]∑

=

− ××=
m

a
j

tt
j oLECtrc a

1

)( )|()(
1

μ                                          (11) 

where C is cluster pheromone constant, t1
a is the time step at that a-th cluster 

pheromone is deposited at position j, and µ  is evaporation coefficient. On other hand, 
an unloaded ant deposits some object pheromone after a successful picking-up of an 
object to guide other agents for a place to take the objects. The object pheromone 
intensity deposited in location j, by m ants in the colony at time t is calculated by the 
equation 12.  
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where O is object pheromone constant, and t2
a is the time step at that a-th object 

pheromone is deposited at position j. Transmission probabilities of an unloaded ant 
based on that ant moves from the current location i to next location j from its 
neighborhood can be calculated according to equation 13. 
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where Ndir is the set of possible w actions (possible w directions to move) from current 
position i.  Transmission probabilities of a loaded ant based on that ant moves from 
the current location i to next location j from its neighborhood can be calculated 
according to equation 14. 
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Fig. 3. Pseudo code of modified ant colony clustering algorithm 

Input: 
   QD, itr, q, AntNum, Data, O, C, k1, k2, vmax, period, thr, st, distributions of v, α and µ 
initializing parameter using distributions of v, α and µ; 
for each ant a 
 place random a in a position not occupied by other ants in a plane QD*QD; 
end; 
for each object o 
           place random o in a position not occupied by other objects in the plane QD*QD; 
end; 
success(1:ant)=0; 
failure(1:ant)=0; 
for t=1: itr 
 for each ant a 
  g=select a random number uniformly from range [0,1]; 
  r=position(a) 
  if(loaded(a) and (is_empty(r))) 
   if(g<pdrop) 
    o=drop(a); 
    put(r,o); 
    save(o,r,q); 
   end; 
  elseif(not (loaded(a) or (is_empty(r)))) 
   if(g<ppic) 
    o=remove(r); 
    pick_up(a,o); 
    search_and_jump(a,o);  
    success(a)=success(a)+1; 
   else 
    failure(a)=failure(a)+1; 
   end; 
  end; 
  else 
   wander(a,v,Ndir); // considering the defined pheromone 
  end; 
 end; 
 if( t mod period==0) 
  for each ant a 
   if(success(a)/(failure(a)+success(a))>thr) 
    α(a)=α(a)+st; 
   else 
    α(a)=α(a)-st; 
   end; 
  end; 
 end; 
end; 
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2.7   Modified Ant Colony Clustering 

Combining the information entropy and the mean similarity as a new metric to 
existing models in order to detect rough areas of spatial clusters, dense clusters and 
troubled borders of the clusters that are wrongly merged is employed. When the data 
objects in the local area L and central object of the local area L exactly belong to a 
same cluster, i.e. their distances are almost uniform and low values, such as the shape 
or the form depicted by the left rectangle of Fig. 3, uncertainty is low and H(L|oi) is 
far from one and near to 0. When the data objects in the local area L and central object 
of the local area L belong to some completely different separate clusters, i.e. their 
distances are almost uniform and high values, such as the shape or the form depicted 
by the right rectangle of Fig. 3, uncertainty is again low and H(L|oi) is far from one 
and near to 0. But in the cases of the form depicted by the middle rectangle of Fig. 3 
where some data objects in the local area L and central object of the local area L 
exactly belong to a same cluster and some others does not, i.e. the distances are not 
uniform, the uncertainty is high and H(L|oi) is far from 0 and close to 1. So the 
function H(L|oi) can provide ants with a metric that its high value indicates the current 
position is a boundary area and its low value indicates the current position is not a 
boundary area. 

After all the above mentioned modification, the pseudo code of ant colony 
clustering algorithm is presented in the Fig. 3. For showing an exemplary running of 
the modified ant colony algorithm, take a look at Fig. 4. In the Fig. 4 the final result 
of modified ant colony clustering algorithm over Iris dataset is presented.  

 

Fig. 4. Final result of modified ant colony clustering algorithm over Iris dataset 

It is worthy to mention that the quantization degree parameter (QD), queue size 
parameter (q), ant number parameter (AntNum), object pheromone parameter (O), 
cluster pheromone parameter (C), k1 parameter, k2 parameter, maximum speed 
parameter (vmax), period parameter, update parameter (thr) evaporation parameter µ  
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and step of update for α parameter (st) are respectively set to 400, 5000000, 20, 240, 
1, 1, 0.1, 0.3, 150, 2000, 0.9, 0.95 and 0.01 for reaching the result of Fig. 4. Parameter 
α for each ant is extracted from uniform distribution of range [0.1, 1]. Parameter v for 
each ant is extracted from uniform distribution of range [1, vmax]. 

Consider that the result shown in the Fig. 4 is a well separated running of 
algorithm. So it is a successful running of algorithm. The algorithm may also 
converge to a set of overlapping clusters in an unsuccessful running. 

3   Proposed New Space Defined by Ant Colony Algorithm 

The main idea behind proposed method is using ensemble learning in the field of ant 
colony clustering. Due to the huge sensitiveness of modified ant colony clustering 
algorithm to initialization of its parameters, one can use an ensemble approach to 
overcome the problem of well-tuning of its parameters. The main contribution of the 
paper is illustrated in the Fig. 5. 

 

Fig. 5. Proposed framework to cluster a dataset using ant colony clustering algorithm 

As it is depicted in Fig. 5 a dataset is feed to as many as max_run different 
modified ant colony clustering algorithms with different initializations. Then we 
obtain max_run virtual 2-dimensions, one per each run modified ant colony clustering 
algorithm. Then by considering all these virtual 2-dimensions as new space with 
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2*max_run dimensions, we reach a new data space. We can employ a clustering 
algorithm on the new defined data space. 

4   Experimental Study 

This section evaluates the result of applying proposed algorithm on some real datasets 
available at USI repository (Newman et al. 1998). The main metric based on which a 
partition is evaluated is discussed in the first subsection of this section. The details of 
the used datasets are given in the subsequent section. Then the settings of 
experimentations are given. Finally the experimental results are presented. 

4.1   Evaluation Metric 

After producing the output partition, the most important question is "how good a 
partition is?". The evaluation of a partition is very important as it is mentioned. Here 
the normalized mutual information between the output partition and real labels of the 
dataset is considered as the main evaluation metric of the final partition (Strehl and 
Ghosh, 2002; Alizadeh et al., 2011). The normalized mutual information between two 
partitions,  and , is calculated as:  

               
∑∑

∑∑

==

= =

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
+⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
−

=
ba

a b

k

j

b
jb

j

k

i

a
ia

i

k

i

k

j
b
j

a
i

ab
ijab

ij

ba

n

n
n

n

n
n

nn

nn
n

PPNMI

11

1 1

loglog

.

.
log2

),(

                                (23) 

where n is the total number of samples and  denotes the number of shared patterns 
between clusters ∈  and ∈ ;  is the number of patterns in the cluster i of 
partition a; also  are the number of patterns in the cluster j of partition b. 

Another alternative to evaluate a partition is the accuracy metric, provided that the 
number of clusters and their true assignments are known. To compute the final 
performance of a clustering algorithm in terms of accuracy, one can first re-label the 
obtained clusters in such a way that have maximal matching with the ground truth 
labels and then counting the percentage of the true classified samples. So the error 
rate can be determined after solving the correspondence problem between the labels 
of derived and known clusters. The Hungarian algorithm is employed to solve the 
minimal weight bipartite matching problem. It has been shown that it can efficiently 
solve this label correspondence problem (Munkres, 1957). 

4.2   Datasets 

The proposed method is examined over 6 different standard datasets. Brief 
information about the used datasets is available in Table 1. More information is 
available in (Newman et al. 1998). 



 A New Space Defined by Ant Colony Algorithm to Partition Data 283 

Table 1. Details of used dataset 

Dataset Name # of dataitems # of features # of classes 
Image-Segmentation 210 19 7 

Zoo 101 17 7 
Thyroid 215 5 3 
Soybean 683 35 4 

Iris 150 4 3 
Wine 178 13 3 

4.3   Experimental Settings 

The quantization degree parameter (QD), queue size parameter (q), ant number 
parameter (AntNum), object pheromone parameter (O), cluster pheromone parameter 
(C), k1 parameter, k2 parameter, maximum speed parameter (vmax), period parameter, 
update parameter (thr) evaporation parameter µ and step of update for α parameter 
(st) are respectively set to 400, 5000000, 20, 240, 1, 1, 0.1, 0.3, 150, 2000, 0.9, 0.95 
and 0.01 in all experimentations as before. Parameter α for each ant is extracted from 
uniform distribution of range [0.1, 1]. Parameter v for each ant is extracted from 
uniform distribution of range [1, vmax]. Fuzzy k-means (c-means) is employed as base 
clustering algorithm to perform final clustering over original dataset and new defined 
dataset. Parameter max_run is set to 30 in all experimentations. So the new defined 
space has 60 virtual features. Number of real cluster in each dataset is given to fuzzy 
k-means clustering algorithm in all experimentations.  

Table 2. Experimental results in terms of accuracy 

Dataset Name Fuzzy k-means output 1 Fuzzy k-means output 2 
Accuracy Normaliz

ed Mutual 
Information 

Accuracy Normaliz
ed Mutual 

Information 
Image-

Segmentation 
52.27 38.83 54.39 40.28 

Zoo 80.08 79.09 81.12 81.24 
Thyroid 83.73 50.23 87.94 59.76 
Soybean 90.10 69.50 94.34 80.30 

Iris 90.11 65.67 93.13 75.22 
Wine 74.71 33.12 76.47 35.96 

 

As it is inferred from the Table 2, the new defined feature space is better clustered 
by a base clustering algorithm rather than the original space.   

4.4   Experimental Results 

Table 2 shows the performance of the fuzzy clustering in both original and defined 
spaces in terms of accuracy and normalized mutual information. All experiments are 
reported over means of 10 independent runs of algorithm. It means that 
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experimentations are done by 10 different independent runs and the final results are 
averaged and reported in the Table 2.  

5   Conclusion and Future Works 

In this paper a new clustering ensemble framework is proposed which is based on a 
ant colony clustering algorithm and ensemble concept. In the proposed framework we 
use a set of modified ant colony clustering algorithms and produce a intermediate 
space considering their outputs totally as a defined virtual space. After producing the 
virtual space we employ a base clustering algorithm to obtain final partition. The 
experiments show that the proposed framework outperforms in comparison with the 
clustering over original data space. It is concluded that new defined the feature space 
is better clustered by a base clustering algorithm rather than the original space. 
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Abstract. Users of social tagging systems spontaneously annotate re-
sources providing, in this way, useful information about their interests.
A collaborative filtering recommender system can use this feedback in
order to identify people and resources more strictly related to a specific
topic of interest. Such a collaborative filtering approach can compute
similarities among tags in order to select resources associated to tags
relevant for a specific interest of the user. Several research works try to
infer these similarities by evaluating co-occurrences of tags over the en-
tire set of annotated resources discarding, in this way, information about
the personal classification provided by users.

This paper, on the other hand, proposes an approach aimed at observ-
ing only the set of annotations of a single user in order to identify his
topic of interests and to produce personalized recommendations. More
specifically, following the idea that each user may have several distinct
interests and people may share just some of these interests, our approach
adaptively filters and combines the feedback of users according to a spe-
cific topic of interest of a user.

Keywords: Recommender systems, collaborative filtering, social tag-
ging, adaptive, personalization.

1 Introduction

The social Web is constituted by services aimed at promoting socialization and
communication among users which are allowed to create, share, and organize in-
formation. In particular, social tagging systems deal with sharing and organizing
resources: each user can both share her resources with the other peers and assign
some labels (named tags) to resources in order to simplify future retrieval.

The collection of resources tagged by a user is called personomy. A personomy
is a personal classification of resources which are interesting to the specific user
and it can be explored by other users by means of tags. However, the classification
generated by a user usually is not very precise since users freely choose tags
without following rules to avoid ambiguities and, for this reason, the tags applied
by a user cannot have a clear semantic. On the other hand, the union of all
personomies (referred as folksonomy) can be analyzed in order to infer semantic
relations taking into account how the community of Web 2.0 users combines tags.

A. Bouchachia (Ed.): ICAIS 2011, LNAI 6943, pp. 285–296, 2011.
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This analysis can extract semantic relations among tags which emerge from the
collaborative social work of users. Such ‘social semantic’ relations among tags can
potentially be used in order to enhance the access to information by empowering,
for example, information filtering systems such as Collaborative Filtering (CF)
recommender systems.

CF recommender systems implement the word-of-mouth mechanism: they
simulate the behavior of humans which usually share their opinions with friends
when they need to take a decision. In a user-based CF recommender system
[1], the simulation of this social process is exploited in two steps. The first step
is usually referred as ‘neighbor selection’ and it is the phase when the system
identifies the set of people which share an interest with the target user (referred
in this paper as ‘active user ’). In the second step, the system generates the list
of recommendations by combining feedback (i.e. information about what is rel-
evant for a user) provided by the best (most similar) neighbors: resources more
relevant to the community of the best neighbors are suggested to the active user.
The rationale of this model is that users with a common interest are interested
in the same resources and could be interested in the same information also in
the future. In order to accomplish this mechanism, a CF system models the
opinions of each user by a vector which contains her ratings (rating vector). In
this way, the similarity between two users depends on the similarity between the
two rating vectors associated to them.

However, this basic model does not take into account the fact that each user
may be interested in more than one Topic of Interest (ToI). This can reduce the
accuracy of both the first and the second steps exploited by a user-based CF
system. In fact, by computing just one similarity value for each pair of users,
the system ignores that the active user could be similar to a set of users for a
certain specific topic, but she could share another ToI with a completely different
neighborhood. This issue has been recognized also in [2], where the authors
proposed the BIPO (Best Item Per Overlapping) framework aimed at finding
for each resource a locally adaptive neighborhood. Following the 2-step workflow
described above it is straightforward to recognize a further criticality, since the
system considers all the feedback provided by the neighborhood, without taking
into account that such feedback could partly refer to different ToIs. This means
that the system could suggest resources which are interesting to the community
of neighbors but which are completely not related to the ToIs of the active user.

In this work we describe an approach aimed to overcome these limitations in
social tagging systems by using social semantic relations among tags.

More specifically, we face the first criticality by analyzing the personomy of
the active user: tags applied by the active user are grouped according to the
strategy used by the active user to combine tags. Given a user, this first analysis
produces a set of clusters of tags where each cluster contains tags which have
been frequently used together to annotate resources. Different clusters of tags
are considered to correspond to different ToIs of the active user. Given the list
of the ToIs of the active users, we select the resources associated to a specific
ToI (associated to the tags belonging to the same cluster associated to that ToI)
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in order to detect a set of neighbors (users) interested in that specific ToI. This
is accomplished by selecting the users which have tagged the specific resources
associated to the considered ToI.

To tackle the second criticality we take into account the tags utilized by neigh-
bors. More specifically, given a neighbor, the collection of her tagged resources
is filtered discarding the resources which have not been labeled by tags rele-
vant to the specific ToI. In order to compute the relevance of the tags exploited
by a neighbor, we consider the set of resources that the neighbor shares with
the active user for the specific ToI: tags applied on shared resources are more
‘trustworthy’ than others for finding new items related to that specific ToI.

The choice of extracting relations among tags by analyzing the set of anno-
tations of the specific user (instead of evaluating the co-occurrences over the
entire collection of annotations) is aimed at filtering the user feedback according
to the personal classification provided by the active user in order to better fit
his specific informative needs.

The paper is organized as follow: in Section 2 related works are discussed, the
construction of the user profile is the object of Section 3, Section 4 deepens the
discussion on the mechanism used to compute recommendations for a specific
topic of interest, the ongoing evaluation activities are illustrated in Section 5
and, finally, conclusions and future works conclude the paper in Section 6.

2 Related Work

The growing usage of Web 2.0 applications and the social dimension introduced
by these tools are appealing features for researchers interested in systems devoted
to personalize the access to Web information.

In fact, the collaborative work of Web 2.0 users in social tagging systems have
been analyzed to extract social semantic relations since semantic information
generated by the social work of users can be used to infer similarities among tags,
resources and users [3]. These relations are inferred by evaluating co-occurrences
among tags and the majority of the work in the literature takes into account
co-occurrences over the entire folksonomy, i.e., by collapsing the annotations
produced by all the users.

The resulting 3-dimensional relation involving tags, users and resources can-
not be trivially managed to infer social semantic relations since it merges rela-
tions among objects of the same type as well among objects of different types.
A common approach to overcome such limitation is to project projecting the 3-
dimensional relationship among users, items and tags into two 2-dimensional re-
lationships by hiding information about one dimension. Following this approach,
the social semantic relations can be described by three matrices:

1. The Tag-Resource (TR) matrix which describes the two-way relation be-
tween tags and resources. Each row of the matrix, associated to a tag, is
a vector, which counts how many times a tag has been applied on each
resource.
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2. The User-Tag (UT ) matrix which describes the two-way relation between
users and tags. Each row of the matrix, associated to a user, is a vector,
which counts how many times a user applied each tag.

3. The User-Resource (UR) matrix which describes the two-way relation be-
tween users and resources. Each row of the matrix, associated to a user, is a
unary vector which allows to describe if a user tagged or not a resource.

As we described in [4], several approaches aimed at inferring similarities among
users, tags, and resources by using these matrices have been proposed and inte-
grated in recommender systems.

For example, by computing the cosine similarity between the rows of TR ma-
trix associated to the tag ti and tj the similarity between the two tags, sim(ti, tj),
is quantified according to the number of times the two tags co-occur on the
same resources. On the other hand, the similarity between the users ui and uj ,
sim(ui, uj), can be estimated by computing the cosine similarity between the
rows of the UT matrix associated to the two specific users.

These two measures of similarity have been used in SocialRanking [5], a user
based CF recommender system which, given a tag tk, assigns a score R(p) to
each resource p for the user u as

R(p, tk) =
∑

ui

(
∑

tx

sim(tx, tk)

)

· (sim(u, ui) + 1)

where tx is a tag that the user ui assigned to the resource p. In this case, given
a user u and a tag tk, the relevance of a resource p is higher if

– p has been tagged by people which used many tags applied by u;
– p has been labeled by tags which have been often used (by the entire com-

munity of users) to classify the same resources tagged with the tag tk.

We also proposed a user based CF recommender framework [6] which groups
‘similar’ tags utilized by the active user for modeling his interests. In this CF
framework, the similarity among two tags depends on the number of times the
two tags co-occur on the same resources in the folksonomy and the relevance of
a new resource is computed by evaluating also the relevance of the tags assigned
to it. However, both these approaches uses tag relations introduced by all users
without taking into account how the active user specifically combines tags. In
fact, a folksonomy merges the annotations provided by the entire community
without taking into account specific personal interests and tagging strategies of
different users. On the other hand, a personomy embodies information strictly
related to the personal interests of a user. This means that the analysis of a
personomy can reveal relations among tags which are meaningful just for that
user.

Authors of [7] proposed a framework to catch semantic relations built by
each user. This CF framework is based on a community detection algorithm
for clustering tags that the active user applied frequently together: each user is
modeled by sets of tags and the similarity among users is computed by evaluating
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the similarity among the sets of tags they used. However, users that share an
interest could label the same concept using different set of tags, and this limits
the possibility to identify similarities among users.

In this work we also group tags utilized by the active user by taking into ac-
count the semantic relations built by her. However, differently from the approach
described in [7], we recognize that some tags are used to refer also to other dif-
ferent interests. This means that some tags utilized by the active user are more
relevant than others for describing a specific ToI. We also face the limitation of
neighbor selection by adaptively choosing a set of neighbors interested in the
specific ToI. To reach this aim we take into account the set of resources tagged
within a specific ToI since we recognize that different users may use different tags
to refer to the same concept. Finally, we also filter feedback from neighbors by
using tags (not necessarily the tags applied by the active user) that the neighbor
applied on resources relevant for the specific ToI.

3 Identifying the Topic of Interests

The set of ToIs
{
ToI1

au, . . . , T oItau
}

identified within the personomy of the active
user, constitutes her interest profile. The ToIkau is defined as

ToIkau =
(
T kau, R

k
au

)

where
T kau =

{
(t1, wkt1), . . . , (tn, wktn)

}

is the set of weighted tags used by the active user au to annotate his resources
in the topic k and

Rk
au =

{
(r1, w

k
r1), . . . , (rm, wkrm

)
}

is the set of resources tagged by the user au with the tags in T kau.
More specifically, T kau is defined on a set of semantically related tags

tag(T kau) = {t1, . . . , tn}
applied by the active user, where two tags are considered to be in a semantic
relation if the active user has applied them together to classify one or more
resources. The weight associated to each tag represents the relevance of the tag
with respect to that ToI and it is used to compute the relevance of each resource
res(Rk

au) = {r1, . . . , rm} tagged by the active user within that ToI.
In order to identify the semantic relations defined by the active user we analyze

her personomy throwing out information about the tagged resources. In partic-
ular, given the personomy of the active user we build an undirected weighted
graph P where: each node represents a tag; an edge connects two tags if they
have been used together to label one or more resources; an edge connecting two
tags is weighted by the number of times two tags have been used together.

Figure 1 shows the graph P for one of the user of the BibSonomy social tagging
system [8], where we do not show the weights associated to edges to make the
graph readable.
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Fig. 1. An example of the graph P for a user of the BibSonomy system

Given the graph representation of a personomy, we apply a graph clustering
technique for grouping tags with a shared semantic. In particular, we follow the
idea proposed in [9] where a node (representing a tag in our model) may be
in more than one cluster identifying, in this way, overlapping clusters of tags.
This clustering technique identifies clusters of tags by identifying subgraphs from
the starting graph P , where each subgraph G maximizes the following fitness
property

fG =
Kin

(Kin + Kout)α

where Kin is the sum of the weights of the edges which connect two tags be-
longing to G, Kout is the sum of the weights which connect tags in G with the
rest of the graph, and α is a parameter which controls the size of clusters. In
other words, the fitness of a subgraph increases when we add to the subgraph
a tag that the user has exploited frequently in co-occurrence with tags in the
subgraph and rarely with the other. The algorithm builds, for a given node, a
cluster of tags by adding, at each step, the node which maximizes the following
fitness function faG = fG+a−fG−a,where G+a (G−a) is the subgraph obtained
by adding (removing) the node a to the subgraph G. The process which adds
tags to the cluster stops when there are not tags with a positive fitness value.

Using this method, our approach defines the cluster for the most used tag.
Then, the approach identifies the cluster for the most used tag which has not
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been yet included in a cluster. The clustering algorithm ends when each tag is at
least in one cluster. At the end, each subgraph detected by the clustering phase
contains the set of tags associated to a certain ToI for the active user.

However, given a subgraph Gk, some of the tags in Gk are less relevant
than others since they possibly are used also for referring to other different
ToIs. Therefore, we associate a weight wkt to each tag t in the subgraph Gk

by computing the betweeness centrality [10] of t in the specific subgraph iden-
tifying, in this way T kau. Applying this strategy on the example showed above
for the most used tag ‘programming’ with α = 1.0 we obtain the weighted set
of tags: (programming, 1.0), (programmieren, 0.77), (guide 0.54), (java, 0.45),
(javacc, 0.40), (compilerbau,0.36), (windows,0.31), (database, 0.27), (net,0.27),
(sql, 0.27), (glut,0.22), (opengl,0.22), (eclipse,0.22), (compiler, 0.18), (svn, 0.18),
(subversion 0.18), (ebook, 0.18), (anleitung, 0.09), (linux,0.09).

The set T kau is used to infer the set Rk
au such that res(Rk

au) is composed by
the resources that the active user labeled by tags in tag(T kau) and the weight wkr
for the resource r is equal to the maximum weight of tags in tag(T kau) which the
active user associated to r.

4 Recommending Resources for a ToI

This section focuses on the recommendation process by describing how the ap-
proach filters and ranks resources for a specific ToIkau = (T kau, R

k
au). We will

show how the set of weighted resources Rk
au can be used to select adaptively the

neighbors (Section 4.1) and then how feedback from neighbors are filtered and
combined (Section 4.2).

4.1 Adaptive Neighbor Selection

Given the ToIkau = (T kau, Rk
au) of the active user, the set of weighted resources

Rk
au is used to filter the set of neighbors for the ToI. In particular, the approach

identifies people interested in the specific ToI by taking into account only the
users who tagged the resources in res(Rk

au). We assume that people interested
in ToIkau share with the active user relevant resources within the specific ToI.
For this reason, let Rshared(u, Rk

au) be the set of resources that the user u share
with the active user in res(Rk

au), we compute how much the specific interest of
the active user is matched by the neighbor u by computing the following

InterestMatch(u, T oIkau) =

∑
ri∈Rshared(u,Rk

au) wkri∑
ri∈res(Rk

au) wkri

The logic behind this formula is that higher is the number and the relevance of
the resources in Rk

au that the neighbor u tagged, higher is the interest of u in
the specific ToI. By using the InterestMatch function, we can filter the set Nk

au

of neighbors interested in ToIkau.
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4.2 Filtering and Combining Feedback for the ToI

The neighbor selection phase takes in account only resources in the ToI of the
active user. In order to produce recommendations we need to identify new re-
sources labeled by neighbors which are related to the specific ToI. Therefore, to
do this, we consider the tags that the neighbor u applied on the set of shared re-
sources Rshared(u, Rk

au): the resources labeled by u with these tags are considered
relevant for the specific ToI. e follow the idea that, some tags in the personomy
of the neighbor u are more trustworthy than others for finding relevant resources
for the ToI. In fact also the neighbor may have several ToIs and, for this rea-
son, we are interested in discovering which tags utilized by u better account for
the ToI of the active user. We consider more trustworthy the tags which have
been used by the neighbor to label many relevant resources within ToIkau and,
specifically, we measure the trustworthiness of a tag tj in the collection of the
neighbor u with respect to ToIkau as follow:

trustworthinessu(tj , T oIkau) =

∑
ri∈Rshared(u,Rk

au) wkri
· φ(u, tj , ri)

∑
ri∈Rshared(u,Rk

au) wkri

where φ(u, tj , ri) = 1 if the user u applied the tag tj on the resource ri, 0 oth-
erwise. Following the principle that trustworthy tags are associated to relevant
resources of the neighbor u, we assign an higher relevance to resource labeled
by more trustworthy tags. Specifically, we compute relu(rj , T oIkau), which is the
relevance of the resource rj in the personomy of the neighbor u with respect
to ToIkau, as the highest trustworthiness associated to tags that the neighbor u
assigned to rj .

Finally, the relevance of a resource rj for the active user with respect to ToIkau
is computed summing the relevance of rj over the collections of the neighbors
Nk
au as follow:

rel(rj , T oIkau) =
∑

u∈Nk
au

InterestMatch(u, T oIkau) · relu(rj , T oIkau)

This allows to produce the ranked list of resources that are recommended to the
active user.

5 Evaluation

Two main approaches can be used to evaluate the accuracy of the suggestions
produced by a recommender system: a live approach and an off-line approach.
In the first case, experimentation involves human participants which explicitly
provide information about their interests. The recommender system can, in turn,
build user profiles and produce a set of recommendations for each user. Finally,
the involved humans can personally judge if the suggested items match their
interests. On the other hand, an off-line evaluation uses an historical dataset
which contains the rate history (the tagging history) of a certain set of users. In
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this case, the dataset is divided into two chunks of data where a block of data
is used as training set in order to build user profiles and the other block is used
as test set, in order to compare the resources rated/tagged by the user to the
ones predicted/suggested by the system. Both the live and the off-line approach
have some advantages and shortcomings since live experimentations are more
precise but are also more expensive while, on the other hand, off-line evaluation
is cheaper but cannot be very precise. More specifically, the main limitation of
off-line evaluation depends on the high number of unrated resources: the users
in the dataset usually evaluated just a small part of the available resources. This
means that the system can produce meaningful recommendations which have
not been rated/tagged by the active user: therefore an off-line evaluation con-
siders these recommendations as not relevant for the active user (i.e. he did not
rate/tag them) and this lowers the estimated precision. Obviously, this prevents
an effective evaluation of the recommender system. For this reason, we have
planned to evaluate our approach by using both a live and an off-line approach.
At the moment we have exploited only some off-line experimentations in order
to demonstrate the validity of our technique.

More specifically, in this work, we are interested in evaluating if the idea of fil-
tering feedback for a single topic of interest by using the semantic relations built
by the active user and his neighbors can significantly improve the approaches in
the literature. For this reason, we have implemented the SocialRanking recom-
mender system [5], which similarly to our approach produces recommendations
for a specific tag/topic, and we have used it as a baseline reference for perfor-
mance measurement.

We used a dump of the BibSonomy system [11] to compare the results provided
by the two recommender systems. More specifically, we divided the BibSonomy
dataset into two chunks of data: the training set which includes all bookmarks
until the first of January 2008; the test set which has the bookmarks from the
first of January 2008 to the 31 December 2008. We created the user profile only
for the m users who tagged at least 60 resources until the first of January 2008
and who tagged at least 10 resources during the 2008. This is reasonable since
collaborative filtering approaches produce effective recommendations only when
users rated a significant number of items [1].

For each user, we used our approach to identify his topic of interests. Then,
we computed a set of recommendations for the ToI which contained the tag that
he used most frequently in the subsequent period (i.e. in the test set).

We used the same tag as input in the SocialRanking case. Both the Social-
Ranking mechanism and our approach have been exploited for producing 10
recommendations, using feedback from the top 10 and from top 20 neighbors.

The quality of the computed recommendations produced by the two mecha-
nisms was evaluated by adopting two measures, named respectively hit-rate(HR)
and average reciprocal hit-rank (ARHR), which have been used also in [12] to
compare two collaborative filtering recommender systems. More specifically, the
HR measure is defined as follow

hit-rate =
Number of hits

m
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where m is the total number of users considered in the evaluation and we count
a hit when the system produces at least one correct recommendation (i.e. a
recommendation for a resource that the active user has actually tagged in the
subsequent period). Given the lists of recommendations for the m users produced
by a recommendation mechanism, the hit-rate is a value in [0, 1] which is higher
when there is a larger number of users who received at least one recommendation
for a resource that they will tag in the test period.

Table 1 shows that our approach has an higher HR both when 10 neighbors
and 20 neighbors are used: according to this metric the approach proposed in
this paper outperforms SocialRanking.

Table 1. Hit-rate with 10 and 20 neighbors

HR (10 neighbors) HR(20 neighbors)

SocialRanking 0.13 0.15

Our Approach 0.34 0.40

The main limitation of the HR measure is given by the fact that hits are
evaluated regardless of their position, i.e, a hit that occurs in the first position
of the list of recommendations is treated equally to a hit that occurs in the last
position. In other words, the capability of the recommender system to better
rank resources is not recognized. In order to face this limitation we also used the
ARHR measure which is defined as

ARHR =
1
m

h∑

i=1

1
pi

where h is the number of hits and pi is the position of i-th hit. ARHR is still a
value in [0, 1] but it represents a measure of how well the recommender mech-
anism is capable to rank a hit in high-score positions. In Table 2 we show that
our approach outperforms SocialRanking also when we use the ARHR metric.

Table 2. ARHR with 10 and 20 neighbors

ARHR (10 neighbors) ARHR (20 neighbors)

SocialRanking 0.05 0.07

Our Approach 0.14 0.19

The main advantage of SocialRanking is that it can face the sparsity problem.
Such limitation is due to the fact that users in CF filtering systems usually rate
only a small part of the total number of items globally considered in the system
and this makes harder the task of finding similarities on the basis of shared
resources. Our approach can actually increase the sparsity since only a part of
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the user feedback is used to produce the set of recommendations (i.e., only the
part relevant to a specific ToI).

However, Table 1 and Table 2 show that by inferring topic of interests from
the set of the user annotated resources we obtain a more adequate description
of the user interests since the number of hits increases as well as the position
of the hits in the lists of recommendations. This depends on the fact that by
computing similarities among tags by using only the similarities inferred from
the Tag-Resource matrix, SocialRanking cannot account personal tagging strate-
gies, i.e., semantic relations which are not adopted by a significant number of
users in the community. Moreover, by taking into account only the number of
times two tags co-occur in order to infer their semantics, approaches (such as
SocialRanking) ignore that the tagged resources embed the information able to
clarify the meaning of tags. For this reason we compute similarities among users
by also taking into account the number of shared resources: higher is the number
of shared resources, higher is the probability that the users are using two set of
(possibly distinct) tags to describe a shared ToI.

6 Conclusions

In this work we propose a novel method to improve the precision of recommen-
dations computed by a user-based CF system for social tagging systems. In order
to reach this aim we address two main open issues.

In particular, traditional user-based CF recommender systems do not take
into account that each user may have several distinct interests and people may
share just some of these interests. In order to face this limitation, our approach
adaptively filters and combines the feedback of neighbors according to a specific
topic of interest identified for the active user. More specifically, in our approach,
a topic of interest of the active user is defined by a set of tags with a shared
meaning. In order to identify it we do not use approaches based on the analy-
sis of the entire folksonomy, since they tend to completely discard information
about the specific user. On the other hand, we group the tags of the active user
according to the personal tagging strategy adopted by the user.

The results show that the proposed approach is reasonable and it outperforms
other approaches proposed in literature. At the moment, we are planning a more
effective evaluation to validate this claim by exploiting off-line evaluations on new
datasets and by exploiting an on-line evaluation.

Moreover, we are interested both in:

– extending the approach following some idea proposed in [9] in order to iden-
tify hierarchical organization of user interests;

– adding a more semantic layer by means of content/ontology based analysis.

This step could potentially empower our approach by extracting semantic infor-
mation able to disambiguate and enrich the description of user interests, merging
more strictly the social and the semantic perspectives.
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Abstract. In this paper we present Border pairs method, a constructive learning 
algorithm for multilayer perceptron (MLP). During learning with this method a 
near-minimal network architecture is found. MLP learning is conducted 
separately by individual layers and neurons. The algorithm is tested in computer 
simulation with simple learning patterns (XOR and triangles image), with 
traditional learning patterns (Iris and MNIST) and with noisy learning patterns. 
During the learning we have less possibilities to get stuck in the local minima, 
generalization of learning is good. Learning with noisy, multi-dimensional and 
numerous learning patterns work well. The Border pairs method also supports 
incremental learning. 

Keywords: artificial intelligence, machine learning, multilayer perceptron, 
constructive neural network, border pairs method (BPM). 

1   Introduction 

Neural Networks (NN) are one of the best known learning devices, with multi-layer 
perceptron (MLP), a neural network with one or more hidden layers, being the most  
popular of them (Fig.1.). This is a feedforward neural network, where connections 
between the units do not form a directed cycle. Its classical learning algorithm is 
backpropagation - a supervised learning method - lengthy iterative generalization of 
the delta rule. Sets of constants (weights) first get random values, which heavily 
influence the number of required iterations [1]. During the learning process the values 
gradually change until the learning error is small enough. There is a strong probability 
that we stay in local minima, so the outcome of learning is uncertain. The optimal size 
of MLP (number of neurons and layers) is unknown during a learning process, so a 
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rule of thumb is often applied. Constructive neural network (CoNN) removes most of 
the disadvantages [2]. Most CoNN algorithms are still iterative. 

 

Fig. 1. Structure of MLP with three inputs, two nodes in hidden layer and one output, 
appropriate for learning with BPM 

Border pairs method (BPM) is a constructive method which is presented in details 
in the following section. BPM is not a classical iterative approach, values of weights 
and biases are directly determined from the geometry of learning patterns, similar to 
the ‘nearest neighbour classification’.  

Specificity of the BPM is: 

• Learning of each neuron individually. 
• Learning with the selected (small) subset of the learning patterns. 

Research work was conducted by the method of ‘Tabula rasa’, independently of the 
knowledge of other researches. It was observed how individual neurons behave in 
successfully learned MLP's. The resulting method was subsequently compared with 
the most common methods from the field of machine learning.  

The most similar methods are called DistAl [3] and ‘Geometrical Synthesis of 
MLP NN’ [4]. Some similarities were also found with the method of ‘Support Vector 
Machine’ (SVM) [5] and ‘NN weight initialization method using decision trees’ [6]. 
DistAl method applies to neurons with spherical threshold in the hidden level. These 
neurons measure Euclidean distance from the centre of the sphere and ignite when the 
distance from the centre is less than threshold. This method provides similar results 
with border pairs method. In the case of ‘Geometrical Synthesis of MLP’ we have 
normal neurons with linear threshold (LTU). Since the method of border pairs differs 
in how a hyper plane separate patterns of different classes is searched. Instead of 
border pairs polyhedrons are used and all learning patterns, even those not located 
near the border hyper planes. The similarity to the method of SVM is that it uses 
solely selected learning patterns. The method of ‘initialization of weights using 
decision trees’ is similar to border pairs method by the fact that the initial values of 
the weights are closely to those learned, but it does not provide the MLP with near-
minimum architecture. In the table 1 we represent an overview of advantages and 
disadvantages of related methods.  
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Table 1. Properties of different methods 

Method Advantages Disadvantages 
Support Vector 
Machine 

• Fast training 
• Always search for 
global minimum 

• Complex model 
and no control over 
complexity 
• Lack of result 
transparency  

 
Geometrical 
synthesis of 
MLP  

• Fast training 
• Fragmentation of 
classification problem 

 

• All patterns are 
used for training 

Initialisation of 
NN using DT 

• Constructive 
method 

• Complex model 

2   Description of the Border Pairs Method 

Our main goal was to avoid the disadvantages of traditional MLP learning, described 
in the introduction. The basic idea was to find the appropriate size of hidden layers 
and learning them individually, independently from the rest. Thus a demanding 
learning is divided into several simpler subtasks. Therefore, the hidden layers of 
learned MLP with two continuous inputs, and one discrete output were observed to 
discover the behaviour of individual neurons. Here are the basic rules: 

1. In the first hidden layer: 
o Output values are binary (0 or 1).  
o Similar learning patterns are treated equally (clustering). 
o Neighbouring clusters differ only by one bit. 

2. In the following layers MLP logical operations are performed with data from 
the first layer. 

The first layer linearly divides patterns of the different classes. The second one 
performs the logical AND operation and the third layer performs a logical OR 
operation. These basic logical operations are trivial for neurons, so their learning does 
not pose any problems. For non-complex learning patterns the second and the third 
may be omitted, so in general, we can say that they are optional. 

For an incremental learning only incorrectly classified patterns are used. We make 
additional border pairs and check the existing ones. Seeking of new border pairs is a 
fast and simple task, performed without difficulties. During the incremental process, 
additional learning of individual neurons is repeated.  

On the Fig. 2 we see a graphical representation of two-dimensional patterns (x and 
y) labelled with two classes (o and +). The circles represent the learning patterns with 
the desired value of 1, the crosses with the desired value of 0. Three border lines (a, b 
and c) are required to separate the circles from the crosses. With these lines we  
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Fig. 2. Graphical diagram of the clustering of two-dimensional learning patterns  

 

Fig. 3. Border pairs graph. Patterns 2 and 14 don’t have any patterns inside the circle 
intersection so they can be used as a border pair 

divided the input space into seven smaller areas (A, B, C, D, E, F and G). Now we 
start to search for border pairs, which are later used to determine the border lines. 
Border pairs are heterogeneous pairs (o and +) of learning patterns that lay as close to 
each other as possible, but on different sides of the border line. For example, between 
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patterns 2 and 14 there is no other object and therefore this is a border pair. Patterns 2 
and 15 are not a border pair, because there is a pattern 14 between them. 

The exact description of border pair is shown in Fig. 3. Circles have centres in two 
patterns of different classes (patterns 2 and 14). Both radii are equal to Euclidean 
distance between the centres. If there is no other pattern found in the intersection then 
these patterns form a border pair. In a multi-dimensional space a circle is replaced by 
a multi-dimensional equivalent. 

When the border pairs are formed, we can search for border lines (lines a, b  
and c in Fig. 2). All border pairs must be separated by at least one border line. Each 
border line must separate as many border pairs as possible and ultimately minimize 
the number of border lines. After setting border lines, we can check the individual 
areas. 

If an area contains patterns of different classes, then we continue to search for 
additional border pairs and border lines. In this process we use only samples from the 
particular area. Learning is finished, when all areas contain patterns of only one class. 

Table 2. Area (cluster) codes of learning patterns  

Area Code 
A 1 1 1 
B 0 1 1 
C 0 0 1 
D 1 0 1 
E 0 1 0 
F 1 1 0 
G 1 0 0 

 
 
The positions of the border lines are determined during learning of the neurons in 

the first hidden layer of MLP. At the beginning we start with one border line and try 
to match it with as many border pairs as possible. For unmatched border pairs we 
construct another border line and we try again to match as many previously 
unmatched border pairs as possible. We repeat this procedure, until all borders pairs 
are covered. The number of border lines is therefore between one and the number of 
border pairs.  

Each border line corresponds with one neuron in the first hidden layer. All border 
pairs must be separated at the end of the learning process. The more border pairs are 
separated by a single neuron (single border line), the better the generalization of 
learning gets. In the worst case (no generalization) the number of border lines 
(neurons) is equal to the number of border pairs. Fewer border pairs can also be 
omitted in the training process when the training data is noisy.  

 First hidden layer assigns a binary code to each area of the input space (A, B, C, 
D, E, F and G in Fig.2.), so we get as many bits as there are border lines. The codes of 
two neighbouring areas differ only by one bit. In our case the first layer can have 
output codes (vectors), shown in table 2. 
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Learning the first layer runs according to the following algorithm: 

Step 1: Search for the border pairs. 
Step 2: Take a new neuron and learn it with the 
data of next border pair.  
Step 3: Add new (nearby) border pair and teach 
the same neuron. If learning succeeds, retain 
the added pair and mark it as used, otherwise 
discard it. 
Step 4: Continue with step 3 until the last 
border pair. 
Step 5: Continue with step 2 until all border 
pairs are used. 
Step 6: Check all areas of input space 
(clusters). If some area contains some patterns 
of the opposite class (outliers) then search for 
additional border pairs in this area and 
continue with step 2. 

 
Higher layers compute logical operations with binary vector (see example in Table 2). 
In our case (Fig. 2.) only one AND operation is needed. In the triangle there are 
patterns which are on the right side of border lines a, b and c. In general we have 
many convex areas in the input space, which contain only positive patterns. To each 
such convex area corresponds an adequate AND term. This function is preformed in 
the second hidden layer. The output layer performs logical OR operation of convex 
areas and is mandatory in cases, where we have more, than one triangle (not shown in 
this case). This is also the reason why BPM’s classification error converge to zero on 
all finite and non-contradictory datasets. 

3   Testing of the Border Pairs Method 

The testing of BPM was performed using five different datasets, described below: 
XOR, triangle, Iris, MNIST and simple noisy data. 

3.1   XOR 

The first test of BPM was performed on well known XOR problem, shown in Fig. 4. 
Despite only four learning patterns (A, B, C in D) and only two-dimensional input 
space, many algorithms have problems with it. Our learning patterns form four border 
pairs: AB, AC, BD and CD. 

Now we try to combine the border pairs. Pairs AB and AC could be separated with 
the same border line, represented with one neuron. The same is true for pairs BD and 
CD. So we get two border lines (a and b) or two neurons in the first layer. This is 
done fast and accurately without getting stuck in any local minima. Now we must 
obtain the final result from the first layers of binary code. This is done with an 
additional layer of neurons. In this case only logical OR operation with first layers 
data is needed. 
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Fig. 4. The Graph of the XOR learning patterns 

3.2   Triangle 

This dataset is also two-dimensional. We try to find out if given point falls into the 
triangle. Dataset is similar to one, see in Fig.2. We used 200 learning patterns where 
approximately a quarter of them were circles (o) and the remaining were crosses (+). 
The learning process was repeated ten times with both algorithms (BPM and 
Backpropagation), and then the average and standard deviation of the RMSE error 
was calculated. The results are shown in Table 3. 

Unfortunately, the BPM does not combine the border pairs optimally. Instead of 
three (optimal number for triangle) it frequently finds four or even more border lines. 

3.3   Iris  

“Iris” is an established data set for the various tests. Data is four-dimensional, 
continuous and without missing values. It is classified into three classes, each having  
 

Table 3. Comparison of the results of two-dimensional learning 

RMSE error 
Number of a test BPM Backpropagation 
1 0,036 0,200 
2 0,075 0,128 
3 0,008 0,417 
4 0,016 0,072 
5 0,024 0,240 
6 0,048 0,051 
7 0,048 0,339 
8 0,115 0,026 
9 0,008 0,155 
10 0,016 0,042 

Average 0,039 0,167 
Standard deviation 0,034 0,133 

C(0,0) 

A(0,1) 

D(1,0) 

B(1,1) 

a 
b 

X 

Y 



304 B. Ploj, M. Zorman, and P. Kokol 

 

Fig. 5. Patterns from Iris dataset. Patterns 1-50 class Setosa, 51-100 class Versicolor and 101-
150 class Virginica 

50 instances (Fig. 5.). On horizontal axis (X) the sum of first and second input data 
(sepal length and width in cm) is shown, and on vertical axis (Y) there is the sum of 
third and fourth data (petal length and width in cm).  

To determine whether or not an Iris fits in class “Setosa” (patterns 1-50), we got 
only two border pairs (42-85 and 24-99), so only one border line was enough (thick 
line) to separate them. To distinguish between classes Versicolor and Virginica, we 
needed more border lines, as seen in the table 4. From the data in Table 4 (2+12=14 
and 1+4 = 5) it is clear that the class Versicolor lies between the other two classes, as 
demonstrated in Fig. 5. Trained MLP is able to classify correctly all 150 learning 
patterns. 

Table 4. MLP for Iris dataset  

Given 
class 

Number of 
border pairs 

Number of 
neurons in a 
hidden layer 

RMSE 
error 

Setosa 2 1 2.3e-11 
Versicolor 14 5 3.6e-12 
Virginica 12 4 2.0e-12 

3.4   MNIST 

MNIST is an established, proven and comprehensive set of data from the real world, 
containing handwritten decimal digits. The digits are size-normalized and centred in a 
fixed-size image.  
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Table 5. Comparison of learning results for the MNIST database  

Misclassified patterns [%] Digit 
BPM SVM DT 

0 2.5 2.0 1.7 
1 6.8 7.7 9.6 
2 4.2 4.9 4.5 
3 5.2 1.5 5.2 
4 1.7 1.3 2.6 
5 4.8 8.3 6.0 
6 0.8 0.3 2.8 
7 2.2 3.9 7.1 
8 3.4 4.8 5.5 
9 4.7 2.9 5.2 

Average 3.63 3.76 5.02 
 
 
In a data set there is a collection of 250 samples from 44 different writers, 

described with 16 attributes without missing values. All input attributes are integers in 
the range between 0 and 100. The output attribute is the class code between 0 and 9. 
We used only 200 samples (20 of them were positive). The rest of the samples (3498) 
was used for testing. Classification was made with BPM and two other related 
methods - SVM and DT. The results of comparison are given in Table 5. 

3.5   Noisy Data 

We wanted to find out how successful the Border pairs method is when learning data 
contains noise. At the beginning data without noise was used, then the noise is 
gradually added. The input data is two-dimensional, with continuous values and can  
 

 
Fig. 6. Learning patterns with noise 

10  

Y         
m1      

X
m
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Table 6. MSE error with different noise rates and different algorithms  

 
                        Noise rate (%) 

Algorithm  0 1 2 5 10 

Average RMSE 0,0692 0,1257 0,1094 0,1333 0,1519 
 

Back- 
propagation 

Std. dev. 0,0290 0,1136 0,0953 0,1146 0,0782 

Average RMSE 0,0399 0,0308 0,0497 0,0302 0,1046 
 

Border 
pairs 

 Std. dev. 0,0304 0,0250 0,0491 0,0235 0,0280 

be represented as points in the plane. Value 1 at the output of MLP means that a point 
lays inside a square, and the value 0 means the sample lays outside.  

We used 500 randomly distributed patterns: the first 250 patterns took part in the 
learning process, and the other 250 in evaluation of learning results, both sets having 
almost equal class distribution. Table 6 contains the obtained results of the averages 
and standard deviations of the RMSE. The noise rate is given in percentages. Ten 
percents noise rate means that the P data after adding noise comes in an interval from 
P-5% to P+5%. The position of the points changes somewhat after adding the noise. 
The learning was repeated twenty times for each noise rate. Learning with both 
algorithms was conducted under the same conditions. Noise rate was 0%, 1%, 2%, 
5% and 10%.  

4   Conclusion 

Border pairs method has found near minimal MLP architecture in almost all described 
cases. For classification of Iris Setosa only two border pairs or only four patterns out 
of 150 were enough for learning the whole data set correctly. 

In the classification of handwritten digits (MNIST) only 200 learning patterns were 
used for learning. The BPM correctly identified more than 95% from 3498 
handwritten digits, which did not participate in learning. Even with a noisy data, some 
very good results were obtained. RMSE error of the BPM was significantly lower 
than that of Backpropagation, especially for the noise lower than 10%.  

During learning we always managed to avoid the local minima. The initial results 
of the research give us a good starting point for further work. Possible directions for 
future research are: 

• Noise reduction using border pairs. 
• Improvement of algorithm for combining border pairs.  

Proper order of adding pairs improves the success of association. For noise reduction 
is reasonable to use only the patterns which participate in border pairs. We could 
correct them in the direction of nearby patterns of the same class which do not 
participate in border pairs. 
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Abstract. In this paper, we investigate the problem of dynamic be-
lief clustering. The developed approach tackles the problem of updating
the partition by decreasing the attribute set in an uncertain context.
We propose a based-ranking feature selection method that allows us to
preserve only the most relevant attributes. We deal with uncertainty re-
lated to attribute values, which is represented and managed through the
Transferable Belief Model (TBM) concepts. The reported results showed
that, in general, there is a beneficial effect of using the developed selec-
tion method to cluster dynamic feature set in comparison with the other
static methods performing a complete reclustering.

1 Introduction

Clustering consists in assignment of a dataset into groups such that the objects in
the same cluster have a high degree of similarity. Known also as cluster analysis
or unsupervised classification, data clustering has been addressed in many fields
like marketing, medicine, banking, finance, security, etc.

Generally, clustering techniques have typically focused on numerical datasets
such as K-means method [13]. However, clustering categorical data is a recent
research problem in data mining. Thus, many efforts have been considered on
clustering data with categorical attributes. Indeed, the K-modes method [10] is
one of the most popular of such techniques since it is inspired from the well-
known K-means method.

The problem of pattern maintenance, consisting in updating the data, is a
fundamental task in data management process. However, most existing clustering
approaches [11] suppose that databases are static. Such approaches are known
as off-line, and the scanning of both old and new information is required for
their updates. The proposal of dynamic techniques of any new information will
be more efficient and this is ensured by taking into account model evolution over
time. The detected changes may concern dataset characteristics (feature set or
data objects) or cluster’s partition. In fact, a dynamic dataset is a set of elements
whose parameters change over time. This latter task often concerns large and
high dimensional data. For such datasets, features may affect clusters differently,
some are important while others may bother the clustering procedure. Some
of the previously used features to cluster the dataset may become redundant,

A. Bouchachia (Ed.): ICAIS 2011, LNAI 6943, pp. 308–319, 2011.
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irrelevant or may even misguide clustering results. In addition, reducing the
number of features may increase problem’s comprehensibility.

On the other hand, there are numerous applications, where a dataset already
clustered with respect to an initial set of attributes, is altered by the addition of
new feature(s). Consequently, a re-clustering is required. Recently, [3,15] propose
incremental clustering methods dealing with the increasing of the attribute set,
while, works in [1,19] create the clusters by incrementally adding the dataset
objects. Furthermore, in [20], authors provided both incremental and decremen-
tal procedures to cluster dynamic objects sets. Moreover, preliminary dynamic
clustering approaches are proposed in [4,5], handling dynamic clusters’ number.
However, most of these non-standard methods, except [3,4,5], assume that the
datasets are certain and then could not deal with the challenge of uncertainty
management.

Another issue in practical applications is uncertainty. Indeed, there is a large
amount of data with imperfect characteristics. The necessity of handling both im-
precision and uncertainty of the data, in addition to the dynamic problem, leads
to the use of several mathematical theories, such as the belief function theory
[16]. This was the objective of some of the already exposed dynamic clustering
techniques [3,4,5]. Therefore, the idea, here, is to combine clustering methods
with this theory for representing and managing this uncertainty. In this work,
under a dynamic environment, we will focus on the previously developed belief
K-modes method (BKM) [2], using the belief function theory as interpreted in
the Transferable Belief model [18] to overcome this limitation since our symbolic
datasets have uncertain attribute values. Let us mention that several other works
have been developed within this uncertain framework such as in [9]. However,
the proposed method exposed a static approach.

This paper focuses on developing a new dynamic clustering approach in an
uncertain context and proposes a selection methodology of features which are
characterized by uncertain values. The selection methodology is achieved by sort-
ing the features in order to eliminate the most irrelevant one(s) for an afterward
up-to-date clustering process. This in fact allows finding better cluster partition
quality.

The remainder of this paper is organized as follows. Section 2 recalls the basics
of belief K-modes method (BKM) and briefly reviews the standard approach K-
modes as well as the belief function theory core concepts. Section 3 describes our
new feature selection method based on a ranking principle under uncertainty.
Section 4 outlines our developed dynamic clustering methodology. Section 5
presents the outcome of the experiments. Finally, Section 6 sums up the paper
with some conclusions.

2 Background on BKM Approach

The K-modes approach [10] was proposed to tackle the problem of clustering
large categorical datasets. By using the K-means [13] paradigm, this categorical
extension considers a simple matching dissimilarity measure, modes instead of
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means as cluster representatives. To update modes, during the clustering process,
a frequency-based approach is used. Note that the K-modes algorithm preserves
the efficiency of the K-means algorithm.

However, for practical applications, there is a large amount of data with im-
perfect characteristics. So, the necessity of their handling leads to use an appro-
priate mathematical theory, such as the belief function theory [16]. In this work,
we will focus on this tool to represent and manage the uncertainty’s parameter.
So, we will briefly expose its main concepts, used within BKM framework, under
the Transferable Belief Model (TBM). More details can be found in [2,16,17,18].

By considering Θ, a finite non empty set of elementary events to a given
problem, also called the frame of discernment and containing hypotheses about
one problem domain, the set of all its subsets is referred by the power set of
Θ, denoted by 2Θ. The impact of a piece of evidence on the different subsets
of this frame of discernment is represented by the so-called basic belief assign-
ment (bba). Indeed, bba is a function denoted m that assigns a value in [0,1]
to every subset A of Θ, and it is defined as follows: m : 2Θ �→ [0, 1] such that∑

A⊆Θ m(A) = 1. Each quantity m(A), named basic belief mass (bbm) is con-
sidered as the part of belief that supports the event A, and that, due to the lack
of information, does not support any strict subsets.

The belief K-modes method (BKM) [2] was developed, based on the K-modes
algorithm and uses the belief function theory, more precisely the bba concept,
in order to represent and handle this uncertainty.

Contrary to the certain training set which includes only precise information,
here, we deal with n objects where each of their S attributes is represented by a
bba expressing beliefs on its values. The corresponding bba of an attribute Aj ,
where 1 ≤ j ≤ S, is then given by mj . Thus, each attribute is represented via one
conjunction of all possible values and their corresponding masses. Hence, each
attribute value respectively to each instance is denoted by xi,j = {(cj , mi(cj))
| cj ∈ 2Θj}. Notice that this training set offers a more generalized framework
than the standard one.

BKM first parameter: Cluster mode
The mean operator permits combining bba’s respectively to each attribute pro-
vided by all objects of one cluster as well as satisfying the commutativity and
the idempotency properties [7]. Then, the idea was to apply this operator to this
uncertain context, for more details see [2].

Thus, given a cluster Cl = {X1, ..., Xnl
} of nl objects characterized by un-

certain attribute values, with 1 ≤ l ≤ K, the mode of the cluster Cl can be
defined by the following belief mode or representative Ql = (ql,1, .., ql,j , .., ql,S),
such that:

ql,j = {(cj, ml(cj))|cj ∈ 2Θj} (1)

where ml(cj) is the relative bbm of the attribute value cj within Cl which is

defined as follows: ml(cj) =
∑nl

i=1 mi(cj)

|Cl| , where |Cl| is the number of objects in
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Cl, while ml(cj) expresses the part of belief about the value cj of the attribute
Aj corresponding to this cluster mode.

BKM second parameter: Dissimilarity measure
The dissimilarity measure has to take into account the new dataset structure,
where one bba is defined for each attribute per object. So, the idea was to adapt
the belief distance defined by [6] to this uncertain clustering context. It can be
expressed as follows:

D(Xi, Ql) =
S∑

j=1

d(mi,j , ml,j) (2)

where mi,j and ml,j are the relative bba’s of the attribute Aj provided by re-
spectively the object Xi and the mode Ql.

The component d takes into account both the bba’s distributions provided
by the object Xi and the cluster mode Ql and one similarity matrix D (for
more details see [2]). This is a metric defined on the power set non based on the
pignistic transformation.

The BKM algorithm has the same skeleton as the standard K-modes method
[2]. It can be summarized as follows: After the selection of K initial modes, all
other objects must be allocated to the nearest clusters based on the dissimilarity
defined by Equation 2. Then, an update of all cluster representatives (Equation
1) and re-testing of the object assignments must be required. We have to reiterate
the mode update and the instance reassignment until no object has changed
cluster.

3 Ranking-Based Feature Selection under Uncertainty

Feature selection algorithms can be categorized as either filter or wrapper [12]
approaches. Filter approaches preselect the features, and then apply the selected
feature subset to the clustering algorithm, whereas, the wrapper ones incorpo-
rate the clustering algorithm in the selection feature process. We choose, here,
to explore the problem differently because we are interested in processing the
feature search independently of the clustering algorithm but we have to consider
its output clusters arrangement or partition to detect the feature impact during
the clustering process.

In the following, the selection features process as well as its preprocessing step
namely the ranking one will be detailed under uncertainty. Note that our pro-
posal takes into account the belief structure of our uncertain datasets, whereas,
the already developed ranking approaches in the literature deal with certain fea-
ture values. Our proposal is a two-stage procedure. Firstly, it sorts the features,
locally in each cluster, based on the dissimilarity measures. These distances re-
flect the feature relevance within each cluster. The result of this first stage is
subsequently used in the second one in order to decide which feature(s) must be
eliminated to improve the afterward clustering quality. Note that all this study
is based on the resulting cluster partition obtained via a complete execution of
the BKM algorithm. These two feature selection phases under uncertainty will
be detailed in what follows.
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3.1 Local Feature Ranking Step

Let us assume that the partition P of K clusters, resulting by applying BKM
clustering method, constitutes the starting point of the whole selection approach.
The notion of attribute preference has a central role in our study. This is ensured
by comparing the scores of all attributes respectively to an appropriate metric.
Indeed, we propose the dissimilarity to decide on the features ranking. For each
attribute Aj belonging respectively to each cluster Cl, we have to compute this
metric between the cluster mode and all instances of this same group as follows:

Dj,l =
nl∑

i=1

d(xi,j , ql,j) (3)

where nl represents the cluster cardinality. The d component is already exposed
in Section 2 (see Equation 2) since we treat uncertain attribute values. Further-
more, this distance measures the impact of this attribute Aj , having uncertain
values, on the intra-cluster quality/compactness. Thus, the attribute with the
highest distance value represents the one who participated least in this cluster
formation. Then, it is judged as the most irrelevant one. Finally, the ranking of
our S attributes within each cluster, called Rl, is directly built based on these
distances sort in an increasing order. By the following pseudo-algorithm, we
summarize this first step of the ranking-based feature selection method.

Local feature ranking algorithm(P )

Data: P
Result: Rl

begin
for Each cluster Cl, 1 ≤ l ≤ K do

for Each attribute Aj, 1 ≤ j ≤ S do
Compute Dj,l by Equation 3

Sort these distances in an increasing order
Generate directly Rl, the ranking of S attributes

end

3.2 Selecting the Most Irrelevant Features Step

Giving the K arrangements respectively to the K clusters, only the most rele-
vant features must be preserved during the dynamic process after this selection
step. The attribute(s) which is/are judged as the most irrelevant one(s), via
the general feature ranking, must be eliminated. The sum of the scores will be
computed for each attribute by considering all corresponding distance measures
already calculated. Thus, a general feature ranking is generated respectively to
these scores by their sort in an increasing order. These scores, respectively to S
attributes, are computed a follows:

Dj =
K∑

l=1

μlDj,l (4)
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Where μl reflects the weight of the corresponding cluster during this general
feature ranking step. We assume that all μl are equal to 1, thus all clusters have
the same impact for this step. It is possible that this weight will be fixed by the
expert or computed by using the cluster cardinality.

Let us mention that two attributes or more, having the same sum of scores,
can be judged as the most irrelevant ones and thus must be eliminated.

Indeed, the selection belief feature process consists in the execution of the
already exposed local feature ranking algorithm followed by the current one
namely the selecting of the most irrelevant features algorithm to return finally
the index/indices of the most irrelevant feature(s) to eliminate. Recall that the
considered features set contains uncertain attribute values represented via the
belief function theory concepts. To illustrate the developed belief feature selec-
tion approach, the following pseudo algorithm is proposed.

Selecting the most irrelevant features algorithm(Rl)

Data: Rl

Result: index/indices

begin
for Each attribute Aj , 1 ≤ j ≤ S do

Compute Dj by Equation 4

Sort these distances in an increasing order
Generate directly R, the general ranking of S attributes
Preserve the index/indices of the attribute(s) which is/are judged as the most
irrelevant one(s).

end

4 Dynamic Clustering Methodology

4.1 DSBKM Principal

We will present a novel dynamic belief clustering approach called Dynamic S
Belief K-modes method (DSBKM) by extending the uncertain K-modes method
version (BKM) to non-static environment. Note that S represents the initial
attributes number to reduce. It consists in dynamically decreasing the feature
set of S attributes and update the clustering result to guarantee a higher qual-
ity partition. This is done by considering the dissimilarity/similarity measure
concept.

Recall that, like in BKM static framework, within DSBKM context our
dataset objects may be characterized by uncertain attribute values represented
through the bba’s and managed via the belief function concepts.

To this end, we initially run the BKM algorithm to build K clusters, as point
of departure of the developed decremental clustering process. Then, the problem
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to deal with is how to manage this partition and update it without reclustering
our reduced dataset again, only described via the most S relevant attributes ?

In our case, we make use of the previously presented feature selection ap-
proach to decide which feature(s) to eliminate. DSBKM starts with an initial
partition. Then, it performs initialization and updating steps:

- Step 1: The initialization phase aims to detect which cluster(s) must be rear-
ranged. It uses the resulting feature selection method ranking.
- Step 2: The updating phase re-estimates the cluster partition for the dataset
of reduced attribute set. In fact, it consists in an iterative update until clusters’
stability.

Basically, the key idea of our dynamic algorithm is as follows: having initially
K clusters characterized by S attributes, we detect and eliminate, dynamically
over time, those attributes that become irrelevant and update consequently the
input clusters.

It is possible to reiterate this dynamic process and the selection feature one
until an expected clustering quality is reached.

4.2 DSBKM Algorithm

The DSBKM algorithm’s inputs are BKM final partition, of K clusters,
noMaxIter as the maximum number of iterations, the uncertain dataset UT
as well as the index/indices of the attribute(s) to eliminate. Recall that this
latter parameter is the feature selection method output.

For the following algorithm like the selection belief feature one, the dissimi-
larity measure plays an important role.

This proposed belief dynamic clustering approach can be considered as prob-
abilistic technique when the attribute uncertainty is expressed via the bayesian
belief function [16]. Moreover, the standard certain database can be handled via
certain bba’s [16] within DSBKM framework. Thus, it offers a more generalized
approach.

Let us mention that the cluster(s), for which the removed attribute(s) is/are
judged as the most irrelevant one(s), remain(s) unchanged.

The revised set R is a temporary group which is created and used during an
intermediate step in order to assign to it the revised set objects.

Regarding the time complexity, as shown in the next pseudo-code, the initial
step of the dynamic approach has order of O(K), when updating the clusters,
O(K.nl.S’.noMaxIter) is reached. With K is the cluster’s number, nl is the
cardinality of the cluster Cl and S′ is the attribute’s number of the reduced
features set.

Our proposal DSBKM algorithm is summarized by the following pseudo-
algorithm.
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DSBKM Algorithm (P , noMaxIter,UT , index(es))

Data: P , UT , noMaxIter, index/indices

Result: P ′

begin
Initialization step
1. Update the K cluster modes by eliminating the attribute(s) having
index/indices number(s).
2. Preserve only K′ clusters among all K clusters, which must be updated.
They are the groups for which the eliminated attribute(s) is/are averagely im-
portant.
Updating step
3. for Each cluster Cl, 1 ≤ l ≤ K′ with K′ ≤ K do

Compute its compactness expressed via its intra-cluster similarity measure
as follows D(Cl) =

∑nl
i=1 D(Xi, Ql), where nl = |Cl| represents the cardi-

nality of the cluster Cl with l ∈ {1, .., K} and Ql is its mode.

4. Compute the average compactness as threshold for the following.
5. for Each cluster Cl, 1 ≤ l ≤ K′ do

if Compactness ≤ Threshold then
The cluster must be revised by checking the instances memberships
- Compute the inter-objects dissimilarities respectively to all instances
by using D(Xi1 , Xi2 ) =

∑S
j=1 d(mi1,j , mi2,j), where i1 and i2 ∈

{1, .., n} and j ∈ {1, .., S}.
- Assign to the revised set R the most dissimilar one(s) from other
objects.

else
No detected change for this group

6. Update all cluster modes.
7. Assign the revised set objects to appropriate clusters.
8. Re-update the cluster representatives.
9. Re-test the dissimilarity of objects against the current modes.
10. Repeat steps 8 and 9 until no object has changed clusters or the noMaxIter
is performed.

end

5 Experimental Study

5.1 Used Data Sets

To evaluate our proposal, we have performed several tests on real databases
obtained from the UCI repository [14]. A brief description of these databases is
presented in Table 1. Note that no missing attribute values are detected.

Since there are not available real datasets containing uncertainty within the
belief function framework, we have modified these databases by introducing un-
certainty in the attribute values of their instances in order to obtain uncertain
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versions. To do this, we use three uncertainty’s parameters namely the certain
attributes’ values of the training instances, the degree of uncertainty p per at-
tribute and the percent of both uncertain objects and uncertain attributes.

The idea is to assign to each attribute, a bba over the set of remaining at-
tributes of this object, based on the set of their possible values, for more details
see artificial creation of belief dataset versions process as described in [2]. Details
for uncertain versions are omitted, due to lack of space. Let us, just, recall that
attribute values are converted to bba’s distribution.

Table 1. Description of UCI databases

Databases #instances #attributes #classes

Hayes-Roth 160 5 3
Lenses 24 4 3
Lymphography 148 18 4
Spect heart 267 22 2
Zoo 101 17 7

5.2 Experimental Evaluation Parameters

The selected criteria used to judge the performance of our proposed clustering
method are:

1. Clustering quality indices namely the clustering accuracy [10] as external
evaluation criterion, besides the widely used validity function namely the
Davies-Bouldin (DB) index [8] as internal validation index.

The first was proposed by Huang [10] as follows r =
∑K

l=1 al

n , where n is
the number of instances in the dataset, K is the number of clusters, al is the
number of instances occurring in both cluster l and its corresponding labeled
class. If r is equal to 100%, then the cluster partition is judged as excellent,
whereas a ’null’ or bad cluster arrangement has a clustering accuracy equal
to 0%.

The second is a function of the ratio of the sum of intra-cluster scatter
to inter-cluster separation and defined by DB = 1

K

∑K
i=1 maxj,j �=i{Si+Sj

dij
},

where Si and Sj are respectively the average distance of all objects belonging
to cluster Ci and Cj to their cluster’s centers, and dij is the distance between
clusters centers. Si and Sj components reflect the intra-cluster variability. By
dij measure, the inter-cluster distance is given. Hence, the ratio is small if the
clusters are compact and far from each other. Consequently, Davies-Bouldin
index has a small value, going to zero, for a good clustering.

2. Time performance measures namely the running time which represents the
time complexity needed to obtain a final stable partition and the iterations
number which indicates how many iterations are performed until the parti-
tion stability. So, the first criterion is used to find the faster classifier among
the dynamic proposed ones and the static method.
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5.3 Experimental Results

Two cases must be considered, namely dynamic and static contexts in order to
compare them and evaluate our proposals. To this end, we have to proceed by ap-
plying the BKM approach initially to build K clusters for each uncertain dataset
characterized by all S attributes. We consider then the resulting output parti-
tion as ranking-based feature selection input. By running this selection method,
the index/indices of the most irrelevant attribute(s) is/are returned. Our pro-
posal, namely DSBKM , updates the cluster partition after this reduction of
the feature set.

To judge its quality, the proposed approach must be compared to the static
version. We have to retain the corresponding experimental evaluation criteria
resulting by using DSBKM, as exposed above, and BKM method to cluster
dataset characterized by, now, the reduced feature set.

We run the algorithms ten times. The clustering quality indices are measured
according to the mean values. According to the obtained results, summarized
in Tables 2 and 3, we can observe that the dynamic belief clustering generates
better results than those returned by applying the static clustering version. This
proves that our dynamic method is resilient to feature set reduction by using the
proposed ranking-based selection approach instead of a random feature selection.

Table 2. Clustering quality indices results (BKM versus DSBKM)

DB index (%) Clustering accuracy (%)
Databases BKM DSBKM BKM DSBKM

Hayes-Roth 7.82 7.05 76.7 78.4
Lenses 4.15 3.26 87.88 90.75
Lymphography 8.56 7.99 84.56 83.99
Spect heart 10.69 8.88 86.25 87.08
Zoo 8.35 8.56 71.8 74.5

Moreover, results in Table 2 confirm that our proposal is well appropriate
within such uncertain context and, DSBKM, generally, outperforms BKM and
has a better DB measure (the minimum one) and a higher clustering accuracy
(the maximum one).

Furthermore, DSBKM provides high accuracy values for all testing data, ex-
cept Lymphography database, where all values are greater than 74.5% and yields
good results in terms of DB index.

Using dynamic clustering mainly aims to improve the classifier performance.
In order to appropriately monitor the behavior of DSBKM approach, we also
calculate the running time requirement and the iterations number.

Table 3 presents the time performance results for the used datasets. As pre-
viously done for the clustering quality indices, here again, we report the mean
values of ten times run. We observe that, according to iterations number, reclus-
tering the whole data objects after decreasing the attribute set could not be
considered as a good practice comparing to the decremental developed process.
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Table 3. Time performance measures (%)(BKM versus DSBKM)

Databases BKM DSBKM
Running time(s) Iterations Running time(s) Iterations

Hayes-Roth 196 12 183 9
Lenses 71 6 57 5
Lymphography 209 10 187 6
Spect heart 199 9 152 6
Zoo 198 6 187 6

This is due to the highest number of iterations required by the static approach
to find the final stable partitions compared to the one required by DSBKM
approach. Indeed, it is clear that, for most databases, both running time and
iterations number are significantly better using our dynamic framework than the
static method. Note that by eliminating the most irrelevant attribute(s), which
is/are selected via the proposed ranking-based selection method, the clustering
process generates higher quality partitions with reduced time requirements and
minimal iterations’ numbers.

As expected, these time execution values, slightly higher, can be explained
by the fact that each attribute is represented, within DSBKM framework, via
one conjunction of all possible values and their corresponding masses instead of
one precise category. The same is observed for static version since identical data
structures are considered.

6 Conclusion

In this paper, we proposed a new clustering approach which dynamically up-
dates the clusters partition, after reducing the feature set, in order to guarantee
a higher quality result. We developed a novel feature selection method under
uncertainty to detect and preserve, among all attributes, only the most relevant
ones. The uncertainty is considered in attribute values and is represented and
managed by the belief function theory as understood by the TBM. We tested
our proposed method on real datasets versions soiled by uncertainty, and the
obtained experimental results showed its efficiency. As a future work, we plan to
investigate and set up a more general clustering method allowing us to handle
additional dynamic aspects and uncertainty forms.
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Abstract. Many combinatorial optimization problems lend themselves to be
modeled as distributed constraint optimization problems (DisCOP). Problems
such as job shop scheduling have an intuitive matching between agents and ma-
chines. In distributed constraint problems, agents control variables and are con-
nected via constraints. We have equipped these agents with a full constraint solver.
This makes it possible to use global constraint and advanced search schemes.

By empowering the agents with their own solver, we overcome the low perfor-
mance that often haunts distributed constraint satisfaction problems (DisCSP). By
using global constraints, we achieve far greater pruning than traditional DisCSP
models. Hence, we dramatically reduce communication between agents.

Our experiments show that both global constraints and advanced search
schemes are necessary to optimize job shop schedules using DisCSP.

1 Introduction

In this paper, we discuss distributed constraint programming with agents (DCP). We
introduce advanced agents with global constraints, and advanced search to solve dis-
tributed constraint satisfaction problems (DisCSP), in particular distributed constraint
optimization problems (DisCOP). DCP is a special form of constraint programming
(CP), where variables belong to specific agents and can only be modified by their re-
spective agents.

We differentiate DCP from DisCSP since DisCSP has traditionally assumed one vari-
able per agent [18]. In contrast, we study the case where agents can control several vari-
ables, making it possible to use global constraints. Such constraints are often needed
when solving complex CP problems, such as job shop scheduling problems (JSSP).

Using global constraints in DCP requires that each agents has its own constraint
solver. Having a full solver in each agent also makes modeling and communication
more efficient. As far as we know, no published work on DisCSP has studied global
constraints. In earlier work, these constraints were transformed into equivalent primitive
or table constraints. This led to inefficient solving and model representation.

There are two main contributions in this paper:

– We empower the individual agents with a full constraint solver; and
– We introduce an advanced search scheme.

A major advantage of each agent having a full solver is that we can create advanced
search methods by adding constraints during search. In this paper, we study JSSP and

A. Bouchachia (Ed.): ICAIS 2011, LNAI 6943, pp. 320–331, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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search that adds ordering-constraints before the actual assignments, significantly in-
creasing the performance. We are not aware of any previous research on DisCSP that
studies this type of search.

Formally, a constraint satisfaction problem (CSP) can be defined as a 3-tuple P =
(X, D, C), where X is a set of variables, D is a set of finite domains where Di is the
domain of xi, and C is a set of primitive or global constraints containing several of the
variables in X . Solving a CSP means finding assignments to X such that the value of
xi ∈ Di, while all the constraints are satisfied. P is referred to as a constraint store.

Finding a valid assignment to a constraint satisfaction problem is usually accom-
plished by combining backtracking search with consistency checking that prunes in-
consistent values. In every node of the search tree, a variable is assigned one of the
values from its domain. Due to time-complexity issues, the consistency methods are
rarely complete. Hence, the domains will contain values that are locally consistent, i.e.,
they will not be part of a solution, but we cannot prove this yet.

DisCSP, as used in [17], can be defined similarly to CSP with the 4-tuple P =
(A, X, D, C), where A is a set of agents and X is a set of variables so that xi ∈ ai. D
is a set of finite domains, and C is a set of sets of binary constraints. Each variable xi
has a finite domain di, and each set of constraints cij connects two agents ai and aj ,
where i �= j. Furthermore, each variable is controlled by exactly one agent. Lastly, the
constraint network builds a connected graph. In other words, each agent is connected to
another agent. Hence, there is at least one path from agent ai to agent aj .

Our model of DCP extends the DisCSP definition to a higher level. We retain the
properties that a variable is controlled by exactly one agent, and that there is a path
from any agent ai to agent aj . Now, however, X is a set of sets of variables, C is a set
of sets of n-ary constraints, and D is a set of sets of finite domains. Every agent ai has a
set of variables xi and a set of constraints ci. In [13], a similar definition is introduced,
but not expanded upon. In fact, we are not aware of anyone actually using the main
advantage of having many variables per agent. The fact that our agents can have global
constraints enables us to use the full power of modeling and pruning in CP.

In DCP, we can perform the consistency and search phase asynchronously [20].
First, we let each agent establish consistency internally, then send its prunings to the
agents that are connected via constraints. Figure 1 depicts the structure of the con-
straint network for a small JSSP. Each agent holds two variables and ensures no overlap

Ya > Za
Yb < Zb

Xa > Ya
Xb < Yb

Xa > Za
Xb < Zb

cumulative([Ya, Yb]) cumulative([Za, Zb])

cumulative([Xa, Xb])

Agent Y Agent Z

Agent X

Fig. 1. Model of a distributed JSSP, where each agent holds several variables
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between tasks via a cumulative constraint [2]. The constraints between agents are the
precedence constraints, stated at the edges. Whenever a variable that is part of a con-
nected constraint changes, the prunings will be propagated to the connected agents.
Using our formal model, we, e.g., have A = {X, Y, Z}, xx = {Xa, Xb}, cx =
{cumulative([Xa, Xb]), Xa > Y a, Xb < Y b} and cxy = {Xa > Y a, Xb < Y b}.

The rest of this paper is organized as follows. Section 2 introduces the background
and the related work. In Section 3, our model of DCP with global constraints and ad-
vanced search is described. Section 4 describes our experiments and results. Finally,
Section 5 gathers our conclusions.

2 Background and Related Work

Most work on DisCSP deals with the scenario where each agent holds a single variable
and only binary constraints exist between the agents [18]. These problems are typically
solved with an asynchronous search, where consistency is enforced between the con-
nected agents [20]. One notable exception is [13]. However, that paper mentions neither
global constraints nor advanced search methods.

The model of each agent only controlling one variable and only having binary con-
straints can technically be used to model any problem. However, even the latest search
algorithms need to send a huge amount of messages to other agents [6] to solve such
problems. This makes such a limited model less feasible when dealing with large or
complex problems. This is especially problematic for optimization problems, since
there is a greater need for search than for simple satisfiability problems.

One main difference between our model and previous work, such as [20,6,4,17,13],
is that we can communicate entire domains. When a domain has been received, the
prunings it carries are evaluated. This is much more efficient than sending one value
from a domain at a time and getting a Good or NoGood message back.

Privacy is often used to motivate distribution of variables. Previous work, such as [21]
shows that perfect privacy is possible for DisCSP. However, in the real world, complex
encryption and minimal communication are impractical if they decrease performance
too much. Our ultimate goal is to use our work for scheduling in autonomous unmanned
aerial vehicles [9]. Hence, we focus more on performance than privacy.

A great limitation of previous work is that the problem model is usually translated
into a table form [11]. These tables represent all possible assignments by the cartesian
product of the domains in the constraint. For many problems, this representation is
unfeasibly large [17]. In scheduling, a single cumulative constraint, ensuring no overlap
of tasks [2], would have to be translated to binary constraints for every single time point.
Even small scheduling problems would need thousands of constraints.

Many complex optimization problems need global constraints to solve in reasonable
time. Some papers on DisCSP build advanced structures of agents. Others add a master-
like agent that controls the global limits of the problem [12]. However, as far as we
know, no one provides global constraints in each agent.

In order for DCP to solve large problems which are relevant to the real world, like
JSSP, we need more advanced agents. Theoretically, one variable per agent is sufficient
to model any DisCSP. However, just as global constraints can be reduced to binary
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constraints, the decreased pruning makes such an approach unrealistic for large opti-
mization problems. This paper introduces agents with full constraint solvers, in order
to make DCP feasible for industry use.

3 Distributed Solvers

Figure 2 depicts our model of DCP. Each agent holds a separate copy of the JaCoP
solver [8], and only controls the variables that are needed for that part of the problem
model. For instance, in JSSP, each agent holds the variables representing the tasks on
the machine that the agent models. The precedence constraints between tasks assigned
to different machines are stored in the connected constraints, since they constrain tasks
controlled by different agents. This is how prunings are sent between agents.

Agent 1

JaCoP Solver

Agent 2

JaCoP Solver

Connected
Constraints

Connected
Constraints

Communication
of prunings

Fig. 2. Our model of DCP, each agent holds a full constraint solver

Figure 3 depicts a simplified view of the distributed constraint evaluation process and
the search. All time consuming steps in our solving are parallel. As depicted in Fig. 3,
the algorithm evaluates consistency and the agents vote on the next master in parallel.
However, in order to guarantee synchronicity, the agents must wait for all prunings to be
finished before they can move on to select the next master. Hence, the algorithm moves
from synchronous to asynchronous execution of the agents, and back again, with every
assignment.

When consistency is evaluated, all prunings are sent directly between the agents
that are part of the connected constraint. Hence, the master agent is not controlling
communication. It serves only to make an assignment decision and ensure that all agents
are synchronized for the next step in the execution. The next step after an assignment
may be to backtrack, or locate the next master, or to communicate a solution.

An example of the operations of our model is depicted in Fig. 4, which shows all
execution steps. The execution progresses as follows.

1. When the solving is initialized, all agents start to run consistency of their con-
straints, see Fig. 4(a).

2. If there are changes to a variable that is in a connected constraint, those prunings
are sent to the agent holding the other variable of the connected constraint, see
Fig. 4(b). In this paper, we only study the case of binary constraints between agents.
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X

Z

Y

X

X Z

Z

Y

X

Make
assignment

Run
consistency

Find new
master

Vote on new
master

Make
assignment

Active agents: 1 3 1 3 1

Master Master Master

Fig. 3. The progress from assignment to next assignment. X, Y, and Z are agents.

Each agent holds a queue of pruning messages, when changes have been received,
consistency is again evaluated in the agent. This process continues iteratively until
there are no more prunings sent between agents.

3. As soon as the consistency is finished, a negotiation determines which agent will
start the search, see Fig. 4(c). This follows the principles of distributed election [5].

4. The agent holding the variable with the highest priority, defined by a user config-
urable heuristic, gets the master token, see Fig. 4(d)-(e). In this paper, we look at
synchronized search. This means that only one agent holds the master token and
only this master gets to make the next assignment decision.

5. The master makes an assignment and enforces consistency, see Fig. 4(f).
6. The master sends the prunings to the agents that have connected constraints con-

taining changed variables, see Fig. 4(g).
7. When the agents receive prunings, they automatically run consistency, see Fig. 4(h).
8. When consistency has finished again, we are at the same position as in Fig. 4(c).

We renegotiate which agent is to be the new master.

The procedure above continues until all variables have been assigned a value. When
a master finds a solution, the cost of the solution can be shared amongst all agents
by propagating it to all agents connected to the master. These agents then propagate it
further, and so on, until all agents are aware of the solution cost. This is similar to the
communication in [3]. Sharing solution costs is necessary in order to use branch and
bound search.

If backtracking is necessary, we will undo the assignment leading to the inconsis-
tency. If the current master has run out of possible assignments, it will send a message
to the previous master telling it to backtrack. Hence, all agents that have been masters
keep track of which agent was master before itself. Furthermore, since agents have sev-
eral variables, an agent can become master several times in the same search tree branch.
Agents therefore also need to keep track of backtracking to themselves.
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enforceConsistency

Agent Y Agent Z

Agent X

enforceConsistency enforceConsistency

(a) Start: Enforce consistency

sendPrunings

Agent Y Agent Z

Agent X

sendPrunings sendPrunings

(b) Communicate prunings

findMaster

Agent Y Agent Z

Agent X

(c) Elect new master

Agent Y Agent Z

Agent X

sendMostCritical sendMostCritical

(d) Reply with measurement

makeMaster

Agent Y Agent Z

Agent X

(e) Make Agent Y new master

Agent Y Agent Z

Agent X

makeAssignment
enforceConsistency

(f) Master assigns and runs consistency

Agent Y Agent Z

Agent X

sendPrunings

(g) Master communicates prunings

enforceConsistency

Agent Y Agent Z

Agent X

enforceConsistency

(h) Affected agents enforce consistency

Fig. 4. The operating sequence for consistency and search in our model. The waves along the
edges indicate communication.

The pseudo-code for our model is shown in Fig. 5. The receive method will be
called automatically by the agent whenever a message has been received. Communica-
tion between agents are performed by similar syntax to that of [7]. All communication
of costs is handled by connected constraints and is therefore controlled by the problem
model. This gives great versatility to our model.

The biggest challenge in our distributed model is to detect that all agents are syn-
chronous. For instance, detecting that consistency has reached a fixpoint and it is time
to make the next assignment. That detection takes place in the handling of the message
Wait_For_Consistency. Verifying whether agents are running and consistent can be
done as for DisCSP, by using the process of [3].
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1 // variables controlled by the agent V
2 // actors that participate in the problem A
3
4 receive(message) {
5 switch (message.type) {
6

7 case Make_Master(oldMaster):
8 master = true
9 previousMaster = oldMaster

10 this ! Start_Search
11
12 case Start_Search:
13 v = selectionHeuristic.selectVariable
14 if (v == null)
15 storeSolution
16 this ! Backtrack
17 else
18 k = valueHeuristic.selectValue
19 store.makeAssignment(v, k)
20 this ! Enforce_Consistency
21
22 case Enforce_Consistency:
23 running = true
24 if (store.enforceConsistency)
25 forall (c in connectedConstraints)
26 forall (v in c.remoteVariables)
27 if (v.hasChanged)
28 v.remoteAgent !
29 Pruning(v.name, v.domain)
30 else
31 consistent = false
32 if (master)
33 this ! Wait_For_Consistency
34 running = false
35

36 case Pruning(varName, domain):
37 v = store.findVariable(varName)
38 v.domain = domain
39 this ! Enforce_Consistency

(a)

1 case Wait_For_Consistency:
2 forall (a in A)
3 if (a.isRunning)
4 this ! Wait_For_Consistency
5 return
6 forall (a in A)
7 if (a.inconsistent)
8 this ! Backtrack
9 return

10 this ! Select_Next_Master
11
12 case Backtrack:
13 store.forbidLastAssignment
14 store.undoLastAssignment
15 if (store.stillInconsistent)
16 previousMaster ! Backtrack
17 else
18 this ! Start_Search
19
20 case Select_Next_Master:
21 forall (a in A)
22 a ! Find_Best_Variable(this)
23

24 case Find_Best_Variable(theMaster):
25 v = selectionHeuristic.selectVariable
26 k = v.fitness
27 theMaster ! Fitness(k, this)
28

29 case Fitness(fitness, actor):
30 if (fitness > bestF itness)
31 bestF itness = fitness
32 bestActor = actor
33 fitnessReplies += 1
34 if (fitnessReplies == A.size)
35 master = false
36 bestActor ! Make_Master(this)
37 }
38 }

(b)

Fig. 5. The pseudo-code for the agents. The receive method is called whenever a message arrives.
An exclamation mark indicates communication to an agent.

3.1 Advanced Search in Distributed Constraint Programming

In order to solve complex JSSP, we need the more advanced search that is made possible
by our model. The algorithm presented in Fig. 5 is somewhat simplified. For JSSPs, we
use a sequence of two search methods. The first orders the tasks on each machine by
adding precedence constraints. The second assigns actual start times for each task. This
is based on the principles described in [1]. While some problems may solve without the
ordering, many require an ordering to solve in reasonable time.

Figure 6 depicts the algorithm for the ordering search. During the ordering, the ma-
chine with the least slack in the tasks scheduled on it is selected. Then we pick the
task, running on that machine, with the smallest start time. Finally, we impose that the
selected task has to execute before the other tasks on that machine, and we remove it
from the list used to calculate slack. This procedure is repeated recursively.

This type of advanced search is not possible in all DisCSP solvers. Many DisCSP
solvers cannot impose constraints during the search. Even solvers that can impose new
constraints, are often limited by mostly supporting table constraints [11]. If only table
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1 // M is a vector of vectors representing tasks assigned
2 // to a machine. Each task is specified by its starting
3 // task start time t, task duration d
4

5 boolean Jobshop_Search(M)
6 if store.enforceConsistency
7 if M �= ∅
8 m← selectCriticalMachine(M)
9 sort tasks in m in ascending values of t.min()

10 for each i = 1, . . . , n
11 for each j = 1, . . . , n
12 if (i �= j)
13 impose mi.t+mi.d ≤ mj .t

14 M ′ ← M \mi

15 if Jobshop_Search(M ′)
16 return true
17 else
18 return false
19 return false
20 else
21 store solution
22 return true
23 else
24 return false
25

26 vector selectCriticalMachine(M)
27 for each mi ∈ M
28 min ← min(min(mi.t0), min(mi.t1), . . ., min(mi.tn))
29 max ← max(max(mi.t0 +mi.d0), max(mi.t1 +mi.d1), . . . ,
30 max(mi.tn +mi.dn))
31 supply ← max−min
32 demand ← ∑

mi.di

33 critical ← supply − demand
34 return machine mi with the lowest value of critical

Fig. 6. The code for the ordering search

constraints are supported, the memory use of the solver will increase greatly whenever
new constraints are imposed for every time unit of the schedule.

4 Experimental Evaluation

For our experiments, we used the JaCoP solver [8]. The agent system is written using
actors in Scala [14]. The experiments were run on a Mac Pro with two 3.2 GHz quad-
core Intel Xeon processors running Mac OS X 10.6.2 with Java 6 and Scala 2.8.1. These
two processors have a common cache and memory bus for each of their four cores. The
parallel version of our solver is described in detail in [16]. We used a timeout of 30
minutes for all the experiments. All experiments were run 20 times, giving a standard
deviation of less than 5 %.

We ran several standard benchmark scheduling problems described in [19,10]. The
characteristics of the problems are listed in Table 1. These are all JSSP, where n jobs
with m tasks are to be scheduled on m different machines. We study the case of non-
preemptive scheduling.

We created two DisCOP models of each problem: one for our version of DCP with
global constraints, and the other representing the traditional case with only primitive
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Table 1. Characteristics of the problems for the global constraint model

Problem Jobs Tasks Variables Constraints Optimum

LA01 10 5 61 56 666
LA04 10 5 61 56 590
LA05 10 5 61 56 593
MT06 6 6 43 43 55

constraints. When using our model, each agent represents one machine. It contains one
global cumulative constraint with n tasks [2], to ensure no overlap of tasks.

In the primitive model, each agent represents one variable. For the problems we
studied, the primitive constraints are binary in the sense that they only contain two
variables. Our primitive constraint models did not use table constraints. Instead, they
used the constraint starti + durationi ≤ startj ∨ startj + durationj ≤ starti
for every pair of tasks, to ensure no overlap. This constraint is technically a binary
constraints, since the duration is a constant. These primitive constraints can replace
cumulative for JSSP since we only have one instance of each resource.

Each problem was started with no prior knowledge of the optimal solution. Hence,
the domains of the variables representing the start time tasks were {0..1000}. When
using many resources, translating a single cumulative constraint into a table constraint
requires primitive constraints in every time point. For many problems, this could result
in an excessive number of rows in the table constraint. This is often infeasible due to
memory size.

4.1 Experimental Results

The results for finding and proving the the optimal solution are shown in Table 2 and
Table 3. Clearly, the primitive representation of the problems rarely found the optimal
within the 30 minute timeout. The only exception was MT06, the simplest problem we
tested. Still, finding the solution for MT06 took almost 30 times as long as the global
model.

Table 2. Execution time in seconds that the global constraint model took to find the optimal
solution and the best solution found within the 30 minute timeout

Problem Time to find optimum Time to prove optimum Solution

LA01, Global 3.8 4.0 666
LA04, Global 10.8 12.1 590
LA05, Global 0.7 0.97 593
MT06, Global 3.0 3.0 55



Distributed Constraint Programming with Agents 329

Table 3. Execution time in seconds that the primitive constraint model took to find the optimal
solution and the best solution found within the 30 minute timeout

Problem Time to find optimum Time to prove optimum Solution

LA01, Primitive Timeout Timeout 936
LA04, Primitive Timeout Timeout 976
LA05, Primitive Timeout Timeout 720
MT06, Primitive 87.7 Timeout 55

Our model of DCP with global constraints in each agent gives superior performance
in our experiments. The traditional model with only one variable per agent never man-
aged to prove the optimality within the timeout. This performance increase comes partly
from the fact that we can order variables before we start search. When agents control
only one variable, this type of ordering is not possible. In this case, adding the ordering
constraints will mostly serve to increase the number of pruning messages that need to
be sent.

When we turn off the ordering of tasks, the performance drops significantly for the
global model. However, even though we could not prove optimality without ordering,
we found better solutions within the timeout than the primitive model for almost all
problems. Hence, the benefit of our model is not simply in the use of advanced search,
but also in the use of global constraints.

Although our search is synchronous, using asynchronous search would probably not
benefit the traditional primitive model much. Our model would probably still be better,
because in our experiments we use a simulated distribution, thus minimizing the penalty
of sending many messages. The primitive model communicates many more messages to
reach the consistency fixpoint. When using a network, the communication would be an
order of magnitude more time consuming than on a shared-memory multicore machine.

Using asynchronous search would bring benefits to both the global constraint model
and the primitive one. However, the search space of CP is exponential with regard to
domain size. Parallel search only gives a polynomial speed-up [15]. Hence the perfor-
mance advantage of the global constraint model is likely to remain, even though the
model with one variable per agent allows for more parallelism.

We also created a third model, where each agent control several variables, but have no
global constraints. Just as for the global representation, each agent models one machine.
However, the cumulative constraint has been replaced by the same kind of constraints
as in the primitive model for every pair of tasks.

The performance of this third model, shown in Table 4, was better than that of the
single variable per agent model. However, the performance was usually much lower
than of the global constraint representation. For the simplest problem it was slightly
faster. But for the most difficult problem, it did not find the optimum within the timeout.

The performance benefit of our model of DCP is not simply because of our advanced
search. The ordering of tasks on each machine is possible in the model with several
variables per agent but without global constraints. However, the pruning is much weaker
when there are no global constraints.
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Our results for the model in Table 4, compared to the results in Table 3, illustrate
the cost of communication. We get much better performance than the scenario of one
variable per agent, despite using the same constraints. Hence, the difference between the
performance of these two models comes mostly from the communication of prunings.

The cost of communication depends on the agent framework. However, we ran our
experiments on a shared-memory machine. Running on a cluster, with network com-
munication, would increase the performance penalty of communication severely. If
anything, our experiments over estimate the competitiveness of traditional DisCSP
models.

Table 4. Results for multi-variable agents, without global constraints, but with ordering

Problem Time to find optimum Time to prove optimum Best Solution

LA01 3.8 6.9 666
LA04 Timeout Timeout 667
LA05 0.47 9.7 593
MT06 2.5 2.6 55

5 Conclusions

In this paper, we have introduced a completely new model of distributed constraint
programming. Unlike any work we are aware of, we equip each agent with a full con-
straint solver. Our model is the the only one we have seen published that can use global
constraints. It also allows advanced search, during which we can order tasks before
assigning actual start times of scheduling problems.

By equipping each agent with a full constraint solver, we allow much more efficient
modeling of problems. Unlike most work on DisCSP, we do not translate our models
into table constraints. This allows us to communicate domains and constraints between
agents during the search. Such communication is much more efficient than that of tra-
ditional DisCSP. Reducing communication is a major concern in DisCSP solving.

Our main conclusion of this paper is that both global constraints and advanced search
are needed in order to solve complex scheduling problems using distributed constraint
programming. Traditional work on DisCSP has focused on agents that only control one
variable and only have primitive constraints. We conclude that these older models are
unlikely to offer good performance for real world use, even when using asynchronous
search.

Another conclusion is that using the traditional approach to DisCSP of one variable
per agent should be very well motivated. Using one variable per agent may provide
better robustness and privacy. However, we show that letting agents control several
variables, using global constraints, and using advanced search methods are all important
for good performance.
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A Combinatorial Auction Negotiation Protocol
for Time-Restricted Group Decisions

Fabian Lang and Andreas Fink

Helmut Schmidt University Hamburg, Germany

Abstract. This paper focuses on multi-agent contract formation by
automated negotiation. Commonly individuals are not willing to share
information or cooperate and negotiation protocols may give way to un-
wanted strategic behavior. Socially beneficial contract agreements re-
quire a lot of negotiation time. Furthermore, possible interdependencies
of contract items lead to complex contract spaces which restrain contract
agreements. Therefore, we propose a novel negotiation protocol apply-
ing combinatorial auctions for contract formation which consider inter-
dependencies and yield a rapid decision rights allocation. Additionally,
this market-based approach utilizes Vickrey-Clarkes-Groves-mechanisms
which may lead to truthful preference uncovering and information shar-
ing through bids. However, combinatorial auctions have a computational
drawback: winner determination is NP-hard. In simulation experiments,
two approximation algorithms as well as an optimal computation are
tested in comparison with an established negotiation protocol. The re-
sults show that our protocol yields an effective solution and requires very
short run time.

1 Introduction

Multi-agent technology is a growing field in artificial intelligence research and
practice. Automated negotiation between digital agents is considered to be one
of the most effective tools for multi-agent coordination [6] and represents a multi-
agent application discipline by itself [14]. Multi-issue contracts are often charac-
terized by interdependencies, i.e., agents have different utilities for several items
in combination than for those items on their own [8]. For instance, processing
speed of a data package depends on the fact whether another one has to be
processed simultaneously or not using the very same computing instance. When
simultaneously computed, both data packages have a lower utility than their
sole processing due to scarcer resources. These interdependencies lead to com-
plex contracts which are characterized by non-linearity. This may result in a
stagnation of the negotiation process due to individual local optima. However,
these local optima often constitute a Pareto-suboptimal outcome, i.e., an agent
can improve its outcome without worsening anyone else. Besides, there are some
incentives issues as well: Since autonomous agents do not share information
about their preferences voluntarily, protocols also have to consider behavioral is-
sues [11]. Moreover, multi-agent coordination on an operational level is typically
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characterized by a multitude of decisions with restricted decision time. Thus,
runtime might be a crucial factor for protocol design. For example, job alloca-
tion in Cloud computing, machine coordination in production, or other real-time
coordination tasks have very limited available time for decision making.

This research presents and evaluates a combinatorial auction based negotia-
tion protocol with the aim of achieving incentive compatible, beneficial (in terms
of welfare), and run-time efficient outcomes. We expect that the proposed pro-
tocol is adequate for these objectives and can contribute to the coordination of
autonomous agents.

2 Scenario and Objectives

2.1 Formal Scenario

Within a multi-agent setting, the agents j ∈ {N|0 ≤ j < J} negotiate about a
common contract c = {d0, . . . , dn, . . . , dN−1}. This contract comprises N items
which can take binary values, i.e., the decision about an issue or item n ∈ {N|0 ≤
n < N} is d(n) ∈ {0, 1}. The utility of an accepted (i.e., value of 1) single item
Pj is distributed equally over the interval U [−100; 100] and their utility is given
by the values of the main diagonal of a matrix. To address the problem of
non-linearity, the items are mutually interdependent. Thus, a utility mark-up or
mark-down for a pair of accepted items p and q is calculated as follows:

Pj(p, q) = (Pj(p, p) + Pj(q, q)) ∗ (1 + ωpq) with ωpq ∈ [−α; α] (1)

Economically speaking, the scenario contains complementary (superadditivity)
and substitute (subadditivity) pairs. The utility of a contract c is calculated by

Uj(c) =
N−1∑

p=0

N−1∑

q=p

Pj(p, q) ∗ d(p) ∗ d(q) (2)

If the utility of agent j in the final contract c is negative (Uj(c) < 0), the
agent has an outside option and finishes the negotiation with a utility of zero
(Uj(c) ← 0). This restriction is commonly referred to as individual rationality
constraint (IRC) [2].

2.2 Objectives

Firstly, a negotiation protocol should yield a desirable social outcome. Fast
decisions shall lead to beneficial contracts. Since transferable cardinal utility
values are supposed, we propose the social welfare, which aggregates the utilities
of all agent, as performance index. The social welfare is a restrictive criterion
constituting a subset of Pareto-efficient outcomes. The social welfare SW of a
contract c is calculated by

SW (c) =
J−1∑

j=0

Uj(c) (3)
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Secondly, a protocol shall have short run-time characteristics to ensure real-
time coordination of multi-agent systems. Many computer science applications
as well as operational business planing need nearly real-time decision making.
Therefore, we assume very constrained decision time for contract formation.
Thirdly, a protocol has to warrant individual rationality and incentive com-
patibility to ensure strategy-proofness and prevent malicious behavior worsen-
ing the social outcome.

3 Negotiation Protocols

3.1 Combinatorial Auction Protocol (CA-P)

The CA-P is based upon the idea of allocating decision rights to single agents.
As the items are interdependent, common (single-item) auctions are not appro-
priate. The combinatorial auction (CA) is more suited because agents can bid
on combinations of goods (here: decision rights).

The concept of the proposed CA-P is novel because the auction does not
allocate goods but decision rights. These rights are exercised to form a contract.
Usually, this contract affects all agents – not only for the auction’s winners. In
contrast, in a common auction the goods just affect the winning parties and hence
there are no externalities. In our case, the utilities of the agents are determined
not only by their own decision right bundles but also by the bundles of other
agents.

1: procedure CA-P � Combinatorial Auction Protocol
2: B = {B0, . . . , Bi, . . . , BI−1} ← ReceiveBids() � Bi = {Si, pi, idi}
3: w = {w0, . . . , wn, . . . , wN−1} ← SolveWDP (B)
4: for all j ∈ {N|0 ≤ j < J} do
5: V ickreyPricej ← ComputeV CG(SolveWDP (B \ Bi|idi = j))
6: end for
7: c = {d0, . . . , dn, . . . , dN−1} ← Decide(w)
8: end procedure

At first, the agents submit their bids B consisting of a set of contract items Si,
a bid price pi, and a bidder identification idi. If their valuation is positive, the
bidders will be willing to bid just as much as their valuation. If the valuation
is negative, the bidders will be willing to bid as much as their absolute value
of their valuation to prevent utility losses (bidder’s opportunity costs for losing
the auction) so that pi = |Pj|j=idi

(p, q)| (p, q ∈ Si). In the next step, the win-
ner determination problem (WDP) is solved and a winner wn of the decision
right is assigned for every item n. Afterwards, this has to be repeated for every
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agent under the supposition that this agent would not participate in the auction
resulting in the Vickrey-prices needed for incentive compatibility (see following
subsection). As the auction’s revenue can be redistributed from the auctioneer to
the agents, the social welfare stays unaffected and payments can be disregarded.
Finally, the winners decide about the contract items (dn = 1 ∨ dn = 0) meaning
that the allocated decision rights are exercised. In the end, these decisions form
the final contract c = {d0, . . . , dn, . . . , dN−1}.

Complexity and Incentive Compatibility. The proposed CA-P has com-
putational drawbacks: as an instance of the weighted set packing problem, the
occurring winner determination problem (WDP) is NP-hard [13]. However, CAs
have also some very favorable features: Based on bidding prices, it can reveal
cardinal information about utility dimensions of the agents although agents have
no incentives to set their private information about their preferences free. Fur-
thermore, CAs can utilize a Vickrey-Clarke-Groves-mechanism (VCG) which is
a multi-item generalization of the Vickrey-Auction (Second Price Sealed Bid
Auction). In a Vickrey-Auction the winner pays the price which would have
occurred without her or his participation (second price). Hence, the bidders can-
not improve their outcome with strategic bidding so that truthful bidding is the
single dominant strategy (incentive compatibility) [16][10]. The payout function
πj is as follows (bj is the bidding price of agent j whereas max(b−j) is the
highest bidding price of the other agents, vj represents the valuation of
agent j):

πj =
{

vj − max(b−j) if bj > max(b−j)
0 else (4)

No strategy, be it overbidding (bj > vj) or underbidding (bj < vj), can improve
the bidder’s outcome in comparison to the optimal strategy b∗j = vj . Overbidding
can lead to the situation bj > max(b−j) > vj causing a loss in the amount of
max(b−j) − vj , whereas underbidding is inferior in case of vj > max(b−j) > bj
preventing a gain in the amount of vj − max(b−j).

To guarantee short computing times, heuristics for the WDP may have to
be used. Therefore, two constructive methods with suitable runtime character-
istics will be presented later on. However, the usage of heuristics may lead to
incentive incompatibility. As Nisan and Ronen [12] show, any approximative al-
location algorithm, and hence every reasonable algorithm, theoretically leads to
non-truthful bids. However, since valuations and bid prices are privately known,
the agents have practically no information about how to alter their bids, so that
an improving deviation may be hard to achieve. We argue that non-truthful
agents would suffer a loss without information about the preferences about
other agents because the dominant strategy may not be discoverable. This opin-
ion is widespread in literature. In this manner, Lehmann et al. [9] state as well
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that approximate algorithms, e.g. the Greedy algorithm, are essentially truthful
if agents do not have sufficient resources or information to analyze the global
situation.

Agent Behavior. On the whole, the agents determine two actions: bidding
and deciding about won contract items. For the former, we have argued in the
previous subsection that agents behave truthfully in practical applications.

For the latter, we applied a heuristic decision rule:

dn =
{

1 Pj(n, n) ≥ 0
0 Pj(n, n) < 0 ∀n|wn = j (5)

with wn: winner of item n

Using this decision function the interdependencies are disregarded due to par-
tially unknown information about the other decisions. Since the values of most
decision are not available (they are mainly decided by the other agents), the
agents just focus on single items. We also have tested an internal optimization
problem where agents set up expectations about the decision of the other agents
but experiments revealed that this method has a very small positive effect on
social welfare but demands more decision time. By limiting the decision time,
software agents can be forced to adopt this heuristic decision function for appli-
cations with very restrictive time constraints.

Solving the Winner Determination Problem (WDP). A mathematical
solver and two constructive heuristics were used to solve the WDP:

1. Mathematical Solver (CPLEX). A mathematical model, proposed by Sand-
holm et al. [15], was implemented using the CPLEX solver and connected with
an interface to the simulation software. The decision right allocation is optimal
so that this procedure is incentive compatible. The model was solved by using
the following integer program (with xi: allocation variable):

max
xi

I−1∑

i=0

pi ∗ xi (6)

s.t.

I−1∑

i|n∈Si

xi ≤ 1 ∀n ∈ {N|0 ≤ n < N}, xi ∈ {0, 1}

2. Greedy Randomized Adaptive Search Procedure (GRASP). GRASP is an it-
erative construction heuristic which has been used by several researchers as an
approach to solve the WDP effectively (see Buer and Pankratz [1] or Delorme
[3]; for GRASP in general see Feo and Resende [4]).
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1: procedure GRASP � Greedy Randomized Adaptive Search Procedure
2: for all S do
3: B∗

i ← argmaxpi (Bi = {Si, pi, idi})
4: end for
5: for all τ = {0, 1, . . . , TG − 1} do
6: R ← SortByPricePerItem(B∗)
7: while R �= ∅ do
8: if |R| ≤ l then
9: l ← |R|

10: end if
11: Clist ← {R[0], ..., R[l − 1]}
12: InBid ← ChooseRandomly(Clist)
13: if ItemAllocτ

⋂
(S ∈ InBid) = ∅ then

14: BidAllocτ ← BidAllocτ
⋃

InBid
15: ItemAllocτ ← ItemAllocτ

⋃
S ∈ InBid

16: end if
17: R ← R \ InBid
18: end while
19: BidAlloc∗ ← argmaxRevenueRevenue(BidAllocτ={0,...,TG−1})
20: end for
21: end procedure

Firstly, the algorithm chooses the dominating bids B∗
i by selecting the highest

bid price pi for a given item bundle Si among the bidders. Afterwards, it orders
the bids by a priority rule (here: bid price per item) resulting in a ranking R.
Then the algorithm creates a candidate list Clist with the l highest ranked
bids in R. An entering bid In is randomly chosen from the l candidates and it
is checked if the items of this bid are already allocated. If not, the bid enters
the allocation. In is then removed from R. This procedure is repeated until
all items are allocated. The GRASP algorithm as a whole is repeated several
times (τ ∈ {0, 1, . . . , TG − 1}) and the best solution yields the actual allocation
(BidAlloc∗).

3. Greedy Algorithm (GA). We regard the GA as a special instance of the GRASP
algorithm. The results are identical if the candidate list length l is set to one.
Since there is no randomness, results are stable and repetition is not necessary.
The GA deploys a simple procedure: The bids are sorted by descending bids
per item. Starting with the first ranked bid, the bids are designated as winning
bids in the descending order unless a bid would lead to an unfeasible allocation.
By this means, the GA delivers a feasible approximation in a very short time.
A more detailed description of the GA for the solution of CAs is given, among
others, by Zurel and Nisan [17].
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3.2 Mediated Negotiation Protocol (MN-P)

Mediated negotiation protocols are often mentioned as possible negotiation frame-
works. A non-biased mediator manages the negotiation process and determines
and monitors the protocol rules. Here, a concept initially proposed by Klein et
al. [7] (updated version: [8]) and enhanced by Fink [5] is presented and used as
benchmark.

1: procedure MN-P � Mediated Negotiation Protocol
2: c∗0 ← GenerateInitialContract
3: for all t = {0, 1, . . . , T − 1} do
4: c

′
t ← Mutate(c∗t )

5: for all j ∈ {N|0 ≤ j < J} do
6: Zj ← AcceptOrReject(c

′
t, c

∗
t , j)

7: end for

8: if
J−1∑

j=0

Zj = J then

9: c∗t+1 ← c
′
t

10: else c∗t+1 ← c∗t
11: end if
12: end for
13: c ← c∗T−1

14: end procedure

The mediator generates randomly an initial contract which becomes the first
contract draft (c∗t ). Afterwards, the mediator mutates one (or more) item(s) of
this contract draft resulting in a new contract proposal c

′
t. Thereafter, every

agent j compares this proposal with the contract draft and decides whether
the proposal should be accepted or rejected (Zj ∈ {1, 0}). If all agents accept,
the proposal becomes the current contract draft and the iteration starts over.
Finally, the accepted contract draft of the last round c∗T−1 becomes the final
contract c.

Agent Behavior. Klein et al. [8] present two agent types with specific behavior
properties. The first one is the avaricious agent (AvA). The AvA acts oppor-
tunistically and is myopically interested in its utility maximization. Therefore,
the acceptance function is designed accordingly:

Zj =
{

1, Uj(c
′
t) ≥ Uj(c∗t )

0, Uj(c
′
t) < Uj(c∗t )

(7)

The second type is the cooperative agent (CoA). In contrast to the AvA, the
CoA acts accommodative and is willing to facilitate its negotiation counterparts
by partially supporting contracts with an individual worse outcome. The ac-
ceptance function is assumed to be designed like the Metropolis criterion that
is used in simulated annealing metaheuristic, i.e., the CoA is willing to accept
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contracts with a small deterioration but this willingness declines over time using
a decreasing parameter TEt:

Zj =

{
1, Uj(c

′
t) ≥ Uj(c∗t ) ∨ e−[Uj(c

∗
t )−Uj(c

′
t)]/TEt ≥ U(0, 1)

0, Uj(c
′
t) < Uj(c∗t ) ∨ e−[Uj(c

∗
t )−Uj(c

′
t)]/TEt < U(0, 1)

(8)

A Mechanism Design Extension. Having the two behavior types in mind,
we can compare the outcomes of two negotiating agents (j = 1, 2) by means of
game theory. Given two players, who can act avariciously or cooperatively, the
strategy set of the players is represented by {strategy1, strategy2}. As repeat-
edly shown in literature, the social welfare of the strategy set {CoA, CoA} can
be near optimal and we suppose this as our point of origin. Unfortunately, being
avaricious is individually beneficial when meeting a cooperative agent, so player
1 prefers {AvA, CoA} to {CoA, CoA}. The opposed player can do better by be-
coming avaricious as well because player 2 prefers {AvA, AvA} to {AvA, CoA}.
In the end, no-one would individually deviate from the strategy set {AvA, AvA}
which constitutes the Nash equilibrium and the social welfare minimum. This
game is an instance of the famous prisoner’s dilemma [8][5].

To prevent this malicious behavior, adequate mechanisms have to be in place.
We propose a mechanism design extension of the protocol based on acceptance
quotas (previously presented in [5]). The mechanism aims for agents accept-
ing a certain ratio of contract proposals and hence can overcome local op-
tima. Therefore, we propose that a mediator specifies certain acceptance quotas
p = {p1, . . . , pγ , . . . , pΓ } (with p1 > p2 > · · · > pΓ ) for Γ different phases of
the negotiation. For instance, we could demand p1 = 30.0% accepted proposals
for the first 1000 negotiation round and p2 = 29.5% for the next thousand and
so on. By doing so, the agents are forced to apply a strategy taking these quo-
tas into account. Since the strategy of the presented cooperative type (CoA) is
reasonable, we assume that the agents act in this manner. For the application
of the Metropolis criterion, a cooling schedule is needed. The agents determine
their cooling schedules so that they are can fulfill the acceptance quotas. In each
phase γ (e.g. lasting 1,000 rounds), the agents repeatedly (e.g. every 100 rounds)
compare their acceptance quotas to the exogenous quotas and increase (if ac-
ceptance is below mandatory quota at this point) or decrease (if acceptance is
above mandatory quota at this point) their temperature TEt accordingly.

4 Simulation Results

In the following section the results of our experimental simulations are pre-
sented and discussed. For the simulations, 1,000 different preference data sets
were created and tested. The additivity variable ωpq is supposed to be normally
distributed with ωpq ∼ N (μ = 0.2; σ = 0.1)|ωpq > 0. The protocols were sim-
ulated for three and seven agents considering 25, 50, and 100 contract items.
The simulations took between a few milliseconds and several seconds using a
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common, but state-of-the-art, personal computer. The GRASP algorithm was
applied with 100 repetitions. Usually, the algorithm is repeated multiple times
of this, but we chose this small quantity to fulfill runtime criteria.

Table 1. Auction Revenue

N J=3 J=7
Greedy GRASP Greedy GRASP

25 96.6% 97.8% 98.0% 99.0%
50 96.6% 97.4% 97.9% 98.5%
100 96.7% 97.2% 97.9% 98.3%

3 agents on the left and 7 agents on the right. CPLEX represents 100%.

Table 1 shows the revenue of the auction which is the objective of the auc-
tioneer. The GRASP algorithm reaches a little more revenue compared to the
Greedy algorithm. Both perform about 1-3 percent worse than the optimal solu-
tion computed with the CPLEX solver. The heuristics perform relatively better
with 7 agents than with 3 agents. The results of the Greedy algorithm are sta-
ble over rising item numbers yet the GRASP results decline with rising item
numbers.

Table 2. Relative Performances of the Combinatorial Auction

N CA-P CA-P CA-P
CPLEX Greedy GRASP

25 76.6% 57.8% 76.5% 57.9% 76.5% 58.0%
50 76.2% 55.7% 76.0% 55.8% 75.9% 55.8%
100 76.4% 56.4% 76.1% 56.4% 76.2% 56.6%

3 agents on the left and 7 agents on the right. Welfare optimum represents 100%.

At first, we examine the Combinatorial Auction Protocol (CA-P). The auc-
tion allocates the decision rights to the agents and they exercise these rights.
Table 2 shows the social welfare of the formed contract after the decisions of the
agents. The social welfare is represented by the mean of the results in relation to
the theoretical welfare optimum. This optimum can be computed by assuming
knowledge of an aggregated social welfare function. Because the agents just have
private information, this function is unknown to the agents.

Notably, all three winner determination methods yield similar welfares results.
The social welfare decreases slightly with rising item and significantly with rising
agent quantity. These findings are to be expected because the negotiation is more
complex with longer contracts and more participants. Whereas the performance
is relatively stable with fewer agents, the deterioration due to more contract
items is stronger when more agents participate in the negotiation.

Since all three methods yield similar social welfare results, runtime becomes
a major criterion of the evaluation. Table 3 represents the runtimes of the three
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Table 3. Relative Runtime of the Combinatorial Auction

N CA-P CA-P CA-P
CPLEX Greedy GRASP

25 188 156 1 1 47 33
50 54 39 1 1 53 43
100 32 25 1 1 60 52

3 agents on the left and 7 agents on the right. Greedy algorithm represents 1.

winner determination methods as a multiple of the fasted heuristic, the Greedy
algorithm. Both, the exact method and the GRASP algorithm, need from 25
to 188 times of the runtime of the Greedy algorithm. The optimal solution
with CPLEX becomes relatively faster with increasing items and agents quan-
tity whereas the GRASP algorithm even demands more runtime than for small
instances. As an interim result, the Greedy algorithm outperforms the other
method in terms of runtime but achieves comparable results in terms of social
welfare. Therefore, the Greedy algorithm appears to be a dominant method for
the problem set presented in this paper.

Table 4. Relative Performances of the Mediated Negotiation

N CA-P MN-P MN-P
Greedy w/ Quotas w/o Quotas

25 76.5% 57.9% 79.3% 66.3% 46.2% 28.0%
50 76.0% 55.8% 76.0% 57.7% 43.2% 20.6%
100 76.1% 56.4% 67.8% 44.9% 41.6% 15.6%

3 agents on the left and 7 agents on the right. Welfare optimum represents 100%.

To validate the protocol externally, we introduced the Mediated Negotiation
Protocol (MN-P) with two potential agent types – the avaricious agent (AvA)
and the cooperative agent (CoA) – as benchmark. The occurring agent type is
depending on the mechanism. Originally agents would behave greedily like the
AvA but we have argued that they can be forced to behave like the CoA by
means of exogenous acceptance quotas.

The MN-P is scalable and hence can be executed in every desired runtime.
To compare the performance with the Greedy algorithm, we limited the runtime
of the MN-P to one and a half times (1.5) of the measured Greedy runtime.
Table 4 shows a comparative social welfare analysis. The first finding is that
the MN-P does not perform very well without quotas. When agents are not
forced to accept contracts they presumably cannot overcome local optima and
the negotiation gets stuck. The more agents participate the less agreements can
be achieved and the less social welfare can be obtained. The latter finding is
valid for the MN-P with mandatory quotas as well. With few contract items, the
MN-P with quotas performs comparably to the CA-P. However, the decline of
social welfare due to more items is greater using the MN-P. This decline of the
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MN-P gains speed with more agents. For instance, the MN-P reaches just 44.9 %
of the social welfare optimum (CA-P with Greedy 56.4 %) for 100 contract items
and 7 agents. In contrast, the CA-P achieves relatively stable results. The CA-
P’s decline of welfare caused by more items and agents is relatively smaller than
the decline of the MN-P. Although the MN-P had 50 % more available runtime,
the CA-P performed comparable for small instances and was superior for large
instances in the simulation.

5 Conclusion and Outlook

This paper presents a novel approach for coordination of autonomous agents.
The approach proposes a market-based coordination method. Automated nego-
tiation is subject to different constraints. On the one hand, a good social welfare
performance is desired, but on the other, decision time is limited. For example,
data allocation in data centers or job processing in cloud structures requires
a fast coordination of agents and contract formation. Furthermore, protocols
should prevent unwanted strategies of the agents characterized by a dispropor-
tionate gain of an individual at the social welfare’s charge. The proposed protocol
involves solving the winner determination problem (WDP), which is NP-hard.
However, the simulation experiments show that simple heuristics can handle CA
very easily – at least with mutual interdependency, as supposed here. We argued
as well that the heuristic is realistically truthful and so may prevent strategic
actions of the agents. The simulations indicate that the CA-P can achieve good
results in very short runtime.

Future work will include the adaptation and evaluation of another meth-
ods from the combinatorial auction domain. For instance, a combinatorial clock
auction where agents could bid collusive for items as well as item decisions is
conceivable. Alternative scenarios like opposed valuations or coalitions are also
imaginable and will be analyzed. Since every protocol’s performance decreases
with a rising number of agents, the analysis of coordination problems with larger
numbers of agents is an interesting and open question in multi-agent research.
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Abstract. By sharing knowledge resources via information technolo-
gies, a virtual organization (VO) enables member enterprises to share
skills, costs, access to one anothers knowledges. Multi-agent systems
(MAS) are capable of adapting themselves to unforeseen changes of
their environment in autonomous manner, and differ from more tradi-
tional software systems because agents are intended to be independent
autonomous, reactive, pro-active and sociable software entities.

In this paper we present a multi-agent approach for handling virtual
organization (VO) knowledge management operations. This research pro-
poses to develop a multi-agent system using JADE (Java Agent
Development Environment) for knowledge management in a virtual or-
ganization, considering agent characteristics, functionalities, communica-
tion, cooperation and coordination. Agents have the ability to reorganize
themselves in order to bring closer agents capable of cooperating in
knowledge problem. We are interested, in this paper, to adaptation in
virtual organizations where agents share a same goal.

Keywords: Multi-agent systems, MAS, Virtual Organization, VO,
knowledge management, JADE.

1 Introduction

Virtual organization (VO) [2,3] refers to the temporary teaming of enterprises.
Today every enterprise uses electronic information processing systems (produc-
tion and distribution planning, stock and supply management, customer and
personnel management) and usually these systems are coupled with a Knowledge-
based Systems (KBS) [1] (e.g. databases of customers, suppliers, parts etc.).
However knowledge processing alone is not enough. General patterns, structures,
regularities go undetected and often such patterns can be exploited to increase
turnover. To realize this new generation of business model, the ability to form,
operate, and dissolve of virtual enterprise is of most pivotal importance. Agent
� The present work was supported by CNCSIS - UEFISCDI through Grant PCE-II-

2008-IDEI-450 no. 954/2009.

A. Bouchachia (Ed.): ICAIS 2011, LNAI 6943, pp. 344–355, 2011.
c© Springer-Verlag Berlin Heidelberg 2011

http://inf.ucv.ro/~popirlan


A Multi-agent Approach for Adaptive Virtual Organization Using JADE 345

technology [5,6] has been claimed to be a promising tool for knowledge manage-
ment in a virtual organization. Nowadays there is a clear trend towards using
methods and tools that can develop multi-agent systems (MAS) [7,8] capable of
reorganization and adapting to changes within their environment.

In this paper we present a multi-agent architecture in context of virtual or-
ganization (VO) for knowledge management operations. In this way, we develop
a multi-agent system using JADE, considering agent characteristics, functional-
ities, communication, cooperation and coordination.

The research proposed in this paper are based on three concepts: Multi-Agent
Systems, Virtual Organization, and JADE [9,10], which we describe them sep-
arately in this section. The rest of this paper is organised as follows. Section
2 discusses the MAS architecture for knowledge management in virtual organi-
zation. Section 3 overviews our multi-agent system in terms of its architecture,
design and implementation using JADE Platform and describes our experimen-
tal domain. Section 4 shows some comparisons of the MAS architecture proposed
with other architectures. Finally, the last section presents our conclusions and
discusses future works.

1.1 Multi-Agent Systems (MAS)

Software agents originally were discussed in the 70’s, and in the mid 90’s briefly
gained some momentum but then stalled. The ”software agent” term has found
its way into a number of technologies and has been widely used, for example,
in artificial intelligence, databases, operating systems and computer networks
literature. Although there is no single definition of an agent [1,5,6] all defini-
tions agree that an agent is essentially a special software component that has
autonomy that provides an interoperable interface to an arbitrary system and/or
behaves like a human agent, working for some clients in pursuit of its own agenda.

Most discussions on agents focus on their autonomy, intelligence, mobility and
interaction [22,23,24,25,26]. Agent-based systems [7,8] claim to be next genera-
tion software capable of adapting dynamically to changing business environment
and of solving a wide range of knowledge processing application. Although so-
phisticated software agents can be difficult to build from scratch due to the
skills and knowledge needed, the widely available agent construction toolkits
may provide a quick and easy start to building software agents without much
agent expertise. Significant research and development into multi-agent systems
(MAS) has been conducted in recent years [13,14,15], and there are many ar-
chitectures available today [16,17]. Nevertheless, several issues still need to be
faced to make the multi-agent technology widely accepted:

– Secure and efficient execution supports;
– Standardization;
– Appropriate programming languages and coordination models.

1.2 Virtual Organization (VO)

A Virtual Organization (VO) or enterprise can be defined as a cooperation
of legally independent enterprises, institutions or individuals, which provide a
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service on the basis of a common understanding of business. The cooperating
units mainly contribute their core competences and they act to externals as a
single corporation. The corporation refuses an institutionalization e.g., by cen-
tral offices; instead, the cooperation is managed by using feasible information and
communication technologies [2]. Thus we can define VO as:

– A network of people or organizations which are independents;
– Those people and organizations are realizing a common project or common

economic activity;
– The communication and information processes are hold through information

technologies;
– The organization does not depend on time and space to be made up.

Figure 1 shows the principal’s characteristics of the virtual organization concept.

Fig. 1. Principal’s characteristics of virtual organization

Recent developments on environments for computer supported collaborative
work, distributed knowledge management and grid architectures for sharing re-
sources and computational services have lead to an increased interest in what
has been termed virtual organizations : a set of individuals and institutions that
need to coordinate resources and services across institutional boundaries [3,4].

1.3 Java Agent Development Environment (JADE)

JADE is a software platform that provides basic middleware-layer functional-
ities which are independent of the specific application and which simplify the
realization of distributed applications that exploit the software agent abstrac-
tion [9]. A significant merit of JADE is that it implements this abstraction over
a well-known object-oriented language, Java, providing a simple and friendly
API. JADE was implemented [10] to provide programmers with the following
ready-to-use and easy-to-customize core functionalities:

– A fully distributed system inhabited by agents;
– Efficient transport of asynchronous messages via a location-transparent API;
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– The platform selects the best available means of communication and, when
possible, avoids marshalling/unmarshalling java objects;

– A simple, effective, agent life-cycle management;
– Simple APIs and graphical tools are provided to both locally and remotely

manage agent life cycles;
– Support for agent mobility: agent migration is made transparent to com-

municating agents that can continue to interact even during the migration
process;

– A subscription mechanism for agents, and even external applications, that
wish to subscribe with a platform to be notified of all platform events, in-
cluding life-cycle-related events and message exchange events;

– A set of graphical tools to support programmers when debugging and mon-
itoring;

– Full compliance with the FIPA specifications [11].

2 A Multi-agent Approach for a Virtual Organization

Our multi-agent approach for virtual organization is motivated by several con-
siderations:

– The nature of the virtual organization is well adapted to the MAS ap-
proach, and thus, mapping the VO into a MAS generate adaptive virtual
organization;

– The MAS paradigm introduced in the virtual organization environment al-
lows us to benefit from the solutions provided by the research undertakings
in the field of software agents: negotiation [18], planning, modelling, etc.

– The co-ordination and resolution of distributed problems are critical for VO
management. These problems can be given acceptable solutions within a
multi-agent approach. Every phase of virtual organization life cycle requires
the completion of several different activities that are well adapted to MAS
approach.

– A multi-agent approach provides a good implementation solution for the
VO, while taking into account sensitive requirements that must be met
satisfactorily:
• cooperation;
• co-ordination;
• execution of distributed business process;
• preservation of autonomy.

While the MAS is frequently used to develop virtual organization in several
domains like that economics, medicine, industry, we think that this approach can
suit for knowledge management in virtual organization, with certain adaptation
for the basic concepts.
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2.1 The MAS Architecture

The system must be able to process distributed knowledge bases from virtual
organization. In this respect, the agents visit, one after another, all or a part
of the VO’s servers to whom they ask for certain information. When an agents
gathers all the knowledge requested by user it returns home and shows the
results.

Our agent architecture hierarchically organizes component systems for per-
ception, action, and cognition processes, as shown in Figure 2.

Fig. 2. Principal’s characteristics of virtual organization

Perception processes acquire, abstract, and filter sensed data before sending
it to other components. Action systems control the execution of external ac-
tions on effectors. Perception can influence action directly through reflex arcs
or through perception-action coordination processes. The cognition system in-
terprets perceptions, solves problems, makes plans, and guides both perceptual
strategies and external action. These processes operate concurrently and asyn-
chronously. They communicate by message passing. It has also other modules
for the interaction with the user and distributed knowledge bases:

– The Communication Module: containing all the processes required to han-
dle the messages, namely: reception, filtering, and translation of incoming
messages, and formulation and sending of outgoing messages.

– The User Interface: permits the interaction between the master agent and
the human agent (user). It is a support interface for the human agent.

– The Planning Module: is the module responsible for managing the co-
operation and formulating the offers for achieving sub-goals (parts of the
decomposition of the global goal) announced by the master agent; it allows
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the agent to compete with other agents for membership in the virtual orga-
nization.

– The Execution Module: contains information about the internal resources
of the individual organization (knowledge sources, application, users, etc.),
which makes possible the performance of local tasks that are assigned to the
master agent.

The proposed architecture is agent-based and is designed to support all the
processes of VOs life cycle. That is, the proposed architecture is meant to include
all the concepts necessary to perform all activities related to the life cycle. We
shall adopt a generic, knowledge-based architecture. The enterprise members are
represented by autonomous agents, geographically scattered, which are able to
cooperate to achieve a common business goal.

Fig. 3. Relevant agents roles involved in virtual organization construction

The various agents constituting the virtual organization, in order to process
distributed knowledge bases, assume the following roles, as shown in Fig. 3.

– Knowledge Manager: is in the top of the hierarchy, and acts as a project
manager, but in higher levels. It’s like a knowledge strategist, cooperating,
defining, and distributing the knowledge to coordinate all the other roles.

– Knowledge Provider: is the owner of human ”knowledge”. It is typically
an expert in the application domain, but could be another person in the
organization who does not have the expert status.

– Knowledge Analyst: uses a range of methods and tools that make the analysis
of a standard knowledge-intensive task relatively straightforward.

– Knowledge System Developer: is responsible for the design and implemen-
tation. The developer must have a basic background of analysis methods.
In knowledge system development, the main knowledge problems have been
solved by the knowledge analyst. Therefore, this role must have some skills
of software designers.
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– Knowledge User: makes use, directly or indirectly, of a knowledge system.
His interaction with the KBS is important for the project development and
validation.

– Project Manager: manages the project, specially the knowledge engineer and
the knowledge system developer.

In addition to the agents representing the distributed knowledge base, a Master
Agent is introduced in the MAS community. This agent reacts by seizing deal
opportunities present in the virtual organization, and proceed thus to establish
the corresponding virtual entities.

Structure of the master agent. The Master Agent (MA) is the heart of this
multi-agent system architecture, is the representative of the knowledge problem
when communicating with other coordination agents. The major responsibilities
for the MA include:

– receiving instructions and reporting to other’s agents in virtual organization,
through an interface;

– assigning data collection to and receiving data from other’s agents (data
collection agents);

– assigning tasks to, and receiving feedback from other agents;
– communicating with and providing requested data to other MA.

With their domain knowledge, the Master Agents have the ability to monitor,
communicate, and collaborate with other agents, react to various requests, as
well as assign tasks to other agents.

Communication and Collaboration Mechanism between Agents. In this
architecture, the communication and collaboration mechanism between agents
is a problem that must be well considered in the design of the agent structure.
The communication and collaboration mechanism covers the message transfer
between agents, information exchange between agent and distributed knowledge
bases, and the agent behaviors in the entire process from request submission,
request handle, to result return. These procedures can be summarized as follows:

– Master Agent deploys appropriate agents on its local Knowledge Base, per-
forms the registration on the knowledge bases, and establishes the commu-
nication link to the central knowledge base.

– Master Agent submits the information of its sharable Knowledge to the
central Knowledge Base through its release agent.

– The retrieval agent of every organization accesses the system periodically. It
gets retrieval requests of other enterprises and searches its local Knowledge
Base.

– The result agent returns the retrieval result to the system after the local
search finishes.
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– The Master Agent implies a classification and a sort order to the retrieval
result according to its corresponding retrieval request.

– User views the retrieval results on the interface and selects the needed Knowl-
edge. With the information about the Knowledge Base embedded in the re-
trieval result, the user then contacts the relevant enterprise to obtain the
Knowledge.

– The result agent accesses the system periodically. It gets the retrieval results
relevant to its retrieval request and stored them locally to wait for the user
to view.

3 Developing Multi-Agent Systems with JADE

To illustrate the previous architecture of multi-agent systems for virtual organi-
zation, we chose to develop a system that passes two plain-text parameters (an
object name and one of its attributes names) on activation and then searches
through the knowledge data set to find a result (the attribute value).

One goal of JADE is to simplify development while ensuring standard com-
pliance through a comprehensive set of system services and agents. During the
development of the system with JADE, the following types of classes are created
and implemented:

– Agent classes to describe various types of agents.
– User Interface classes for customer interaction.
– Agent activity classes for behaviours.
– Database classes to handle the database of the system.
– Communication classes to manage the negotiation between agents.
– Ontology classes to define concepts, predicates and agent actions for the

domain.

3.1 Class Diagram

We define the concepts and attributes using UML, as shown in Fig. 4.

3.2 JADE Implementation

An agent lives in a particular environment, and therefore JADE provides one. An
agent class is implemented in JADE by extending the provided Agent base class
and overriding the default implementation of the methods that are automatically
invoked by the platform during the agent lifecycle. Shown below is a sample of
the source code included in this application, created in JADE and written in
Java:

//...
public class MasterAgent extends Agent{

//...
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Fig. 4. UML Class Diagram

class Knowledge extends TickerBehaviour{

//...
ACLMessage msg = new ACLMessage(ACLMessage.INFORM);
AMSAgentDescription [] agents = null;
try {

SearchConstraints c = new SearchConstraints();
}

catch (Exception e){
System.out.println("Exception 1: "+e);

}
//...

try {
msg.setContentObject(kt);
} catch (IOException ex) {

Logger.getLogger(KnowledgeType.class.getName()));
}

}
@Override
protected void setup(){

Object[] args = new Object[2];
args = getArguments();

//...
}

}

In JADE, behaviour represents a task that an agent can carry out and is imple-
mented as an object of a class that extends jade.core.behaviours.Behaviour. The
JADE platform provides a yellow pages service which allows any agent to dynam-
ically discover other agents at a given point in time. The JADE communication
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paradigm is based on asynchronous message passing. A message in JADE is im-
plemented as an object of the jade.lang.acl.ACLMessage object and then calling
the setup() method of the Agent class. Agents must share semantics if the com-
munication is to be effective.

For our example, we start the Master Agent that is designed and implemented
in JADE.

Fig. 5. JADE Remote Monitoring with DF GUI

Figure 5 shows the JADE Remote Monitoring Agent DF GUI which controls
the life cycles of the implemented multi-agent system (all registered agents).

4 Comparison with Other Architecture

Although our architecture is not the only one that supports adaptation, it is one
of a small set of candidate architectures currently in the literature. However,
most of these other architectures focus on selected aspects of adaptation, as il-
lustrated by the following examples. CIRCA [19] offer a two-layer architecture
in which unpredictable MAS are used to set goals and priorities for a real-time
scheduler that guarantees to meet hard deadlines (assuming that is feasible) and
to use slack resources effectively. This architecture adapts its real-time schedule
to available resources and current priorities, but it does not provide other forms
of adaptation, particularly within its use of the AI methods. Several researchers
are working on particular forms of adaptation independent of architectural con-
text. Notable examples are: design-to-time scheduling algorithms for maximizing
the use of available resources while meeting deadlines on critical tasks [20], flex-
ible adaptation to unanticipated event orderings [21], approximate processing
techniques that provide acceptably degraded responses when resources are short
[27]. We view these approaches as useful capabilities that we would strive to
integrate within our architecture.
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5 Conclusions and Future Work

This paper has shown the architecture and JADE development of a multi-agent
system which requires communication and collaboration in context of virtual or-
ganization. By analysing the system as a set of roles and tasks, a system designer
is naturally led to the definition of autonomous agents that co-ordinate their ac-
tions to solve the overall system goals. JADE agents embedded with virtual
organization have qualities over intelligent reasoning abilities. The MAS devel-
opment has met the aims and goals expected and has been tested for knowledge
processing in virtual organization context.

As a further, we will try to implement agents in order to adopt a control-
oriented point of view, for example to request services while they require data
files. With the adoption of a blackboard or a tuple space on each data base
server, data can be accessed without requiring the presence of peculiar services
and in a more natural data-oriented style. We aim to improve the ability of the
agents in regard to conflict resolution using negotiation skills by incorporating
more advanced negotiation protocols and negotiation rules.

Acknowledgments. The present work was supported by CNCSIS - UEFISCDI
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Abstract. The exponential pheromone signal of the AI hybrid of Markovian Ant 
Queuing System - MAQS, is divided into the spatial and deposit pheromone 
fractions which have the identical values. A new hybrid is formed. The convolution 
of two new exponential signals has the Erlang distribution. Introducing the inter-
state in the process of markovization the Erlang Queuing Ant System - EQAS, is 
solved. Comparison of the average distance between artificial ants in MAQS and 
EAQS gave particular numerical specificity. The average distances are in ϕ 
equilibrium. Constant ϕ is a famous constant of the Golden ratio. 

Keywords: Golden ratio, queuing system. 

1   Introduction 

Many phenomena in complex systems cannot be successfully analysed by using 
analytic models. These are, above all, phenomena with a great number of agents 
which are mutually dependent on interactions. An idea for developing a model, which 
can solve complex problems of combinatorial optimisation, was inspired by the social 
insects` collective behaviour. The basic elements of biological ant colony sensory 
systems, which were applied while developing an ant system (AS) metaheuristic 
method, are the deposited pheromone trail from contact chemosensory 
communication – τ (gustation) and visualisation from a videosensory ant 
communication – η (visibility vector). These ants’ sensory system characteristics 
were used for creating a AS transitory probability pij

k(t) network [1],  
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where Ωi
k(t) is the set of feasible nodes to be visited by ant k (the set of feasible nodes 

is updated for each ant after every move), α and β are parameters representing the 
relative importance of the trail intensity and the visibility.  

In accordance to the real biological characteristics of a pheromone, in a discreet 
period of time, pheromone evaporation and depositing on the route τij(t)←ρτij(t)+Δτij 
is defined, where ρ is the coefficient (0<ρ<1) such that (1−ρ) represent evaporation of 
the trail within every iteration. Visualisation is counter-proportional to the Euclidean 
distance between nods, ηij =1/dij, dij  is the Euclidean distance between nod i and nod 
j. The basic principle of the artificial ants’ route choice is shown on Fig. 1. 

 

Fig. 1. Ant system, basic logic of pheromone usage 

Deposited pheromone trail has a dominant role in the AS method. The existence of 
pheromones and evaporation are the main memory features that classify the AS 
method in the area of Swarm Intelligence methods of artificial intelligence.  

Visualisation have not memory characteristic  and it is alternative in case of 
complete evaporation of the deposited pheromones. Absolute evaporation of 
pheromones (ρ=1) or calibration of chemosensory and videosensory communications 
parameters (α=0 ∧ β=1) reduce AS to the methods of network programming. Due to 
these circumstances, the visualization is of secondary importance. 

Regardless of the conceptual differences between the mathematical formalization 
of chemosensory and videosensory communication, it is proved that at the regular 
calibration of parameters the AS algorithm always converges [2]. 

The outstanding results achieved by the mathematical method inspired  
by collective behavior of decentralized, self-organized ant systems [3, 4], have 
justified the previous researches at the real ant colonies and initiated the new ones. 
The greatest interest was in the field of chemosensory pheromone communication  
of ants. 
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Seven different pheromones were found in ants Monomorium pharaonis. Trail 
pheromones are deposited on surfaces using an extruded stinger. Ants can deposit 
different pheromone types through the same stinger. Each pheromone gland has 
separate tanks and the control of different pheromones deposit through the same 
stinger is done by using sphincters [5].  

While searching for food, ants M. pharaonis use at least three pheromone types - 
one  attractive longlasting pheromone, and two short-lived pheromones, one attractive 
and one repellent. Attractive and repellent short-lived pheromones have 
approximately the same evaporation speed. However, the repellent pheromone is 
deposited in almost two times bigger amount, hence the repellent pheromone effect 
lasts for 78 minutes, while the attractive pheromone effect lasts for 33 minutes [6]. 
The repellent pheromone function is a part of a chemical strategy which rejects other 
colonies’ ants while searching for food [7]. Pheromones may have the two-component 
characteristics [8]. Attractive pheromone deposit varies depending on the food quality 
[5]. Due to this, ants selected the better of two food sources in 14 out of 18 trails [9]. 
Evaporation of pheromones can be affected by humidity, temperature, light [10], 
airflow  [11],  different substrates [12],  etc. 

The use of visual landmark recognition by two dimensional renioptic views is 
proven in ants [13]. This result partialy justifies the application of a visualization in 
the AS metaheuristic method. Invasive experiments on an ant colony M. pharaonis 
[14] completely exclude the Euclidean visualization. Changing the direction of 
motion of an ant in a column causes the hysteresis of the pheromone signal, which is 
successively passed through a column of ants without contacts. 

The golden ratio constant [15] ...,/)( 61803398871251 =+=ϕ , probably the 
oldest mathematical constant, has not been considered in recent mathematical history. 
Probably the reason is the wide usage of the Golden ratio in so−called “esoteric 
sciences”. There is a well known fact that the basic symbol of esoteric, the pentagram, 
is closely connected to the Golden ratio. However, in modern science, an attitude 
towards the Golden ratio is changing very quickly. The Golden ratio has a 
revolutionary importance for development in modern science. 

In quantum mechanics, El Nashie is a follower of the Golden Ratio and shows in 
his works [16] that the Golden Ratio plays an outstanding role in physical researches. 
El Nashie's theory will lead to Nobel Prize if experimentally verified. New partially 
experimental results [17] confirm the correctness of his theories.  After quantum, the 
golden ratio constant was established in chemical reactions [18, 19], as an individual 
value, and systematically, in linear and exponential combinations of the golden ratio 
constant. DNA [20, 21] complied with the golden ratio after the atom compliance 
with the golden ratio, and it was also transferred to other complex biological 
structures. The old observation about phyllotaxis plants was confirmed [22, 23], then 
it was expanded to others, non−phyllotaxis  species of plants [24]. The function of the 
golden ratio constant was established in human brain research [25]. Alongside DNA 
structure, we get to the golden ratio constant research in human facial proportions and 
facial attractiveness assessment [26, 27]. Butusov’s resonance theory of the Solar  
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system [28] based on the golden ratio, discovers the importance of this constant 
beyond the Earth, and takes us to the universe [29, 30, 31].  

The concept of artificial intelligence, at the moment, does not have at its  
disposal models for emotions and ideas simulation, and their transfer between 
intelligent agents. Artificial intelligence has not achieved an anologue method for 
creativity yet, which is one of dominant characteristics of human intelligence. 
Creativity is, first of all, necessary for the adaptation in a new, not previously learnt 
system of events. The Golden ratio constant has a significant part in aesthetics and art, 
in human creativity. Therefore, the existence of the golden section constant in AI 
methods have a important implication, generally. This paper describes one possible 
synthesis.   

2   Ant Sensory System and Pheromone Convolution 

Variations of humidity, temperature, light, air flow, substrate characteristics,  
the individual pheromone capacities of ants etc, result in stochastic characteristic  
of pheromone communication in ant columns. Inevitable consequence of  
the stochastic terms is the information entropy of the pheromone communication 
channel. 

Successful functioning of an ant colony led to the conclusion that individuals in the 
colonies have excellent capacity of calibration and processing of pheromone signals. 
Calibration and signal processing are realized by the ant sensor system. 

General requirements that should be met by a quality sensor can be defined on the 
basis of Aristotle's principles of logic [32]: the principle of identity, principle of 
opposites and the principle of non-existence of the third. According to these principles 
of logic, high-quality sensor meets the following requirements: 

1. Is sensitive to the measured property (the principle of identity) 
2. Is insensitive to any other property likely to be encountered in its application 

(the principle of contradiction) 
3. Does not influence the measured property (the principle of non-existence of 

the third) 

However, the best sensor in terms of stochastic dynamics of a signal transmits 
information entropy on the object of communication. Development of pheromone 
convolution is based on the assumption that the sensory system of ants is ideal in 
terms of Aristotelian principles of logic. 

The stochastic nature of an individual signal can be significantly reduced by 
pheromone convolution. In accordance with the terms of the Central Limit Theorem 
(CLT), the convolution of pheromone signals can stabilize the value of the signal by 
direct variance reduction. The division of a stochastic pheromone capacity in two 
smaller individual capacities, the effect predicted by Central limit theorem (CLT) is 
achieved by convolution synthesis. The existence of deposit and spatial pheromone 
signal represents the convolution basis. 
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3   Markovian Ant Queueing System - MAQS 

Markovian Ant Queuing system [32] is a hybrid of the AS artificial intelligence and 
the continuous time Markov processes. The basis of the AS is the pheromone 
communication of subsequent ants and the basis of Markov processes is the 
exponential propagation of a pheromone signal. 

Among all continuous probability distributions with support [0,∞) and mean M, the 
exponential distribution with M=1/ξ has the largest entropy. In this condition 
pheromone signal provide minimal informational cues. Entropy level for exponential 
distribution is H(E(ξ))=1−ln(ξ). The choice of exponential distribution is justified by 
a great number of undesirable factors which cause the largest entropy of a pheromone 
signal (humidity, temperature, light, airflow, different substrates, etc.). The derived 
hybrid represents the synthesis of a memory system (AS) and a memoryless system 
(exponential distribution). 

MAQS proceeds from the assumption that the value of pheromone signal is a 
random variable of exponential distribution f(d)= ξe−ξd with d distance from the signal 
source and the intensity ξ, ξ≥0. Let the speed of the anterior ant be random and 
constant, and the speed of the consecutive ant proportional to the value of the received 
signal. If we express the distance between two consecutive ants by an integer  
variable Xl of the exponential function of pheromone signal f(d), Xd=INT(ξe−ξd),  
then the distance probability between the two consecutive ants equals P(Xd). The 
probability of a unit distance Xd equals the exponential distribution integral in an 
interval (d, d+1).  
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The distance between the ants is measured by the state of the queuing system. Each 
state of the system corresponds to an integer unit of length. The transition intensities 
(1) that meet the requirements of movement of the successive ants depending on the 
intensity of the received signals have the following solution (Fig. 2.): 
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MAQS is (Fig. 3) 
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Fig. 2. Exponential distribution of spatial pheromone signal in MAQS, pheromone symbols: 
active pheromone ( ) and evaporated pheromone ( ) 

 

Fig. 3. Markovian ant queueing system - MAQS 

If the intensity of the pheromone signal spreading is exponential to ξ parameter, 
then the analogy of the average distance between two ants equals the number of 
clients in the system, which amounts to:   
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4   Erlang Ant Queueing System - EAQS 

The convolution of ants’ basic pheromone capacity can be realised by diffusing one 
part of the basic odorant (pheromone) on a trail. The source of the odorant is an ant 
moving across a surface. If the odorant intensity equals ξ, its disposal causes the 
decomposition of the basic intensity into spatial pheromone intensity λ and deposit 
pheromone intensity μ. Thereby, ξ=λ+μ condition has been satisfied (Fig. 4). 
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Fig. 4. Indirect decomposition of the basic signal odorant into spatial and deposit fractions of 
the dual pheromone signal: spatial fraction ( ) and deposit fraction ( ) 

If an exponential pheromone signal, which has capacity ξ from MAQS is divided 
into two equal parts, ξ=λ+μ (Fig 4.), two new signals are got. Their nature is 
determined by the nature of the basic signal which is exponentially distributed. As the 
exponential distribution has maximal entropy among all distributions H(ξ)=1−ln(ξ), 
distribution of new pheromone signal can’t lower the individual uncertainty of new 
pheromone sygnals. Because of that, fs(t)=λe−λt is a exponential spatial pheromone 
signal, and  fd(t)=μe−μt is a exponential deposit pheromone signal, 

In a special case, when spatial and deposit pheromone fraction capacities are the 
same ξ=2χ, χ=λ=μ, convolution of exponential spatial fraction and exponential 
deposit fraction has the Erlang distribution. The structure of the new AI hybrid, 
Erlang Ant Queuing System, EAQS is (Fig. 5.):  

 

Fig. 5. The structure of Erlang Ant Queueing Sistem, EAQS 

Mass Handling System of the Erlang transition intensity between states is not 
Markovian and it does not handle with the direct analytical solutions. Applying 
decomposition of the Erlang distribution we have the exponential composition in a 
queuing system, again. Queuing system is Markovian system, again (Fig. 6):  

 

Fig. 6. EAQS with identical spatial and deposit pheromone fractions 
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Differential equations of EAQS in stationary regime are: 

0101000
1

0
11

1
0 p

e
pp

e

e
p

e
p χχ

χ

χ =→=
+

+
+

−⇔=′  

00101001 0
1

1

1

1
0 ppp

e
p

e
p =→=

+
−

+
⇔=′

χχ  

010110110
1

0
11

0 p
e

ppp
e

e
p

e

e
p χχ

χ

χ

χ
==→=

+
−

+
⇔=′  

⇔=
+

+
+

−
+

−
+

⇔=′
χ

χ

χ

χ

χχ 0
111

1

1

1
0 2111011 p

e

e
p

e

e
p

e
p

e
p  

           ⇔=
+

+
+

−
+

−
+

⇔ χ

χ

χχ

χ

χχχ 0
1

1

1

1

1

1

1

1
21000 p

e

e
p

ee

e
p

ee
p

e
 

           0221210
1

0
1

1

1

1
p

e
pp

e

e
p

ee χχ

χ

χχ =→=
+

+
+

−⇔  

011212112
1

0
1

1

1

1
0 p

e
ppp

e
p

e
p χχχ ==→=

+
−

+
⇔=′  

0221221221
1

0
11

0 p
e

ppp
e

e
p

e

e
p χχ

χ

χ

χ
==→=

+
−

+
⇔=′  

⇔=
+

+
+

−
+

−
+

⇔=′
χ

χ

χ

χ

χχ 0
111

1

1

1
0 3222122 p

e

e
p

e

e
p

e
p

e
p  

            ⇔=
+

+
+

−
+

−
+

⇔ χ

χ

χχ

χ

χχχχ 0
1

1

1

1

1

11

1

1
3202020 p

e

e
p

ee

e
p

ee
p

ee
 

            03323202

1
0

1

1

1

1
p

e
pp

e

e
p

ee χχ

χ

χχ =→=
+

+
+

−⇔  

010 pp =   and for each k>1: 1k,kkk,1k ppp +− == , 0kk p
e

1
p χ= .      

We get the probability p0 from the basic equation 1p
0i

i =∑
∞

=
: 

⇔=−⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∑⇔=−⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
∑⇔=++++

∞

= χ

∞

=
1p

e

1
p31pp31...p3p3p3p2 0

0k
k00

0k
i3210

⇔=−
−

⇔=−
−

⇔=−⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
∑ ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛⇔ χ

χ

χ

∞

= χ 1p
1e

e3
p1p

e

1
1

1
p31p

e

1
p3 00000

k

0k
0  

1e2

1e
p1

1e

1e2
p1

1e

1ee3
p 000

+
−=⇔=

−
+⇔=

−
+−⇔ χ

χ

χ

χ

χ

χχ
 

 
 



364 I. Tanackov et al. 

 

Probabilities for a convolution system of the EAQS are: 
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The average number of clients in EAQS (with convolution of equal pheromone 
fractions) is:  
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In relation to the total pheromone capacity ξ=2χ, the average number of clients of the 
EAQS is: 
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5   Golden Ratio Equilibrium 

In Markovian Ant Queuing System (MAQS), the average number of clients (6) is 
equal to the average distance between ants (2). Comparison of singular and 
convolutional average distance between ants provides following ratios: 
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Replacing xe =
ξ
2  we get the cubic equation with solutions 
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Real solutions for roots are 1 and ( ) 251 /+ . The solution 1 for value ξ=0 shows the 

total absence of pheromone emission. It cannot be classified in AS. The only 

acceptable solution is ( ) 251 /+ . Value ( ) 251 /+  is a famous irrational 

mathematical constant of Golden ratio with spetial  properties  ϕn=ϕn−1+ϕn−2,  
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The average distances of singular and convolutional systems are in equilibrium 

when the parameter value is ϕ=ξ⇔ϕ=
ξ

lne 22 . Equilibrium of the singular and 

convolution average distance between ants is equal to  ϕ−1 (note, ϕ2=1+ϕ): 
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Generally, if the pheromone capacity value is equal to the Golden section constant, 
the distance between the ants is the in the singular and the convolution system is the 
same. This is the point of Golden ratio equilibrium. 

6   Conclusion 

Each inspiration by the natural phenomena of the living world has undergone an 
unbiased test of evolution. One of the basic conditions of evolution is precisely the 
possibility of adaptation of plant or animal species to new conditions of the 
environment. Evolutionary survival is the guarantor of the correctness of natural 
models.  

The basis of Markov systems is a natural number e, and the basis of the Ant 
Systems is the collective behavior of ants, social animals. Both methods are basically 
inspired by natural phenomena. Therefore, the appearance of ϕ=1.6180339..., constant 
of creation, the golden section in the observed hybrid is not a big surprise. 

Various conclusions may be drawn from the obtained solution. The most important 
relates to all real systems that can be described by queuing systems with Kendall's 
notation M/M/1/∞/FIFO. If the intensity of the customer services in the system is 
conditional random variable of the arrival rate, and an exponent equals ξ=2lnϕ, then 
MAQS (Fig. 3) transforms into a queuing system with equlibrium (Fig. 7).  

 

Fig. 7. Markovian ant queueing system with equilibrium – MAQS+eq 

MAQS+eq has a unique feature that the fraction of arrival rate exponent 
intermediate state of the system remains constant. This system gets ρ utilization factor 
(or "traffic intensity" the mean fraction of time that the server is busy), that in 
accordance with Pollaczek-Khinchin formula implements mean queuing delay Fq: 
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which means that the value of Feller's paradox constant is the fraction of the golden 
ratio constant. These facts have important implications for any real system that can be 
modeled as M/M/1/∞/FIFO.  

This work is the first finding of Golden ratio constant in the artificial intelligence. 
The role of the constant ϕ is implicit, in the natural logarithm function lnϕ. But, this is 
not a first promotion of lnϕ value. The constant lnϕ also plays a key role in relations 
of Fibonacci and Lucas consecutive numbers that at Kepler's proof converge to the 
golden ratio constant and Rikati hyperbolic functions [31]. In this coincidence points 
is the significance of the results and possible application of Golden ratio constant in 
AI methods. 
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Abstract. This paper presents a new memetic algorithm, which solves
bi-criteria version of Routing Problem in Urban Public Transportation
Networks. Our solution returns a set of routes, containing at most k
quasi-optimal paths with the earliest arrival in the first instance and with
minimal number of transfers in the second. The method was implemented
and tested on the real-life public transportation network of Warsaw city
in Poland. This network was completed with walk links and therefore re-
sultant routes are more practical. Effectiveness of the described solution
was compared in two aspects: time complexity and quality of results,
with another three algorithms for considered problem. Computational
experiments clearly show the memetic algorithm be highly competitive
with comparable ones, yielding new improved solutions in the most cases
of tested source/destination specifications.

Keywords: memetic algorithm, Bus Routing Problem, bi-criteria opti-
mization, time-dependent model.

1 Introduction

A public transportation route planner is a kind of Intelligent Transportation Sys-
tems (ITS) and provide information about available public transport journeys.
Users of such system determine source and destination point of the travel, the
start time, their preferences and system returns as a result, information about
optimal routes. In practice, public transport users preferences may be various,
but the most important of them are: the earliest arrival and the minimal number
of transfers (changes of vehicles). Finding routes with minimal number of changes
is not a difficult problem, but generating routes with minimal time of realization,
on the base of dynamic timetables, is much more complexity task. Generally, the
Routing Problem in Urban Transportation Networks often shortly named Bus
Routing Problem (BRP) constitutes a multi-criteria time-dependent routing and
planning problem [11], providing a user with many alternative itineraries for a
given urban journey.

The shortest path problem is a core model that lies at the heart of network
optimization. It assumes that weight link in traditional network is static, but
is not true in many fields of ITS. The optimal path problems in variable-time
network break through the limit of traditional shortest path problems and be-
come foundation theory in ITS. The new real problems make the optimal path

A. Bouchachia (Ed.): ICAIS 2011, LNAI 6943, pp. 368–380, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



A Memetic Algorithm for Routing in Urban Public Transportation Networks 369

computing to be more difficult than finding the shortest paths in networks with
static and deterministic links, meanwhile algorithms for a scheduled transporta-
tion network are time-dependent.

Moreover, standard algorithms considered graphs with one kind of links (undi-
rected or directed) which have no parallel arcs. Graph which models a public
transport network includes two kinds of edges: directed links which represent
connections between transport stops and undirected arcs which correspond to
walk link between transport stops.

Additionally, each node in a graph which represents a transportation network
includes details such as: timetables, coordinates of transport stops, etc. This
information is necessarily to determine weights of links during realization of the
algorithm.

These three differences between standard shortest path problem and routing
problem in public transportation network may result in high time complexity of
algorithms which solve this problem.

Many methods has been developed for networks with time-dependent connec-
tions but most of them take into consideration a network with only one kind
of link, without parallel links and returns only one route. Cooke and Halsey [5]
modified Bellman’s [2] ”single-source with possibly negative weights” algorithm
to find the shortest path between any two vertices in a time-dependent network.
Dreyfus [7] made a modification to the standard Dijkstra algorithm to cope with
the time-dependent shortest path problem. Orda and Rom [15] discussed how to
convert the cost of discrete and continuous time networks into a simpler model
and still used traditional shortest path algorithms for the time-dependent net-
works. Chabini [4] presented an algorithm for the problem with discrete time
and edge weights are time-dependent. Ahuja [1] proved that finding the gen-
eral minimum cost path in a time-dependent network is NP-hard and special
approximation method must be used to solve this problem.

The new memetic algorithm (MA) for BRP presented in this paper generates
k routes with the earliest arrival travel time and the minimal number of transfers
in lexicographical order. Like the k-shortest paths algorithm [14], these methods
generate multiple ”better” paths, the user can have more choices from where
he or she can select according own preferences such as total amount of fares,
convenience, preferred routes and so on.

The computational performance of proposed method had been tested on the
real-life urban public transportation network of Warsaw city in Poland. Results
of experiments were also compared with three another methods solving the BRP.
Two methods are a bio-inspired algorithm based on populations of agents. The
first algorithm realizes an cultural algorithm (CA) [17]. The second method
applies an ant colony optimization (ACO)[3]. The third comparable method -
Routes Generation Matrix Algorithm (RGMA) [13] applies label-setting strategy
with two special meta heuristics based on the minimal number of transfer matrix
and the minimal number of bus stops matrix. Computer experiments had shown
that MA generates routes better than comparable algorithms and is significantly
faster than ACO and CA.
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The remainder of this paper consists of five sections. Section 2 includes def-
inition of Bus Routing Problem and description of multi-modal urban public
transport network model. In Section 3 authors present each step of MA and il-
lustrates it with simple examples. Section 4 is the comparison of effectiveness of
comparable methods in two aspects: computation time and quality of resultant
routes. The paper ends the section which also includes the major concluding
remark.

2 Network Model and Problem Definition

A public transportation network in our model is represented as a bimodal
weighted graph G = 〈V, C, W 〉, where V is a set of nodes, C is a set of di-
rected edges and W is a set of undirected edges. This model is an extended
version of the time-dependent model for BRP proposed in [16]. The extension
rests on adding walk connections. Each node in G corresponds to a certain trans-
port stop (bus, tram or metro stop, etc.), shortly named a stop. We assume that
stops are represented with numbers from 1 to n. The directed edge c represents
an elementary transport connection. For c = (l, i, j, td, ta) bus line number l (or
other means of transport) leaves stop i at time td and the immediately next
stop of this bus is stop j at time ta. A set of connections is bimodal because
it includes, besides elementary transport connections, elementary walk connec-
tions. The undirected edge w = {i, j, t} is an elementary walk connection of the
set W , if walk time in minutes between i and j stops is not greater than limit
parameter. The value of limit parameter has a big influence on the number of
network links (density of graph). The t value for undirected edge {i, j, t} is equal
to walk time in minutes between i and j stops.

At a stop v is possible to transfer from one bus line to another, from bus to
walk or from walk to bus. If we transfer from one bus line to another then such
transfer is only possible if the time between the arrival and the departure at
that station v is larger than or equal to a given, stop-specific, minimum transfer
time, denoted by transfer(v).

Let P = (c1, ..., cr) be a sequence of elementary connections (transport or
walk). Such a sequence P is called a consistent connection (route) from stop v1

to stop vr if it fulfills some consistency conditions:

a. : departure station of ci+1 is the arrival station of ci ;
b. : if ci is an elementary transport connection then the time values correspond

to the time values td and ta of ci respect the transfer times and the time of
arrival and departure at ci−1 and ci+1 stops;

c. :if ci is an elementary walk connection and ci+1 is an elementary transport
connection then the departure time of ci+1 is later than the sum of the arrival
time of ci−1 and the walk time of ci.

A graph representation of public transportation network is shown in Fig. 1.
It is a very simple example of the network which includes only nine stops. We



A Memetic Algorithm for Routing in Urban Public Transportation Networks 371

mark for transparency only bus line and walk possibilities of direct connections
between each pair of stops in this figure. We show detail description only for
one example elementary transport connection (between stops 7 and 9) and one
elementary walk connection (between stops 2 and 4). Really, there are four el-
ementary transport connections from 7 to 9 which come out of timetables for
stops 7 and 9.

In the real world the number of nodes is equal to 3500 for the city with about
1 million of inhabitants.

Fig. 1. Graph model a simple transportation network

MA uses graph G as a main o the input parameter. Besides, time-independent
version of G is applied in this method. We will call this version transfers graph
and denote by GTR. GTR = 〈V, E〉, where V is a set of stops and E is a set
of undirected transfer connections. The edge i, j is the transfer connection in
GTR, if there is at least one route without transfers between stops i and j. GTR

has no weights because we don’t consider any time values for connections. We
can precompute a transfer graph for given transportation network because this
graph is time-independent.

For the timetable-information problems defined below, we are, in addition,
given a large, on-line sequence of queries. A query defines a set of valid con-
nections and an optimization criterion (or criteria) on that set of connections.
The problem is to find the optimal connection (or a set of optimal connections)
with respect to the specific criterion or criteria. In this work, we are concerned
with two of the most important criteria, namely, the earliest arrival and the
minimum number of transfers, and, consequently, investigate an bi-criteria op-
timization problem.
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Formal definition of our problem is as follows: At the input we have: G - graph
of transportation network, GTR- transfer graph of the network, source point of
the travel (o), destination point of the travel (d), starting time of the travel
(timeo), number of the resultant paths (k), limit for walk links (limit) and the
maximal number of transfers maxtr. At the output we want to have the set of
resultant routes (consistent connections) between stops (o) and d, containing at
most k quasi-optimal paths with the earliest arrival and the minimum number of
transfers as the two criteria. We find the lexicographically first Pareto-optimal
solution (e.g., find among all connections that minimize the earliest arrival the
one with minimum number of transfers).

3 Description of MA

Memetic algorithms are evolutionary algorithms[10] that apply a separate local
search process to refine individuals (i.e. improve their fitness by hillclimbing)[9].
These methods are inspired by models of adaptation in natural systems that com-
bine evolutionary adaptation of populations of individuals with individual learn-
ing within a lifetime. Additionally, memetic algorithms are inspired by Richard
Dawkins concept of a meme [6], which represents a unit of cultural evolution
that can exhibit local refinement.

MA is based on two key observations: many shortest paths share the same
transfertemplates i.e., the sequence of stations where a change of vehicle occurs;
direct connections without change of vehicle can be looked up quickly.

3.1 Precomputation Step

Before first running of the MA transfer templates - set TRo,d for each pair of
o and d stops are determined. A transfer template includes only consecutive
transfer stops belongs to route, without time values and number of bus line. We
can determine TRo,d sets on the base of the transfer graph GTR. The method for
determining TRo,d is defined in [13]. Additionally, the set TRo,d must be divided
by separated subsets TRo,d(i) where i=0..maxtr. In Fig. 3 transfer templates
included in TR1,6(1), for the network presented in Fig. 1 is shown. We can
generate routes between o and d very fast using TRo,d[12]. The example of
transformation templates to routes for the network presented in Fig. 1 are shown
in Fig. 2.

During the precomputation step we must also determine a minimal number
of transfer matrix Q. The value of Q[i, j] element i equal to the minimal number
of transfers on the routes from stop i to stop j. This matrix is determined on
the base of transfer matrix GTR and maxtr value [13] and will be applied in the
mutation operator. It’s very important that time of realization of precomputation
doesn’t increase the computation time of MA, because this step is used only one
time before first running of the method.

Memetic algorithms as a kind of evolutionary algorithms work on a popula-
tion of solutions evolves trough the repetitive combination of its individuals. An
encoding is said to be indirect if a decoding procedure is necessary to extract
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Fig. 2. Transfer templates included in TR1,6(1), for the network presented in Fig. 1

solutions from individuals. In MA we use as individuals time-independent ver-
sion of consistent connection (route). A time-independent version of consistent
connection (route) doesn’t include transport time values td and ta for elemen-
tary transport connections and a walk time value t forthe the elementary walk
connections.A decoding procedure rests on determination of time values for each
elementary connections in the individuals. We choose the earliest possible values
of td and ta during decoding of course. Time values must satisfied all conditions
defined for a consistent connection according to the value of timeo parameter.

3.2 The MA

Using MA routes determination is a multi-stage process involving following steps:

1. Initialization: MA starts with generating an initial number of individuals
- nP . Individuals are randomly generated as time-independent version of
consistent connections with the minimal number of transfers on the base of
set TRo,d(0). If after this step the number of individuals is less than nP then
we continue generation using templates with one transfer (TRo,d(1)), etc.
Randomly generated, it does mean that if we have for example the transfer
template: (o, v1, v2, ..., vr, d) belonging to TRo,d(r) then we can randomly
choose bus lines (walk links) which are common for previous and next stop
for each stop in a given transfer template (besides of o and d stops). Note,
that the route belonging to the initial population have the least possible
number of transfers. However, this does not mean that time-dependent links
randomly added to the template will give a route with shortest travel time.
The travel time heavily depends from the waiting time at each transfer stop.
In Fig.3 individuals generated on the base of the transfer template (1, 5, 6)
are presented. The value of nP parameter should be adjusted to the density
of GTR graph. The GTR graph density depends on the number of bus lines
and the limit for walk links (limit). The higher values of these parameters
the greater the value of nP . But on the other hand, the higher value of nP ,
the longer time of realization of each step of MA. The same relationship
applies for CA and ACO algorithms. The density of the GTR in the least
affect the time of realization of the RGMA. cite Koszelew08. The number of
generated individuals after this step may be less than nP . In such situation
we generate others individuals with any number of transfers.
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Fig. 3. Example individuals (routes) generated on the base of the transfer template
(1, 5, 6), included in TR1,6(1), for the network presented in Fig. 1

2. Evaluation: We run decoding procedure for each individuals. Next, we cal-
culate a value of fitness function to evaluate the optimum nature of each
route (chromosome). The fitness function should estimate the quality of in-
dividuals, according to arrival time of the route and number of transfers lex-
icographically first Pareto-optimal solution. In each step of improving pop-
ulation participates only nP best individuals. Other individuals are deleted
from the population.

3. Improving population: After fitness evaluation, the MA starts to improve
initial population through ng applications of crossover and mutation. In
every generation we first choose with probability pr between crossover and
mutation.
3.1. Crossover: We first select two parent individuals, according to the

fitness value: the better an individual is, the bigger chance it has to
be chosen. Since chromosomes lengths are different, we presented a new
heuristic crossover operator, adjusted to our problem. In the first step
we test if crossover can take place. If two parents do not have at least
one common bus stop, crossover can not be done and parents remain un-
changed. Crossover is implemented in the following way. First we choose
one common bus stop, it will be the crossing point. Then we exchange
fragments of chromosomes from the crossing point to the end stop in two
parent individuals. After crossover, we must correct offspring individuals
in two ways. First we eliminate bus stop loops, then we eliminate line
loops. The next step is to compute fitness function for these new individ-
uals. Finally, we choose two best individuals from mutated chromosomes
and offspring and add them to the population. The example of parents
and offspring individuals after crossover operator is shown in Fig. 4.

3.2. Mutation: We first choose randomly one chromosome (one route).
The next step of the mutation operator consists in realization of
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Fig. 4. Example parents and offspring individuals after crossover for network shown in
Fig. 1

local search technique (LS) which tries to short cut the route. Let I be
randomly chosen chromosome and ITR = (o, v1, ..., vr, d) be the transfer
template of I. LS searches such pair of stops in ITR for which the number
of transfers is greater than minimal. Let o1 and d1 be first finding pair
of stops in the route ITR with greater than minimal number of transfers.
The fragment of ITR from o1 to d1 in the chromosome being mutated
is substituted by any transfer template contained in TRo1,o2 . Next, we
recalculate new chromosome. Then we compute fitness function for this
individual and add it to the population. The example of parent individ-
uals and offsprings after mutation operator is shown in Fig.3 5. To check
the minimal number of transfers between stops o1 and d1 we use a mini-
mal number transfer matrix Q determined as a result of precomputation
step.

5. Determining results: k resultant routes are selected from the final popu-
lation by choosing k routes with the best fitness.

MA applies results of precomputation in the initialization step and the mutation
operator. Therefore, initial routes and offsprings individuals after genetic opera-

Fig. 5. Example parent and offspring individual after mutation for network shown in
Fig. 1
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tors have much better fitness than randomly generated chromosomes. Therefore,
even for small size of population and number of generations its possible to de-
termine good quality of resultant routes. Small values of nP and ng parameters
have a big influence on the reduction of a computation time of the method.

4 Experimental Results

There were a number of computer tests conducted on real data of transportation
network in Warsaw city. This network consists of about 4200 stops, connected
by about 240 bus, tram and metro lines. Values of common parameters for all
comparable algorithms were following: k = 3, limit = 15, maxtr = 5. The value
of limit is very important because it influences the density of network. The bigger
value of limit, the more possibilities of walk links in a network. Density of the
network is of a key importance for time-complexity of algorithms. Experiments
were made by executing 5 runs for each starting point and destination point.
Additional parameters for MA and CA were equal to: pr = 0.5, nP = 30,
ng = 50. Experiments have been done with the following parameters settings for
ACO: mCAPRIME = mCASECOND = 25, q0=0.9, = 2, = 0.25 (the same for
each cast).

We tested three kinds of routes: from the center of the city to the periphery
of the city (set CP ), routes from the periphery of the city to the center of the
city (set PC) and routes from the periphery of the city to the periphery of the
city (set PP ). Each of these sets includes 30 specification of first (o) and last (d)
stops in the route which are difficult cases for each algorithm. First matter is a
long distance from o and d (PP set), the second is a high density of the network
in o or d localization (CP and PC sets). Algorithms was tested in a computer
equipped with an Intel core2 Duo T7300, 2 GHz and 2 GB RAM.

Selected results of tests for 10 chosen specifications of o and d for each ex-
amined set of routes, generated by MA, CA, ACO and RGMA, are presented in
Tab. 1, Tab. 2 and Tab. 3. For each algorithm we show in these tabels: o and d
specification (longitude, latitude), distance between o and d (by car in km), the
minimal travel-time for k resultant routes (MA-t,CA-t, ACO-t, RGMA-t), the
number of transfers for the route with the minimal travel-time (MA-tr,CA-tr,
ACO-tr, RGMA-tr).

All results presented in above tables are confirmation of good quality of routes
of MA because the values of travel-time for the best and worst route are less or
equal for other comparable method. Generally, only in three case of tested routes
the travel-time was worse for MA than for comparable solutions and always the
number of transfers for resultant best routes for MA was not greater than for
the best route of other algorithms.

The last experiment was focused on comparison of time complexity of algo-
rithms. The results are presented in Fig. 6.In this experiment we tested examples
of routes with a minimal number of stops, between 5 and 60. On the horizon-
tal axis there are points representing the minimal number of stops on a route.
These values were computed as a result of standard BFS graph search method
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Table 1. The results for routes from set P−C; timeo = 7:30; o =(52.077130, 21.100000)

d-destination stop o − d MA-t CA-t ACO-t RGMA-t MA-tr CA-tr ACO-tr RGMA-tr

(52.219720, 21.025290) 20.0 57 57 59 61 2 2 2 2

(52.222660, 21.016650) 20.6 59 62 63 71 2 2 2 2

(52.216490, 21.005660) 20.8 60 60 62 66 1 3 1 1

(52.229380, 21.002720) 23.6 64 64 66 69 1 2 1 1

(52.217030, 20.981810) 23.9 75 79 80 81 3 3 3 3

(52.236880, 21.016820) 22.7 62 62 66 64 2 2 2 2

(52.232310, 20.976720) 25.6 70 82 78 80 2 3 3 3

(52.244670, 20.965750) 27.0 71 71 79 81 3 3 3 3

(52.234960, 21.006930) 25.2 60 65 67 69 2 2 2 2

(52.233180, 21.002520) 24.3 71 71 73 73 3 3 3 3

Table 2. The results for routes from set C−P ; timeo=15:30; o=(52.222740, 21.004780)

d-destination stop o − d MA-t CA-t ACO-t RGMA-t MA-tr CA-tr ACO-tr RGMA-tr

(52.233690, 20.981700) 22.0 104 104 112 124 3 3 4 4

(52.412200, 20.942090) 26.7 80 82 83 97 3 3 3 3

(52.139660, 20.902150) 12.4 64 64 84 88 2 3 4 4

(52.237870, 20.996560) 13.2.9 86 103 86 88 3 3 3 3

(52.153050, 21.219420) 21.8 81 81 81 84 2 2 3 3

(52.359440, 21.135300) 19.3 63 63 64 63 2 2 2 2

(52.436880, 21.022030) 31.1 72 75 78 83 2 3 2 2

(52.192100, 20.949140) 24.1 35 35 37 44 2 3 3 2

(52.329730, 20.883180) 33.0 67 67 73 84 3 3 3 3

(52.223640, 21.139390) 11.1 60 66 68 71 3 3 2 3

Table 3. The results for routes from set P −P ; timeo=7:30; o=(52.358160, 21.133850)

d-destination stop o − d MA-t CA-t ACO-t RGMA-t MA-tr CA-tr ACO-tr RGMA-tr

(52.049060, 20.783810) 48.5 76 76 88 91 3 3 4 4

(52.412200, 20.942090) 18.3 100 117 137 149 4 4 4 4

(52.139660, 20.902150) 33.6 103 103 123 138 5 5 5 5

(52.153050, 21.219420) 26.6 99 99 149 181 3 3 4 5

(52.232030, 20.993190) 24.2 69 79 80 81 3 3 3 3

(52.436880, 21.022030) 14.4 92 96 108 111 3 3 4 4

(52.223640, 21.139390) 18.0 70 77 84 93 1 2 2 4

(52.054840, 20.924700) 42.3 75 75 78 81 4 4 5 5

(52.329730, 20.883180) 29.1 105 105 106 120 3 5 4 4

(52.303200, 20.777510) 29.5 82 82 87 96 3 3 4 4

and they are correlated with difficulty of the route. On the vertical axis there
is marked time of execution. Each possible route with a given number of the
minimal number of stops was tested by each algorithm at starting time at 7:30
a.m., weekday. The executing time of algorithms was averaged over every tested
routes. We can see that MA performs in significantly shorter time than ACO and
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Fig. 6. The comparison of execution time of MA, CA, ACO and RGMA

CA and comparable with RGMA, especially for routes with minimal number of
stops not greater than 46.

5 Conclusions

We believe that use of knowledge about public transportation network and local
search technique in algorithms which are solving BRP is an idea with a great
potential. Computer experiments have shown that MA performs much better
than comparable methods based on another artificial intelligence strategy such as
ant colony optimization or cultural algorithms. MA applies transform templates
which are also used in RGMA. This method is based on label-setting strategy and
don’t use population and randomization. Therefore, RGMA works on strongly
limited space of cases. MA as a population algorithm works on much greater set
of cases and performs much better than RGMA. On the other hand population
based algorithms has worse time-complexity than methods which try improved
only one individual. Though MA returns high quality results even for small size
of population (nP = 30) and a small number of generations (ng = 50). It’s
possible by applies transfers templates in the initialization step of MA and in
the mutation operator.
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Future work will be concentrated on testing MA on the transportation network
for bigger metropolises or regions with number of stops exceeding 5000. If tests
show poor performance of MA the new heuristics must be added to the algorithm.
The proposal of improvement which can be considered includes to the algorithm
information about geographic location of start and destination stops. Obvoius
directions for future research is also make the precomputation faster applies
parallel realization or/and cloud computing technique for this step.
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Abstract. An adaptive order scheduling system is of great importance for the 
successful implementation of production planning in dynamic make-to-order 
production environment where a variety of unexpected disruptions is usually 
inevitable. This paper investigated the scheduling problem with uncertain 
arrival of raw materials and limited production capacity. A Pareto discrete 
differential evolution (PDDE) approach is proposed to generate the approximate 
optimum scheduling solution with stochastic arrival of raw materials. The 
PDDE algorithm adopts Pareto selection strategy to improve adaptability of the 
PDDE algorithm upon evolving towards the global optimal solution and 
integrates the stochastic simulation model and utility function into the fitness 
evaluation of the individuals. The experimental results demonstrate that the 
proposed PDDE optimization model outperforms the industrial practice and has 
self-adaptation and fitness capacity to responsively self-adjust upon the 
uncertain arrival of raw material. 

Keywords: Order scheduling, uncertain arrival of raw materials, make-to-order 
(MTO), Pareto discrete differential evolution (PDDE), optimization. 

1   Introduction 

In today’s manufacturing, keeping up with supply and demand is challenging as 
shortening of products’ life cycle and popularity of customized products. More and 
more manufacturers have shifted from the conventional mass production to a make-
to-order (MTO) production mode since small batch production jobs or small customer 
orders have become the trend of product production [1]. The MTO production system 
is a kind of dynamically changing systems where a variety of unexpected disruptions 
is usually inevitable, such as rush orders are accepted, raw materials are in shortage, 
due dates are changed. It is nearly impossible to predict the requirements of customer 
orders since they are in general independent from each other [2]. Thus, the key 
performance indicator for a successful production is on-time delivery due to the 
uniqueness of the products [3]. An adaptive order scheduling system is of great 
importance to ensure on-time delivery for the MTO production.  

The MTO production is flexible and complicated due to the variety of products, 
which leads to new problems emerging for the MTO production scheduling. First, 
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order selection becomes increasingly important due to production capacity limitation 
with certain periods, such as peak period. The selection criteria may involve 
production capacity, trade-off between the revenue and the cost, focusing on 
particular types of customers, etc. Second, the production cannot be started until the 
customer orders are received. Thus, stocking enough raw materials is nearly 
impossible before the orders release due to the uniqueness of the products in MTO 
production. The production capacity and raw material availability should be jointly 
considered for the MTO production scheduling. Third, order shifting and order 
partition are two common ways to improve manufacturing flexibility and production 
efficiency in MTO production. Order shifting means that an assembly line performs 
several orders by switching the jobs among them. Order partition occurs when one 
order is assigned to several assembly lines at different shop floors. It is evident that 
determining the suitable combinations of order shifting and order partition for MTO 
production is a NP-hard problem.  

Most of previous studies on order scheduling are based on the deterministic 
estimation of order arrival, raw materials supplies, processing time of each production 
process [1, 4]. In most real-world MTO environments, availability of raw materials is 
the crucial factor that affects the adaptability of the order scheduling system. Shortage 
of materials can lead to not only increasing machine idle time, but also failing to 
deliver orders at due dates. It is clearly difficult to realize an optimized order 
scheduling in real-life production environment without considering the arrival of raw 
materials. The uncertain arrival of raw materials even makes order scheduling 
problem more complicated and difficult.  

This paper will investigate the order scheduling problem with the uncertain arrival 
of raw materials and limited production capacity for MTO production. The uncertain 
arrival time of raw materials is considered as a random variable and the multistage 
arrival of the raw materials is explored. A multi-objective optimization model is 
derived and the Pareto discrete differential evolution (PDDE) algorithm is proposed to 
obtain the approximate optimum solution for the order scheduling problem.  

2   Problem Formulation 

Whether or not the order can be processed in MTO production is determined by 
production capacity and raw material availability. The raw materials requirement is 
uncertain due to the fact that the unexpected events occur frequently: rush orders 
arrive, customer orders are canceled, deliveries are changed, due dates are changed, 
etc. In this study, a stochastic model of arrival of raw materials is considered based on 
the circumstance of each order requiring one type of raw material. It is necessary to 
determine order’s production according to arrival of the raw materials and to take 
assignment decision on how many quantities of raw material is to be used for one 
order. The objective of order scheduling we explored is to maximize the possibility of 
meeting the due dates of all orders, with the minimum cost under the stochastic arrival 
of raw materials.  

Suppose that there are s shop floors, each has n assembly lines. Lkl denotes the lth 
assembly line in shop floor Sk (1≤k≤s). Let O={O1,…,Om} be the set of customer 
orders. Each order has a due date TDi, size Si ( Oi ∈ ), and requires one type of raw 
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material. Assume that M={M1,…,MJ} is the set of J different types of raw materials. 
Let qj,i be the amount of the raw materials Mj required by order Oi for making one 
piece of the corresponding product. Qj(t) is denoted as the amount of raw material Mj 
available at time t, and Rj(t) the amount of raw material Mj arrived at time t. For an 
arbitrary schedule S, the following constraints should be satisfied. 

(1) Within a finite production time horizon [0, T], the supply of raw materials is 
exactly sufficient to accomplish all orders, i.e., 

∑ ⋅≥∑ ==
m
i iji

T
t j qStR 1 ,0 )( , Mj ∈∀  

(1)

(2) Let Xikl be decision variable indicating if order Oi assigned to assembly line Lkl At 
any time t, if Xikl is equal to 1, assembly line Lkl cannot perform Oi until the raw 
material available is sufficient to complete Oi at least one day, i.e. 

ijiklj qCtQ ,)( ⋅≥ , Mj ∈∀  
(2)

where Cikl is production capacity of assembly line Lkl for performing order Oi at one 
day. In the case that several orders requires the same type of raw material, the 
inequalities (2) should be satisfied under each order in turn by adjusting Qj(t). 
(3) Each order should be assigned to at least one assembly line that can process it, i.e., 

0>∑ ⋅
kl

iklikl XC ,  Oi ∈∀  
(3)

In the MTO industries, one of the most important objectives is to meet the due dates 
of customer orders. Since the arrival of raw materials is uncertain, the production for 
the corresponding orders is also uncertain which finally results in the uncertain 
completion time of each production orders. This makes it difficult to evaluate directly 
the degree of the due dates met. To overcome this difficulty, the completion time 
satisfaction level for Oi with completion time TCi, denoted by SL(TCi), is defined as 
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Based on formulation (4) and probability theory, the total performance of the order to 
meet the due date, denoted by CTSL, is defined as the expectation of the completion 
time satisfaction level which is formulated as follow, 
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where TCi is the actual complete time of Order Oi, f(TCi) is its probability density 
function. So, the first objective function of the order scheduling problem is to 
maximize the completion time satisfaction level of all orders, which is expressed as, 
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Objective 1: maximize the complete time satisfaction level CTSL of all orders 
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The second and third objective functions of the addressed problem are thus to 
minimize the cost COS produced by order shifting and the cost COP by order 
partition respectively. The COS is expressed as, 

Objective 2: minimize the cost of order shifting 
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where CSi is the cost of order setup for shifting of order Oi, TSTikl is the setup times of 
order Oi on assembly line Lkl of shop floor Sk. E(·) denotes the expectation of a 
random variable.  

For order partition, the cost should be produced when an order is assigned to the 
assembly lines owned by two or above shop-floors. The COP is expressed as, 

Objective 3: minimize the cost of order partition 
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where CPi is the cost of order partition for order Oi, TSHi is the number of shop floors 
that order Oi is assigned to, which is defined as  

))((
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= =sk nl
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where sign(x)=1 if x>0, otherwise sign(x)=0. 

3   PDDE Algorithm for Order Scheduling of MTO Production 

The order scheduling for MTO production planning is a combinational optimization 
problem, which is NP-hard since the number of its possible solutions grows 
exponentially with the number of assembly lines, customer orders and raw materials. 
The classical optimization techniques are very difficult to solve such a problem. 
Recently, another kind of evolutionary algorithm, differential evolution (DE), has 
been proven to be very powerful and efficient in finding heuristic solutions from a 
large range of applications [5,6]. Lampinen and Storn [7] demonstrated that DE was 
more accurate than several optimization methods including genetic algorithms, 
simulated annealing and evolution programming. Based on this, DE is adapted in this 
research. Since the order scheduling problem of MTO production planning is a 
discrete multi-objective optimization problem. The real-value operators and greedy 
selection of DE should be extended to handle discrete space and multi-objective 
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optimization of order scheduling. In this study, an improved Pareto discrete 
differential evolution (PDDE) algorithm, which adopts discrete-value arithmetic 
operators and modified double-set Pareto selection strategy, is proposed to solve the 
addressed order scheduling problem. 

3.1   Representation  

Consider the order scheduling problem with 5 orders to be assigned to 7 assembly 
lines in 3 shop floors, each order should be processed by at least one assembly line 
and each assembly line can perform zero or multiple orders in the production. The 
vector representation of one of the feasible solutions is illustrated in Fig. 1. 

 

Fig. 1. Sample of the discrete-value vector representation for order scheduling problem 

In Fig. 1, the vector is composed of seven sub-vectors, which corresponds to the 7-
dimensional parameter. The length of each sub-vector is the same and equal to the 
number of the orders. The 0 or 1 value of the elements in the sub-vector represents the 
assigning/un-assigning status of each order to the corresponding assembly line. So in 
Fig. 1, the assembly line L1 performs O1 and O2, assembly line L2 does the O1 and O3, 
and so on. It should be noted that the 0-1 discrete-values of the vector make the 
convention operators of DE inoperable. So, the new operators for the discrete-values 
are proposed, which are described as follow. 

3.2   Mutation 

During the Gth generation, the mutation operator based on DE/rand/1 method for 
each target individual Xi,G (i=1,2,…,NP) is defined as, 

),( ,,,1, 321 GrGrGrGi XXFXV −⋅+=+  irrr ≠≠≠ 321 , (10)

where r1, r2 and r3 are uniform rand values taken from {1,2,..,NP}, Vi,G+1 is a new 
generated mutant vector and NP is the population size. Clearly, the mutation operator 
cannot be applied directly for the discrete-value vector representation. This research 
extended the arithmetic operators to handle the discrete-value vector representation. 
The modified subtraction and addition operators are described as follows.  

Definition 1: Subtraction operator between two individuals 
The subtraction of the sub-vectors is defined as below, 
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where Cki is the kth component of the sub-vectors of the individual i, and Ckj is the kth 
component of the sub-vectors of the individual j. Based on formulation (11), the 
subtraction operator of two individuals can be easily accomplished. Fig. 2 is an 
example of the subtraction operator between two individuals, GrX ,2

 and GrX ,3
. 

 

Fig. 2. Example of the subtraction operator between two individuals  

Definition 2: Addition operator of two individuals 
The addition of the sub-vectors is defined as below, 
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Fig. 3 is an example of the addition operator between two individuals, GrX ,1
 and Di,G.  

 

Fig. 3. Example of the addition operator between two individuals 

According to the above Definitions 1 and 2, the mutation operator can be 
implemented upon the proposed discrete-valued vector representation.   

3.3   Crossover 

Crossover operator is used to increase the diversity of the population. The 
conventional crossover operators are required to be extended to the discrete-valued 
vector correspondingly. Based on the crossover operator, the trial individual Ui,G+1 is 
yielded by mixing the target individual Xi,G with the mutant individual Vi,G+1 using the 
following scheme, 

⎪⎩

⎪
⎨
⎧ ≤

= +
+

otherwiseX

PjrandifV
U j

Gi

c
j
Gij

Gi
,

1,
1,

)(
 (13)

where rand(j) is a uniform random number between [0,1], j denotes the sub-vector 

index of the individual. j
GiU 1, + , j

GiV 1, +  and j
GiX ,  are the jth sub-vector of Ui,G+1, and 

Xi,G respectively. Pc is a predetermined crossover constant between [0,1], which is an 
important parameter to control population diversity. 
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3.4   Performance Evaluation and Fitness  

A stochastic simulation model is developed to represent dynamically the production 
system behavior, taking into account the main features of the production practical. 
The detailed process flow of the simulation model can be outlined as follows. 

Step 1. Input the production status, such as the number of assembly lines, orders 
information, capacity of each assembly line. Then initialize the production states 
and the performance statistics. 

Step 2. Determine the priority of the orders according to the production requirement. 
Step 3. If the arrival planning of the raw material is uncertain, acquire its concrete 

arrival planning using the probability method. Then generate arrival timetable of 
the raw materials according to the arrival planning.  

Step 4. Based on the priority, each order is routed to the appropriate assembly line 
with the concrete time respectively.  

Step 5. Collect production state and compute the scheduling performance, namely the 
values of three objective functions. 

Step 6. If the material arrival planning is uncertain, repeat the Step 3 and step 5 until 
the predefined times and output the performance statistics, else output the 
scheduling performance directly. And stop.     

Once obtaining the values of three object functions, they can be regarded as the 
fitness value of the individual. Since these values are conflicting and 
incommensurable, the utility function is defined to combine multiple performance 

objectives into one overall utility value, fitness )(x , which is defined as,  
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where Ui is the utility function of performance objective fi, and a, b, c, and u are 
parameters of Ui. Thus, the fitness value fitness can be defined as  

))(())(())(()( 333222111 xfUxfUxfUxfitness ⋅+⋅+⋅= ωωω  (15)

where 321 ,, ωωω are the relative weights placed upon the utility values ))(( 11 xfU  

and ))(( 22 xfU  and ))(( 33 xfU respectively and 321 ωωω ++ =1.  

3.5   Selection 

Based on the Pareto optimality of the multi-objective problem, a double-set Pareto 
selection is proposed to improve the diversity of the population and keep the fast 
speed of the population evolving towards a good solution. The detailed procedure of 
the new selection strategy is described as follows.  
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Step 1. According to the performance objectives and fitness value of the newly-
generated trial individual Ui,G+1, check whether Ui,G+1 is dominated by at least one 
individual in Ppo. If yes, insert Ui,G+1 into Pso and go to step 4; otherwise continue. 

Step 2. Find all the individuals in Ppo which are dominated by Ui,G+1. If found, remove 
all the dominated individuals from Ppo and insert them into Pso.  

Step 3. Insert Ui,G+1 into Ppo. If the size of Ppo is bigger than half of the population 
size, move the individual with the smallest fitness value from Ppo to Pso. 

Step 4. Remove the individual with the smallest utility value in Pso and stop. 

The advantages of the above selection strategy are twofold. First, the new individual 
will be retained based on Pareto optimality even if it has a smaller fitness value. Thus, 
the individual with part of outstanding features will be retained, while will increase 
the diversity of the population effectively. Second, the fitness value is used to 
determine the retaining or discarding of the individuals when too many Pareto optimal 
solutions exist. The larger the fitness value of the individual is, the higher possibility 
the individual is retained in the next generation. This ensures the quick convergence 
speed and the ability of evolving towards the global optimal solution. 

4   Experimental Results and Discussion 

A real-life order scheduling problem for apparel industry, where the MTO production 
mode is widely adopted with the popularity of fast fashion, is used to validate the 
feasibility and effectiveness of the proposed method (PDDE). In apparel 
manufacturing, the sewing operation is the most critical and complicated process 
which is always the bottleneck of the apparel production process. An unsuitable order 
scheduling of apparel production may incur low production efficiency. In this section, 
the proposed PDDE is utilized for this order scheduling problem and compared with 
the practical method from industrial practice. A series of experiments were conducted 
and two out of these experiments are highlighted in this section. 

4.1   Experimental Data 

The investigated factory consists of four shop floors and each shop floor has two or 
three assembly lines. During a period of time, several orders are arranged to be 
processed in the factory simultaneously. The relevant configurations for the orders 
and the assembly lines are shown in Table 1.  

In Table 1, the capacity data are acquired by trial production which is commonly 
used in apparel manufacturing. Orders O3 and O5 cannot be processed by shop floor 3 
and shop floor 1 respectively since the corresponding data are not set. The values in 
columns ‘Arrival date’ and ‘Due date’ are the relative days from the beginning of 
scheduling.  For example, the value ‘-15’ in the column of ‘arrival date’ and the row 
of ‘O1’ represents that the arrival date of O1 is 15 days before the beginning of 
scheduling. The column of “material quantity” represents the amount of the raw 
material is required for making one piece of the corresponding product. The value ‘4’ 
in column of ‘material quantity’ and the row of ‘O1’ means that the 4 units of raw  
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materials are required for one piece of the product. The column of the cost of setup 
represents the cost of time and labors for machine setup and production preparing in 
re-beginning to process a new order. The final column of ‘partition’ is the cost used in 
order management when one order is divided and processed in several shop floors.   

Table 1.  Orders and assembly lines configurations for experiments 

 Capacities of assembly lines for processing each
order in one day 

 Characteristics of Order  

Shop floor 
1 

Shop floor 2 
Shop floor 

3 
Shop floor 

4 
Raw material Cost 

Order 
no. 

Line 
1 

Line 
2 

Line 
1 

Line 
2 

Line 
3 

 
Line 

1 
Line 

2 
Line 

1 
Line 

2 

Order 
size 

Arriva
l date

Due 
date

type quantity setup partition 

O1 50 65 75 70 45 65 55 85 60 10000 -15 80 1 4 10 5 

O2 25 30 35 32 26 30 28 38 26 5000 -6 65 2 5 8 6 

O3 85 90 100 90 80 / / 105 90 8000 -2 75 2 3 4 10 

O4 45 50 55 52 45 65 60 80 62 6500 0 55 3 4 10 6 

O5 / / 90 85 65 80 70 85 75 6000 10 60 4 2 6 7 

Two experiments were conducted to evaluate the performance of the PDDE-based 
scheduling model. The difference of the two experiments is that the order O5 is not 
scheduled in Experiment 1, but is scheduled in Experiment 2. The main consideration 
about this is to investigate the scheduling performance of the PDDE algorithm under 
the uncertain orders. Meanwhile, in order to evaluate the effects of uncertainty arrival 
of raw materials, 5 cases about arrival of raw materials are presented for each 
experiment. The detailed data for arrival dates and quantities of various types of 
materials are shown in Table 2. In this paper, the uncertainty of arrival of all raw 
materials is represented as a rand variable with the normal probability distribution.  

Table 2. The arrival dates and quantities of various types of materials for different cases 

Arrival dates and quantities of the materials   

Type 1 Type 2 Type 3 Type 4 

Time 0  0 0 0   
Case 

1 quantity 40000  49000 26000 12000   

Time 0 10 10 20  5 15 25 12 20 30 Case 
2 quantity 10000 30000 25000 24000  10000 10000 6000 5000 4000 3000 

Time N(0,2)*  N(10,2)   N(5,2)   N(12,2)   Case 
3 quantity 40000  49000   26000   12000   

Time N(0,2) N(10,2) N(10,2) N(20,2) N(5,2) N(15,2) N(25,2) N(12,2) N(20,2) N(30,2) Case 
4 quantity 10000 30000 25000 24000  10000 10000 6000 5000 4000 3000 

Time N(0,4) N(10,4) N(10,4) N(20,4)  N(5,4) N(15,4) N(25,4) N(12,4) N(20,4) N(30,4) Case 
5 quantity 10000 30000 25000 24000  10000 10000 6000 5000 4000 3000 

*N(0,2) represents the normal probability distribution with mean 0 and standard deviation 2. 
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4.2   Results Analysis 

Table 3 shows the optimized order scheduling solutions for all cases of the two 
experiments generated by the proposed algorithm M1. It can be seen that only one 
solution for all cases of each experiment is derived by the industrial practice M2 
method since the stochastic arrival dates of the raw materials is not considered in M2, 
namely, the supplies of all raw materials are assumed to arrive at one time at the 
beginning of scheduling.  

Table 3. The order scheduling solutions for all cases of the two experiments 

Shop floor 1 Shop floor 2 Shop floor 3 Shop floor 4 
No. Methods 

Case 
no. Line 1 Line 2 Line 1 Line 2 Line 3 Line 1 Line 2 Line 1 Line 2 

Case 1 O2 O2 O1 O1 / O4 O4 O3 O2,O3 

Case 2 O3 O3,O4 O2 O2 O2 O4 O4 O1 O1 

Case 3 O3 O3 O1 O1 O2 O2 O2 O4 O2,O4 

Case 4 O3 O1 O2,O3 O2,O3 O2,O3 O4 O4 O1 O4 

M1 

Case 5 O3 O3 O1 O1 O2 O2 O2 O4 O2,O4 E
xp

er
im

en
t 1

 

M2 - O3 O3 O2 O2 O2 O4 O4 O1 O1 

Case 1 O2 O2 O3,O5 O3,O5 O2,O3 O4 O4 O1 O1 

Case 2 O3 O1 O2 O1,O2 O5 O1,O4 O1,O2 O3,O4 O3,O5 

Case 3 O2 O1 O2,O3 O3,O5 O3,O5 O1 O4 O3,O4 O2 

Case 4 O2,O3 O3 O1,O2,O5 O1,O2,O5 O2 O2,O4 O2,O4 O1 O1,O4 

M1 

Case 5 O2,O3 O2 O2,O3,O5 O1,O3,O5 O2 O1 O1 O3,O4 O3,O4 

E
xp

er
im

en
t 2

 

M2 - O2 O2 O3,O5 O3,O5 O2,O3 O4 O4 O1 O1 

M1-Proposed method, M2-Industrial Practice 

Two key findings can be found from Table 3. First, by comparing the solutions in 
Experiment 1 with the one in Experiment 2, it can be seen that the order scheduling is 
more complex in Experiment 2 than in Experiment 1 as there are one more order in 
Experiment 2 than that in Experiment 1. Clearly, the production tasks (number of 
orders) have impact on the order scheduling. Second, there are no same solution 
which exists in any case of experiments 1 and 2 respectively. It indicates that the 
details of arrival of raw materials are very important to the order scheduling. Based on 
the order scheduling solutions, the performance comparison results of all cases of the 
two experiments are shown in Table 4.  

Considering the order scheduling results of case 1 of Experiment 1 shown in  
Table 4, the over performance of the proposed method is slightly inferior to the result 
of the industrial practice. The reason is that the proposed method uses one less 
assembly line than the practical method as shown from Table 5. It verifies that the 
proposed method generates the scheduling result from the viewpoint of the global 
optimization. Further, comparing the performance of all cases in Experiment 1 with 
the corresponding ones in Experiment 2, the values of overall performance in 
Experiment 1 are all better than the ones in Experiment 2. It shows that more orders  
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Table 4.  The performance comparison for all cases of the two experiments 

Overall 
performance 

 
 

Completion time  
satisfaction level 

Cost of order setup
Cost of order 
partition  

Case 
no. 

Methods
Mean 

Standard 
deviation 

 Mean
Standard 
deviation

P(=1)* Mean
Standard 
deviation

Mean 
Standard 
deviation 

M1 0.984 / 1.0 / 100% 72 / 6 / Case 
1 M2 0.990 / 1.0 / 100% 72 / 0 / 

M1 0.975 / 1.0 / 100% 86 / 6 / Case 
2 M2 0.94 / 0.94 / 0% 72 / 0 / 

M1 0.977 0.0061 0.9972 0.0069 81.87% 80.02 1.31 11.93 0.65 Case 
3 M2 0.974 0.0128 0.9821 0.0146 24.78% 72 0 0 0 

M1 0.954 0.0107 0.9875 0.0156 45.26% 90 0 21 0 Case 
4 M2 0.942 0.0096 0.9414 0.0134 0% 72 0 0 0 

M1 0.956 0.0186 0.9785 0.0221 31.62% 85.34 8.95 11.07 2.18 

E
xp

er
im

en
t 1

 

Case 
5 M2 0.937 0.0201 0.9363 0.0264 0.05% 72 0 0 0 

M1 0.979 / 1.0 / 100% 96 / 6 / Case 
1 M2 0.979 / 1.0 / 100% 96 / 6 / 

M1 0.967 / 1.0 / 100% 102 / 29 / Case 
2 M2 0.845 / 0.827 / 0% 98 / 6 / 

M1 0.9563 0.0057 0.9919 0.0103 48.61% 114.60 4.71 27 0 Case 
3 M2 0.9015 0.02 0.8973 0.0273 0% 94.04 3.44 6 0 

M1 0.9150 0.0160 0.9893 0.0186 63.21% 186.55 12.50 22.96 0.50 Case 
4 M2 0.8528 0.0161 0.8359 0.0206 0% 97.07 4.03 6 0 

M1 0.9223 0.0204 0.9681 0.0253 13.79% 139.09 9.15 26.51 4.98 

E
xp

er
im

en
t 2

 

Case 
5 M2 0.8527 0.0289 0.8347 0.0377 0% 95.67 4.58 6 0 

* P(=1) represents the probability that the completion time satisfaction level equals to 1 

may produce more extra cost on the order setup and partition, which can be neglected 
in the global optimization of order scheduling.  

Three prominent findings can be observed in Table 4. First, the proposed method 
outperformed the practical method which can be reflected by achieving the higher 
overall performance value especially in the case that the arrival dates of raw material 
are uncertain. The solutions generated by the practical method have worst 
performance in the case of the stochastic arrival dates of the raw material. Second, the 
uncertain arrival of raw materials makes the performance of the order scheduling 
worse. For example, under the deterministic arrival dates of the raw materials in cases 
1 and 2 of each experiment, the probabilities that the completion time satisfaction 
level equals to 1 can always reach 100%. However in the cases of uncertain arrival of 
raw materials, the probabilities that the completion time satisfaction level equals to 1 
are smaller than 100% in the solutions generated by both the proposed method and the 
practice method. It shows that arrival of the raw materials is a crucial factor to make 
the order scheduling. Third, the uncertainty arrival of raw materials increases the 
uncertainty of the objective functions of order scheduling. For example, as the 
standard deviation value of the probability distribution of arrival of raw materials 
varies from 2 in case 4 to 4 in case 5, the diversity of the probability distribution of 
the completion time satisfaction level spreads out over a larger range of values. 
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Moreover, the probability that the completion time satisfaction level equals to 1 
decrease from 45.26% in case 4 to 31.62% in case 5 in Experiment 1, from 63.21% in 
case 4 to 13.79 in case 5 in Experiment 2.  

5   Conclusions 

This paper investigated the order scheduling problem for MTO production planning 
with uncertain arrival of raw materials. The mathematical model for the problem has 
been formulated. A PDDE-based optimization algorithm was proposed to solve the 
order scheduling problem. Two modified operators, the subtraction and addition 
operators are introduced to extend the arithmetic operators for real-values to handle 
the discrete-value vector representation. According to Pareto optimality of the multi-
objective problem, a double-set scheme of the population is proposed to maintain the 
Pareto optimal individuals in the population. The double-set Pareto selection strategy 
are developed to not only improve effectively the diversity of the population and but 
also keep the population evolving towards a good solution.  

Experiments based on a real-life order scheduling problem of apparel industry have 
been conducted to validate the feasibility and effectiveness of the proposed algorithm. 
The experimental results show that firstly, the proposed method substantially 
outperforms the practical method; secondly, the uncertain arrival of raw materials 
makes the performance of the order scheduling solutions worse and increases the 
uncertainty of the objective functions of order scheduling. 
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Abstract. This paper addresses how to apply firefly algorithm (FA) for 
travelling salesman problem (TSP). Two schemes are studied, i.e. discrete 
distance between two fireflies and the movement scheme. Computer simulation 
shows that the simple form of FA without combination with other methods 
performs very well to solve some TSP instances, but it can be trapped into local 
optimum solutions for some other instances. 

Keywords: evolutionary firefly algorithm, travelling salesman problem, 
discrete distance, movement scheme. 

1   Introduction 

Traveling Salesman Problem (TSP) is one of the most intensively studied problems 
all round the world. TSP is although looking very simple problem but it is an 
important problem of the classical optimization problems that are difficult to solve 
conventionally. Basically in this problem a salesman needs to visit each city one time 
and returns back to the city from the start point of travelling. Exact completion on this 
issue will involve algorithms that require seeking the possibility of all the existing 
solutions so this problem is also belonging to the class of “NP-Complete” problems. 
As a result, execution time complexity of this algorithm will be exponential to the size 
of the input given. 

It is very hard to accurately solve TSP. Many methods, which belong to 
evolutionary computations, have been proposed to solve TSP. Some of them are: 
Memetic algorithm proposed by Luciana Buriol [1], discrete fuzzy PSO by N. 
Salmani Niasar [3], genetic algorithm combined with ant colony system by Marcin L. 
Pilat [4], improved bee colony optimization with frequency-based pruning by Li-Pei 
Wong [11], and an advanced method called heterogeneous selection evolutionary 
algorithm (HeSEA) proposed by Huai-Kuang Tsai [10]. Those researchers proposed 
methods that are combinations of a metaheuristic algorithm with a local search or 
other metaheuristic algorithms. In [1], [3], [4], and [11], the researchers focused on 
small TSP with hundreds of cities (nodes). Generally, accuracies of the methods are 
very high where the produced solutions are very close to the known optimum 
solutions. In [10], the researchers focused on large TSP with thousands of cities. The 
method they proposed, called HeSEA, is capable of solving a TSP with up to 3,038 
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cities with deviation of 0% compare to the known optimum solution. It also solved a 
TSP of 13,509 cities with deviation only 0.74 %. 

Firefly algorithm (FA) is one of the nature-inspired metaheuristic algorithms 
developed by Xin-She Yang [7], originally designed to solve continues optimization 
problem [2], [8]. However, FA can be discretized to solve a permutation problem, 
such as flow shop scheduling problems [5]. In this research, evolutionary discrete FA 
(EDFA) is proposed to solve TSP. Two schemes are studied, i.e. discrete distance 
between two fireflies and the movement scheme. This study is focused on the simple 
form of FA without combination with any other method. Some TSP instances studied 
here are the small ones with up to 666 cities. However, some ideas to improve the FA 
also slightly discussed at the end of this paper, but no deep analysis. 

2   Evolutionary Discrete Firefly Algorithm 

Nature-inspired methodologies are among the most powerful algorithms for 
optimization problems. FA is a novel nature-inspired algorithm inspired by social 
behavior of fireflies. Firefly is one of the most special, captivating and fascinating 
creature in the nature. There are about two thousand firefly species, and most fireflies 
produce short and rhythmic flashes. The rate and the rhythmic flash, and the amount 
of time form part of the signal system which brings both sexes together. Therefore, 
the main part of a firefly's flash is to act as a signal system to attract other fireflies. By 
idealizing some of the flashing characteristics of fireflies, firefly-inspired algorithm 
was presented by Xin-She Yang [7]. Firefly-inspired algorithm uses the following 
three idealized rules: 1) all fireflies are unisex which means that they are attracted to 
other fireflies regardless of their sex; 2) the degree of the attractiveness of a firefly is 
proportion to its brightness, thus for any two flashing fireflies, the less brighter one 
will move towards the brighter one and the more brightness means the less distance 
between two fireflies. If there is no brighter one than a particular firefly, it will move 
randomly; and 3) the brightness of a firefly is determined by the value of the objective 
function [7]. For a maximization problem, the brightness can be proportional to the 
value of the objective function. Other forms of brightness can be defined in a similar 
way to the fitness function in genetic algorithms [8].  

Based on [8], FA is very efficient in finding the global optima with high success 
rates. Simulation by Xin-She Yang shows that FA is superior to both PSO and GA in 
terms of both efficiency and success rate [8]. Lukasik and Zak also study FA for 
continuous constrained optimization task. Their experiment demonstrates the 
efficiency of FA [2]. These facts give inspiration to investigate how optimum FA in 
solving TSP. The challenges are how to design discrete distance between two fireflies 
and how they move for coordination. 

2.1   The Representation of Firefly 

A solution representation for the TSP is a permutation representation as illustrated by 
Figure 1. Here, a firefly represents one solution. It is just like a chromosome that 
represents an individual in genetic algorithm. In this representation, an element of 
array represents a city (node) and the index represents the order of a tour. 
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Fig. 1. The permutation representation of a solution 

2.2   Distance 

In continuous optimization problem, distance between two fireflies is simply 
calculated using Euclidian distance. For TSP, distance between any two fireflies i and 
firefly j can be defined as the number of different arc between them. In Figure 2, three 
arcs 12-7, 6-15, and 5-11 in firefly i do not exist in firefly j. Hence, the number of 
different arcs between firefly i and firefly j is three. Then, the distance between two 
fireflies is calculated using formula x 10, (1)

where r is the distance between any two fireflies, A is the total number of different 
arcs between two fireflies, and N is number of cities. The formula scales r in the 
interval [0, 10] as r will be used in attractiveness calculation. 

 

Fig. 2. The distance between two fireflies i and j is defined as the number of different arcs 
between them 

2.3   Attractiveness 

In the original FA, the main form of attractiveness function  can be any 
monotonic decreasing function 

, (2)

where  is the distance between two fireflies,  is the attractiveness at r = 0, and γ is 
a fixed light absorption coefficient. This scheme is completely adopted by EDFA. 

2.4   Light Absorption 

In essence, light absorption coefficient γ characterizes the variation of attractiveness 
value of firefly. Its value is very important in determining the speed of convergence 
and how the FA behaves. In theory, γ ∈ [0, ∞), but in practice γ is determined by the 
characteristics of the problem to be optimized.  

In condition where γ → 0, the attractiveness will be constant and β = β0. In this 
case, the attractiveness of a firefly will not decrease when viewed by another. If γ → 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 14 13 12 7 6 15 5 11 9 10 16 3 2 4 8 City

Order

1 14 13 12 7 6 15 5 11 9 10 16 3 2 4 8

1 14 13 12 15 5 7 6 11 9 10 16 3 2 4 8

firefly i

firefly j
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∞, this means the value of attractiveness of a firefly is close to zero when viewed by 
another firefly. It is equivalent to cases where the fireflies fly in a very foggy region 
randomly. No other fireflies can be seen, and each firefly roams in a completely 
random way. Therefore, this corresponds to the completely random search method. 

The coefficient γ functions to determine how much light intensity changes to the 
attractiveness of a firefly. In this research, γ is in the interval [0.01, 0.15] so that the 
attractiveness of a firefly viewed by the others will follow the Figure 3. 

 

Fig. 3. The correlation of distance and attractiveness 

2.5   Movement 

The movement of a firefly i attracted to another brighter (more attractive) firefly j is 
determined by 2, , (3)

where  is distance between firefly i and j. The length of movement of a firefly will 
be randomly selected from 2 to . When a firefly moves, existing solutions in the 
firefly is changed. Since the representation of firefly is a permutation representation, 
then we use Inversion Mutation to represent the movement. With inversion mutation, 
the path that has been formed can be maintained so the good path formed previously 
is not damaged. 

Actually, firefly in EDFA has no direction to move. Hence, it moves using 
Evolution Strategies (ES) concept. Each firefly will move using inversion mutation 
for m times. First, index on the chromosome will be selected randomly, after it carried 
an inversion mutation. In other words, each firefly will have m new solutions. After n 
fireflies move and produce n x m new solutions, then n best fireflies will be selected 
as the new population. 
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2.6   EDFA Scheme 

The scheme of EDFA is illustrated by the following pseudo code. First, each firefly 
generates an initial solution randomly. For each firefly, find the brightest or the most 
attractive firefly. If there is a brighter firefly, then the less bright firefly will move 
towards the brighter one and if there is no brighter one than a particular firefly, it will 
move randomly. When a firefly moves, existing solution produced by the firefly is 
changed. Each firefly move as much as m times. So, there will be (m x n) + 1 fireflies 
at the end of iteration since only the best firefly will be included in selection process 
for the next iteration. Then, n best fireflies will be chosen based on an objective 
function for the next iteration. This condition will continue until the maximum 
iteration is reached. 

 
Input: Objective function f(x), x = (x1,… xd)T                                                          {cost function}  Initialize a population of fireflies xi (i = 1, 2, …, n) Define light absorption coefficient γ and number of moves m            {parameters} 
Output: 
xi min 
begin  for i = 1 to n do   xi ⟵ Generate_Initial_Solution  endfor  repeat   for i = 1 to n do   xj ⟵ Find_Attractive_Firefly(xi)   if (xj ≠ null) then    Move_Firefly(xi, xj) for m times              {move firefly i towards j}   else    Move_Random(xi) for m times               {firefly i move randomly}                       endif   endfor   Select n brightest fireflies from (m x n) + 1  until stop condition true 
end 

3   Results and Discussions 

In this study, EDFA is applied for 7 TSP instances downloaded from TSPLIB [6]. 
Table 1 lists the problem names, numbers of cities, and the lengths of the optimal 
tour. In [6], the types of TSP instances are Euclidian distances. A TSP instance 
provides some cities with their coordinates. The number in the name of an instance 
represents the number of provided cities. For example, ulysses16 provides 16 cities 
with their coordinates. The problem is what the best tour to visit the 16 cities, 
according to their Euclidian distances, with a condition where each city should be 
visited only once. 
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Table 1. Summary of 7 TSPs taken from TSPLIB: problem names, number of cities (nodes) 
and the length of the optimal tour 

Problem names Number of cities Length of the optimal tour  
ulysses16 16 6859 
ulysses22 22 7013 
gr202 202 40160 
tsp225 225 3845 
a280 280 2578 
pcb442 442 50778 
gr666 666 294358 

3.1   Firefly Population 

Population size (n) critically determine the computation time. Here, EDFA is tested 
using various population sizes on problem gr202 to investigate its correlation with 
number of trials needed by EDFA to get the optimum solution. Figure 4 represents the 
correlation of the population size with the average trials to reach the optimum solution 
(with accuracy of 100%). Average trial decreases when the population size is 
increased from 5, 10 and 15. But, the average trial increases when the population size 
is 20 or more. Large population does not guarantee that firefly will reach best solution 
more quickly. According to Figure 4, the best population size is 15. 

 

Fig. 4. Correlation of the population size and the average trials needed by EDFA to get the 
optimum solution 

The number of population size determines the number of solutions in each 
generation. In finding the solution, a firefly with less bright light will follow another 
one with brighter light (better solution). But, in one generation there could be some 
fireflies having the same solutions so that the movement of a firefly does not generate 
better solution. 
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3.2   Effects of Light Absorption 

Light absorption (γ) does not critically determine the computation time. Various 
values of light absorption were tested on problem gr202 to evaluate its correlation 
with number of trials needed by EDFA to get the optimum solution. Figure 5 
illustrates the relationship between the population size and the average trials to get the 
optimum solution. Any light absorption, from 0.01 to 0.15, gives quite similar average 
trials. Thus, the light absorption does not significantly affect the average trials of 
EDFA. 

 

Fig. 5. Correlation of the light absorption and the average trials needed by EDFA to get the 
optimum solution 

3.3   Number of Moves 

In EDFA, fireflies have no direction to move. Hence, fireflies move based on a way 
like in evolution strategies concept. As default, each firefly will make the process of 
inversion mutation for 8 times. Based on the previous result, the best average trials for 
problem gr202 can be reached when the population size is 15 and the number of 
moves is 8. Thus, the total number of moves for each generation is 120. Various 
numbers of moves, illustrated by Table 2, are tested on problem gr202 to evaluate its 
correlation with number of trials needed by EDFA to get the optimum solution. The 
simulation is run for 30 times for each number of moves to get the average trials.  

The results show that, in the beginning, theïaverage trials decrease as the number of 
moves increase. But, when the number of move is 12 or above, the average trials 
increase. According to Table 2 and Figure 6, the best number of moves is 11 with 
population size is 11. This setting parameter means that on each generation there will 
be 11 fireflies and each fireflies move 11 times. The other number of moves, in the 
interval of 7 and 10, are considerable as the results are quite similar. 
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Table 2. Results of EDFA applied to gr202 with total trials around 120 in one generation 

Problem 
name 

Number of 
moves 

Population 
size 

Total moves per 
generation 

Average 
trials 

gr202 

4 30 120 1,342,200 
5 24 120 1,070,808 
6 20 120 854,568 
7 17 119 717,974 
8 15 120 704,232 
9 13 117 656,405 
10 12 120 630,096 
11 11 121 586,898 
12 10 120 694,920 
13 9 117 763,261 
14 9 126 681,609 
15 8 120 662,808 

 

Fig. 6. The correlation of the number of moves with the average trials needed by EDFA to 
reach the known optimum solution 

3.4   Performance of EDFA 

EDFA is examined to solve 7 TSP instances to see its performance. In this research, 
EDFA uses population size of 15 fireflies and the number of light absorption is 0.03. 
Using those parameters, EDFA are examined using 7 TSP instances. Table 3 shows 
the worst, best and average accuracy for the 7 instances. The accuracy is calculated by 
a formula in Equation (4). EDFA always get the best solution for ulysses16, 
ulysses22, gr202 and gr666 for every runs. However, EDFA is not optimal for three 
instances: tsp225, a280 and pcb442.    100% (4)
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Table 3. Results of EDFA applied to 7 TSP instances, 30 runs for each instance 

Problem 
names 

Best solution 
known 

Accuracy (%) Average time 
(second) Worst Best Average 

ulysses16 6859 100.000 100.204 100.119 0.416 
ulysses22 7013 100.000 100.211 100.207 6.590 
gr202 40160 100.000 100.653 100.474 51.167 
tsp225 3845 87.758 89.065 88.332 412.274 
a280 2578 87.995 89.668 88.297 691.886 
pcb442 50778 87.556 89.457 88.505 3404.211 
gr666 294358 100 100.356 100.033 393.025 

3.5   Comparison of EDFA with Memetic Algorithm 

Various studies show that Memetic algorithm can find 76% optimal solution for 
travelling salesman problem [1]. Now the EDFA will be compared to Memetic 
algorithm for 7 TSP instances. EDFA, implemented using visual C# .Net, is run 30 
times. The results are summarized in Table 4.  

Table 4. The comparison between EDFA with Memetic algorithm 

Problem 
names 

EDFA Memetic algorithm (k=5%) 
Opt/Runs Opt/ Runs 

ulysses16 30/30 30/30 
ulysses22 30/30 30/30 
gr202 30/30 29/30 
tsp225 00/30 02/30 
a280 00/30 19/30 
pcb442 00/30 30/30 
gr666 30/30 03/30 

 
The Opt/Runs means how many times the algorithm reach the known optimum 

solution from the total number of runs. For example, 19/30 represents the algorithm 
reach the known optimum solution for 19 times from 30 runs. In the table, EDFA 
performed slightly better for gr202 and significantly better for gr666 instance than 
Memetic algorithm. But, for three TSP instances, tsp225, a280 and pcb442, EDFA 
performed much worse, where it never reached the known optimum solution. Even, 
according to Table 3, it reached solutions with low accuracies, only 88%, from the 
known optimum solutions. This shows that EDFA can be trapped into local optimum 
solutions for some instances. 

3.6   Some Ideas to Improve EDFA 

In order to solve TSP, we can improve EDFA by giving direction to the fireflies. 
Direction can be formed by dividing the TSP instance problem into multiple sub 
partitions. Each sub partitions can be considered as the direction. We can divide the 
problem using various ways. The easiest way to divide is based on the coordinates, by 
X or Y axis. Figure 7 showed TSP instance divided into two sub partitions by Y axis. 
Another way is to use K-mean to divides the problem into multiple sub-partitions. 
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4   Conclusion 

The proposed method, EDFA, has been successfully implemented to solve TSP. The 
simulation results indicate that EDFA performs very well for some TSP instances 
compare to Memetic algorithm. But, it can be trapped into local optimum solutions 
for some instances since it does not have a direction to do a movement. For 
improvement, it could be combined with other techniques such as greedy search for 
the initialization of firefly population or Lin Kernighan algorithm to update each 
partial solution in a partition and to further improvement of the tour. 
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Abstract. In the last half century, computer science has witnessed the
appearance of nature-inspired methods for the resolution of complex op-
timization problems, which are hardly solved by traditional optimization
methods. Metaheuristics like evolutionary algorithms or swarm intelli-
gence have been successfully applied to a wide range of both theoretical
and practical problems.

This article presents a new optimization method based in reproduc-
tion mechanics of plant clonal colonies. These systems are composed of
a set of clones, interconnected and spatially spread over a geographi-
cal area. In this new metaheuristic, called Clonal Colony Optimization
(CCO), problem solutions are associated to clones, that are subject to
evolutionary cycles that adaptively reconfigure the geographical cover-
ing over the search space of the problem. Solutions coded in this manner
would be more robust that those obtained using independent individuals.

Keywords: bio-inspired metaheuristics, robustness, multi-objective op-
timization, adaptive organization.

1 Introduction

Mathematics and computer science have a long history dealing with optimization
problems. Finding a good configuration of control variables of a phenomenon
contributes to save time, money and resources. However, in many occasions
people do not have total control over variables. Consider for instance the problem
of finding a schedule for a manufacturing process where tasks depend on just-in-
time reception of parts. If a part fails to arrive at time, schedule must be adapted
to avoid an excessive negative effect over total completion time. In this kind of
problems, is not enough to find a single good solution (i.e., a schedule), but also
to find one that would be resilient to unexpected changes in input variables,
what is known as robustness. Robustness in search landscapes can be seen as
zones where the objective function (total completion time in our example) does
not change much when some of the input variables change to a nearby value.

Many optimization methods nowadays are purely quality-driven, i.e., they
select a good solution in spite of its associated risks. In order to find a compromise
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between quality and robustness, it is necessary to include this criteria in the
search process. Methods that do this often involve high computational costs.

This paper presents an optimization method inspired from plant clonal colonies,
i.e., a linked, geographically spread set of plants, that adapts its structure and
share nutrients among their nodes in order to maximise the life expectancy of the
whole colony. Wealthier plants support poorer ones that explore new zones, thus
a colony has specialized individuals to either explore or exploit the search space.
The result of the search process is a Pareto-optimal set of solutions according to
both objectives, namely quality and robustness.

This paper is organized as follows. Sec. 2 discusses solution stability, Sec. 3 out-
lines basic plant physiology and related models, Sec. 4 recalls several algorithmic
methods inspired in nature, Sec. 5 presents the details of our approach while Sec.
6 offers its numerical validation, to finally draw conclusions and present paths
for further research in Sec. 7.

2 Problem Stability

Optimization algorithms often deal with the standard formulation of optimiza-
tion problems: Given a set of variables X , a set of constraints C and an objective
function F (x), x ∈ X , the goal is to find values for variables in x that either min-
imise or maximise F (x). Despite this simple formulation, some problems appear
when tackling real-world problems [1]. Variables could undergo unexpected vari-
ation because of external events, the measure of F could be noisy, variable over
time, or too expensive to be measured directly. We will focus on robustness of
solutions, i.e., the sensitivity of the objective function to changes in variables.
The challenge of producing robust solutions can be addressed in two different
ways [2], either by adapting the obtained solution according to ulterior changes
in the environment or by including mechanisms to deliver a robust solution at
the end of the search. The first approach implicates a further refinement of the
solution when a change in conditions is detected. This refinement takes as input
either the original optimum or a set of diverse-good solutions to accelerate the
search for a new suitable optimum.

On the other hand, finding a robust optimal solution before knowing the
sources of later changes can be done in several ways [1]. A first method, explicit
averaging, uses Monte Carlo integration, i.e., obtain the average value of a num-
ber of randomly sampled disturbances around the solutions evaluated during the
search. Another alternative is implicit averaging, that happens when population
is increased in size, since a large number of individuals close to the interesting
zones of the search space is evaluated repetitively. A third method is to consider
optimum quality and its variability as separate objectives, in a multi-objective
approach. This method, same as explicit averaging, requires to sample the sur-
roundings of solutions to assess their robustness.

Note that these three approaches requires an extra effort: either to increase
the number of solutions or the number of evaluations over and near them. This
raises computational cost. This paper presents a method that aims to obtain
robust solutions without the extra cost in evaluations.
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3 Plant Physiology and Reproduction

3.1 Plant Feed, Growth and Reproduction

Plants are living beings that develop complex dynamic mechanisms to adapt
to their environment. In order to survive and reproduce, they need several re-
sources, being the most essential ones water, light and nutrients from soil. A
geographical placement that bring access to these resources will considerably
increase their chances of survive. Unlike animals, plants cannot change their
placement in search of better conditions, but they can adapt their physical pro-
cesses to adjust themselves to current circumstances and orient their growth
towards the direction that improves their access to resources.

Plants usually exhibit several reproduction mechanisms. Asexual reproduc-
tion (also known as vegetative reproduction), create clones of the plant, i.e., a
new individual with the same genotypic configuration, by means of cellular di-
vision. Although several plants produce unconnected new individuals through
asexual reproduction, some others maintain a physical link with their offspring,
configuring a clonal colony, where each plant (called ramet) solidarizes to some
point with their neighbours by exchanging resources, extending the geographical
coverage of the whole colony, and therefore improving access to distant resources.

Two main forms of vegetative reproduction exist, stolons and rhizomes (Fig.
1). Stolons are aerial specialized shots that generate a new ramet connected to
the colony when good conditions are found. Rhizomes are similar to stolons,
except that they grow underground and emerge to create a new ramet.

stolon

rhizome

Fig. 1. Vegetative reproduction: stolons and rhizomes

A number of trade-offs are observed in clonal colonies. Given that resources
are limited, the colony must “decide” the extent of colonization and its topology.
A wider colony will require more energy to transport resources between ramets,
so if resources are scarce, the cost of transport could become excessive. A com-
plex relationship exists between ramets, depending on its physiology (genetically
determined), the distance between them and the abundance of resources: if the
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distance is small and the resources scarce, ramets will compete to gain access to
them. If the distance is larger, collaboration will benefit ramets, but if it is too
large, transport costs became excessive. Finally, the colony must decide, specially
when resources become scarce, whether to expand its geographical coverage, or
let less efficient ramets die.

Clonal colonies have developed a distributed strategy to assure their survival
under difficult conditions. Their geographical deployment and collaborative shar-
ing of resources allows to explore new –sometimes poor-resourced– zones as a
collective investment to find better but distant places.

3.2 Biological Models

In botanical studies, several models have been proposed to characterize the geo-
graphical spreading of clonal colonies, mainly for descriptive purposes. [3] present
an agent-based model to simulate reef development. A toroidal grid that repre-
sents seabed is randomly initialized with a number of agents (plants). At every
time step, agents apply some development rules to decide in which direction
(surrounding cells) the plant will develop. In the short term, results agree with
previous models and extrapolation of field studies, providing a parsimonious
model for the development of reef topology.

Not all models use a 2D, grid-based platform to characterize plant spreading.
[4] presents a 3D simulation model to characterize rhizome growth of an aggres-
sive invasive weed in UK. The model uses correlated random walk (CRW) to
model the orientation of the rhizome development. Unlike simple random walk,
the orientation of rhizomes in CRW is correlated with previous orientation. The
model starts from a point and in each time step extends the plant to obtain a 3D
simulation of its propagation. The model adjust well to field data, but does not
take in consideration soil resources that could orientate the growth of rhizomes
in some particular direction.

Even though most studies in biology deal with specific species, there are some
theoretical research aiming to develop models to characterize a generic relation-
ship between ramets in a clonal colony. Starting from the evidence obtained in
previous studies, indicating that ramets of clonal plants can specialize in col-
lecting some specific resource (light, water), [5] develops an optimal allocation
model for clonal systems. This specialization is analogous to specialization units
of a multiplant enterprise, where each unit focuses on what it does better and
later exchange goods with other units for mutual benefit. The model is developed
for a single 2-ramet system, linked by a stolon. A series of variables are defined,
and the values of root-shoot ratios that maximizes overall plant performance
are found. Despite the comprehensiveness of the model, it is purely theoretical,
obtaining, for example, solutions where a full specialization is observed. This
situation would be rarely found in nature, since the risk of stolon fragmentation
would cause the death of both ramets due to their absolute co-dependence.
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4 Nature-Inspired Optimization Methods

In the last 50 years, nature has been a source of inspiration for computer science.
Many approaches have been successfully applied to solve complex problems, that
traditional optimization methods cannot afford. In this context, Evolutionary
Computation is an umbrella term for a group of metaheuristics inspired in the
evolutionary process. Typically, an Evolutionary Algorithm (EA) [6] maintains
a set of individuals, where each one encodes a solution to the problem. The vari-
ables of the problem constitute the genotype of the individual, that is scored
according to how it fits to the objective function. Evolution is done by both
combining individuals genotypes, and mutating them randomly, together with a
selection process biased to the best individuals. Several variants of this general
approach can be found, including Genetic Algorithms, Evolutionary Strategies,
Genetic Programming, Estimation of distribution algorithms, Differential Evo-
lution and Memetic Algorithms.

Another example of biological-inspired optimization methods is Swarm Intel-
ligence [7], that simulates the emergent behaviour in a group of animals. This
category includes Ant Colony Optimization (ACO), that mimics the process of
path construction observed in ants, and Particle Swarm Optimization (PSO),
inspired by animal group movement such as bird flocks.

Another method inspired by nature are Artificial Immune Systems (AIS) [8],
composed of a diverse set of metaheuristics inspired by human immune systems,
that attack external threatening organisms (antigens), taking care of not at-
tacking own cells. Opposed to evolutionary computation, there is not a common
structure that frame different algorithms in this field.

Plant ecology presents several aspects that are of interest to computer sci-
ence. One of them is the colonization of alien species when they are introduced
artificially in a new environment [9]. Some methods have been developed in this
context. [10] presents an optimization algorithm inspired in weed colonization
by seeds, called Invasive Weed Optimization, taking some elements from Evolu-
tionary algorithms and Simulated Annealing. Problem solutions are encoded as
plants, that are randomly distributed in the search space. At each generation,
each plant produces an amount of seeds proportional to its fitness, calculated
linearly between threshold values. Seeds are placed to a Normal-distributed dis-
tance of its parent, with a standard deviation that decreases as the search goes
on. Since the system is assumed to have a limited capacity, a fixed number of
plants can be alive at the end of the generation.

Asexual reproduction principles have been also used in optimization method.
[11] proposes a single-solution optimization method called Asexual Reproduction
Optimization, where the individual encodes an array of variables of the problem.
At each time step, the individual is mutated and both the original and the new
individuals (named Larva) are merged according to a probability to create a new
one, and replaces the original individual if it is better.

Most of aforementioned methods use plant genes to encode problem solutions,
making them similar to Genetic Algorithms. In spite of the several methods
inspired from plant reproduction that has been proposed so far, none of them



Robust Optimization by Vegetative Reproduction 409

–to our knowledge– has used the adaptive mechanisms and the geographical
distribution of clonal colonies as a conceptual working basis.

5 Clonal Colony Optimization

Our goal is to develop an adaptive metaheuristic to find robust solutions without
incurring in extra computational cost to evaluate the robustness of candidate
solutions. This is done by mimicking the collaborative scheme of clonal colonies.

Roughly speaking, CCO maintains a set of candidate solutions, called plants,
grouped by links between them, forming colonies. Several colonies are spread
throughout the search space, here called yard. Plants in a colony are connected
by one-to-one links, in a parent-children relationship (colonies start growing
from a single plant that arrives to its position as a seed). Plants are evaluated
individually with a fitness function, whose value increases as the encoded solution
fits the goal of the problem to solve. Besides individual fitness values, the colony
holds the colony average value of fitnesses, that is used to evaluate the viability
of the colony. To control the excessive growth of the number of plants in the
yard (with the consequent computation cost), the yard has a maximum number
of plants that can hold, named carrying capacity. Each colony, in turn, has its
own carrying capacity.

Colonies undergo several processes that constitute the basic structure of CCO
(see the algorithm below). Initially, colonies of one plant only are randomly seed
in the yard. Then, a development cycle starts, including purging plants (biased
toward low quality ones), extending the colony by adding new plants, and split-
ting colonies when the distance between linked individuals become excessive. At
every generation the carrying capacity of the yard is reallocated among colonies.
Once the optimization process is done, the final step is to distill a set of solutions
with the best trade-off of quality and robustness.

Program CCO()
Seed colonies randomly in the yard
while(stop condition is not satisfied)
ForEach(Colony c in the yard)
Purge(c)
Extend(c)
Split(c)

Reallocate()
Distill(solutions in the yard)

5.1 Required Elements and Design Choices

CCO requires the definition of some aspects. These elements and the particular
choices taken during this work are shown below.
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Encoding. Variables of the problem to solve must be encoded. This encoding
can be directly the decision variables of the mathematical formulation, or a
custom mapping, same as all metaheuristics do. In the work presented here,
we used an array of real numbers x = (x1, . . . xn), xi ∈ �, i = 1 . . . n.

Fitness function. A fitness function must be defined. As its name says, the
value of this function expresses the fitness of the plant to their environment,
so its value rises as the quality of the plant increases.

Distance measure. When extending a colony, the new plant must be some-
what near to its parent, and when splitting a link, the distance of the
plants in both extremes must be large. Therefore, its is necessary to define
a measure of distance between individuals. This definition is closely related
with the concept of neighbourhood used by most metaheuristics. Accord-
ing to our real number encoding, we use an euclidean distance, d(x, y) =
(∑n

i=1(xi − yi)2
)1/2

Transport model. Wealthy plants in the colony share nutrients (here expressed
as fitness) with weaker ones, in order to support exploration of the yard. The
degree of this share must be defined. Here we use a single schema: let fi be
the individual fitness of the plant i, and f̄ the mean fitness of the colony.
A new fitness value –called transported fitness, f ti – is assigned to plant i
obtained by means of the expression f ti = fi − s · (fi − f̄), where 0 � s � 1
is a sharing constant with value 0.3.

Operators definition. Specific definitions of the operators defined above must
be provided, namely:
Seed. In the absence of knowledge about the search space, the natural choice

is to initialise colonies randomly, as done in this study. However, other
methods could be also used to accelerate convergence towards optima.

Purge. Several alternatives may be used to select the plant to purge. Op-
tions like choosing the absolute worst, tournament-based or random-
choose are the most straightforward ones. In this study we delete the
plant that, being created at least 4 generations ago, has the worst fitness
value. if more than one plant fulfil this criteria, the one with the higher
number of connections is chosen.

Extend. Several methods may be used to select the plant that will generate
the offspring. Here we consider fitness proportional. Having chosen the
parent, the position of the offspring is yet to be determined. As stated
before, the new plant should be close to its parent, but not too close.
Given our real-number encoding, we take every variable of the plant and
add a value obtained from the distribution shown in figure 2, being Xi

the range of the i-th variable and 0 < δ < 1 a multiplier factor.
Split. When distance between plants become excessive, colony splits. Sev-

eral considerations can be taken here, such as flux through this link, how
autonomous or large is the colony at both ends, or plants age at each
side, to avoid killing young buds. In this work we split a colony if a link
between two plants is longer that 3

2 · (∑n
i=1(δXi)2

)1/2 and there are at
least 3 plants at each side.
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- Xi - X /3i XiX /3i

i1/ X

0

Fig. 2. Probability distribution function used to Extend colonies

Reallocate. Yard carrying capacity could be reallocated to implement com-
petition among colonies. Here, for simplicity, carrying capacity is equally
assigned to all colonies, so it is updated only when a colony splits.

Distill. The identification of solutions both robust and of good quality is
done at the end of the search process, in order to provide the user with
concrete results to its problem. This supposes that the result of the search
is not a single solution but a set of solutions belonging to the Pareto
front. In this work, the most central plant of each colony is chosen to
representate it. The criteria to choose it is to minimize the sum of square
distances to other plants of the same colony. For all representatives, both
their quality and robustness is considered to calculate the Pareto front.
Plant quality corresponds to its fitness while robustness is calculated as
Ac/σ2

c where Ac is the minimum area in the domain that contains the
plants (i.e., the extension of the colony in the search space) and σ2

c is
the variance of fitness values of the plants in the colony (i.e., how of
heterogeneous is the quality inside the colony).

CCO takes a couple of elements from existing approaches, namely the variable
encoding as entities placement, as done in Particle Swarm Optimization, and
the use of a population, as in several mataheuristics. However, there are some
novelties that distinguishes it from the rest. In CCO, individuals (ramets) do
not encode all aspects we are interested in, since they do not hold information
about robusteness. Therefore, we can distinguish two semantic levels: ramets
encode problem variables, while colonies encode robustness of the ramets inside
them. Cooperation between ramets inside colonies is another new aspect, both
exploration and exploitation roles cohabit inside the colony, allowing exploration
if strong ramets support weak ones.

6 Numerical Validation

In order to check the viability of our approach, experiments have been carried
out in several problems with different landscape properties. We want to verify the
convergence of the colonies towards the optimal zones, with different trade-off
between quality and robustness. The result of the search is therefore the Pareto-
optimal set for these two objectives. Given that our focus is to “see” how the
colonies evolve, we have used 2D functions to plot the yard. We have considered
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positive-value, maximization variations of two standard test functions: Sphere
(unimodal) and Ackley (multimodal), along with a tailored function, here named
Yurt, that is a tunable function producing a set of yurt-shaped protuberances
with different heigh, amplitude and slope.

Figure 3 shows the convergence of 5 colonies in standard test functions (Sphere
and Ackley) towards the optimal value –(0, 0) for both functions– and different
values of δ. Yard carrying capacity is 50. In general, we can notice that colonies do
tend to approach to optimal areas, regardless of the ruggedness of the landscape,
but quite depending on the value of δ. This parameter determines how far a new
plant can be from its parent, thus related to the average size of the colony. It
also determines the displacement speed of the colony across the search space,
therefore its ability to explore. If δ is too small, the colony will move slowly and
eventually being trapped in local optima. On the contrary, a large value of δ
produces a fast exploration of the search space, but difficult a fine convergence
to the global optimum at the end of the search. It seems that a value of δ ranging
from 0.1 or 0.3 at the beginning to 0.05 at the end could be beneficial. Since
any plant can have offspring in any possible sense, some colonies look tortuous.
An “escape form barycenter” method could be included, but it could prevent a
further exploration of interesting zones inside the area already covered by the
colony.

Fig. 3. Evolution of colonies using standard test functions, at the beginning and at the
middle search, with different values of δ

In order to study the behaviour of the colonies in search spaces with different
levels of robustness, we use a fitness landscape with two plateaux of the same
quality but different extension. The evolution of the search is shown in the first
row of figure 4. Black circles in the last plot show the location of Pareto-optimal
points after 300 generations, with δ = 0.1. The colonies found the two optimal
zones, but the Distill operator identified the wider one as Pareto-optimal (Similar
results were obtained in several runs of the algorithm). Figure 4 (below) shows a
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Fig. 4. Placement of colonies in two optimal zones of (a) equal quality and (b) different
trade-off of quality and robustness

similar experiment, but this time the narrower zone has a better fitness that the
wider one. In this case, two Pareto-optimal points are found, one in each zone.

Figure 5 presents two random-generated Yurt fitness landscapes with different
levels of rugosity. We have added Pareto-dominated peaks in order to analyse
where the algorithm is converging. The first column shows the placement of
colonies after 300 generations.

Note that carrying capacity of the yard and rules of splitting limits the num-
ber of colonies in the yard, reason why we have raised carrying capacity up
to 200 plants. It is expected that problems with sparse and steep optimal val-
ues produce higher colony fragmentation, since different parts of the colony will
climb up by separate peaks, leaving an intermediate uninteresting set of plants
that will die. This phenomenon can be appreciated in the second column, show-
ing a lower level of fragmentation for simpler landscapes, when compared with
the rugged ones. Fragmentation shows the ability of CCO to self adapt colonies
partition in face of multimodal problems. Nevertheless, some peaks are covered
by more than one colony, implicating a misuse of search resources. Even though
this phenomenon also occurs in other metaheuristics, a model that considers
concurrent access to resources (as two plants competing for nutrients from soil)
could be implemented to purge an entire colony when this happens. Given that
colonies define a covering area, overlapping colonies are easier to detect than
overlapping individuals.

To provide a basis of comparison, we used a genetic algorithm that encodes
pairs (x, y), and operates with arithmetic recombination, gaussian mutation,
and tournament selection to pick both breeders and survivors. 200 individuals
were evolved during 300 generations. The third column shows the percentage
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Fig. 5. Final placement of colonies in soft and rugged fitness landscapes, evolution of
the number of colonies, and covering of landscape peaks

of Pareto-dominant (P) and non Pareto-dominant (N-P) peaks –concurrently–
covered in generation 300 by both CCO and GA. These are average values over
30 runs. The total number of peaks in the landscape are marked in the ordinate
axis. The cooperative approach of CCO contributes to keep a higher diversity
level during the search, which in turn helps to distribute the search over several
optima with different trade-offs of quality and robustness.

7 Conclusions

This article has presented a method inspired from clonal colonies to identify ro-
bust results in optimization problems, called Clonal Colony Optimization. Some
botanical models have been reviewed in order to identify the main aspects in the
development of clonal colonies, as well as some existing metaheuristics inspired
from plants. Existing methods assess robustness by repetitively measuring fit-
ness in the proximity of each solution, what increases computational cost. In
our approach, the fact that a group of solutions is packed together, provides a
measure of robustness without additional cost. The fact that solutions are evalu-
ated only once make this approach interesting for problems in which evaluation
function is costly.

Tests over a series of problems with different fitness landscapes have been
done, in order to validate the method. Some parameters appear to have a great
influence over the performance, such as δ and the yard carrying capacity.

Given the novelty of this approach, there are plenty of future work paths. Some
of these include scale search spaces to higher dimensions, and using encodings
different than those in �n. Different design choices can be tried: besides the ones
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outlined in Sec. 5.1, incorporating a competition mechanism could be beneficial
to better explore the search space. A comparison with other techniques is also
needed in order to clearly asses differences in computational cost and results.
In order to deal with dynamic landscapes, it may be necessary to include an
operator to delete an entire colony. This would allow to react rapidly to sudden
changes, reassigning resources to exploaration, maybe seeding the freed carrying
capacity. Finally, a self adaptive mechanism for crucial parameters such as δ
could be further studied.
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Matthias Hoffmann, Moritz Mühlenthaler, Sabine Helwig, and Rolf Wanka

Department of Computer Science, University of Erlangen-Nuremberg, Germany
Matthias.Hoffmann@informatik.stud.uni-erlangen.de,

{muehlenthaler,sabine.helwig,rwanka}@cs.fau.de

Abstract. Particle swarm optimization (PSO) is a nature-inspired tech-
nique originally designed for solving continuous optimization problems.
There already exist several approaches that use PSO also as basis for
solving discrete optimization problems, in particular the Traveling Sales-
person Problem (TSP). In this paper, (i) we present the first theoretical
analysis of a discrete PSO algorithm for TSP which also provides insight
into the convergence behavior of the swarm. In particular, we prove that
the popular choice of using “sequences of transpositions” as the difference
between tours tends to decrease the convergence rate. (ii) In the light
of this observation, we present a new notion of difference between tours
based on “edge exchanges” and a new method to combine differences
by computing their “centroid.” This leads to a more PSO-like behavior
of the algorithm and avoids the observed slow down effect. (iii) Then,
we investigate implementations of our methods and compare them with
previous implementations showing the competitiveness of our new ap-
proaches.

1 Introduction

The problem. Particle Swarm Optimization (PSO) is a popular metaheuris-
tic designed for solving optimization problems on continuous domains. It was
introduced by Kennedy and Eberhard [11,5] and has since then been applied
successfully to a wide range of optimization problems. Since the structure of the
PSO algorithm is relatively simple, PSO has to some extent been open for the-
oretical studies of the swarm behavior. Clerk and Kennedy [4], Trelea [17], and
Jiang et al. [9] provide analyses of the convergence behavior of particle swarms,
which offer some insights on how to select the swarm parameters, and the initial
behavior of a swarm has been analyzed in [8]. Inspired by the performance of
PSO on continuous optimization problems, several approaches have also been
proposed for applying PSO to discrete problems, such as function optimization
on binary domains [12], scheduling problems [1], and the Traveling Salesperson
Problem (TSP) [2,18,6,14,15,19].

The TSP is one of the classical problems in discrete optimization. A wealth
of methods specifically tailored for solving TSP has been developed and math-

A. Bouchachia (Ed.): ICAIS 2011, LNAI 6943, pp. 416–427, 2011.
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ematically and experimentally investigated. A comprehensive overview of this
line of research can be found in [7].

But the TSP is also well suited to be approached by (meta-)heuristic methods
like PSO. For discrete PSO, new interpretations of “movement” and “velocity”
are necessary. The first approach to adapting the PSO scheme to TSP is due
to Clerc [2,3]. However, it turns out that this discrete PSO (DPSO) by itself
is not as successful as the original PSO for continuous problems. Consequently,
subsequent approaches to solving TSP by PSO typically rely on downstream
optimization techniques such as k-OPT [15,14] and Lin-Kernighan [6] applied
after one PSO iteration to improve the quality of the solution obtained by PSO.
Unfortunately, whereas these hybrid algorithms are evaluated experimentally by
being run on benchmark instances, they are hard to analyze mathematically,
and so far, no theoretical insights were gained about the particles’ behavior in
discrete PSO at all. In fact, the downstream optimization even conceals the
performance of plain DPSO.

Our contribution. In this paper, we present the first theoretical analysis of the
discrete PSO algorithms of Clerc [2] and Wang et al. [18], which, to some extent,
also applies to the approach of Shi et al. [14]. In particular, we provide for the
first time theoretical evidence for why the convergence behavior of these DPSO
algorithms for the TSP is quite different from what we would expect from the
classical PSO for continuous problems. The key insight is that in later stages
of the optimization process, the particles are not likely to converge towards the
best solution found so far. In fact, we prove that the distance to the best solution
even remains more or less constant.

In the light of the theoretical findings, we then propose a novel interpretation
of “particle motion” avoiding the convergence problem mentioned above. Our
method is similar to computing the midpoint of a discrete line. Additionally, we
introduce a new representation of the “velocity” of a particle, which is based on
exchanging edges in a potential solution of a TSP instance. We evaluate our pro-
posed DPSO with respect to seven instances from the TSPlib [13] with 52 to 105
cities. In these experimental evaluations, our focus is on the DPSO performance
of different velocity representations because we are in this context mainly inter-
ested in the performance of the plain DPSO approaches without subsequent local
improvement phases. Our results indicate that the combination of the midpoint-
based particle motion with the edge-exchange operator outperforms the other
operators as well as those methods which suffer from the identified convergence
problem.

In order to also compare our DPSO to the previous approaches which use
in the PSO iterations additional local improvement heuristics, we hybridize our
DPSO iteration with a 2-OPT local optimization applied to the global attractor.
Here, we make two observations: The first one is that better performance of the
plain DPSO results in a better performance of the hybridized DPSO. And second,
for the first time it is clearly documented that the huge performance gains (that
is achieved when using local optimization in comparison to the plain DPSO)
indicate that the quality of the solutions found by the DPSO algorithms with
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local optimization is almost completely determined by the quality of the local
optimization. In the previous work [14,18,19], it is not differentiated between the
contribution of the PSO and the additional local improvement methods.

The remainder of this paper is organized as follows. In Sec. 2, we provide rel-
evant background information on TSP and PSO. Sec. 3 contains our theoretical
analysis of the particle convergence behavior of discrete PSOs for permutation
problems. In Sec. 4, we propose the new discrete PSO for the TSP which uses
a centroid-based approach for the particle movement. Sec. 5 provides the exper-
imental results which indicate that our proposed approach outperforms other
discrete PSOs for the TSP.

2 Preliminaries

2.1 The Traveling Salesperson Problem

The Traveling Salesperson Problem (TSP) is a classical combinatorial optimiza-
tion problem. An instance I = (n, dist) of the TSP with n cities {1, . . . , n}
consists of the distances between each pair of cities, given as an n × n-integer
matrix ‘dist’. The task is to find a tour with minimum length visiting each city
exactly once, including the way back to the initial city. A tour is given as a
permutation π of the cities {1, . . . , n}, where π(i) denotes the ith visited city.
Hence the set of optimal solutions of an instance I = (n, dist) is

argmin
π∈Sn

(
distπ(n),π(1) +

∑

1≤i<n
distπ(i),π(i+1)

)
,

where Sn is the symmetric group on {1, . . . , n} with the usual composition ◦ as
group operation. The operation ◦ is used for exploring the search space. Note
that in this formulation the search space consists of all elements of Sn, so one
specific cycle of length n is represented by many permutations. The advantage
of using all elements of Sn for the proposed discrete PSO is that the particles
can move around freely in the search space without the danger of encountering
permutations which do not correspond to a valid tour. The decision variant of
TSP (“given an integer L, is there a tour in I of length at most L?”) is NP-hard
and hence, TSP can presumably not be solved exactly in polynomial time.

2.2 (Discrete) Particle Swarm Optimization

Introduced by Kennedy and Eberhard [11,5], particle swarm optimization (PSO)
is a population-based metaheuristic that uses a swarm of potential solutions
called particles to cooperatively solve optimization problems. Typically, the
search space of a problem instance is an n-dimensional rectangle B ⊆ R

n, and the
objective function (often also called fitness function) is of the form f : R

n → R.
PSO works in iterations. In iteration t, each particle i has a position x

(t)
i ∈ B

and a velocity v
(t)
i ∈ R

n. While moving through the search space, the particles
evaluate f at x

(t)
i . Each particle remembers its best position pi so far (called
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local attractor) and the best position pglob of all particles in the swarm so far
(called global attractor). In iteration t, the position and velocity of each particle
is updated according to the following movement equations :

v
(t+1)
i = a · v(t)

i + rloc · bloc · (pi − x
(t)
i ) + rglob · bglob · (pglob − x

(t)
i ) (1)

x
(t+1)
i = x

(t)
i + v

(t+1)
i . (2)

The parameters a, bloc, bglob ∈ R are constant weights which can be selected
by the user. The inertia a adjusts the relative importance of the inertia of the
particles, and the so-called acceleration coefficients bloc and bglob determine the
influence of the local and the global attractor, resp. In every iteration, rloc and
rglob are drawn uniformly at random from [0, 1]. Particles exchange information
about the search space exclusively via the global attractor pglob. pi−x

(t)
i is the

local attraction exerted by the local attractor on particle i, and pglob − x
(t)
i is

the global attraction exerted by the global attractor.
The PSO algorithm was originally designed for solving optimization prob-

lems on continuous domains. Inspired by the success and conceptual simplicity
of PSO, several approaches have been proposed to adapt the PSO dynamics to
discrete problems including the TSP [2,6,15,14]. In order to adapt PSO’s move-
ment equations (1) and (2) to the discrete domain of the TSP, Clerk suggests
in [2] the following modifications (or new interpretations) of the terms involved:

– The particle’s position x
(t)
i is a permutation π of the cities, i. e., π = (ci1ci2 . . .

cin) which corresponds to the tour ci1 → ci2 → · · · → cin → ci1 .
– The difference x − y between two positions x and y (also called the at-

traction of x to y) is represented by a shortest sequence of transpositions
T = t1, . . . , tk such that y ◦ T = x. Transposition t = (cmcr) exchanges the
two cities cm and cr in a given round-trip.

– The length of a difference is the length of the sequence T of transpositions.
– The multiplication s ·T of a difference T = t1, . . . , tk with a scalar s, 0 < s ≤

1, is defined as t1, . . . , t�s·k�. For s = 0, s · T = ∅. Here, we omit the cases
s > 1 and s < 0 since they do not occur in our proposed PSO.

– The addition T1 + T2 of differences T1 = t11, . . . , t
1
k and T1 = t21, . . . , t

2
l is

defined as T1 + T2 = t11, . . . , t
1
k, t

2
1, . . . , t

2
l .

– The addition of a difference and a position is defined as applying the trans-
positions of the difference to the position.

A small example is presented after the proof of Theorem 1.
In [2], [18] and [14], the difference between two positions x and y in the search

space is represented as a list of transpositions that transform round-trip x into
round-trip y. In [6], this representation is restricted to adjacent transpositions.
In our new approach in Sec. 4, we replace the transposition by a representation
which successively exchanges two edges in a round-trip. Hence, the difference of
two positions x and y is a sequence of edge exchanges of minimal length which
transforms x into y.
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3 Theoretical Analysis

In this section, we prove that under certain conditions the previously developed
variants of DPSO mentioned in Sec. 2 behave counterintuitively when compared
to the classical continuous PSO since the convergence rate in DPSO is slowed
down. More specifically, we show that transpositions which occur both in the
local attraction and in the global attraction cancel each other and prevent the
particle from moving closer to the global and local attractor. This is quite differ-
ent from the behavior observed in continuous PSO where common components
in these attractions even result in an amplified attractive force.

The phenomenon that the local and the global attraction in previous ap-
proaches have a lot of transpositions in common in the later stages of the opti-
mization process can be observed experimentally. Evaluating the two attractions
pi − x

(t)
i and pglob − x

(t)
i for sample runs (see Fig. 1), we see that (in this ex-

ample) on average about 30% of the transpositions occur in both attractions.
Summing the particles in the right half of the bins in Fig. 1, we can conclude
that for roughly 20% of the particles, more than a half of the transpositions are
shared by the two attractions. We analyzed the DPSO methods from [2,18] that
use transpositions for representing distances between particles in what we call
the Long Term Discrete PSO model (LTD). In this model, we assume that the
following four conditions hold:

– Differences between positions are represented by sequences of transpositions.
– pi = pglob =: p, for all particles i.
– a = 0
– rloc and rglob are uniformly distributed.

When the full swarm converges to a common best solution p, all local and global
attractors are identical. If pi = pglob for a certain particle, then it has visited the
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runs on the TSP instance berlin52, considering all particles in iterations 990 to 1000
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global attractor at least once. We assume the inertia a of the particles being 0
since in our experiments, the performance of the PSO algorithm even becomes
worse if the inertia weight is set to a higher value. rloc and rglob are quite
often uniformly distributed in practice. This assumption is also made in the
mathematical analysis in [17].

For Theorem 1, we assume bloc = bglob, which allows for a closed and simple
representation. After its proof, we deal with the more general case which can be
analyzed analogously and present a small example.

Theorem 1. Let s ∈ [0, 1], and let bloc = bglob = b. The probability that in the
LTD model a certain particle reduces its distance to p in an iteration by a factor
of at least b · s, is (1 − s)2.

Proof. As a = 0, the two movement equations (1) and (2) can be reduced to
one:

x
(t+1)
i = x

(t)
i + rloc · b · (p − x

(t)
i ) + rglob · b · (p − x

(t)
i )

Let d be the number of transpositions in the attraction (p − x
(t)
i ). Since we

multiply the difference with rloc · b and rglob · b, resp., we apply the first rloc · b ·d
and then the first rglob·b·d transpositions to x

(t)
i . Both differences have a common

part consisting of the first min(rloc, rglob) · b · d transpositions.
By applying the first rloc ·b·d transpositions, for each transposition an element

of x
(t)
i reaches the place that it also has in p. However, when applying the

transpositions of the second difference, the common part of both differences
is applied twice and the elements of the permutation that were already at the
right place move now to another place. To bring the elements back to the original
place we have to apply the inverse of the common part. Since the inverse of the
common part has exactly the same number of transpositions as the common part,
the distance to p is only reduced by the transpositions that are not common in
both differences and so are only applied once.

The number of the transpositions that are applied only once is |rloc − rglob| ·
b · d. Only these transpositions contribute to the convergence towards p because
the other transpositions move the particle further away from p when they are
applied a second time. Therefore, we call transpositions that are applied only
once “effective transpositions.”

The probability that the fraction of effective transposition is at least b · s is,
is given by

P
( |rloc − rglob| · b · d

d
≥ b · s

)
= P(|rloc − rglob| ≥ s) .

Since rloc and rglob are uniformly distributed, we may conclude (see also Fig. 2
choosing bloc = bglob = b): P(|rloc − rglob| ≥ s) = (1 − s)2 �
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If bloc �= bglob, we analogously get the following expression for the probability qs
of the fraction of effective transpositions being larger than s:

qs = P(|rloc · bloc − rglob · bglob| ≥ s)

= P
(
rglob ≤ bloc · rloc − s

bglob

)
+ P

(
rglob ≥ bloc · rloc + s

bglob

)

=
∫ 1

0

(
min

{
1, max

{
0, bloc·rloc−sbglob

}}
+ min

{
1, max

{
0, bloc·rloc+sbglob

}})
drloc

The probability qs can be visualized

rloc

rglob

1

1

s
bloc

s
bglob

bglob−s
bloc

bglob+s
bloc

Fig. 2. The shaded area denotes qs

like shown in Fig. 2, where qs amounts
to the shaded area.

Consider the following small exam-
ple. Let x

(t)
i = (1 5 2 7 3 9 4 6 8) and

p = (1 2 3 4 5 6 7 8 9). Then p − x
(t)
i =

((2 3) (3 5) (4 7) (6 8) (8 9)). With b =
0.8, we have b · (p−x

(t)
i ) = ((2 3) (3 5)

(4 7) (6 8)). With rloc = 0.75 and rglob

= 0.5, we get rloc · b · (p − x
(t)
i ) =

((2 3)(3 5)(4 7)) and rglob·b·(p−x
(t)
i ) =

((2 3) (3 5)), and finally x
(t+1)
i = x

(t)
i +

rloc · b · (p−x
(t)
i ) + rglob · b · (p−x

(t)
i ) =

(1 5 2 4 3 9 7 6 8).
The transposition (4 7) is the only

effective transposition. By Theorem 1, the probability that the particle reduces
its distance to p by at least 25% is (1 − 0.3125)2 ≈ 0.47.

Our analysis directly applies to Clerc’s DPSO [2]. The algorithm proposed by
Wang et al. [18] works a bit different with respect to the scaling of the attractions.
In [18], Wang et al. proposed to scale the attractions by bloc, bglob ∈ [0, 1] keeping
each transposition with probability bloc and bglob, resp., in the attraction. So in
the LTD model, the movement equations (1) and (2) reduce to

x
(t+1)
i = x

(t)
i + bglob · (p − x

(t)
i ) + bloc · (p − x

(t)
i ) .

A transposition becomes an effective transposition if it is kept in exactly one
of the two attractions. Therefore, effective transpositions occur with probability
bloc · (1 − bglob) + bglob · (1 − bloc) = bloc + bglob − 2bglob · bloc. This is also the
expected value of the fraction of effective transpositions.

The coefficients bloc and bglob are intended to adjust the weight of the local and
the global attractor. Intuitively, if the attractors should exert a large influence
on the particles, bloc and bglob are set to 1. This works fine in the classical PSO
for continuous problems. In the discrete case however, whenever the LTD model
applies, the local and global attractions do not pull the particles closer to the
attractors at all.
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4 A New DPSO for the TSP

4.1 Centroid-Based Particle Movement: A New Interpretation of
“Addition”

As described in Sec. 2.2, concatenation is used in [2] and [18] as “addition” of
differences, i. e., attractions. In Sec. 3, we showed that this approach has the
disadvantage that after some time the expected progress becomes considerably
slow. Now we propose a new method of combining the attractions that avoids
this disadvantage.

Instead of composing two attractions to a long list of operators, we look at
the destinations, which are the points the different weighted attractions lead
to, and compute the centroid of those destinations. In our approach, we use no
inertia (i. e., we set a = 0), but only the attraction to the local and to the global
attractor, each weighted in accordance with equation (1). Since we have only
two attractors, the centroid can be calculated easily by computing the difference
between the destinations, scaling them by one half and adding the result to the
first destination. The PSO movement equations can now be expressed with the
destination points of the attraction to the local attractor, to the global attractor
and a random velocity:

dloc = x
(t)
i + rloc · bloc · (pi − x

(t)
i )

dglob = x
(t)
i + rglob · bglob · (pglob − x

(t)
i )

vrand = rrand · brand · (prand − x
(t)
i )

x
(t+1)
i = dglob + 1

2 · (dloc − dglob) + vrand

The random movement in the end ensures that the swarm does not converge too
fast. A graphical, “continuous” representation is depicted in Fig. 3.

x
(t)
i

pglob

pi
dloc

dglob

x
(t+1)
i

vrand

Fig. 3. Centroid-based particle movement

The advantage of this model is that it takes the spatial structure of the search
space into account. Since the centroid is the mean of the destinations, our factors
bloc and bglob can be transferred easily to the classical PSO by dividing them
by 2.
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4.2 Edge Recombination: A New Interpretation of “Velocity”

In [2], [18] and [14], the difference between two positions b and a in the search
space, i. e., the velocity or the attraction of b to a is expressed as a list of
transpositions that transforms one sequence of cities into the other. Here, we
propose a new method that is based on edge exchanges. Edge exchanges are a
common technique used in local search methods for the TSP [7]. The idea is to
improve a solution by exchanging crossing edges, which results in a shorter tour.
For an example, see the transformations from Figures 4(a) to (c).

A generalization of this operation is the edge recombination operator. Given
a list � = (c1c2 . . . cn) of cities representing a round-trip, the edge recombination
operator edgeR(i, j) inverts the sequence of cities between indices i and j:

� ◦ edgeR(i, j) = (c1 . . . ci−1 cj cj−1 cj−2 . . . ci+2 ci+1 ci cj+1 . . . cn)

In our approach, we use this operator to express the difference between two
particles b and a. Instead of a list of transpositions, the difference (or velocity,
or attraction) is now a list of edge recombination operators that yields b if the
operators are applied to a.

For example, the difference between a = (1 2 6 5 3 4) and b = (1 2 3 4 5 6) is
b − a = (edgeR(5, 6) edgeR(3, 6)) (see Fig. 4).

v1

v2

v3

v4

v5

v6

(a) (1 2 6 5 3 4)

edgeR(5,6)−→

v1

v2

v3

v4

v5

v6

(b) (1 2 6 5 4 3)

edgeR(3,6)−→

v1

v2

v3

v4

v5

v6

(c) (1 2 3 4 5 6)

Fig. 4. Visualization of two edge recombinations

The problem of finding the minimum number of edge exchanges that is needed
to transform one permutation into the other is NP-complete [16]. Therefore, we
use in our experiments the simple and fast approximation algorithm
GetListOfEdgeExchanges from [10] that is similar to the algorithm that
finds the minimum number of transpositions. The solution found by the approx-
imation algorithm GetListOfEdgeExchanges has in the worst case 1

2 (n−1)
times more edge exchanges than the optimal solution [10].

5 Experimental Results

In our experiments, we have compared our new approaches to the previous exist-
ing ones. We have on purpose initially not done any local optimization between
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Table 1. Comparison of different distance representations and movement types without
local optimization (left) and with an additional 2-OPT-based local optimization of the
global attractor (right)

Move type Compo-
sition

CentroidCentroidCentroid

Distance Repr. Trans-
position

Adj.
Trans-
position

Trans-
position

edgeR

Problem
berlin52 104.6% 194.6% 70.5% 22.5%
(7542) 18780 23193 15103 10233

15431.9
±1046.8

22216.8
±531.6

12862.3
±863.0

9240.4
±410.8

12588 20755 10977 8259
pr76 220.9% 317.7% 156.5% 88.9%
(108159) 416630 468479 347091 249993

347107.5
±18966.6

451771.6
±6919.1

277404.3
±21902.2

204322.5
±19535.6

304195 431144 228652 158676
gr96 310.3% 430.4% 220.8% 128.5%
(55209) 251167 302477 204837 149542

226531.6
±9631.1

292815.8
±4398.8

177107.8
±14565.0

126126.1
±8618.0

203617 278382 138255 107835
kroA100 377.2% 529.2% 238.0% 111.2%
(21282) 115730 137761 83682 55383

101552.2
±4468.6

133913.6
±2291.3

71933.4
±4702.6

44945.0
±3498.7

91137 125127 60524 37289
kroC100 386.7% 537.4% 256.2% 133.9%
(20749) 112320 135960 84903 58291

100988.8
±4189.6

132261.1
±2107.8

73903.8
±5234.0

48538.7
±3093.7

90375 125228 63107 41237
kroD100 364.2% 503.1% 239.0% 127.7%
(21294) 106556 131549 83922 58077

98847.9
±4650.5

128438.0
±1902.7

72194.1
±4865.6

48487.5
±3227.4

90347 121195 62665 41828
lin105 421.8% 575.8% 305.3% 188.5%
(14379) 87392 100671 69741 49740

75032.0
±3967.1

97170.6
±1506.7

58284.6
±4905.4

41484.5
±3041.1

67391 92116 48110 34121

Compo-
sition

CentroidCentroidCentroid

Trans-
position

Adj.
Trans-
position

Trans-
position

edgeR

24.2% 186,2% 8,2% 7.0%
10333 23181 8964 8614
9368.1
±362.6

14692.9
±1539.6

8157.6
±241.5

8071.5
±187.0

8877 14369 7542 7708
56.9% 229.1% 5.8% 4.7%
19479 460894 128969 122794
169716.3
±8340.2

356021.9
±76522.9

114454.6
±3516.6

113311.6
±2518.3

149895 195103 109669 109543
82.9% 368.1% 9.7% 6.3%
121949 299384 63962 63846
100986.2
±5929.8

258421.8
±38302.9

60576.6
±1785.1

58716.1
±1511.0

83344 122110 56085 56393
85.4% 401.9% 7.4% 5.5%
45010 136703 25009 24195
39464.4
±1908.0

106817.7
±23555.6

22864.25
±620.1

22472.3
±485.8

35600 40279 21794 21431
90.0% 435.9% 8.2% 7.1%
45690 136150 24600 24087
39438.7
±1834.0

111195.0
±23114.4

22440.8
±728.4

22229.4
±655.7

33682 42998 20996 21034
86.1% 368.9% 7.9% 7.1%
47876 130923 25091 23941
39625.9
±2180.0

99852.8
±21125.3

22983.5
±589.7

22808.7
±512.5

32814 46429 21860 21665
104.4% 475.5% 18.0% 7.1%
33460 98936 18546 16496
29383.8
±1734.8

82754.7
±12847.2

16968.0
±626.2

15404.8
±414.9

25383 48322 15306 14600

two iterations to see the clear impact of exchanging the existing approaches with
ours. The swarm we use consists of 100 particles and we use 1000 iterations to
optimize the function. Each configuration is run 100 times to compute the mean
error and the standard deviation. The entries in Table 1 provide data in the
following format:

Problem name relative error
(optimal value) maximal value found by the algorithm

mean value ± standard deviation
best solution found by the algorithm

In Table 1, the left four result columns present our results obtained with the
proposed DPSO variants without local optimization. In order to make our re-
sults also comparable to other approaches, we have added the local optimization
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method from Shi et al. in [14]. These results are shown in the right four columns
of Table 1. Similarly to our proposed approach, the method of Shi also avoids
the convergence problems analyzed in Sec. 3, but seems to result in a smaller
relative error.

In every four columns block, the first column shows the results of the method
representing differences as transpositions and using a simple composition to
combine the differences. The other three columns show the results obtained by
the centroid-based method from Sec. 4.1. The centroid-based approach is com-
bined with various representations of differences, namely adjacent transpositions,
transpositions and the edge recombinations introduced in Sec. 4.2.

Our centroid-based approach avoids the counter-intuitive convergence behav-
ior explained by the theoretical analysis in Sec. 3. The experiments show that
this method is a better choice than the simple composition of differences. An-
other crucial factor is the choice of the representation of particle velocities. Our
experimental results show that transpositions are better than adjacent transpo-
sitions and that the proposed edge recombination method performs best. Finally,
a comparison between different approaches of discrete PSO can only be signif-
icant, if the actual contribution of the PSO algorithm is not obfuscated by an
additional local search procedure. This is why we show the results of the pure
PSO without local optimization, which can serve as a reference for future DPSO
variants for the TSP.

6 Conclusions

In our theoretical analysis of discrete PSO for the TSP we showed that the
convergence behavior the convergence behavior differs significantly from what
we expect from a PSO for continuous problems. Our analysis can be applied
mainly to the DPSO variants of Clerc in [2] and Wang in [18] but can also be
extended to the approaches of Shi et al. [14]. The convergence behavior can be
observed whenever the local and the global attractor of a particle nearly coincide.
If this is the case the transpositions occurring in respective velocities cancel each
other out. This slows down the particles and prevents convergence.

We proposed a new model for particle motion which from a theoretical point
of view does not suffer from the aforementioned convergence problem. This is
backed by our experiments, which show a clear improvement of the DPSO perfor-
mance with this model. Additionally we introduced a representation for particle
velocities, which is based on edge exchanges in a tour. Our evaluation shows that
the edge exchange-based representation produces better results than traditional
approaches from the literature.
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Chaudhary, Sami 131
Clark, Kassidy 119
Coffi, Jean-René 260
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