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Preface

The 15th International Conference on Knowledge-Based and Intelligent Informa-
tion and Engineering Systems was held during September 12–14, 2011 in Kaisers-
lautern, Germany. The conference was hosted by the University of Kaiserslautern
and the German Research Center for Artificial Intelligence (DFKI) GmbH, Ger-
many, and KES International.

KES 2011 provided a scientific forum for the presentation of the results of
high-quality international research including recent results of large-scale projects,
new exciting techniques, and models, as well as innovative solutions in challeng-
ing application fields. The conference attracted contributions from 32 countries
and 5 continents: Australia, Canada, China, Colombia, Croatia, Czech Republic,
Finland, France, Germany, Greece, Indonesia, Iran, Italy, Japan, Jordan, Korea,
Latvia, Malaysia, Mexico, Norway, Poland, Romania, Russia, Spain, Sweden,
Switzerland, Taiwan, Thailand, Tunisia, Turkey, UK, and USA.

The conference consisted of 6 keynote talks, 9 general tracks and 25 invited
sessions and workshops, on the advance and application of knowledge-based and
intelligent systems and related areas. The distinguished keynote speakers were:

Ansgar Bernardi
German Research Center for Artificial Intelligence, Kaiserslautern, Germany

“Growing Together: Opening the Way for Comprehensive Public–Private
Knowledge Management”

Knut Manske
Vice President SAP Research, SAP AG, Darmstadt, Germany
“Future Urban Management: Towards Best Managed Cities”

Nikhil R. Pal
Indian Statistical Institute, Calcutta, India

“Selection of Useful Sensors/Features with Controlled Redundancy Using
Neural Networks”

Peter Schütt
Leader Software Strategy & Knowledge Management, Executive Engagement

Manager, IBM Software Group Germany
“Knowledge Sharing in Enterprise Networks”

Ulrich Reimer
Institute for Information and Process Management University of Applied

Sciences St. Gallen, Switzerland
“(Meta-) Modeling of Process-Oriented Information Systems”



VI Preface

Keiji Yamada
General Research Manager, C&C innovation Laboratories, NEC Corporation

Professor, Nara Institute of Science and Technology
“Symbiotic System as a New Social Infrastructure Based on Intelligent

Interaction Among the Society, Human Beings, and Information Systems”

Overall 244 oral presentations, complemented by focused lab tours at the or-
ganizing institutions, provided excellent opportunities for the presentation of
intriguing new research results and vivid discussion on these, paving the way to
efficient knowledge transfer and the incubation of new ideas and concepts.

As in the previous years, extended versions of selected papers were considered
for publication in follow-up journal publications.

We would like to acknowledge the contribution of the Track Chairs, Invited
Sessions Chairs, all members of the Program Committee and external reviewers
for coordinating and monitoring the review process. We are grateful to the edi-
torial team of Springer led by Alfred Hofmann. Our sincere gratitude goes to all
participants and the authors of the submitted papers.

September 2011 Andreas Dengel
Andreas König

Koichi Kise
Knut Hinkelmann

Robert Howlett
Lakhmi Jain
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Abstract. In this paper we propose a recurrent neuro-fuzzy network (RFNN) 
based on Takagi-Sugeno inference with feedback inside the RFNN for nonlin-
ear identification in mechatronic systems. The parameter optimization of the 
RFNN is achieved using a differential evolutionary algorithm. The experimen-
tal results are analyzed using a study cases modeled in Simulink: the linear 
power amplifier and the actuator.  

Keywords: neuro-fuzzy network, Takagi-Sugeno, differential evolutionary al-
gorithm, nonlinear identification. 

1   Introduction 

Many engineering approaches to model-based control or modeling of nonlinearities 
require an accurate process model. Most of the mechanic, hydraulic and mechatronic 
systems contain complex nonlinear relations that are difficult to model with conven-
tional data ([1]-[3]). Moreover, when only experimental data is available and a model 
must be provided, „guessing” and validating can be very difficult and time consuming. 
The number of trials can be very high. Thus, intelligent systems, such as neural net-
works and fuzzy systems, which use approaches from biological and human cognitive 
perspective, can be a solution. These systems have very powerful capabilities of learn-
ing and mapping nonlinear properties. They have been studied and applied successfully 
in problems that involve modeling and controlling of complex, ill-defined or uncertain 
systems where usually the conventional methods fail to give satisfactory results. 

In the case of dynamic systems, the output depends on the past inputs and outputs. 
This is also the case of the neural networks and neuro-fuzzy systems. Fuzzy systems 
are known as universal approximators ([4], [5]).  If we want to model a dynamic sys-
tem, which can be nonlinear, we must feed the dynamic system with past inputs and 
past outputs. The number of delays must be known in advance in all the cases. Also, 
very long delays can increase substantially the inputs of the system. This leads to the 
curse of dimensionality problem. Increasing the number of inputs exponentially in-
creases the complexity of the solution. 
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MATLAB has an architecture and a learning algorithm implemented only for the 
case of input-output mapping, without recurrence. Simulink has a block that imple-
ments the ANFIS in the same manner, without any recurrence. This solution is suit-
able for controller implementation but the system identification needs much more. 

Moreover, if we want to add delays in a recurrent fashion to the ANFIS controller 
in Simulink, algebraic loops seem not to be permitted by the implementation. 

The solution is to use a recurrent neuro-fuzzy network (RFNN) with a learning al-
gorithm adequate for this dynamic architecture ([6]-[18]). The dynamic process that 
maps not only the current inputs but also the previous ones and possibly previous 
outputs needs a modified version of the gradient based algorithm used in ANFIS.  

The gradient methods proposed by many authors have the disadvantage that they 
are, in general, very complex, with complicated equations and time consuming im-
plantations. The learning time can be faster than in non-gradient methods, but the 
coding effort seems to be an argument to search for other non-derivative methods. 

We propose an improved approach for a RFNN and we investigate the viability of 
three learning algorithms with three different approaches: gradient based method [19], 
hybrid non-derivative method using local search, and differential genetic algorithm 
([20], [21]).  

In the last case we also present experimental results for a practical case using a dif-
ferential genetic algorithm. The results are very good and suggest this is a promising 
direction for future research. 

2   Recurrent Fuzzy Neural Network (RFNN) 

We must use the feedback connection inside the RFNN. The output delay usually 
creates difficulties in the Simulink identification diagram, especially when we have 
more loops. Various authors studied several possibilities of developing a fuzzy recur-
rent structure. The most used structure is ANFIS, where different feedback loops are 
added: to internal neurons on different levels, output to inputs, some coefficients, 
variables or polynomials located in the loop, and others. 

We propose a simple architecture, with one input and one output. The feedback 
loops are internal as shown in Fig. 1. We denoted v={vij} the parameters that must be 
adapted, where i and j indicate the location of the respective parameter in the layer 
and neuron on this layer. Fig. 2 shows the typical ANFIS (Adaptive Neuro Fuzzy 
Inference System) paradigm. 

 

Fig. 1. Recurrent Fuzzy Neural Network (RFNN) 
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Fig. 2. Detailed RFNN based on ANFIS architecture 

A general diagram for RFNNs online (or offline) learning is given in Fig. 3. The 
input is u(k) and the output is y(k). Internally, the RFNN has an ANFIS structure, with 
delays for inputs and for the feedback y(k). 

 

Fig. 3. On-line training diagram for nonlinear identification using RFNN 
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If we have m=3 inputs, the implemented rules have the form: 

Rq: IF x1 is A1i AND x2 is A2j AND x3 is A3k THEN y is p1x1+p2x2+p3x3+p4, 
i,j,k=1...n, q=1…Q 

(1)

In the form above, n is the number of membership functions (MF) for each one of the 
m=3 inputs. The maximum number of rules is mnQ =max

and, in this case, 3
max nQ = . 

Every MF is defined as a Gaussian function as in Equation (2). For every input, we 
initially distributed the Gaussian functions uniformly over the universe of discourse. 
In order to calculate the output, the ANFIS feed-forward signal propagation is used. 
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In the equations above, as defined with m=3 inputs, the index q is given by: 
0

3
1

2
2

1 )1()1( nininiq ⋅+⋅−+⋅−=  (7)

Prior to the identification procedure, the RFNN must be trained. That means that the 
RFNN must learn a given trajectory. This trajectory is usually given by experimental 
data, collected from nonlinear systems to be modelled. 

Let us consider a nonlinear process, given by: 

))(),...,2(),1(),(),....2(),1(()( uy ntututuntytytyfty −−−−−−= (8)

In our case, the model becomes: 

))2(),1(),1(()( −−−= tututyFty  (9)

The output error at time t and the error over a trajectory [t0, t1] are given by: 

2)](ˆ)([2/1)( tytytE −⋅=  (10)
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The existing studies use the error feedback similar to the NARMAX (Non-linear 
Autoregressive Moving Average model with exogenous variables) approach. Unlike 
this approach, we do not use the error feedback. 

First we start with a feasible solution by using a teacher-forced version of the AN-
FIS learning stage. We used a teacher forced variant of the William & Zipser's algo-
rithm for fully recurrent neural network [22]. This is the start solution S for the vector 
of parameters V. In the second step, we used a new method that combines the trial-
and-error and the local search algorithm. N(S) is a set of solutions obtained from S 
with a slight perturbation of parameters. 

,...],...,,[ 1
12

1
11

k
ijvvvN =  (12)

N represents a vector with n possible directions, where n is the size of N. The pertur-
bation can be applied to one of the n directions of the vector: 

]0,....0,1,0,...0,0[=p
ke

p
 (13)

We have two estimations for a sequence of iterations for direction p. Index p indicates 

the location of the parameter k
ijv : 

)( p
kp evE Δ+  (14)

)( p
kp evE Δ−  (15)

If one of the solutions (14) or (15) is better than the previous solution, it replaces the 
current solution and the search continues in this direction. If no improvement is ob-
tained, we go to another direction.  

If no direction gives a better response, we decrease the perturbation by a value, 
usually between 0.1 and 0.5 from the previous one. If no feasible solution is obtained, 
the algorithm ends, and the current solution is considered optimal. 

3   Differential Evolutionary Algorithm for RFNN Optimization 

The differential evolutionary (DE) algorithm is a method proposed by Kenneth Price 
and Rainer Storn in 1994, as a more simple solution than genetic algorithms [18]. DE 
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is a very simple, population-based, stochastic function optimizer (minimizes the ob-
jective). The basic idea behind differential evolutionary (DE) is the scheme for gener-
ating trial parameter vectors. The scheme for generating trial vectors uses the vector 
difference as basic operation for perturbing the population ([18]-[19]).  

Each individual from the population is represented by a vector. The vector codes 
all the parameters of the problem that must be optimized in order to minimize the 
error. In our case, if we consider a RFNN with m=3 inputs, and that each input has 
n=3 Gaussian membership functions, we will have the number of parameter in conse-

quent rules 108)1( =⋅+= nmmRT  and the total number of vector parameters 

126)1(2 =×++⋅⋅= n
p mmnmN  (16)

Restrictions apply to the RFNN: inputs in the range [-1, 1] or [0, 1] and the output in 
the range [0, 1]. Also, the central values aij for Gaussian membership functions belong 
to the universe of discourse and must be ordered, that is: 

miaaa inii ,...1,...21 =<<<  (17)

All these requirements are inserted as constraints in the DE. Also, each set of parame-
ters is coded as a real value in the range [Ulow Uhigh], and the vector of parameters has 
the form presented in Fig. 4. 

 

Fig. 4. On-line training diagram for nonlinear identification using RFNN 

The algorithm is described in short below. 

Step 0. Generate the population 

Step 1. Chose target vector and the base vector 

Step 2. Randomly choose two population members (uniform 
distribution) 

Step 3. Compute the weighted difference vector between 
target vector and base vector   

Step 4. Add the base vector 

Step 5. Compute the next vector: 

kkkokokk xxelsexfufifux ,11,11,1,1,11,1 ),()( =≤= +++  (18)

After step 5, a new population is generated, Px,k+1. In Fig. 5 the algorithm is presented 
synthetically. 
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Fig. 5. Differential evolutionary algorithm for one generation, operations between two vectors. 
A represents the initial population, Px,k, at that is population at k generation, B represents the 
mutant population Pm,k and C represents the new population Px,k+1. 

4   Experimental Results 

Fig. 6 depicts a Simulink diagram of a linear force amplifier. In this diagram, the 
actuator is emphasized by the dotted rectangle. In our approach we want to model the 
nonlinear system represented by the actuator, using the proposed RFNN structure. 
The model uses the input-output data set, obtained from the classic model as (Qv(t), 
xc(t)) pairs in discrete space, 1000 points and t=2 sec. 

The parameters of RFNN are: n=3 and m=3 inputs. The DE uses a population of 
100 vectors and the number of iterations is set to 100. 

The sum of all the errors in the learning stage during the trajectory over 1000 
points, in the last generation, for the best vector, is Etotal = 1,24⋅10-3. The error in the 
test case over 1000 steps is 8.94⋅10-3, which is an excellent result. 
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Fig. 6. The linear power amplifier  

 

Fig. 7. Input u(t) (a.) and output xs(t) (b.) 

 

Fig. 8. The target and the output of RFNN in the test case 
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5   Conclusions 

We proposed a differential evolutionary algorithm to optimize an RFNN architecture 
with feedback in a Simulink diagram.  The optimizations are made using a dynamic 
approach, using the trajectory of input-output signals.  

The experimental results use a practical application, the model of an actuator from 
a linear power amplifier used in mechatronic systems. The results are very good and 
the approximation of the nonlinear plant by the proposed RFNN is very good. 

The results of the proposed approach, using the differential genetic algorithm, are 
very good and suggest that this is a viable development direction for future research 
on more complex recurrent architectures. 
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Abstract. Many functions such as division or square root are imple-
mented in hardware using iterative algorithms. We propose a genetic
programming-based method to automatically design simple iterative al-
gorithms from elementary functions. In particular, we demonstrated that
Cartesian Genetic Programming can evolve various iterative formulas for
tasks such as division or determining the greatest common divisor using
a reasonable computational effort.

1 Introduction

Genetic programming (GP) that has been intensively developed since the early
1990’s [1, 2], is now considered as a robust method allowing automated problem
solving in many scientific and engineering areas [3]. Symbolic regression which
enables to obtain a symbolic expression from a given data, is considered as one of
main application domains of genetic programming [4]. In the recent years, there
have been several attempts to evolve solutions that can iteratively be executed
to produce potentially infinite sequences of results (see a survey in [5]). This
may be useful in the applications such as generative and developmental systems,
self-modifying systems and approximation of functions.

With the inspiration in our previous work on evolutionary design of arbitrar-
ily large sorting networks [6], we will consider a different scenario for iterative
formula evolution in this paper. The goal is to investigate to what extent a GP
system is capable of evolving the program P which can approximate a given
target function when applied iteratively on its own result, i.e.

xi+1
1 . . . xi+1

n = P (xi
1 . . . xi

n) (1)

where xi
1 . . . xi

n is the i-th approximation of a solution and n is the problem
dimension. Since this kind of computations is often carried out in hardware to
compute division, square root or goniometric functions, P will be sought in a
form that can easily be implemented in hardware, ideally using components
such as adders, subtractors, shifters and multiplexers. This may be viewed as
a constraint with respect to the standard analytical methods that can utilize
a full repertoire of functions. Another important issue is ensuring a reasonable
convergence of P .
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In order to evolve iterative algorithms, we will utilize Cartesian Genetic Pro-
gramming (CGP) which is suitable not only for symbolic regression but also for
digital circuit design [7]. CGP will be used in its basic version (as presented in [7])
although advanced versions such as self-modifying CGP [8] have already been de-
veloped and applied to function approximation. Since our ultimate goal is to evolve
new iterative algorithms for a hardware implementation, the approach utilized in
self-modifyingCGP is not suitable (see Section 2.2).The proposed approachwill be
evaluated whether it is able to re-discover three iterative algorithms– Euclidean al-
gorithm, Newton-Raphson division and Goldschmidt division. We will investigate
the computational effort needed for solving these tasks.

The rest of the paper is organized as follows. After introducing the concept
of Cartesian genetic programming in Section 2, the proposed method will be
presented in Section 3. Section 4 summarizes the results obtained using our
three case studies. Finally, conclusions are given in Section 5.

2 Cartesian Genetic Programming

2.1 Standard CGP

In the standard CGP [7, 9], a candidate program is represented as an array
of nc (columns) × nr (rows) of programmable nodes. The number of inputs,
ni, and outputs, no, is fixed. Each node can be connected either to the output
of a node placed in previous l columns or to one of program inputs. Setting
of the l parameter allows to control the level of interconnectivity. Feedback is
not allowed. Each node is programmed to perform one of na-input functions
defined in the set Γ (nf denotes |Γ |). Each node is encoded using na +1 integers
where values 1 . . . na are indexes of the input connections and the last value is
the function code. Every program is encoded using nc.nr.(na + 1) + no integers.
Figure 1 shows the example of a candidate program and its chromosome.

The initial population is constructed either randomly or by a heuristic proce-
dure. Every new population consists of the best individual of the previous pop-
ulation and its λ offspring individuals, i.e. the (1+ λ) strategy is employed. The
offspring individuals are created using a point mutation operator which modifies
h randomly selected genes of the chromosome, where h is a user-defined value.
For symbolic regression problems, the goal is usually to minimize the mean ab-
solute error of the candidate program response Y and target response T .

Fig. 1. Example of a program in CGP with parameters: nc = 6, nr = 1, ni = 3, no = 2,
l = 6, na = 2, Γ = {+ (0), * (1), shift (2)}. Chromosome: 1, 2, 1, 2, 2, 0, 1, 2, 0, 0, 5,
2, 3, 6, 1, 0, 7, 0, 7, 4. (Node function is typed in bold).
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2.2 Extensions of CGP

Modular CGP (MCGP) or Embedded CGP (ECGP) [10, 11] utilizes the con-
cept of evolution and acquisition of Automatically Defined Functions (ADFs).
Modules can then be replicated as a whole block offering a way to find solutions
to some problems of modular nature, e.g. even parity. The main disadvantage
of this approach (in terms of the evolutionary design of iterative formulas for
hardware) is a rapid growth of a phenotype, because the modules cannot be used
in an iterative manner.

Self-modifying CGP (SMCGP) [5, 8] enables the use of special kind of nodes
– so called self-modification nodes. These nodes do not affect the genotype, but
they are utilized during the phenotype execution. Although this CGP extension
can generate virtually arbitrarily large solutions, these solutions are not feasi-
ble for hardware implementation, because of the phenotype growth during the
iterations.

3 Proposed Method

The proposed method is based on a standard CGP, however several modifications
have been introduced.

3.1 Iterative Application of Phenotype

The aim of the evolution is to find a program that approximates the target n-
dimensional function, which computes the results of the i + 1th iteration using
the results of the ith iteration. Repeating this proces for a specified number
of iterations we get the final output values. Given these preconditions some
assumptions considering the number of inputs (ni) and number of outputs (no)
of the chromosome can be made. If no is greater than ni then some of the outputs
will not be used. In the other case, when ni is greater than no, some of the inputs
will be unnecessary. Considering given facts we will assume that ni = no.

3.2 Modifications of CGP

The representation of a chromosome is the same as in the standard CGP. A
32-bit signed value is used to represent numbers. Node functions (V na → V )
should be chosen so they are easily implementable in hardware. This implies the
use of basic operations only (addition, subtraction, multiplication, bit shift and
multiplexing). To represent the node returning a constant value the representa-
tion of the node has to be changed in such way that it may contain a parameter
with a constant value used as an output disregarding the inputs.

As it has been mentioned in Section 2 the fitness function is typically defined
as the mean absolute error of the CGP output and target output. However, con-
sidering the proposed modification, the fitness function can utilize the outputs of
individual iterations. These outputs should not be directly compared with correct
outputs of particular iterations, because this would give an explicit information
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about the searched solution. However we can use the evaluated outputs of the
iterations to check for convergence, because many iterative algorithms get closer
to the correct solution by each iteration. The fitness function can therefore be
defined, for example, to minimize a sum of ratios of differences between program
response Y and target response T over the specified number of iterations nit

s∑
i=1

nit∑
j=1

|Yij − Tij |
|Yij−1 − Tij−1|

(2)

where s is the number of test points (input/output pairs). Note that primary test
inputs are taken as Yi0 when computing the ratio after the first iteration. The
main advantage of such fitness function is the fact, that it expresses the speed
of convergence. It can be seen that equation 2 determines how many times the
approximation of one iteration was better than the subsequent iteration.

Genetic operators are used with the probability Pm (for mutation) and Pc

(for crossover). The operators are applied using the following procedure:

1. Given the previous evaluated generation, select two parents using tourna-
ment selection.

2. Aply the crossover to the parents with probability Pc.
3. Apply the mutation to created offspring with probability Pm.
4. Insert the offspring into the new generation and go back to 1.

Mutation can change the chromosome at the level of an individual node. The
affected node is randomly selected. In addition, the mutation can change node’s
function, connection or internal parameter. Crossover is implemented as one
point crossover and applied at the level of nodes.

3.3 Test Problems

The proposed method was tested on three problems. First of the algorithms
chosen was the Euclidean algorithm for finding the greatest common divisor
(GCD) of two numbers (a, b). It is based on the principle that the GCD does
not change, if smaller of the numbers is subtracted from the larger. The algorithm
can be written as a sequence of equations

a = q0b + r0

b = q1r0 + r1

r0 = q2r1 + r2

r1 = q3r2 + r3

. . .

where a and b stand for the original values for which the GCD has to be calcu-
lated. Symbols q and r represent quotients and remainders respectively.



Evolution of Iterative Formulas Using Cartesian Genetic Programming 15

The training set in this case should contain several pairs of relatively prime
positive integers to avoid the situation, where one of the numbers is the divisor
of the other number and therefore it is directly the GCD. In such case one of
the inputs would be the correct output and even the solutions, which are just
passing the inputs to outputs without any modifications could achieve higher
fitness (which is not desirable).

Next two test problems are iterative division algorithms which are supposed
to find a quotient Q of N and D (Q = N/D).

In the first iterative division algorithm (Newton-Raphson method), there is
actually no division involved. This algorithm first finds the reciprocal of the
divisor D and then multiplies it by N to find the resulting quotient. The recip-
rocal can be found iteratively using the expression Xi+1 = Xi(2−DXi), where
1
2 ≤ D ≤ 1. The aim of our experiment is therefore finding a reciprocal of the
divisor lying in the specified range by means of iterative algorithms. Training
set for this case will contain randomly choosen numbers from the forementioned
range. The numbers are chosen at the beginning of each run and do not change
their values during evaluation.

The last problem is the Goldschmidt division which iteratively multiplies div-
idend and divisor by the same value, i.e.

Q =
N

D

F1

F1

F2

F2
. . .

Fn

Fn
.

When the divisor converges to 1, the dividend is equal to the quotient. There are
also some conditions that have to be fulfilled. First of all the input needs to be
modified in such way, that 0 < D < 1. Using the binary encoding of the values
this is a simple task, because it is sufficient just to shift the input values. When
these conditions are satisfied, the factor Fi can be computed as Fi+1 = 2 −Di.
The training set in this case is the set of pairs of numbers (N, D) lying in the
specified range. Training set is randomly chosen at the beginning of each run
and is not changed during evaluation.

3.4 Computational Effort

In order to asses the effectiveness of our search algorithm and setting of control
parameters, the computational effort will be used as a measure [2].

The computational effort is the number of individual chromosomes evaluations
needed to find a solution to give a certain probability of success. As a result of
an experiment there will be (Ns) successful runs out of the total number of
runs (Nt). Given the generation numbers, on which the solutions were found
in individual runs we can compute instantaneous probability Y (M, i), where M
is the population size and i is the number of generation. The value of Y (M, i)
represents the probability of finding a solution in given generation. Using these
values we can compute the cumulative probability of success P (M, i). Afterwards
the number of independent runs R(M, i, z) required for achieving the probability
z of finding the solution by generation i can be computed. Given the values of
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R(M, i, z) the number of individuals that must be processed I(M, i, z) in order to
yield a solution with probability z can be computed as I(M, i, z) = M(i+1)R(z).
Notice the use of i + 1 as the number of generation. It is used to take into
account the initial population. The computational effort E is the minimal value
of I(M, i, z) over all the generations. The first generation where I(M, i, z) reaches
the global minimum is denoted as i∗ and the computational effort can thus be
computed as

E = I(M, i∗, z) = M(i∗ + 1)R(z). (3)

4 Results

We performed a number of experiments to determine the computational effort
and a suitable setting of CGP parameters for our test problems. If not stated oth-
erwise, the following set of node functions is applied: identity (ID), plus (PLUS),
minus (MINUS), multiplication (MULT), constant (CONST) and multiplexer
(MUX). In order to evaluate a particular setting of CGP parameters, 200 inde-
pendent runs were conducted.

4.1 Newton-Raphson Iterative Division

It was recognized that the solution must contain at least two inputs, therefore
we can put ni = no = 2. One input is used for passing the intermediate result,
while the other one holds the original divisor. The probabilities of crossover
and mutation were set to Pc = 0.5 and Pm = 0.5 respectively. The number
of individuals was chosen as M = 1000, the maximal number of generations
G = 10000, nit = 5 and s = 8. Table 1 gives the computational effort for various
setting of nc and nr. According to the results, the best combination is nc = 5,
nr = 3.

Table 1. Computational effort regarding the number of columns and rows

nc, nr Computational effort

3, 2 2.24 · 108

5, 3 1.74 · 107

7, 4 3.64 · 107

9, 4 2.72 · 107

Next step was choosing the probabilities of mutation and crossover. When
finding each of the probabilities the other probability was set to 0, so it could
not affect the results. The results are summarized in Figure 2. We used nc = 5,
nr = 3.

As can be seen the mutation probability significantly influences the compu-
tational effort and the best value is Pm = 0.6. The crossover does not seem to
affect the computational effort very much. It can be noticed that values of the
computational effort are significantly higher for the crossover probability from
0.1 to 0.3. This is probably caused by the fact that the mutation probability
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Fig. 2. Computational effort vs mutation probability and crossover probability

was set to 0 in this experiment. Therefore, there was a big portion of individuals
in each generation that was not modified, so the evolution was slow compared
to higher values of crossover probability. On the other hand after reaching 0.4
the crossover probability does not seem to influence the computational effort
anymore. Considering this the crossover probability was chosen as Pc = 0.05
because of the little affect it has on evolution.

Finaly, we experimented with the population size. The CGP parameters were
set to values already found and the only variable parameters were the popula-
tion size M and maximum number of generations G. The maximum number of
generations was chosen in such way that the maximum number of individual
evaluations was constant for different values of M . Table 2 shows that M = 100
is the most suitable setting.

Table 2. Computational effort vs population size

Population size Computational Effort

10 16,058,949
20 5,613,264
50 5,805,492
100 5,038,127
200 5,727,632
500 9,250,326
1000 24,363,608

The fitness function uses the results of all the iterations to check for conver-
gence as stated in Section 3. Finaly, the stop condition limiting the number of
iterations must be chosen. Considering the specification of the experiment there
are two major ways of defining the stop condition. One of them is obviously
defining the maximum number of iterations. The other one is to check the dif-
ference between outputs of subsequent iterations and if the difference is smaller
than some predefined value, the evaluation is stopped. The second condition will
work, if the solution is correct, so the results of subsequent iterations converge.
But if the solution is not correct, the results can be constant or can even di-
verge. These situations could be omitted by checking the convergence. In this
experiment, the fixed number of iterations was used.
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Having chosen the CGP parameters we made 200 runs to find out that CGP
terminates with a correct solution in 52 % of runs and with the computational
effort 5,038,127. One of the solutions found is depicted in Figure 3.

Fig. 3. Evolved iterative division expression. The connections between outputs and
inputs are shown as dashed arcs.

The generality of the solution can be determined by comparing its structure to
the original algorithm. The solution shown is obviously representing the original
algorithm in expanded form Xi+1 = 2Xi − DX2

i . Other solutions found had
almost the same structure.

4.2 Goldschmidt Division

In this experiment, we could not determine any CGP settings leading to the
solution. After an investigation we found out, that the evolution had problems
finding the constant 2. This problem arises due to the nature of searched ex-
pression. The problem is that even if the constant differs from 2 just slightly,
the result will differ a lot. Therefore we have limited the set of constants just to
natural numbers. Using this restrictions, several solutions were discovered. The
best-performing setting is: nr = 2, nc = 5, ni = no = 2, M = 500, G = 10000,
Pm = 0.8, Pc = 0.05, nit = 10 and s = 8.

In summary, 15 out of 100 runs were successful and the computational effort
was 4,811,211. One of the solutions found is depicted in Figure 4. It is identical
with the original algorithm and optimal.

Fig. 4. Optimal solution for Goldschmidt iterative division. The connections between
outputs and inputs are shown as dashed arcs.
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4.3 Euclidean Algorithm

The most suitable CGP parameters were determined the same way as in the
previous experiments. Their values are: nr = 3, nc = 5, ni = no = 2, M = 500,
G = 2000, Pm = 0.6, Pc = 0.05, nit = 40 and s = 20. Although the proposed
method enables the use of results from individual iterations, it has not proved
useful in this case. Therefore, the fitness function used just the overall results
out of 20-point training set. The 91 % of runs led to a perfectly working solution
(with the computational effort of 2,086,497).

Fig. 5. Example of an individual found for Euclidean algorithm. The connections be-
tween outputs and inputs are shown as dashed arcs.

5 Conclusions

We have shown that the standard CGP is capable of evolving simple iterative
formulas. Based on training data, general well-known iterative formulas were
automatically rediscovered for tasks of division and GCD. In comparison with
classical symbolic regression problems [2], the computational effort increased by
approximately one order of magnitude. This finding seems to be justifiable since
determining a suitable iterative formula is a more difficult task than the classic
symbolic regression. Direct comparison with other methods of evolutionary iter-
ative algorithms design is quite difficult due to the fact the other authors used
different sets of experiments. Although we have not forced CGP to minimize
the size of phenotype we obtained almost optimal solutions with respect to the
constraints given.

In our future work, we plan to evolve iterative formulas for other functions
(square root, exponential etc.) and simultaneously to consider various trade-
offs that are typical for hardware, for example, a limited set of functions (no
multiplication), limited interconnection possibilities (to support pipelining) or
reusing of components vs convergence and precision.
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Abstract.  Conventional clustering algorithms employ a set of features; each fea-
ture participates in the clustering procedure equivalently. Recently this  
problem is dealt with by Locally Adaptive Clustering, LAC. However, like its 
traditional competitors the LAC method suffers from inefficiency in data with 
unbalanced clusters. In this paper a novel method is proposed which deals with 
the problem while it preserves LAC privilege. While LAC forces the sum of 
weights of the clusters to be equal, our method let them be unequal. This makes 
our method more flexible to conquer over falling at the local optimums. It also 
let the cluster centers to be more efficiently located in fitter places than its rivals. 

Keywords: Subspace clustering, Weighted Clusters, Features Weighting. 

1   Introduction 

Data clustering or unsupervised learning is an essential and also an ill-posed, NP-hard 
problem. The objective of clustering is to group a set of unlabeled objects into homo-
geneous groups or clusters which are overall called a data partition or partitioning [6-
7] and [9]. Clustering methods are applied to a set of patterns to partition the set into 
some clusters such that all patterns within a cluster are similar to each other and dif-
ferent from the members of other clusters. In other words, it is intended to have min-
imum inter-cluster variances and maximum between-cluster variances [14]. 

The partitional clustering algorithms such as k-means and k-medoid use exactly one 
point as the representative of each cluster. They partition the set of input patterns into 
non-overlapping clusters. They consider one point per cluster and iteratively update the 
representative of the cluster by placing it at the average (medoid) of the cluster. There 
is a proof for their convergence to a local minimum. The most well-known partitional 
clustering algorithm, k-means, is discussed by Jain and Dubes in detailed theoretically 
[9]. The term "k-means" was first used by James MacQueen [12]. 

The curse of dimensionality is an ever challenge in all supervised and also unsu-
pervised learning methods. In high dimensional spaces, it is highly likely that, for any 
given pair of points within the same cluster, there exist at least a few dimensions on 
which the points are far apart from each other. As a consequence, distance functions 
that equally use all input features may not be effective. Furthermore, it is very likely 
that each cluster in a real dataset is correlated with a subset of features meanwhile 
some others are correlated with other subsets of features. There are three ways to deal 
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with the curse of dimensionality. One: it could be addressed by requiring the user to 
specify a subspace [16]. Two: Another way is to reduce the dimensionality of the 
input space by feature reduction algorithms like PCA. Three: and finally, it can be 
dealt with by LAC (Locally Adaptive Clustering) algorithm. The first is error-prone, 
while the second is not fit in some cases and also not feasible in some other cases  
[4-5]. The LAC algorithm firstly developed by Domeniconi, has been shown that is 
suitable to solve the problem to a great extent. 

Although the third method conquers the problem of imbalanced feature-variance of 
each cluster, it is not capable of solving the imbalanced inter-cluster variances. Two 
other methods also are not capable of solving it. It is very common to face a dataset 
including some dense clusters as well as some sparse ones. However, all the previous 
methods are not capable of managing the problem. While if the clustering mechanism 
can take into account the densities of clusters simultaneously with the importance of 
each feature for them, then the mechanism can overcome the problem. In this paper a 
novel clustering algorithm is proposed which assigns an importance weight to each 
cluster as well as a weight vector to all features per each cluster. Each feature along 
which a cluster is loosely correlated receives a small weight; consequently, the feature 
becomes less participant in distance function for that cluster than the others. In con-
trary, each feature along which data are strongly correlated receives a large weight 
which results in participating in distance function with more effect. Our method bene-
fits from LAC and also uses the cluster importance concurrently.  

Our contributions are four-fold. 

1. We propose a novel clustering error criterion which takes into consideration the 
inter-cluster variances. 

2. We propose a novel clustering algorithm using the proposed criterion. 
3. We prove the convergence of the algorithm. 
4. We support our method with some results over a number of real datasets. 

2   Related Work 

Subspace clustering algorithms are considered as extensions of feature selection 
methods. They attempt to find clusters in different subspaces of the same dataset. Like 
feature selection methods, subspace clustering algorithms require a search method and 
an evaluation criteria. Indeed, the subspace identification problems are related to the 
problem of finding quantitative association rules that also identify interesting regions 
of various attributes [13] and [17]. If we consider only subsets of the features, i.e., 
subspaces of the data, then the clusters that we find can be quite different from one 
subspace, i.e., one set of features, to another. In addition, the subspace clustering must 
somehow limit the scope of the evaluation criteria so as to consider different sub-
spaces for each different cluster [16]. 

Subspace clustering algorithms are divided into two categories according to their 
searching approaches for subspaces. A brute force approach might be to search 
through all possible subspaces and apply cluster validation techniques to determine 
the subspaces with the best clusters [9]. This is not feasible because the subset genera-
tion problem is intractable [1] and [10]. Another choice of search technique is heuris-
tic based approaches. This categorization is demonstrated hierarchically in Fig 1 [16]. 
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Fig. 1. Categorization subspace clustering algorithms 

As shown in Fig 1, the first division in the hierarchy splits subspace clustering al-
gorithms into two groups, the top-down search methods [8] and [11] and bottom-up 
search methods. The second division is based on the way that the algorithms apply a 
measure of locality with which they are to evaluate subspaces. 

3   Proposed Criterion of Clustering 

Consider a set of points in some space of dimensionality D. A weighted cluster Ci is a 
subset of data points, together with a vector of weights wi = (wi1, . . . ,wiD), and also a 
co-efficient di such that the points in C are closely clustered according to the L2 norm 
distance weighted using wi and applied co-efficient di. The component wij measures 
the degree of participation of feature j to the cluster Ci. Where di is diameter of cluster 
i, in other words, weight of cluster Ci. If the points in Ci are well clustered along fea-
ture j, wij is large, otherwise it is small. Also for di, if the cluster Ci is a big cluster, di 
will be small number. It means if a cluster is big (or has high variance), its distances 
will be degraded, and otherwise they will be enlarged. Clustering algorithm now faces 
with the problem "how to estimate the weight vector w for each cluster and co-
efficients vector d for clusters of dataset". 

Now, the concept of cluster is not based only on points, but also involves a 
weighted distance metric, i.e., clusters are discovered in spaces transformed by w and 
simultaneously finding the volumes of clusters. For each cluster we now have a w 
vector reflecting the importances of features in the cluster and also a weight d stand-
ing as its diameter. The effect of w is to transform distances so that the associated 
cluster is reshaped into a dense hypersphere of points separated from other data. 
While the weight d is to transform data so that the clusters with low diversities be-
come denser and clusters with high diversities become bulkier. In traditional cluster-
ing, the partition of a set of points is induced by a set of representative vectors named 
centroids or centers. But now the clusters need the centroids plus w vectors and di-
ameters d.  
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Definition. Given a set S of N points x in the D-dimensional Euclidean space, a set of 
k centers {c1,…, ck}, cj  ∈D, j = 1,…, k, coupled with a set of corresponding weight 
vectors {w1,…,wk}, wj  ∈D, j = 1,…, k, and also a set of diameters dj, d ∈[0,1]k, parti-
tion S into k sets {S1,…, Sk}: 
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where wji represents the ith components of vectors wj as well as cji is ith dimension of 
cj, respectively, finally dj stands for diameter of cluster j (ties are broken randomly). 

The set of centers and weights are optimal with respect to the Euclidean norm, if 
they minimize the error measure: 
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subject to the constraints 1=∀ ∑i jiwj  and 1=∑ j jd . C and W are (D×k) matrices 

whose column vectors are cj and wj, respectively, i.e., C = [c1…ck] and W = [w1…wk], 
and |Sj| is the cardinality of set Sj. Solving the equation below, the vector D will be 
non-zero for all clusters and zero for one cluster and all data points will be assigned to 
the cluster corresponds to zero in D vector. 

)WD,C,(minarg),,( 1)WD,C,(*** EWDC =                                        3 

Our objective, instead, is to find diametric clusters partitioning, where the unit weight 
gets distributed among all clusters according to the respective variance of data within 
each cluster. One way to achieve this goal is to add the regularization term 
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log  which represents the negative entropy of the diameter distribution for 

clusters [8]. It penalizes solutions with minimal (zero) diameter on the single cluster. 
The resulting error function will be as follow: 
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subject to the constraint 1=∑ j jd , where h1 is parameter of criterion error. But now 

as it is said the solution of above error criterion will results in maximal (i.e., unit) 
weight on the feature with smallest variance in each clusters [4]. So, we add the regu-

larization term ∑
=

D

i
ijij ww

1

log  to our proposed error criterion. Then the proposed error 

criterion will be as follow: 
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subject to the constraints 1=∀ ∑i jiwj  and 1=∑ j jd . The coefficient h1, h2 ≥0 are the 

parameters of the procedure. Parameters h1 and h2 control how much the distribution 
of weight values will deviate from the uniform distribution. We can solve this con-
strained optimization problem by introducing the Lagrange multipliers λj (one for 
each constraint) and µ  for 1=∑ j jd , and minimizing the final (unconstrained now) 

error criterion: 
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For a fixed partition P, fixed cji and fixed dj, we compute the optimal w��
 by setting 
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solving equation n with respect to wji we obtain 
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substituting this expression in equation 8 yields to: 
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solving with respect to λj we obtain 
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solving wji* with considering wji and λj yields to: 
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again, solving first equation with respect to dj we obtain 

( ) μ+−⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
−−= ∑ ∑

= ∈
1

1

2
1

1
)log( hcx

S
wdh

D

i Sx
jii

j

jij
j

                         16 

( )

)1exp(

)
1

exp(

1

1

2

1

h

cx
Sh

w

d

D

i Sx
jii

j

ji

j

j

μ−

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
−−

=

∑ ∑
= ∈

                                     17 

substituting this expression in equation 15 yields to: 
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solving with respect to µ  we obtain 
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solving dj* with considering dj and µ  yields to: 
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For a fixed partition P and fixed wji, we compute the optimal cji
∗ by setting 0=

∂
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Solving with respect to cji gives 

∑
∈

=
jSx

i

j

ji x
S

c
1*                                                         22 

Proposition. When h1 = 0 and h2 = 0, the error function E3 is reduced to E1; when 
h1=∞ and h2=∞, the error function E3 is reduced to SSE. 

4   Search Strategy 

We need to provide a search strategy to find a partition P that identifies the final parti-
tion. Our approach is similar to k-means and LAC where they iteratively improve the 
quality of initial centroids, weights and diameters, by investigating the space near the 
centers to estimate the dimensions that matter the most. Specifically, we proceed as 
follows. We start with well-scattered points in S as the k centroids: we choose the first 
centroid at random, and select iteratively the others so that they are as far as possible 
from each so far-selected centroids. We initially set all weights and all diameters to 
1 D and 1/k respectively. Given the initial centroids cj, for j = 1,…, k, we compute the 
corresponding sets Sj as given in the definition above. Then we use the Sj to compute 
weights Wj. The computed weights are used to compute the diameters Dj, and finally 
Sj, Dj and Wj are used to update centroids cj. 

Input. N points x ∈ RD, k, and h1, h2. 

1. Start with k initial centroids c1, c2,…, ck; 
2. Set dj =1k, for each centroid cj, j =1,…, k 
3. Set wji =1 D, for each centroid cj, j =1,…, k and each feature i = 1,…,D 
4. For each centroid cj, compute Sj considering wji and dj; 
5. Compute new weights wji using cj and dj. 
6. For each centroid cj, compute dj considering wji and Sj; 
7. Compute new centroids. 
8. Iterate 4,5,6,7 until convergence. 
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Table 1.  Experimental results. * indicates dataset is normalized with mean of 0 and variance of 
1, N(0,1). 

 Simple Methods (%) 

Dataset Single 
Linkage 

Average 
Linkage 

Complete 
Linkage 

  K-means 
Fuzzy K-
means 

Proposed 
Algorithm 

Breast Cancer* 65.15 65.15 65.15 95.37 55.34 98.42 
Bupa* 58.26 57.68 57.68 54.49 37.77 59.36 
Glass* 35.05 37.85 37.85 45.14 49.07 53.41 
Wine 38.76 37.64 39.89 96.63 96.63 98.11 

Yeast* 34.38 35.11 38.91 40.20 35.65 47.34 
Iris 66.67 67.33 38.00 82.80 89.33 94.33 

SAHeart* 65.15 65.37 64.72 63.12 45.19 69.03 
Ionosphere* 63.82 67.52 65.81 70.66 53.22 72.84 

Galaxy* 25.70 25.70 25.70 29.88 29.41 36.19 

5   Experimental Results 

This section evaluates the result of applying proposed algorithm on 9 real datasets 
available at USI repository [15]. The final performance of the clustering algorithm is 
evaluated by re-labeling between obtained partition and the ground true labels and 
then counting the percentage of the true classified samples. Table 1 shows the per-
formance of the proposed method comparing with the most common base methods. 
To reach these results for proposed clustering algorithm, by trial and error we turn to 
the best parameter values for h1 and h2 per each dataset. As it can be seen in Fig. 2 the 
parameters h1 and h2 are set for all dataset in the ranges [0.06,0.15] and [0.09,0.27]. 
These ranges are obtained by trial and error to be the best options for all datasets.  

The four first columns of Table 1 are the results of some base clustering algo-
rithms. The results show that although each of these algorithms can obtain a good 
result over a specific dataset, it does not perform well over other datasets. But well 
setting of parameters of proposed method leads to its perfect superiority to most of 
well-known clustering algorithms. The only drawback of the proposed algorithm is 
the sensitivity to its two parameters. For a comprehensive study, look at the Fig 2 and 
Fig. 3. In Fig. 2, the normalized mutual information (NMI) values between output 
labels of WLAC algorithm and real labels for different values of parameters h1 and h2 
over Iris dataset are depicted. It is worthy to mention that the diagram is a cut from its 
best positions over all possible values for its parameters (h1 and h2 both are defined in 
the range [0,∝]). In Fig. 3, the normalized mutual information (NMI) values between 
output labels of LAC algorithm and real labels for different values of parameters h 
over Iris dataset are depicted. Note that the diagram is again a cut from its best posi-
tions over all possible values for its parameter (h is defined in the range [0,∝], i.e. y is 
defined in range [1,∝] and x is defined in range [1,10]). For a more detailed view of 
Fig. 3, look at the Fig. 4. It is obvious that in the best setting of parameter for LAC 
algorithm in the Iris dataset, it can't outperform WLAC algorithm with just a near best 
setting of its parameters, i.e. as it is presented in Fig. 2. Also note that WLAC is less 
sensitive to its well setting of parameters than LAC to its well setting of parameter. 
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Fig. 2. NMI between real labels of Iris dataset and those of obtained by WLAC algorithm using 
different values of parameters h1 and h2 

 

Fig. 3. NMI between real labels of Iris dataset and those of obtained by LAC algorithm using 
different values of parameters h (h=y+0.1*x-0.5) 
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Fig. 4. NMI between real labels of Iris dataset and those of obtained by LAC algorithm using 
different values of parameters h (h=0.01*x) 

6   Conclusion and Future Work 

This paper proposes a new metric in clustering which simultaneously considers the 
feature weighting and cluster weighting. It is also solved in algebraic mathematic so 
as to obtain the minima. A new algorithm based on k-means is presented to handle the 
amenities added to k-means metric, i.e. Sum of Square Errors (SSE). The proposed 
method have two parameters which must be appropriately set to obtain a well output 
partitioning. Tuning these parameters can be an open problem as future work which 
we are working on it.  

The only drawback of the proposed algorithm is its sensitivity to its two parame-
ters. But well setting of its parameters leads to its perfect superiority to most of well-
known clustering algorithms. So for future work, it can be studied how to overcome 
the problem of automatic setting of its two parameters. 
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Abstract. Antenna Positioning Problem (app) is an NP-Complete Op-
timisation Problem which arises in the telecommunication field. Its aim
is to identify the infrastructures required to establish a wireless net-
work. A well-known mono-objective version of the problem has been
used. The best-known approach to tackle such a version is a problem-
dependent strategy. However, other methods which minimise the usage of
problem-dependent information have also been defined. Specifically, mul-
tiobjectivisation has provided solutions of similar quality than problem-
dependent strategies. However, it requires a larger amount of time to
converge to high-quality solutions. The main aim of the present work
has been the decrease of the time invested in solving app with multi-
objectivisation. For this purpose, a parallel island-based model has been
applied to two app instances. In order to check the robustness of the ap-
proach, several migration stages have been tested. In addition, a scalabil-
ity analysis using the best-behaved migration stage has been performed.
Computational results have demonstrated the validity of the proposal.

1 Introduction

The Antenna Positioning Problem (app) and the Assignment Frequency Prob-
lem (afp) are the major problems [10] which arise in the engineering of mobile
telecommunication networks. The app identifies the most promising sites to lo-
cate a set of Base Stations (bs) or antennas. The sites are selected among a
list of potential ones. Several objectives can be taken into account for this pur-
pose. Most typical considered objectives are minimising the number of antennas,
maximising the amount of traffic held by the network, maximising the quality
of service, and/or maximising the covered area. In addition, a set of constraints
may be considered. The afp sets up frequencies used by such antennas with the
aim of minimising interferences, i.e., maximising the offered quality of service.
Both problems play a major role in various engineering, industrial, and scientific
applications because its outcome usually affects cost, profit, and other heavy-
impact business performance metrics. This means that the quality of the applied
approaches has a direct bearing on industry economic plans.

A. König et al. (Eds.): KES 2011, Part I, LNAI 6881, pp. 32–41, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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In this paper, the app has been addressed. The app has been referred in
the literature using alternative names, mainly: Radio Network Design (rnd)
and Base Station Transmitters Location Problem (bst-l). The app is a very
complex problem. In fact, it has been demonstrated to be a NP-complete prob-
lem [8]. The app and the afp have been jointly analysed in some cases [1].
In other cases, they have been considered as independent problems [9]. Several
formulations of the app have been proposed [11]. Most of them have been mono-
objective proposals [9]. In [14], the app was tackled as a mono-objective problem
by translating the other considered objectives into restrictions. In [13], several
objectives were considered simultaneously and multi-objective strategies were
applied. In this paper, the mono-objective variant presented in [2,16] has been
used. In this version, the fitness function takes into consideration the coverage
of the deployed network and the number of used bs.

Many strategies have been applied to the mono-objective and multi-objective
versions of the app. Most of them incorporate problem-dependent information.
Therefore, adapting them to other variants of the problem is not a trivial task.
Moreover, such approaches have a huge cost associated to its design. In [1,14]
completely ad-hoc heuristics were designed. Evolutionary strategies were applied
in [2,16]. In [16], problem-dependent information was included in the mutation
operators. A wide comparison of mono-objective techniques applied to the here
considered version of the app was performed in [8]. Problem-independent tech-
niques achieved poorer quality solutions than those which incorporated problem-
dependent information. However, given the drawbacks of problem-dependent
approaches, several alternatives that minimises the usage of problem-dependent
information have also been tested. In [11], Multi-objective Evolutionary Algo-
rithms (moeas) were applied. The here considered mathematical formulation
was used, but the coverage and the number of bs were considered as two sepa-
rate objectives. The diversity of the solutions was improved. However, the moeas
were not able to achieve as high fitness values as problem-dependent approaches.
Another alternative resides on the usage of multiobjectivisation. The term mul-
tiobjectivisation was introduced in [7] to refer to the reformulation of originally
mono-objective problems as multi-objective ones. In [12], multiobjectivised ap-
proaches had a slower convergence than problem-dependent techniques. How-
ever, in the long term they were able to achieve solutions of similar quality.

In order to reduce the computational time, several studies have considered the
parallelisation of moeas [3]. Parallel Multi-Objective Evolutionary Algorithms
(pmoeas) can be classified [5] in three major computational paradigms: master-
slave, island-based, and diffusion. When compared to other parallel models, the
island-based approach brings two benefits: it maps easily onto the parallel archi-
tectures, and it extends the search area, trying to avoid local optima stagnation.
Island-based models have shown good performance and scalability in many ar-
eas [3]. They conceptually divide the overall pmoea population into a number
of independent populations, i.e., there are separate and simultaneously moeas
executing on each island. Each island evolves in isolation for the majority of the
pmoea execution, but occasionally, some individuals can be migrated between
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neighbour islands. Given that the migration stage allows the collaboration among
islands, it is an essential operation on these parallel schemes. A well-designed
migration stage could provide a successful collaboration.

In this paper, the validity of the hybridisation among parallel island-based
models and multiobjectivised strategies applied to the app has been tested. A
comparison among several migration stages has been carried out to check the
robustness of the approach. Moreover, a scalability study with the best-behaved
migration stage has been performed. The main aim has been the decrease of the
time invested by multiobjectivised strategies to achieve a similar quality level
than the one obtained by problem-dependent approaches.

The remaining content of the work is structured in the following way: the
mathematical formulation of the problem is given in Sect. 2. Section 3 is devoted
to describe the applied optimisation scheme. The sequential strategy is detailed
in Sect. 3.1. Specifically, the multiobjectivised methods and genetic operators are
described. In Sect. 3.2 the applied parallel island-based model is depicted. Then,
the experimental evaluation is presented in Sect. 4. Finally, the conclusions and
some lines of future work are given in Sect. 5.

2 APP: Mathematical Formulation

The app is defined as the problem of identifying the infrastructures required to
establish a wireless network. It comprises the maximisation of the coverage of
a given geographical area while minimising the bs deployment. A bs is a radio
signal-transmitting device that irradiates any type of wave model. The region
of the area covered by a bs is called a cell. In the considered app definition, a
bs can only be located in a set of potential locations. The app mathematical
formulation here used was presented in [2,16]. In this formulation, the fitness
function is defined as:

f(solution) = Coverα

Transmitters

In the previous scheme, a decision maker must select a value for α. It is tuned
considering the importance given to the coverage, in relation with the number
of deployed bs. As in [2,16], the parameter α = 2 has been used.

The geographical area G on which a network is deployed is discretised into a
finite number of points or locations. Tamx and Tamy are the number of vertical
and horizontal subdivisions, respectively. They are selected by communications
experts, depending on several characteristics of the region and transmitters. U is
the set of locations where bs can be deployed: U = {(x1, y1), (x2, y2), ..., (xn, yn)}.
Location i is referred using the notation U [i]. The x and y coordinates of
location i are named U [i]x and U [i]y, respectively. When a bs is located in
position i, its corresponding cell is covered. The cell is named C[i]. In this
work, the app canonical formulation has been used, i.e., an isotropic radiat-
ing model has been considered for the cell. The set P determines the locations
covered by a bs: P = {(Δx1, Δy1), (Δx2, Δy2), ..., (Δxm, Δym)}. Thus, if bs i
is deployed, the covered locations are given by the next set: C[i] = {(U [i]x +
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Δx1, U [i]y + Δy1), (U [i]x + Δx2, U [i]y + Δy2), ..., (U [i]x + Δxm, U [i]y + Δym)}.
Being B = [b0, b1, ..., bn] the binary vector which determines the deployed bs,
the next definitions holds for app:

Transmitters =
∑n

i=0 bi Cover =
∑ tamx

i=0
∑ tamy

j=0 covered(i,j)

tamx×tamy
× 100

where:

covered(x, y) =
{

1 If ∃ i/{(bi = 1) ∧ ((x, y) ∈ C[i])}
0 Otherwise

3 Optimisation Scheme

3.1 Sequential Strategy

The best-behaved optimisation scheme among the proposed in [12] has been
used in the current work. It is based in the well-known Non-dominated Sorting
Genetic Algorithm II (nsga-ii). In that approach, an artificial objective func-
tion was added to multiobjectivise the app. Multiobjectivisation changes the
fitness landscape, so it can be useful to avoid local optima [6], and consequently,
to make easier the resolution of the problem. However, it can also produce a
harder problem [4]. There are two different ways of multiobjectivising a prob-
lem. The first one is based on a decomposition of the original objective, while
the second one is based on aggregating new objective functions. The aggregation
of alternative functions can be performed by considering problem-dependent or
problem-independent information. To multiobjectivise the app, the first objec-
tive was selected as the original fitness function, while for the second one, an
artificial function which tries to maximise the diversity was used. Several arti-
ficial functions were tested in [12]. The one which obtained the best results is
based on using the Euclidean distance to the best individual in the population.
Since selection pressure is decreased, some low quality individuals could be main-
tained along several generations. However, these individuals could help to avoid
stagnation in local optima. In fact, in [12] the best-behaved multiobjectivised
approach was able to achieve, in the long term, solutions of similar quality than
problem-dependent strategies.

The nsga-ii makes use of a variation phase, which consists in the application
of mutation and crossover operators. The best-behaved genetic operators applied
in [11] have been considered. The applied mutation operator has been the well-
known Bit Inversion Mutation. Each gene is inverted with a probability pm. The
used crossover operator has been the Geographic Crossover. It exchanges the
bs which are located within a given radius (r) around a randomly chosen bs.
It is applied with a probability pc. Tentative solutions have been represented as
binary strings with n elements, where n is the number of potential bs. Each gene
determines whether the corresponding bs is deployed.
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3.2 Parallel Strategy

In order to reduce the execution time required to attain high quality solutions
with the aforementioned sequential approach, parallelisation has been consid-
ered. Specifically, an island-based model has been applied. In island-based mod-
els, the population is divided into a number of independent subpopulations. Each
subpopulation is associated to an island and a moea configuration is executed
over each subpopulation. Usually, each available processor constitutes an island
which evolves in isolation for the majority of the parallel run. However, collab-
orative schemes could lead to a better behaviour. Therefore, a migration stage
which enables the transfer of individuals among islands is generally incorporated.

Four basic island-based models are seen to exist [5]: all islands execute iden-
tical configurations (homogeneous), all islands execute different configurations
(heterogeneous), each island evaluates different objective function subsets, and
each island represents a different region of the genotype or phenotype domains.
In the first two variants, the population of each island represents solutions to
the same problem. In the third variant, each island searches a reduced problem
domain space. The last variant isolates each processor to solve specific, non-
overlapping regions of genotype/phenotype domain space. The parallel strategy
presented in this paper is based on the homogeneous island-based model. Each
island of this parallel strategy executes the approach exposed in Sect. 3.1.

Given that the migration stage allows the collaboration among islands, it is
an essential operation on these parallel schemes. A well designed migration stage
could provide a successful collaboration. Thus, the solution search space could
be better explored and higher quality solutions could be obtained. However, if
a not suitable migration stage is applied inside the model, the effect could be
similar, or even worse, than having separate moeas simultaneously executing on
several processors with no communication among them. Therefore, the migration
stage must be carefully defined. In order to configure the migration stage, it is
necessary to establish the migration topology (where to migrate the individuals)
and the migration rate (the maximum number of individuals to be migrated at
each step and how often the migration stage is executed). In addition, individuals
which are going to be migrated and those which are going to be replaced must
be selected. Such a selection is performed by the use of the migration scheme
and the replacement scheme, respectively.

Fitness landscapes of island-based models may be completely different from
those produced by their corresponding sequential moeas. As such the pmoea

may find better or equivalent solutions quicker or even slower. Depending on
the selected migration stage, the landscape is affected on different ways [15].
Therefore, four different migration stages have been tested in this work. The mi-
gration stages [15] have been constituted by combining different migration and
replacement schemes. Two migration schemes have been tested: Elitist (eli),
and Random (rnd). In eli, a subpopulation individual is selected if it is better
than any member of its previous generation. In the rnd scheme, subpopulation
individuals are randomly selected. Also, two replacement schemes have been
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analysed: Elitist Ranking (eli), and Random (rnd). In the eli scheme, first,
the subpopulation individuals of the destination island are ranked following the
nsga-ii Crowding Operator. Then, individuals randomly selected from the worst
available rank are replaced. In the rnd replacement scheme, subpopulation indi-
viduals are randomly selected. Each migration stage has been identified with the
following acronym: migration-replacement. For example, eli-rnd means that an
elitist migration scheme has been combined with a random replacement scheme.

4 Experimental Evaluation

In this section the experiments performed with the different optimisation schemes
depicted in Sect. 3 are described. Tests have been run on a Debian GNU/Linux
computer with 4 AMD R© Opteron TM (model number 6164 HE) at 1.7 GHz and
64 Gb RAM. The compiler which has been used is gcc 4.4.5. Two app instances
have been analysed. The first one is a real world-sized problem instance. It is
defined by the geographical layout of the city of Málaga (Spain). This instance
represents an urban area of 27.2 km2. The terrain has been modelled using a 450
x 300 grid, where each point represents a surface of approximately 15 x 15 m.
The dataset contains n = 1000 candidate sites for the bs. The second instance
is an artificial generated one. In this case, the terrain has been modelled using
a 287 x 287 grid. The dataset contains n = 349 candidate sites for the bs.

Since experiments have involved the use of stochastic algorithms, each execu-
tion has been repeated 30 times. Each experiment has been carried out for both
instances. In order to provide the results with statistical confidence, comparisons
have been performed applying the following statistical analysis. First, a Shapiro-
Wilk test is performed in order to check whether the values of the results follow
a normal (Gaussian) distribution or not. If so, the Levene test checks for the
homogeneity of the variances. If samples have equal variance, an anova test is
done. Otherwise, a Welch test is performed. For non-Gaussian distributions, the
non-parametric Kruskal-Wallis test is used to compare the medians of the algo-
rithms. A confidence level of 95% is considered, which means that the differences
are unlikely to have occurred by chance with a probability of 95%.

For all experiments, the following parameterisation has been used: r = 30,
pc = 1, and pm = 1

n , being n the number of potential sites. For the artificial
instance the population size has been fixed to 50 individuals, and for the Málaga
instance a population size of 100 individuals has been used.

In the first experiment, a robustness analysis of the parallel model in terms
of the applied migration stage has been carried out. The parallel island-based
model has been tested with the 4 migration stages described in Sect. 3.2. They
have been executed with 4 islands, and with a stopping criterion of 6 hours. In
every case, an all to all connected migration topology has been applied. The
migration rate has been fixed to 1 individual and a migration probability equal
to 0.01 has been used. Figure 1 shows the evolution of the average fitness val-
ues for the parallel and sequential approaches. For both instances, the parallel
approaches have clearly improved the results obtained by the sequential strategy.
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Fig. 1. Fitness evolution of the parallel island-based model with 4 islands

All parallel island-based models have obtained similar fitness values. In fact,
the statistical analysis has revealed that differences among them has not been
significant. In both cases, the highest average fitness value has been obtained
by the parallel model which has used the eli-rnd migration stage. Since high
quality results have been obtained by every parallel model regardless of the
applied migration scheme, the robustness of the proposal has been demonstrated.

Given that the parallel models have used more computational resources than
the sequential model, the obtained improvement must be quantified. Run-length
distributions are useful to quantify the improvement of the parallel models. They
show the relation between success ratios and time. The success ratio is defined
as the probability of achieving a certain quality level. Run-length distributions
have been calculated for the parallel island-based models, and for the sequential
strategy. In the case of the artificial instance, since each parallel scheme has
been able to achieve the best currently known fitness value, such a value has
been selected as the quality level. For the Málaga instance, the variance of the
results has been higher than for the artificial instance. Thus, if the best currently
known fitness value had been selected as the quality level, very low success ratios
would have been achieved. Therefore, the quality level has been selected so that
at least a 60% of success ratio has been achieved by every parallel island-based
model. Figure 2 shows the run-length distributions of the parallel and sequential
models for both instances. In the case of the sequential model, a maximum
execution time of 24 hours has been considered. For the parallel models, the
maximum considered execution time has been 6 hours. Run-length distributions
have confirmed the superiority of the parallel approaches. In fact, superlinear
speedup factors have been obtained. The main reason has been the ability of the
parallel models to extend the search space, and consequently, to deal with local
optima stagnation. Run-length distributions have also shown the similarities
among the different parallel approaches. However, when high success ratios have
been taken into account, eli-rnd has been the best-behaved strategy.

The second experiment has analysed the scalability of the proposed parallel
strategy. The parallel island-based model with the best-behaved migration stage
(eli-rnd, referenced in this second experiment as par4) has been executed with
8 islands (par8) and 16 islands (par16). Figure 3 shows their run-length dis-
tributions considering a maximum execution time of 6 hours for both instances.
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Fig. 2. Run-length distributions of the parallel island-based models with 4 islands
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Fig. 3. Run-length distributions of the parallel models (4, 8, and 16 islands)

They show the benefits of incorporating additional islands. Speedup factors, tak-
ing as reference par4, have been calculated for different success ratios, ranging
from a 25% to a 75%. In the case of the artificial instance, the speedup factor of
par8 has ranged from 1.57 to 1.88. For the model par16, they have ranged from
1.62 to 3.57. Some punctual scalability problems have been detected for par16.
In fact, par8 and par16 have provided similar speedup factors for some success
ratios. However, par16 has obtained higher speedup factors for other success
ratios, showing its benefits. For the Málaga instance, some scalability problems
have also been detected. The benefits obtained by par8 have been negligible.
In fact, the run-length distributions of par4 and par8 have been similar. How-
ever, when a higher number of islands has been considered (par16), the obtained
speedup factors have increase. The speedup factors of par16, taking as reference
par4, have ranged from 1.42 to 1.9.

5 Conclusions and Future Work

The app is one of the major problems which arises in the engineering of mo-
bile telecommunication networks. In this paper, an analysis of the hybridisation
among parallel island-based models and multiobjectivised strategies applied to
the app has been performed. This analysis has been carried out with two different
instances. Multiobjectivisation is a more general strategy than those which incor-
porate problem-dependent information. In [12], several multiobjectivisations of
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the app were proposed. The optimisation scheme was based on the nsga-ii. The
best-behaved multiobjectivised method took into account the Euclidean distance
to the best individual of the population. The main drawback of this approach
was the increase of the required time to attain high quality solutions, when
multiobjectivisation was compared with problem-dependent strategies. In order
to decrease the convergence time, a homogeneous island-based model has been
applied. The configuration executed on the islands has been the best-behaved
multiobjectivised approach proposed in [12]. Migrations are an essential oper-
ation in these parallel schemes. Therefore, a robustness analysis of the parallel
model has been performed taking into consideration different migration stages.
The experimental evaluation has demonstrated the robustness of the parallel
approach regardless of the incorporated migration stage. In addition, every par-
allel approach have clearly improved the results obtained by the corresponding
sequential approach. In fact, superlinear speedup factors, have been obtained by
them, when 4 islands have been used. Afterwards, a scalability analysis up to 16
islands with the best-behaved migration stage (eli-rnd) has been performed.
For both instances, some scalability problems have been detected. The time in-
vested in achieving high quality solutions has been decreased by incorporating
additional processors. However, the decrease has not always been in a linear way.

Future work will be focused in the application of parallel hyperheuristics to
solve the app. Since the appropriate optimisation method could depend on the
instance that is being solved, the application of hyperheuristics seems a promis-
ing approach. Thus, the selection of the optimisation method which is used on
each island, could be performed in an automatic way. In addition, it would be
interesting to analyse other app instances.
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Abstract. This work presents the application of two adaptive decision making 
algorithms in Web switch controlling operations of cluster-based Web systems. 
The proposed approach applies machine learning techniques; namely a fuzzy 
logic and neural networks, to deploy the adaptive and intelligent dispatching 
within locally distributed fully replicated Web servers. We present the adaptive 
control framework and the design of Web switch applying our conception. We 
demonstrate through the simulations experiments the difference between our al-
gorithms and compare them with the most popular and reference distribution 
algorithms.  

Keywords: Quality of Web service, Cluster-based Web system, HTTP request 
distribution. 

1   Introduction 

Quality of Web service (QoWS) is nowadays one of the key elements which have a 
significant impact on the profitability of conducted Internet enterprises. There are 
many different ways of improving QoWS [6]. The encountered solutions include the 
application of  a more efficient server in the service, scheduling and admission control 
in the Web server [12], the application of a locally [9] and globally [4] distributed 
cluster-based Web system.  

The most commonly used technique for improving QoWS is the application of a 
locally distributed cluster-based Web system where a group of Web servers repre-
sented by one virtual IP address work together to service HTTP requests. The key 
element controlling the cluster-based Web system is a Web switch, which receives 
HTTP requests and distributes them sharing the load among Web servers. The request 
distribution algorithm in the Web switch decides which of the Web servers should 
service the request. The efficiency of the service and the request response time sig-
nificantly depends on the type of applied algorithm. The most commonly applied in 
industrial solutions simple request distribution algorithms are Round-Robin (RR) and 
its variation Weighted Round-Robin (WRR) [6]. Other more complex algorithms take 
into account the content of the requests. Reference algorithms belonging to this group 
are for example Locality Aware Request Distribution (LARD) [1] taking into account 
past decisions and Content Aware Policy (CAP) [7] working like the RR algorithm 
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for each of the kind of requests. A separate group of distribution algorithms are adap-
tive algorithms which can adapt to a changing environment. The most well-known are 
AdaptLoad [13] which distribute the request on the base of the size of requested ob-
jects, Adaptive Load Balancing Mechanism (ALBM) [8], which take into account the 
load of the server applications and finally two algorithms, proposed by the author, 
minimizing request response time, Fuzzy Adaptive Request Distribution (FARD) [3] 
and Local Fuzzy Neural Requests Distribution (LFNRD). A good survey of different 
distribution algorithms can be found in [9]. 

In this paper two request distribution algorithms FARD and LFNRD are compared. 
The LFNRD is a new algorithm created on the base of the FARD algorithm. Each of 
the algorithms use in its construction fuzzy-neural approach. By applying the compu-
tational and learning potentials of neural networks into fuzzy systems we can achieve 
learning and adaptation characteristics of such hybrid solutions. The integration of 
neural networks and fuzzy logic leads to controllers with an adaptive nature that sup-
ports robust control in uncertain and noisy environments [4]. 

The rest of the paper is organized as follows. First, we introduce the idea of adap-
tive request distribution. Then, we show how the concepts of a fuzzy logic and neural 
networks are merged in two request distribution algorithms. After that, the simulation 
model and results are discussed. Finally, we present the conclusion. 

2   Adaptive Request Distribution  

An adaptive control system can be defined as a feedback control system intelligent 
enough to adjust its characteristics in a changing environment so as to operate in an 
optimal manner to some specific criteria [5]. Basically in an adaptive control scheme, 
we can assume that there exist a basic control algorithm and an adaptation algorithm 
used to gradually improve the basic algorithm.  

In our approach we are controlling the operations of a locally distributed Web sys-
tem. The following elements can be distinguished in the Web system: clients sending 
HTTP requests, Web switch redirecting incoming requests and Web servers servicing 
requests with the use of backend servers which include application and database serv-
ers. Fig. 1.a presents cluster-based Web system. 

The purpose of the operation of the system in our conception is to minimize HTTP 
request response times in the way that for each individual HTTP request Web server 
offering the shortest response time is chosen. All the decisions and supervision under 
the system is realized by the Web switch. 

We assume that the content offered in the service is fully replicated and each of the 
Web servers working in the cluster can service each request belonging to the set of 
requests accepted in the service. We also assume the requests in the web switch are 
serviced according to the First Come First Served policy and all HTTP requests are 
treated equally. 

In order to describe the conception let us introduce the following denotations: ix  – 

HTTP request, Xxi ∈ , X  is a set of requests serviced in the Web service; i  – index 

of the HTTP request, Ii ,...,1= ; iO  – load of the system at the moment of i th  
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request arrival,  [ ]S
i

s
iii OOOO ,...,,...,1= , Ss ,...,1= ; S  – number of Web servers 

in the system; s
iO  – load of the s th Web server; it

~
 – responce time for the i th re-

quest,  measured from the moment of sending the request from the Web switch to the 

server, up to receiving the HTTP response by the switch; s
it̂  – estimated response 

time of the i th request for s th Web server, Ss ,...,1= ; iw  – decision, Web server 

chosen to service the i th request, { }Swi ,...,1∈ ; s
iU  – parameters of the s th Web 

server in the i th moment in decision making algorithm. 
The concept of adaptive decision making used is illustrated in Figure 2. The decision 

making algorithm consists of two parts: the basic distribution algorithm and the adapta-
tion algorithm. The decision making algorithm designate the decision 

{ }Sstw s
i

s
i ,...,1:ˆmin ==  taking into account the load iO  to estimate request re-

sponse times S
i

s
ii ttt ˆ,...,ˆ,...,ˆ1 . Based on the estimated response time 

iws

s
it =
ˆ  and ob-

served response time it
~

, the adaptation algorithm calculates new parameters 
iws

s
iU

=+ )1(  

of the basic distribution algorithm which are used in the next decision ( )1+i . 
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Fig. 1. a) Cluster-based Web system, b) Decision making process   

Based on the presented conception we have developed two distribution algorithms 
namely LFNRD and FARD. Both of the algorithms use the same basic distribution 
algorithm and different adaptation algorithms. The proposed algorithms are built 
around the merged application of two intelligent decision making methods, namely 
fuzzy and neural networks. Design of Web switch applying discussed conception is 
presented in the next section. 

3   Web Switch Design 

The Web switch constructed in accordance with the concept of adaptive request 
distribution consists of three main parts: a distribution algorithm determining Web 
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server to service the request, an execution module which executes the decisions and a 
measurement module collecting informations required in decision-making process. 
The schema of adaptive Web switch is presented on the Fig. 2.   
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Fig. 2. Adaptive Web switch 

The HTTP request is treated in the Web switch on one hand as the information re-
ferred to the task the Web server should carry out (marked as a single line on the 
figures) but on the other hand as the carrier of the information transferred physically 
to the Web server (marked as double line). 

The incoming request ix  is at first redirected to the server models which estimates 

request response times s
it̂ , Ss ,..,1= , for each Web server operating in the cluster. 

Each server model represents one Web server.  The time s
it̂  is estimated on the base 

of the load s
iO  of the Web server. The description of the operation of the server 

model will be presented in a later part of this section. 
The decision module determines the decision iw  according to 

{ }Sstw s
i

s
i ,...,1:ˆmin == , where { }Swi ,...,1∈ . The Web server offering the short-

est estimated request response time is chosen. 
The execution module supervises the servicing of the request on the Web server. It 

transfers the request ix  to the chosen Web server iw , receives the response and trans-

fers the response to the client.  
During servicing the request by the Web server the measurement module measures 

the response time it
~

, and after the completion of the service passes the time to the 

iw th server module. The measurement module determines also the load of each of the 

Web servers s
iO , Ss ,..,1= , where Ts

i
s
i

s
i baO ],[= , s

ia  is the number of static 

requests and s
ib  is the number of dynamic requests concurrently serviced by the s th 
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Web server. All the information collected by the module is available within the Web 
switch. 

3.1   Server Model 

The way of operation of the server module is different for the FARD and the LFNRD 
algorithm. However, the overall structure of functional blocks of the server module 
for both algorithms is similar. The following modules can be distinguished in the 
server model: classification, estimation mechanism, adaptation mechanism and pa-
rameter DB (Fig. 3.a).  

For clarity of denotations the index s  of the server will be dropped in the pertain-
ing formulas. 

The classification module classifies all incoming requests. The class ik  of the re-

quested object is determined on the base of the object’s size, in the case of static ob-
jects where every dynamic object has its own individual class, },...,1{ Kki ∈  and K  

is the number of classes. Objects belonging to the same class have similar service 
times. 

The parameter DB module stores parameters of the server model. It was marked as 

iU  for the LFNRD algorithm and iU ′  for the FARD algorithm. There are different 

sets of parameters for objects belonging to different classes therefore 

[ ]TKikiii UUUU ,...,,...,1=  and [ ]TKikiii UUUU ′′′=′ ,...,,...,1 , },...,1{ Kk ∈ . 

The estimation mechanism estimates response time it̂  for request ix  based on the 

load s
iO  of the server taking in to account the parameters kiU  or kiU ′ . The adaptation 

mechanism updates parameters )1( +ikU  or )1( +′ ikU  on the base of the load s
iO , esti-

mated it̂  and measured it̂  response times, and previous values  of parameters kiU  or 

kiU ′ . 

The estimation and adaptation modules for both the FARD and the LFNRD algo-
rithms form neuro-fuzzy models in which the following blocks can be distinguished: 
fuzzification, inference and defuzzification. Both of the models are different, however 
they estimate the request response time in the same way and adapt to the time-varying 
environment in a different way. The Fig 3.b presents the neuro-fuzzy model for the 
FARD algorithm while Fig 3.e presents the model for the LFNRD algorithm. 

The inputs for both of the fuzzy-neural networks is the load of the server ia  and 

ib . The fuzzy sets for input ia  are denoted as aLala ZZZ ,...,,...,1 , and similarly 

fuzzy sets for input ib  are denoted as bMbmb ZZZ ,...,,...,1 , where L  and M  are the 

number of fuzzy sets. The fuzzy sets membership functions for both inputs are de-
noted as ( )iZ a

al
μ , ( )iZ b

bm
μ , Ll ,...,1= , Mm ,...,1= . The functions are triangular 

and can be presented like on the Fig. 3.c. The parameters kiLkilki  )1(  1 ,...,,..., −ααα  

specify the shape of membership functions for input ia  and 
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kiMkimki  )1(  1 ,...,,..., −βββ  for input ib . The outputs of fuzzification blocks are the 

values of membership to individual fuzzy sets. 
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Fig. 3. a) Server model module, b) Neuro-fuzzy model for FARD algorithm, c) Membership 
functions for input, d) Membership functions for output, e) Neuro-fuzzy model for LFNRD 
algorithm 

In the inference block products of inference are obtained 
( ) ( )iZiZiR ba

bmalj
μμμ ⋅= , where Ll ,...,1= , Mm ,...,1= , Jj ,...,1= , LMJ ⋅= . 

The rule base used in the module consist of J  rules constructed in following way: 

jR : IF ( a = alZ ) AND ( b = bmZ ) THEN ( t = jT ), where a , b  denotes load of the 

server, t  is a response time, Jj TTT ,...,,...,1  are fuzzy sets for output it̂ , Ll ,...,1= , 

Mm ,...,1= , Jj ,...,1= .  
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In the defuzzification block the estimated service time value it̂  is calculated with 

use of the Height Method. Assuming that membership functions for outputs fuzzy sets 
are singletons indicating values Jkijkiki ttt ,...,,...,1  (Fig. 3.d)  the estimated service 

time can be calculated in the following way ∑ =
= J

j iRjkii j
tt

1
ˆ μ . 

In the adaptation process the FARD algorithm modifies only the parameters of the 

output membership functions [ ]kiJkijkiki tttT    1 ,...,,...,= therefore the parameters DB 

can be presented as follow kiki TU = . In this algorithm the parameters for input fuzzy 

sets membership functions [ ]kiLkilkikiA  )1(  1 ,...,,..., −= ααα ,  

[ ]kiMkimkikiB  )1(  1 ,...,,..., −= βββ are constant and uniformly cover the span of the 

inputs ia  and ib . In the LFNRD algorithm not only the parameters of output fuzzy 

sets are modified [ ]kiJkijkiki tttT    1 ,...,,...,= but also parameters of input fuzzy sets 

[ ]kiLkilkikiA  )1(  1 ,...,,..., −= ααα , [ ]kiMkimkikiB  )1(  1 ,...,,..., −= βββ , therefore 

[ ]kikikiki YBAU ,,=′ . 

 The backpropagation method introduced by Werbos [11] and gradient descent rule 
developed by Widrow and Hoff were used to tune the parameters. According to this, 

the parameters are adjusted based on the general formula iiii E δηδδ ∂∂−=+ )1(  

where )1( +iδ  is the updated value of the parameter iδ , η  is the learning rate, and 

iiE δ∂∂  is the partial error, ( ) 2
2

ii eE =  and iii tte ~ˆ −= . Based on this new 

values of parameters for the output membership functions are calculated in the FARD 

and the LFNRD algorithms according to ( ) ( )iiiRtj kiikj tttt
j

ˆ~
1 −+=+ μη , where tη  is 

adaptation ratio.  
The parameters of input fuzzy sets membership functions in the LFNRD algorithm 

are updated in the following way: 

 ( ) ( ) ( ) ( )( ) ( )( )( )∑ ∑= = +⋅−+ ∂∂−+= M L

lkiiZkiLmiZiialkiil k atbtt
ab1 1  11

ˆ~
γ ϕ ϕ αμμηαα

ϕγ
, 

( ) ( ) ( ) ( )( ) ( )( )( )∑ ∑= = +⋅−+ ∂∂−+= L M
m kiiZkiMliZiibm k iim k btatt

ba1 1  11
ˆ~

ϕ γ γ βμμηββ
γϕ

, 

where aη , bη  are adaptation ratios, 1,...,1 −= Ll , 1,...,1 −= Mm . 

4   Simulation Model and Experiment Results 

In order to evaluate the operations of Web cluster operating under control the FARD 
and the LFNRD algorithms simulation experiments were conducted with the use of 
the CSIM 19 package [10]. The simulation program consists of the following mod-
ules: HTTP request generator, Web switch, Web and database servers (Fig. 4a). 
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b)   

Category Distribution Parameters 
Requests per 
session 

Inverse 
Gaussian 

μ=3.86, 
λ=9.46 

User think time Pareto α=1.4, k=1 
Objects per request Pareto α=1.33, k=2 
HTML object size Lognormal 

Pareto 
μ=7.630, 
σ=1.001 
α=1, k=10240 

Embedded object 
size 

Lognormal μ=8.215, 
σ=1.46 

  

 

 

client 

CPU 

HDD 

Web Server DB Server

Web Switch  

client 

client 

Request 
Generator 

… 

…

…… 

… CPU 

HDD 

Web Server DB Server 

CPU 

HDD

Web Server

DB Server 

… 

 
a) 

c)           

Type Mean 
service 

time 

Frequency 

High 
intensive 

20 ms 0.85 

Medium 
intensive 

10 ms 0.14 

Low 
intensive 

5 ms 0.01 

  

Fig. 4. a) Simulation model, b) Workload model parameters, c) Workload model parameters of 
dynamic objects 

In the Web switch module the following algorithms were implemented FARD and 
LFNR, the most popular RR and WRR, reference most effective algorithms LARD and 
CAP. The server model consisted of the processor, the hard drive and the cache mem-
ory. The service times were established on the base of experiments for the Apache Web 
server operating on a computer with Intel Pentium 4, a 2 GHz processor and a Seagate 
ST340810A IDE hard drive. The service of static and dynamic requests was provided. 
The dynamic requests, serviced by the Web and database server, were divided into three 
classes [7]: high intensive, medium intensive and low intensive. The service times of the 
dynamic requests were modeled according to hyperexponential distribution with pa-
rameters presented in Fig. 4c. The request generator module was working in the way 
that the generated request traffic complied with the traffic observed on the Internet, 
which is characterized by bursts and self-similarity [2] (Fig. 4b). 

The experiments were conducted for two Web clusters, the first one contained 
three set of Web and database servers, the second one contained five sets of servers. 
In the Fig. 5.a and 5.b the diagrams of mean request response time in function of the 
load (new clients per second) are presented.  
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Fig. 5. Request response time vs. load a) three Web servers, b) five Web servers  

As one can see the shortest request response times were obtained for the LFNRD 
algorithm both for three and five Web server clusters. Slightly longer times especially 
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for five Web server cluster were obtained for the FARD algorithm. The differences in 
the working of the algorithms are connected with an adopted method of adaptation to 
a time-varying environment. On the Fig. 6 diagrams are presented of relative error for 
FARD and LENRD algorithms in the function of the number of serviced requests for 
all kinds of objects (Fig. 6.a, 6.b) and big objects (>50KB) (Fig. 6.c, 6.d). 
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d) 

Fig. 6. Relative error vs. number of serviced requests a) all requests, FARD; b) all requests, 
LFNRD; c) big static objects, FARD; d) big static objects, LFNRD 

In the process of adaptation, the LFNRD algorithm adapted better to the way of 
operation of the servers in the cluster than the FARD algorithm. After servicing about 
5 Mio requests the LFNRD algorithm is fully trained and imitates well operations of 
servers. The FADR algorithm requires servicing about 7 Mio request to be trained. 
The mean relative error for all kinds of requests for fully trained LFNRD algorithm is 
0.27, the standard deviation is 0.19 and the median 0.23 while for FARD algorithm 
the values are: mean 0.3, standard deviation 0.22, median 0.26. Both algorithms dif-
ferently estimated request response times for different types of objects. For LFNRD 
algorithm the mean, standard deviation and median values for small static objects 
(<50KB) were 0.26, 0.19, 0.23, for big objects (>50KB) were 0.26, 0.19, 0.23 and for 
dynamic objects were 0.31, 0.21, 0.27. For the FARD algorithm and small objects the 
following values were obtained 0.3, 0.22, 0.26, for big objects 0.3, 0.22, 0.25 and for 
dynamic objects 0.47, 0.29, 0.45. As it can be noticed the biggest values of relative 
error were obtained for the FARD algorithm especially for dynamic objects, therefore, 
the quality of service in the case of the FARD algorithm is lower than for the LFNRD 
algorithm. Further experiments have however shown, that the employement of  labour 
consuming the distribution algorithm can significantly affect the mean decision taking 
time. In the experiments the server with two Intel Dual-Core Xeon 5160 processors 
and the software with a no optimized code of the FARD and the LFNRD algorithms 
were used. The mean decision time for the FARD algorithm was 0.22 µs and for the 
LFNRD algorithm was 1.6 µs while the number of decisions taken per second for the 
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FARD was 4,5 Mio and for the LRNFD 616,000. The results have shown that both 
algorithms can operate in real time even in a heavily loaded Web system. 

5   Summary 

In the presented paper the problem of request distribution with the use of adaptive 
decision making algorithms was discussed. Two request distribution algorithms 
namely FARD and LFNRD minimizing HTTP request response times were presented. 
Both of the algorithms apply in its’ construction neuro-fuzzy models to estimate re-
quests response times offered by Web servers operating in the cluster. Experiments 
have shown that the application of a more complex neuro-fuzzy model can increase 
the quality of Web service, however the decision making time is much longer for 
complex algorithm.    
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Abstract. Bee colony optimization (BCO) is one of swarm intelligence algo-
rithms that evolve static and locally. It performs slow improvement and tends to 
reach a local solution. In this paper, three modifications for the BCO are pro-
posed, i.e. global evolution for some bees, dynamic parameters of the colony, 
and special treatment for the best bee. Computer simulation shows that Mod-
ified BCO performs quite better than the BCO for some job shop scheduling 
problems. 

Keywords: optimization, bee colony, global evolution, dynamic parameters, 
job shop scheduling. 

1   Introduction 

Bee Colony Optimization is inspired by a natural phenomenon, i.e. foraging behavior 
of honey bee colony. In BCO proposed by Teodorović [1], [5], [6], some bees in a 
population search and explore the sources having the most food. After that, the bees 
will return to the hive and share the information about the amount of the food and the 
proximity of the food sources to the hive. The way of sharing this information is by 
performing a kind of dancing called “waggle dance”. The sources that have more 
foods will be exploited by more bees. The BCO has been successfully used for  
solving some combinatorial optimization, i.e. Travelling Salesman Problem (TSP), 
Ride-Matching Problem (RMP), Routing and Wavelength Assignment (RWA) in All-
Optical Networks, the p-median problem, static scheduling of independent tasks on 
homogenous multiprocessor systems, and traffic sensors location problem on high-
ways [1], [5], [6]. 

The BCO has three main characteristic. Firstly, it locally evolves in each genera-
tion since there is no solution in a generation that is exploited to make an improved 
solution in the next generation. Secondly, BCO uses static parameters in each genera-
tion. Thirdly, BCO only adopts the foraging behavior of honey bee colony to get a 
solution. These characteristics make BCO performs slow improvement and can be 
trapped at a local minimum. 

In this paper, three modifications for the BCO are proposed to improve its perfor-
mance. Firstly, the modified BCO (MBCO) is designed to globally evolve using some 
first partial solutions in a generation to be exploited in the next generation. Secondly, 
MBCO uses dynamic parameters, i.e. number of constructive moves and probability 
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to keep solution, in each generation. Thirdly, a special improvement move, using 
Tabu Search, is performed to a bee producing the best solution. 

Some instances of Job Shop Scheduling Problem (JSP) will be used to compare the 
performances of BCO and MBCO. JSP concerns on resources allocation to fulfill the 
customer’s demand by optimizing a particular objective function [2]. This problem is 
common in manufacture industries. The schedule optimizing the resources utilization 
will increase production and decrease the cost. JSP has some constraints, especially 
the precedence constraints where the operations on a particular job must be processed 
in sequence. The goal is to find a schedule that satisfies the constraints and give min-
imum completion time (makespan) [2], [4]. 

2   Bee Colony Optimization 

In nature, honeybee colony has some intelligent behaviors, e.g. foraging behavior, 
marriage behavior, queen bee concept. The BCO from [1], [5], [6] adopts foraging 
behavior in bee colony. To find a solution, BCO has two stages, forward pass and 
backward pass. In the forward pass, each bee in the colony partially generates a solu-
tion. In the backward pass, the bees evaluate and change the information about quality 
of the solution they found. To find a better solution, a bee will focus on more promis-
ing areas and abandon solutions on less promising ones. Both forward pass and back-
ward pass are alternately performed until meet stopping criteria [5]. 

2.1   Local Evolution 

In the original BCO proposed by Teodorovic [1], [5], [6], there is no procedure to 
exploit the complete solutions in a generation to be improved in the next generation. 
After constructing complete solutions in a cycle of the local evolution, using forward 
pass and backward pass, the bees preserve the best-so-far solution and forget the oth-
ers. Then, the bees start to generate new complete solutions. This process is per-
formed repeatedly. Hence, the evolution is locally performed in one generation only. 
In forward pass, any bee independently constructs a partial solution. But, in backward 
pass, a bee producing worse solution will follow another bee having better solution. 
So, a “generation” in BCO is more precisely called a “trial” since all bees just repeat 
the same processes. 

2.2   Static Parameters 

The BCO has two parameters, i.e. number of bees (B) and number constructive moves 
(NC). Both parameters are static during the evolution. So, the bees try to find solu-
tions using the same strategy in whole generations. This strategy produces a stagnant 
evolution in some generation. Hence, BCO tends to reach a local optimum.  

In BCO, the probability of b-th bee to keep its solution is calculated by the formula  1, 2, … , , (1)

where u = the ordinary number of the forward pass (e.g., u = 1 for the first forward 
pass, u = 2 for the second forward pass, and so on), Ob is a normalized objective  
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function value of the b-th bee, and Omax is the maximum normalized objective value 
among all bees. In this case, the objective function is calculated from the total 
processing time of all operations subtracted by makespan of the schedule. Hence, the 
objective value is positive since the makespan is less than the total processing time. 
The probability formula in Equation (1) produces the percentage of number of bees to 
keep their solution, in each generation, will be relatively static (see Figure 1). 

 
Fig. 1. The percentage of average number of bee to keep its solution during a local evolution, 
forward pass and backward pass, performed by BCO 

3   Three Modifications for Bee Colony Optimization 

Three modifications are proposed to overcome the BCO’s disadvantages. The first 
modification is to use some first partial solutions generated by some bees to be ex-
ploited in the next generation so that the MBCO evolve globally. The second one is to 
use dynamic parameters in each generation. In the original BCO, starting the process 
to search the solution from the beginning by using static parameters for each genera-
tion is like repeating the process with the same strategies. By using dynamic parame-
ters, MBCO tries to do different process for each generation. Furthermore, the para-
meters can be designed to evolve globally. The third one is to combine the foraging 
behavior in BCO with other bee’s intelligent behavior. In nature, a queen is the big-
gest bee in the colony. It is developed from a selected larva that gets more and better 
foods from the worker bees than the others. So, the queen candidate will grow to be 
the best bee in the colony. That behavior can be adopted to improve the performance 
of BCO. It can be assumed that a bee in nature finding the best foods for the queen 
candidate will get a special treatment. In MBCO, an artificial bee producing the best 
solution will be improved by a local search. The improved solution is expected to be 
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the best solution and its partial solution can be used in the next generation. With these 
modifications, MBCO improves solution more quickly. The pseudo code of MBCO is 
described below: 
 
1. Initialization 

a. Generate a solution for a bee using shortest processing time method (SPT) 
b. Generate B-1 solutions using MBCO for one generation 
c. Population = B bees, one solution from TS and B-1 solutions from MBCO 
d. Find n best solutions to be exploited in the next generation 

2. Improve the best solution from the previous generation using TS 
3. For each B-1 bee: //the forward pass 

i. Set k = 1; //counter for constructive moves in the forward pass; 
ii. Evaluate all possible constructive moves; 
iii. According to evaluation, choose one move using random procedure; 
iv. k = k + 1; If k ≤ NC Goto step ii. 

4. All bees are back to the hive; //backward pass starts; 
5. If B-1 solutions are not completed Goto step 3 
6. Join one solution from TS to the B-1 solutions 
7. Evaluate B solutions and find n best solutions to be exploited in the next  

generation 
8. If the stopping condition is not met Goto step 2 
9. Output the best solution found 

Figure 2 illustrates the first generation of the MBCO. Initially, Bee 1 as the special 
bee is separately from the colony and gets the special treatment to be modified by TS. 
The colony that consists of Bee 2, Bee 3, and Bee 4 construct the partial solution in 
the first forward pass. After that, the bees back to the hive and do the second stage, 
called backward pass. In the first backward pass, Bee 3 and Bee 4 decide to keep their 
first partial solutions, while Bee 2 decides to abandon its already generated partial 
solution and to follow the first partial solution of Bee 3. After copying Bee 3’s first 
partial solution, Bee 2 is free to choose the next constructive move. These two stages 
are alternating in order to generate the complete solution. Through the backward pass, 
a bee with bad solution can improve its solution by follow a better solution generated 
by another bee. This shows that the evolution is locally occurred in one generation. At 
the end of generation, Bee 1 joins the colony and then be selected as the best bee. The 
best bee will be modified by TS in the second generation. The first partial solution, 
with length of 1 NC, produced by Bee 2 and Bee 4 will be used for the second genera-
tion. It shows the global evolution, where the predefined number of good previous 
first partial solutions are exploited in the next generation. 

Figure 3 illustrates the second generation of the MBCO. Bee 1 as the best bee from 
the first generation is modified by TS. Initially, both Bee 2 and Bee 3 use the two of 1 
NC partial solutions from the first generation to generate partial solution in the first 
forward pass. In each backward pass, the bees do the recruiting process. As shown in 
Figure 3, in the last backward pass, both Bee 3 and Bee 4 keep their second partial 
solutions, while Bee 2 decides to follow the second partial solution of Bee 4. At the 
end of generation, Bee 1 joins the colony and selected as the best bee again. The first 
partial solution, with length of 1 NC, produced by Bee 1 and Bee 2 will be exploited 
in the next generation. 
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Fig. 2. The first generation of the local evolution in MBCO with 2 forward passes and NC = 3 
operations 

 

Fig. 3. The second generation of the evolution in MBCO with 3 forward pass and NC = 2  
operations 

3.1   Global Evolution 

MBCO evolves globally since it uses some previous good solutions to be exploited in 
the next generation. The number of the previous solutions to be exploited is defined 
by a particular percentage of all solutions in the population. Some bees will use the 
first partial solutions of some good complete solutions from the previous generation 
which the length can be determined by a certain parameter. In the next generation, the 
bees will start the forward pass from the end of those partial solutions and try to find 
the new solutions. 
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A good complete solution with the minimum makespan can be obtained from a 
good partial solution too. It is possible that some good partial solutions will be poten-
tial to be reused. The bees are expected to find the complete solution as good as or 
even better from the previous one. 

3.2   Dynamic Parameters 

Different from BCO that uses static parameters, MBCO exploits two parameters that 
are dynamic during the evolution, i.e. NC and the probability of keep solution. In each 
generation, MBCO uses different NC, which is randomly generated in the predefined 
interval [NCmin, NCmax]. This allows the bee colony to find solutions using different 
strategy in each generation. Of course it will increase the solution diversity and ex-
pected to reach a better solution more quickly. 

In Equation (1), the variable u is used to vary the probability. The probability of 
each bee to keep its solution increases when u increases. Hence, the number of bees 
that keep their solution increases when it comes close to the final forward pass. This 
tends to produce high diversity solutions. It does not focus on potential area  
that closes to optimum solution. Therefore, MBCO slightly modify the probability 
function into  

, (2)

where c is a control variable to adjust the probability. The probability decreases when 
c increases (see Fig 4). Umax is maximum number of forward pass in one generation. 
The other variables are the same as in the Equation (1).  

In the Equation (2), c is designed to be dynamical so that allows the bees to evolve 
dynamically, generation by generation. In some first generations, any bee tends to 
keep its solution so that the diversity of partial solution is very high. But, in the last 
generation, the bees focus on exploiting some potential solutions. This is illustrated 
by Figure 5. 

3.3   Special Treatment for the Best Bee 

Another intelligent behavior of bee is queen bee concept. A queen is developed from 
larvae selected by worker bees and exclusively fed by high quality food called royal 
jelly, in order to become sexually mature. This behavior is adopted by MBCO to give 
a special treatment for a artificial bee producing best solution. The best bee, selected 
from the colony, is treated by improving its solution with local search technique. 
Hence, the improvement resulted by the best bee will be a better solution. In each 
generation, one best solution always selected to be improved by a local search. 

In this paper, TS is used as local search technique. TS is a search procedure that 
capable of solving problems of combinatorial optimization by searching neighbor-
hood of given solution [3]. TS limits the searching by prohibiting the bad solution 
which called “tabu” in a tabu list in order to avoid being trapped at a local minimum. 
The TS used here is the same as in [3]. 
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Fig. 4. The percentage of average number of bees to keep its solution during local evolution 
using the probability function in Equation (2) 

 

Fig. 5. The Percentage of average number of bee to keep its solution performed by MBCO 
using c = 1 to c = 20 and increment of 0.19 (calculated by (20 - 1) / 100)) 

4   Experiments and Results 

In this study, MBCO is applied in the job shop scheduling problem (JSP). Computer 
simulation is focused on 10 JSP instances in order to compare its performance to the 
original BCO. The 10 JSP instance used are [2]:  

 2 problems from Fisher & Thompson (1963), ft06 and ft20; 
 2 problems from Adams (1988), abz5 and abz8; and 
 6 problems from Lawrence (1984), la03, la09, la21, la29, la31, and la37. 
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4.1   Job Shop Scheduling Problem 

JSP contains a set of J from n jobs should be processed on a set of M from m ma-
chine. Any job Ji should be processed on any machine and consists of sequences of mi 
operation, i.e. Oi1, Oi2, …, Oim., which have been scheduled before starting production 
process. Oij is j-th operation of job Ji processed on a machine Mx in a processing time 
period τij without interruption and preemption. A machine can only process a job, and 
a job can be processed by a machine in a time. The longest duration in all operation 
from all jobs is called makespan [2], [4]. 

A solution representation of JSP used is preference list-based [4]. A critical path, 
which is a sequence of operation that develops makespan, can be defined from a 
schedule [3]. It is very important to define neighborhood structure used to modify a 
solution in TS algorithm. Once the critical path is found, TS can modify a solution by 
inserting a move on between two ordered operations in the critical path, but keeping 
the precedence constraint. 

4.2   Performance Analysis 

In order to see the effectiveness of the three proposed modifications, both BCO and 
MBCO are applied to solve a JSP instance, i.e. la09. Figure 6 shows their dynamics of 
evolution for 250 generations. Generally, the figure shows that MBCO is more dy-
namic than BCO. MBCO generally makes improvement for the solution in each gen-
eration, although gets stuck for some generations, and finally reach a global optimum. 
But, BCO frequently gets stuck and reach a local minimum. 

In the early generations, MBCO usually makes improvement. But, BCO gets stuck 
in some early generations. This fact shows that global evolution in MBCO works 
quite well to exploit some good solutions in the previous generation. In the early gen-
erations, MBCO can produce a makespan that close to the global optimum since it 
uses a special treatment for the best bee.  

In the late generations, after 150-th generation, MBCO still makes improvement as 
it uses dynamic parameters in each generation. This allows MBCO to escape from 
some stuck evolutions and then reach the expected global optimum. In contrast, BCO 
that uses static parameters gets stuck and reach a local optimum. 

Those facts show that the three proposed modifications work quite well. By exploit-
ing some good solutions to be improved in the next generation keeps some promising 
partial solution in the colony. Two dynamic parameters, NC and the probability func-
tion, keep the diversity of the population. This allows MBCO to escape from some stuck 
evolutions. The TS performed to the best complete solution leads the colony to reach a 
solution that closes to the global optimum, even in the early generations. 

MBCO is applied to solve 10 JSP instances to see if the three proposed modifica-
tions work quite well in general. In this research, MBCO uses the same parameters as 
in BCO, i.e. the maximum iteration of 300 and the number of bee ranges from 9 to 49. 
There are four additional parameters used in MBCO, namely: 1) the number of con-
structive moves (NC), which is random for each generation that ranges from 1 to 10% 
of the number of operations; 2) the maximum iteration in TS, which ranges from 100 
to 300; 3) the number of neighbors generated by TS, which is in the interval of 10 to 
20; and 4) the length of tabu list, i.e. 10% of the maximum iteration of TS. 
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Fig. 6. BCO and MBCO is applied to solve a JSP instance, la09. BCO gets stuck and reach a 
local optimum with makespan of 1070. But, MBCO improves quite faster than BCO in the 
early generations and reach a global optimum with makespan of 951. 

Using those parameters, BCO and MBCO are examined using 10 JSP instances. 
Table 1 shows the worst, best and average accuracy for the instances using BCO and 
MBCO. The accuracy is calculated by a formula in Equation (3). The table 1 shows 
that for all JSP instances, MBCO gives better accuracy than BCO. In two instances, 
ft06 and la09, MBCO found the best solution with accuracy of 100%. However, 
MBCO is not quite optimal for some complex JSP instances with 200 operations or 
more, such as abz8, la29, la31, and la37. Accuracy  best knownbest found x 100%. (3)

Table 1. Results of computer simulation of BCO and MBCO, 10 runs for each JSP instance 

JSP 
instances 

Best Solution 
Known 

Number of 
process 

BCO Accuracy (%) MBCO Accuracy (%) 
Worst Best Avg. Worst Best Avg. 

abz05 1234 100 78.0 82.3 80.0 83.8 95.5 89.1 
abz8 645 300 57.1 60.4 58.2 70.7 74.2 72.0 
ft06 55 36 91.7 94.8 93.2 91.7 100 96.2 
ft20 1165 100 78.3 81.8 79.9 87.1 97.4 91.0 
la03 597 50 83.5 87.2 85.6 85.8 93.6 88.8 
la09 951 75 88.1 92.8 90.0 89.4 100 96.7 
la21 1046 150 68.2 71.3 70.0 74.1 88.4 82.9 
la29 1142 200 62.5 67.7 64.7 69.4 81.3 74.4 
la31 1784 300 70.6 74.0 71.7 86.4 87.7 87.2 
la37 1397 225 68.2 73.8 70.1 79.2 83.2 81.1 
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5   Conclusion 

Modified BCO significantly gives higher accuracy than the original BCO for the 10 
JSP instances studied. The three proposed modifications allow MBCO to evolve quite 
faster than BCO. But, MBCO is not quite optimal for some complex JSP instances 
with many operations. An improvement procedure could be performed by exploiting 
any partial solution to be kept in the next generation, not only the first one. 

 
Acknowledgments. We would like to thank to Mrs. Ema Rachmawati and also our 
colleagues in Telkom Institute of Technology (IT Telkom) for the advices and moti-
vations. 

References 

1. Teodorović, D., Dell’orco, M.: Bee Colony Optimization-A Cooperative Learning  
Approach to Complex Transportation Problems (2010)  

2. Sivakumar, I.A., Chong, C.S., Gay, K.L., Low, M.Y.H.: A Bee Colony Optimization Algo-
rithm to Job Shop Scheduling, pp. 1954–1961. IEEE, Los Alamitos (2006) 1- 4244-0501-
7/06 

3. Geyik, F., Cedimoglu, I.H.: The Strategies and Parameters of Tabu Search for Job Shop 
Scheduling. Journal of Intelligent Manufacturing 15, 439–448 (2004) 

4. Lestan, Z., Brezocnik, M., Buchmeister, B., Brezovnik, S., Balic, J.: Solving The Job-Shop 
Scheduling Problem With A Simple Genetic Algorithm. Int. J. Simul. Model. 8(4),  
197–205 (2009) 

5. Teodorović, D.: Bee Colony Optimization BCO. In: Lim, C.P., Jain, L.C., Dehuri, S. (eds.) 
Innovations in Swarm Intelligence. SCI, vol. 248, pp. 39–60. Springer, Heidelberg (2009) 
ISBN 3642042244, 9783642042249  

6. Teodorović, D., Lučić, P., Marković, G., Dell’orco, M.: Bee Colony Optimization:  
Principles and Applications. In: 8th Seminar on Neural Network Applications in Electrical 
Engineering, NEUREL 2006, Belgrade, Serbia (2006) 

 



Polytope Classifier: A Symbolic Knowledge
Extraction from Piecewise-Linear Support Vector

Machine

Vilen Jumutc1 and Andrey Bondarenko1,2

1 Riga Technical University, Meza 1/4, LV-1658 Riga, Latvia
Jumutc@gmail.com

2 CTCo Ltd., Jurkalnes 15/25, LV-1046 Riga, Latvia
Andrejs.Bondarenko@gmail.com

Abstract. This paper describes an extension of a symbolic knowledge
extraction approach for Linear Support Vector Machine [1]. The pro-
posed method retrieves a set of concise and interpretable IF-THEN rules
from a novel polytope classifier, which can be described as a Piecewise-
Linear Support Vector Machine with the successful application for lin-
early non-separable classification problems. Recent major achievements
in rule extraction for kernelized classifiers left some reasonable and unre-
solved problems in knowledge discovery from nonlinear SVMs. The most
comprehensible methods imply constraints that strictly enforce convexity
of the searched-through half-space of inducted SVM classifier [2]. Obvi-
ously non-convex hyper-surfaces couldn’t be effectively described by a
finite set of IF-THEN rules without violating bounds of a constrained
non-convex area. In this paper we describe two different approaches for
"learning" a polytope classifier. One of them uses Multi-Surface Method
Tree [3] to generate decision half-spaces, while the other one enables
clustering-based decomposition of target classes and initiates a sepa-
rate Linear SVM for every pair of clusters. We claim that the proposed
polytope classifier achieves classification rates comparable to a nonlinear
SVM and corresponding rule extraction approach helps to extract better
rules from linearly non-separable cases in comparison with decision trees
and C4.5 rule extraction algorithm.

1 Introduction

During the past decades the ability to provide explanations of decisions made by
rapidly increasing number of classification methods has deserved a reasonable
attention due to a high importance in assisting crucial decision makers and
domain experts. Therefore decision support is taken for granted in emerging
amount of terabytes of unclassified and unsupported information. Unfortunately,
the intractable and opaque representation of the decision made by any "black-
box" model only complicates its successful application in decision-support.

In this paper we present a novel algorithm for the extraction of rules from a
Piecewise-Linear Support Vector Machine. The latter classifier and correspond-
ing rule extraction approach neither extend nor replace the existing algorithms

A. König et al. (Eds.): KES 2011, Part I, LNAI 6881, pp. 62–71, 2011.
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that solely depend on original or synthetic set of Support Vectors [2,4], but
rather ensures that discovered rules will asymptotically describe the polytope-
based classifier obtained as a Piecewise-Linear SVM (P-LSVM) using clustering-
based decomposition of target classes. Such decomposition implies that we clus-
ter initial dataset separately for each target class and obtain unique P-LSVM
(polytope) for every cluster from selected target class as well.

Further we state a separate optimization problem for each P-LSVM classifier
to extract rules of IF-THEN form. To get an asymptotic approximation of every
polytope we propose an algorithm for recursive rule extraction. The extracted
rules of IF-THEN form can then be easily interpreted by any domain expert.
Contingent rules are build of simple conjunctive interval-based expressions where
every statement defines a separate hyperplane orthogonal to an axis of dimension
being queried. To build a final classifier all found rules are joined together into
one decision operator with every statement or hypercube being evaluated in an
inclusive disjunction. Moreover each evaluated hypercube is obtained as a sepa-
rate optimization problem resulted from a recursive partitioning of the polytope
classifier. Using this approach we consequently search through uncovered areas
of the aforementioned polytope and try to inscribe hypercubes with the largest
possible volume.

The rest of the paper is organized as follows: Sections 2 and 3 outline the
Soft-Margin Support Vector Machine and Multi-Surface Method Tree, which are
employed to create P-LSVM classifier, Section 4 covers in detail the proposed
polytope-based classifier and rule extraction method, as well as gives a necessary
lemma for convexity of the polytope region. Section 5 describes experimental
setup and numerical results, while Section 6 concludes the paper.

2 Support Vector Machine

Support Vector Machine is based on the concept of separating hyperplanes that
define decision boundaries using Statistical Learning Theory [5]. Using a kernel
function, SVM is an effective and robust classifier in which the optimal solution
or decision surface is found by solving the quadratic programming problem with
linear constraints, rather than by solving a non-convex, unconstrained minimiza-
tion problem as stated in typical back-propagation neural network.

Further we present only dual representation of the Soft-Margin SVM’s pri-
mal objective that is given in terms of its Lagrangian multipliers - λi and can
be effectively optimized using any off-the-shell linear optimizer that supports
constraint adaptation:

max
λ
{

l∑
i=1

λi −
1
2

l∑
i=1

l∑
j=1

λiλiyiyjK(xi, xj)}, C ≥ λi ≥ 0,

l∑
i=1

λiyi = 0, (1)

where C represents regularization constant, λi represents a Lagrangian multi-
plier, yi is {±1} - valued label of a data sample xi, K(xi, xj) is a kernel function
and l is the number of training samples.
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Final classification of a new sample x′ is derived by: d = sign(
∑

i λiK(xi, x
′)+

b), where K(xi, x
′) and b correspond to a kernel function evaluated for a new

sample and a linear offset of the optimal decision hyperplane.

3 Multi-Surface Method Tree

Multi-Surface Method Tree [3] utilizes linear programming to build classification
tree which is capable of correct classification of linearly non-separable target
classes. As described in [8] the algorithm deals with two sets of points: A and B in
the n-dimensional euclidean space Rn. LP problem to find separating hyperplane
is stated as follows:

minw,γ,y,z { 1
mey + 1

k ez},
s.t. y ≥ −Aw + eγ + e,

z ≥ Bw − eγ + e,
y ≥ 0,
z ≥ 0,

(2)

where w and γ represent a classification hyperplane, y and z introduce corre-
sponding error vectors for both target classes, e is a vector of ones and m, n
correspond to the number of samples in two sets of points: A and B.

Linear classifier which can "strictly" separate aforementioned sets A and B
can be found by solving inequalities: Aw > e(γ +1), Bw < e(γ−1), here both A
and B are m×n and k×n matrices respectively representing datasets A and B
holding n-dimensional vectors. w is n-dimensional "weight" vector representing
the normal to the "optimal" separating hyperplane, and γ is a real number which
is a "threshold" that locates discrimination hyperplane wx = γ. The weights 1

m
and 1

k ensure that nontrivial w vector is always generated without imposing any
extraneous constraints.

The described approach [8] is called Multi-Surface Method Tree, because it
is an extension of a multi-surface method for pattern recognition with decision
trees. For each node in the tree, the best split of training points reaching that
node is found by solving the stated LP problem using any suitable optimizer.
In the scope of ongoing Section 4 it should be noted that generated by MSM-T
intersecting half-spaces immediately imply polytope classifier which is a corner-
stone of the proposed rule extraction approach.

4 Proposed Method

In this section we introduce a specific extension of a widely acknowledged rule
extraction algorithm for Linear Support Vector Machine [1]. Firstly we present
an approach for obtaining a clustering-based decomposition of target classes
and acquisition of corresponding P-LSVM classifier. Secondly we present a con-
strained linear programming problem for approximation of every such classifier
(and corresponding polytope) with a hypercube with the largest possible vol-
ume. And finally we evolve an iterating and recursive algorithm for obtaining
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the most extensive coverage of every polytope by the finite set of inducted rules
(hypercubes).

4.1 Clustering-Based Decomposition and Polytope Classifier

To obtain corresponding clustering-based decomposition of target classes, we
apply very simple clustering algorithm, namely K-Means [6] that allows very
quick and intuitive partitioning of any dataset into a fixed number of spherical
clusters. After running K-Means we iterate over the clusters of only one selected
target class and initiate a different Linear SVM for each pair of clusters (namely
for one of the current target class and for one from another). This general for-
mulation results in n-dimensional convex area given as a set of n-dimensional
points describing an implied polytope(s):

{x ∈ Rn|〈wi, x〉 − bi ≥ 0,

s.t. w ∈ Rn, b ∈ R, ∀i ∈ N ∧ i ≤ m},
(3)

where m is the number of obtained SVM decision hyperplanes given by 〈wi, x〉 =
bi term. This formulation implies that the resulting area or polytope is a convex
set of points and is defined as an intersection of the finite number of half-spaces
inducted by aforementioned SVM decision hyperplanes. The latter proposition
is proven by the following lemma:

Lemma 1. Given the n-dimensional polytope (area) R resulted from the inter-
section of several SVM decision hyperplanes and inducted half-spaces H1 ∩H2 ∩
· · · ∩Hm provides a convex set of points belonging to an initial training sample.

Proof. The inducted by Linear SVM decision half-space is already convex itself
and a finite number of such convex half-spaces imply a unique H-description of
a polytope (area) given by the set of facet-defining half-spaces [7].

Using the above proposition we infer the P-LSVM classifier which classifies data
as follows:

∧m
i=1(〈wi, x

′〉 − bi ≥ 0) =

{
true, x′ ∈ A+,

false, x′ ∈ A−,
(4)

where x′ is a test example, A+, A− donate positive and negative target classes
and m corresponds to a unique SVM employed in the P-LSVM classifier.

4.2 Optimization Problem

In the previous section, we described an approach for clustering-based decompo-
sition of target classes and definition of P-LSVM classifier for each unique cluster.
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We reformulate every such classifier as a single rule of the form: ∧m
i=1(〈wi, x

′〉 −
bi ≥ 0). Now we could see that P-LSVM classifier forces very suitable constraints
for the linear programming problem where we deal with hypercubes rather that
hyperplanes as described in Eq.5.

This section presents a linear programming problem in a manner very similar
to [1], where authors maximized the volume of a bounded hypercube inscribed
into SVM-inducted half-space. The actual volume of any hypercube is given by
a product of all unique edges and could be represented by the following term:∏n

i=1 |ui − li|, where ui is an upper bound and li - a lower bound for the i-th
hypercube’s dimension. Instead of a quite inappropriate for solving "product"-
based representation we could effectively replace one by taking a natural log-
arithm and substituting an aforementioned product by the sum of log |ui − li|.
We present our problem by the following constrained optimization criteria:

max
u,l

n∑
i=1

log(ui − li),

s.t. ui ≥ li ∀i,
〈wj , l〉 − bj ≥ 0 ∀j,
〈wj , u〉 − bj ≥ 0 ∀j,
〈wj , l〉 ≥ −∞ ∀j,
〈wj , u〉 ≤ ∞ ∀j,

(5)

where wj and bj correspond to a norm-vector and an offset of the j-th SVM
decision hyperplane, l and u are given in the vector form, are indexed by i and
represent upper and lower bounds on hypercube and log is a natural logarithm.

It should be noted that akin it was stated in [1] instead of a maximum volume
criteria one can use point coverage maximization criteria to define a different
optimization problem.

4.3 Generalized Rule Extraction Algorithm

The solution of the stated above optimization problem (Eq.5) defines two ver-
tices, namely representing the lower and upper bounds of the found hypercube.
Having a single hypercube inscribed into the polytope can be insufficient in
terms of classification fidelity. To overcome this undesirable result we can search
through for additional hypercubes inscribed into the remaining regions of the
inducted polytope area. This process could be repeated recursively so that on-
going search for the smaller uncovered regions will generate more and more rules
that will asymptotically approximate original P-LSVM classifier with the desired
level of classification fidelity.
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Fig. 1. Polytopes and rules (rectangles) separating X and O cluster centers of the x
and o target classes

Such remaining regions of interest could be defined as follows:

I l
i =

{
x ∈ Rn, s.t. l∗j < xj ≤ u∗

j ∀ 1 ≤ j ≤ i,

xi ≤ l∗i ,

Iu
i =

{
x ∈ Rn, s.t. l∗j ≤ xj < u∗

j ∀ 1 ≤ j ≤ i,

xi ≥ u∗
i .

(6)

Here I l
i and Iu

i are polytope regions surrounding the extracted rule for the i-th
dimension, l and u are given in the vector form and represent the lower and upper
bounds (vertices) of the currently processed hypercube (rule). Presented in Eq.6
rule inequalities are satisfied for the first i − 1 dimensions of x, the inequality
that relates to the i-th dimension is not satisfied, and the rest dimensions are
free and shouldn’t be constrained. Due to the reason that we are dealing with
the extracted rule and its surrounding polytope regions for the ongoing search
of the fine-grained rules it is obligate to assure that the regions given above
don’t intersect and all of the rules differ in terms of presented coverage and
classification value. Consider dimensions i, j with j > i. For each x ∈ Ij , we
have l∗i < xi < u∗

i and for each x ∈ Ii, we have xi ≤ l∗i or xi ≥ u∗
i . Hence, Ii

are non-intersecting, and the rules that we arrive at for each Ii differ in terms
of approximated polytope region.

Figure 1 shows objects that are operated by Algorithm 1. Polytopes (P-
LSVMs) classify x target class and make use of corresponding clustering-based
decomposition. Rules are represented by rectangles. Largest rectangle inscribed
into each polytope is a corresponding rule extracted with the recursion depth
d = 1, smaller rectangles are found using deeper recursion steps.

Algorithm 1 depicts symbolic rule extraction routine from a single polytope
presented by hyperplanes variable. Thus such routine should be separately ap-
plied to every cluster for which P-LSVM classifier is inducted. Variable Iregion
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holds boundaries across all dimensions and defines a working domain. Initially
Iregion is initialized to [−∞, +∞] across all dimensions, but for deeper recur-
sion steps it is initialized to subspaces targeted for more "fine-grained" rule
extraction, as Iregion itself participates in defining subsequent search regions.
dmax denotes maximum recursion depth, variable R holds for extracted rules.
Variables l∗ and u∗ are n-dimensional vectors denoting inscribed hypercube with
"lower" and "upper" vertices uniquely defining extracted IF-THEN rule. C holds
for indexes of points covered by already extracted rules present in R and U holds
for indexes that aren’t currently covered by any rule.

Algorithm 1. Rule Extraction Algorithm
input : set of hyperplanes hyperplanes, working region Iregion,

maximal recursion depth dmax, initially empty set of rules R
output: set of classification rules R

1 ExtractRules(Iregion, d, R)
2 if d > dmax then
3 return
4 end

5 lb←GetLowerBound(Iregion)
6 ub←GetUpperBound(Iregion)
7 [l∗, u∗] ← Optimize(hyperplanes, lb, ub)

8 Rnew = Rule(l∗, u∗)
9 R ← R

⋃
Rnew

10 C ← GetCoveredSamples(R)
11 U ← GetUncoveredSamples(R, C)

12 if IsEmpty(U) then
13 return
14 end
15 IsubRegions ← GetSurroundingRegions(l∗, u∗)
16 foreach Ii in IsubRegions do
17 if CountCoveredSamples(Ii, U) > 0 then
18 R ← ExtractRules(Ii, d + 1, R)
19 end
20 end
21 end

It should be noted that polytopes could have intersections between each other,
thus extracted rules (hypercubes) could be intersecting as well. Optimization of
extracted rules, removal of overlapping rules or boosting of the resulted set of rules
is beyond the scope of the current paper. In experimental part we provide only av-
eraged number of all extracted rules across 10 independent runs. The generalized
rule extraction algorithm is comprehensively described in Algorithm 1.
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5 Experimental Part

To verify and test our rule extraction approach we have selected several public
UCI datasets [9]. Monks-1 and Monks-2 are quite known and highly referenced
benchmark datasets in the rule extraction literature while "Balance-Scale" rep-
resents very simple psychological experiment and is very suitable for the con-
cise and interpretable rule extraction. Another verified dataset was "Normally
Distributed Clustered Datasets on Cubes" [10], which was generated using the
following control parameters: dimensions = 3, spread = 100, points = 300, where
variables dimensions and points are self explanatory, while spread controls dis-
persion of points located around the vertices of cubes. The induced set of pa-
rameters provides highly non-homogeneous and linearly non-separable target
classes. Additionally we should describe "Balance-scale" dataset where we have
selected only two target classes, namely L and R, classifying whether a person
is a left-balanced or right-balanced writer.

During our experiments we have faced a drastic classification rate fluctuations
that were tightly bounded to an initial number of clusters for different target
classes passed into the K-Means algorithm. The number of clusters for both
classes was determined heuristically using training datasets for Monks problems
and ten-fold cross validation for NDCC and "Balance-Scale" datasets. Optimal
number of clusters was more or less stable in terms of higher classification ac-
curacy on training data, although there is no any guarantee that optimality
determined for the training data will be the same for verification dataset. Addi-
tionally we provide averaged number of all extracted rules and execution times
across 10 independent trials. The aforementioned indicators and parameters of
our approach are presented in Table 1.

Table 1. P-LSVM indicators & parameters

Dataset Number of clusters Number of rules Execution time(sec)

Monks-1 4 214±0 14.358±0.882
Monks-2 60 7437.1±1700.5 2244.718±539.715
NDCC 60 5140.4±377.76 253.854±19.469
Balance-scale 60 9392.1±422.43 896.439±44.463

For all datasets we have used recursion depth in Algorithm 1 - dmax equal
to 5. Results of a classification accuracy for benchmark SVM methods, other
rule-based classifiers as well as aforementioned rule extraction approach (given
by Algorithm 1) are presented in Table 2. To verify and test our proposed rule
extraction approach we evaluated UCI datasets under the following experimental
setup: for datasets that weren’t originally separated into validation and training
sets we performed 10-fold cross-validation and collected averaged classification
accuracy. For others we tested our approach on presented in UCI repository val-
idation set and collected single classification accuracy rate. For NDCC dataset
we evaluated our approach over 10 independent trials and collected mean clas-
sification accuracy. To collect indicators in Table 1 we additionally performed
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10 independent trials for Monks-1 and Monks-2 datasets. All experiments were
done using following hardware setup: Core 2 Duo processor, 4GB RAM and
Linux OS.

We compare our approach with the widely acknowledged Linear SVM and
RBF-SVM. For all datasets we have selected the fixed C regularization parameter
and enclosed subspace for γ parameter of RBF kernel with some initial guess of
its corresponding scaling factor1 while applying Multiple Kernel Learning [11]
approach to determine its optimal value.

As it can be seen from Table 2, all problems except "Balance-Scale" are poorly
separable using Linear SVM. On the other hand, approximation of a nonlinear
decision surface gives a necessary boost of the classification accuracy for poly-
tope classifier and for extracted rules. Apparently we can see that rules extracted
from the P-LSVM classifier induced by clustering decomposition are superior to
the ones extracted from polytopes created by MSM-T. The latter could be ex-
plained by the nature of the stated LP problem. To achieve comparable with
Piecewise-Linear SVM results, we need to drastically increase recursion depth
of Algorithm 1. Additionally we could see from Table 1 that our method gener-
ates quite enlarged number of rules within some reasonable time for noisy and
hardly discriminated target classes. But this result is a rough approximation of
underlying polytopes that could aggregate data points very close to separating
hyperplanes thus enabling very high recursion depth and number of inducted
rules. We are absolutely confident that usage of appropriate pruning and boost-
ing strategies could help us to significantly reduce number of classification rules.

Table 2. Classification accuracy (%)

Classifier Monks-1 Monks-2 NDCC Balance

SVMlinear 65.509 67.130 73.333 93.730
SVMrbf 86.806 80.556 95.000 98.082
C4.5 75.690 65.050 74.000 70.780
MSM-T 83.565 79.630 88.667 87.526
Rulesmsm-t 69.444 54.861 75.333 68.524
P-LSVM 99.537 80.324 93.667 97.913
Rulesp-lsvm 96.296 74.537 89.738 96.857

6 Conclusion

In this paper we described a novel rule extraction approach from a novel P-LSVM
classifier using clustering-based decomposition of target classes. We have found
that the polytope-based classifier and inducted rules are sensitive to K-Means
clustering and corresponding initial number k of spherical clusters. Along with

1 We have defined range of bγ · 10[−10...10] with the step 0.25 resulting in a total of
81 γ-parameters where bγ is a corresponding scaling factor of γ stated as follows:
bγ = 1/2 ·

√
median(X) where X is a vector of all dataset values.
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clustering-based decomposition of target classes we showed that Algorithm 1 for
rule extraction could be applied to MSM-T [3] classifier but without a deeper
recursion we couldn’t increase classification rates.

Finally observing Eq.5 and Algorithm 1 we could clearly see that our ap-
proach is very computationally intensive in terms of the number of constraints
being queried. Obviously that another very important topic is an optimization
of intersecting rules and necessity for appropriate pruning strategy as we could
see from Table 1. The provided experimental results verify that the P-LSVM
classifier and proposed method for rule extraction is capable of performing rule-
based classification in reasonable time better than the C4.5 algorithm, MSM-T
and for some datasets performs even better than a benchmark nonlinear SVM.
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Abstract. The present paper is a short review of some of the concepts, proce-
dures and achieved results, oriented toward the modeling of complex, large in-
stallations, known under the name of HYPAS. Physical phenomena involved in 
hydraulic, pneumatic, mechanic and electric systems are depicted by mathe-
matical models (MM) with static and dynamic nonlinearities (NL). This means 
that, when building large installations, the MM provide multiple NL. They 
should be completely known in order for the controller to be designed appropri-
ately enough to provide desired behavior, while complying with economical 
conditions. To facilitate the automatic mathematical model generation, a library 
with multilayer models was created and are made available. This approach was 
necessary because the MATLAB® library provides only few general NL. In 
cases where applicable, neuro-fuzzy techniques were employed for modeling of 
NL. The paper presents some of the most important results, accompanied by 
their MATLAB Simulink® representation. 

Keywords: Hybrid Systems, Nonlinear Systems, Modeling and Simulation,  
Libraries, HYPAS. 

1   Introduction 

Most mathematical models of pneumatic, hydraulic and electric systems are nonlin-
ear. Nonlinear differential equations describe their behavior and this also applies to 
hybrid systems, e.g. servo systems. Principle of superposition does not apply for these 
systems ([3], [18], [19], [21]). Among the nonlinear systems, the hydraulic ones are, 
maybe, the most nonlinear. Various mechanical, hydraulic and electrical phenomena 
are contributing to this situation. Nonlinearities can be statistical, dynamical, struc-
tural or time dependent. They are responsible for critical situations occurring during 
operation. Also they are hindering theoretical investigations and the numerical simu-
lations. To simulate a hydraulic drive system, the critical problem is to possess an 
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accurate mathematical model. Thus, the modeling of nonlinearities is a sine qua non 
task in order to accurately describe dynamic processes ([1], [2], [17], [21]). 

Some of these NL along with the respective mathematical equations for analytical 
models are given in Table 1. We can see from this table that many systems have hys-
teretic behavior. Other frequent differential equation models have solutions given as 
nonlinear piecewise monotonic functions. 

Table 1. Some of the studied NL, described with mathematical graph, mechanical example, 
mathematical function and Matlab® figure 
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Table 1. (Continued) 
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In controlled systems, hysteresis can have a series of undesirable effects, including 
loss of robust stability, limit cycles and steady-state error, to name but a few ([4] – 
[8]). The major hurdles control engineers must overcome when faced with hysteretic 
nonlinearities are obtaining an accurate model of the hysteretic behavior and finding 
corresponding means of analysis and design capable of dealing with nonlinear and 
non-single-valued behavior. 

MATLAB/Simulink [20] is a standard tool for simulation. Simulink uses numerical 
solvers in order to simulate systems given by differential equations. The actual tool-
box, entitled “Discontinuities” include many of the most common discontinuities used 
in practice. However, some of the discontinuities that are particularly interesting in 
hydraulics and electrics are nonlinear and they are not included in this toolbox. More-
over, some of them are very complicated to implement. In case we need some of these 
nonlinearities to be in the same diagram or we frequently use a particular set of them, 
a toolbox contains all possibilities is very useful. 

More complex phenomena, such as friction characteristics, must be carefully  
analyzed case by case. The modeling environment must deal with these problems in 
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special ways, since they strongly influence the numerical behavior of the underlying 
differential equation solver ([9], [10], [16]). Simulink does that for discontinuities 
from its library. Using these discontinuities and the other modules from existent tool-
boxes we can develop a new toolbox that includes the proposed set of nonlinearities. 

2   Modeling Static and Dynamic Nonlinearities 

We study two types of nonlinearities: static nonlinearities and dynamic nonlinearities. A 
static model doesn’t take into account the time, it is a simple mapping of the input to an 
output. Static models are usually represented by analytic formulas that map the input to 
an output, using often the word if in order to select different singularity or angular 
points.  The dynamic model depends both on the input and the time. Dynamic models 
are usually implemented by difference equation or differential equations ([11] - [14]). 

One of the most common situations is the construction of one SIMULINK block 
that must implement the function: 

⎩
⎨
⎧

=
otherwisexg

Condifxf
y

)(

)(  (1)

In the equation above, Cond implies the inequality or equality operator. We denote 
C={1,0} the truth value of the condition Cond. Simulink has blocks that implement 
the functions >=, >, <, and <=. The nonlinearity above can be implemented using 
SIMULINK blocks if we translate: 

))()1()( xgCxfCy ⋅−+⋅=  (2)

One of the most representative static nonlinearity that can be modelled by the method 
described above is the Piecewise 4. 
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Fig. 1. The nonlinearity Piecewise 4 and its analytical formula 

The translation of fomula F into an “if-form” is given in the following 
representation and equations, using the (1), (2). 
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The procedure can be useful in case we want to create a model for static nonlinearities 
using a mathematic neuron. The function simulates the conditional term that can be 
expressed as an Hopfield neuron, while the other operation can be simulated using 
different comutational neurons that exist in the Neural Networks toolbox of the 
Simulink library. Figures 3-6 present the diagrams that were used to model this 
nonlinearity using the described method. 
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Fig. 3. The nonlinearity Piecewise 4 in Simulink® according to (4) 
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Fig. 4. The subsystems. Block g1(left), g2 & g3 (midle), g4 (right). 
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Fig. 6. Conditional blocks 

The major disadvantage of the above method is the increased complexity for large 
numbers of linear pieces. But in practice, this number is limited to maximum 5-6 
linear areas, so this approach is feasible. 

3   The Library of Nonlinearities 

Note that all the new nonlinearities except the hysteretic ones should implement a 
behavior very similar with the discontinuities already present in the Simulink toolbox. 
Next, we present all the blocks implemented in the library NonLinMechatronics. 

 

Fig. 7. The library of nonlinearities 
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All the blocks have an icon drawn according to the function represented and the 
input parameters. The blocks are implemented as subsystems with mask. The mask is 
made according to specification from MATLAB®/Simulink®.  

All the blocks are built using elementary Simulink® modules from the standard li-
brary. In order to optimize nonlinearities, each one is treated separately, using particu-
lar optimization and adequate methods. 

An example is the NL Viscous Friction Hysteresis (Fig. 8-9). 
The block requires reading the coefficients for both curves, as described in Table 1. 

They must be present in the MATLAB workspace, having predefined names. 
The coefficients can be obtained using polyfit function from MATLAB or in a 

Simulink scheme using the least square polynomial fit block Polyfit from the Math 
Functions / Polynomial Functions toolbox.  
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Fig. 8-9. The schema for test Viscous friction and hysteresis, AND The output for test Viscous 
friction and hysteresis 
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Fig. 10. The subsystem used in Viscous Friction and Hysteresis 

The detailed implemented block diagram is presented in Fig. 10. All the other 
twelve blocks are implemented and tested before prior to inclusion in the library. In 
order to work with this library, it must be loaded as a Simulink library in the MAT-
LAB environment. 
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4   A General Method to Construct Piece Wise Nonlinearities Using 
Neuro-Fuzzy Approaches 

In general, neural networks cannot match nonlinear systems exactly. The identifica-
tion procedure applied to any nonlinear (or linear) system approximate better or worse 
the plant that exhibits the nonlinear behavior. 

In order to use ANFIS (Adaptive Neural Fuzzy Inference System) for nonlinear 
system identification, the first thing we need to do is to select the input variables. Let 
us denote by y the output and u the input. In the case of a dynamic system (recurrent 
ANFIS), we can select the best input candidate from either of following two sets, Y = 
{y(k-1), y(k-2),… y(k-n)} and U = {u(k-1), u(k-2), …u(k-m)}   

For linear piecewise nonliniearities, a general approach can be made using the above 
observations.  The ANFIS parameters are optimized in order to minimize the quadratic 
error for all the items in the learning stage. The performance indicator is considered to 
be the maximum of absolute residual values for training stages and the test stage. 

For the first nonlinearity, the insensibility zone, the problem to model this nonlin-
earity by neuro-fuzzy system is that this nonlinearity is in practice a mapping of one 
input function to an output function, but this mapping must not depend of time. Prac-
tically, the input function f(x) can have any time evolution, the ANFIS must learn to 
create a mapping from x=f(t) to y = g(t), so that we can have a mapping from x to 
y(x), independent of time or discrete step.  

This is a very difficult task for any neuro-fuzzy system: how to solve an analytical 
problem by a non-analytic system. The training stage is the trick that could solve the 
problem. We try to teach ANFIS the curve y(x), with a training set chosen by random 
values, with the corresponding desired output. 
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Fig. 11-12. Input-output mapping using neuro-fuzzy AND The set of random points used 
(both for insensibility zone 1st  order) 
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Fig. 13. The general Simulink® diagram for nonlinearities of type: IZ1 (insensibility zone 1st 
order) 
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The uniform distribution of these random values ensures, when possible, that the 
neuro-fuzzy structure learns with the same precision (same error) the exact analytic 
nonlinearity. The experimental results for the 1st order insensibility zone are shown in 
Fig 11. The calculated residual error is bellow 2.9*10-4. Nevertheless, there are some 
nonlinearities that are not that easy model using this approach. For example, the case 
of the generalized insensibility zone produced a residual error Ra = 0.229, as can be 
seen in Figure 14a. This suggested the use of a different approach, using adaptive 
recurrent neuro-fuzzy networks (RFNN). 
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Fig. 14. Results for a) the generalized insensibility zone and b) hysteresis 

5   Conclusions 

We proposed a new library implemented for Simulink applications for mathematical 
modeling of pneumatic, hydraulic and electric systems. There are 13 systems in this 
library that provide a general test diagram for each nonlinearity. 

A general method for constructing piecewise nonlinearities is also proposed. The 
advantages and disadvantages of the proposed method are discussed. 

Finally, a novel approach to modeling piecewise nonlinearities using neuro-fuzzy 
systems is proposed. 

In the future, we plan to append other nonlinearities to this library. Also, we plan to 
develop a recurrent neuro-fuzzy structure, implemented in Simulink that can be used 
for complex nonlinearities, e.g. hysteresis form.  
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Abstract. Determining the number of clusters is a crucial problem in cluster
analysis. Cluster validity measures are one way to try to find the optimum num-
ber of clusters, especially for prototype-based clustering. However, no validity
measure turns out to work well in all cases. In this paper, we propose an approach
to determine the number of cluster based on the minimum description length prin-
ciple which does not need high computational costs and is also applicable in the
context of fuzzy clustering.

1 Introduction

Model selection refers to the problem of finding a suitable model that best represents a
given data set. One of the main challenges in model selection is to find a model that is
complex enough to fit the data, but not too complex which would lead to overfitting. A
principal problem of model selection is that the complexity of a model and how well a
model fits to the data are usually measured in different “units”. The model fit is often
measured in terms of an error – like the mean the square error as it is often used in
regression – whereas model complexity usually depends on the number of parameters
that the model has.

The minimum description length principle (MDL) [1] provides a possible theoretical
approach to model selection. The main idea is as follows. Suppose we want to send the
data from one sender to one receiver. Either we can send the data uncoded, instance
by instance or we try to encode the data with the help of a model. The first method
leads to a message of a very large length. With the second method we may have errors
because the model might not be a perfect description of the data. However the length of
the message is much shorter. According to the principle of Occam’s razor the simpler
model should be chosen from two models, which fit the data equally well [2]. In that
sense, MDL will choose the model, which yields the best compression of the data. The
message length for data set D and model H is given by

L (H) + L (D|H) (1)
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where L (H) is the length of the description of the model and L (D|H) the length
of the description of the data, encoded with the model H . Therefore the model with
the minimal sum (1) would be chosen. This approach is called crude two-part MDL
principle [2].

In this paper, we propose methods how to apply the MDL principle as a cluster
validity measure for prototype based clustering – like k-means clustering – in order
to determine the number of clusters. A partition of a given data set is considered as a
model. The obtained clusters are defined by their prototypes as the most representative
points of a data group [3,4]. Then the task is to assess the quality of the data partition
by determining the optimal number of clusters. Several measures exist to estimate the
goodness of the obtained partition according to criteria like the within-cluster distance,
the partition density and other measures [5]. However, the majority of these measures
do not take the complexity of the clustering model, i.e. number of clusters into account.
Therefore, they are not resistant against overfitting.

The aim of this work is to propose an effective and reliable cluster validity measure
including an efficient computation scheme for the evaluation of the quality of clustering
results based on the MDL principle. For this propose L (H) and L (D|H) should be
defined in a reasonable way. In this paper, we present two different approaches to define
the length of the description of the model and the length of the description of the data
given the model.

2 Related Work

Various approaches for cluster evaluation based on the MDL principle have been pro-
posed. For instance, the approach presented in [6] is based on the assumption that the
data in the cluster follows normal distribution – an assumption that is often too restric-
tive. In this case, L(D|H) can be easily computed as the logarithm of the data likelihood
given the distribution. In [7] Kernel MDL is proposed to estimate the optimal numbers
of clusters. Likewise this approach assumed that the data is generated by Gaussian Mix-
ture Model. The approach presented in [8] is applicable only to the labeled data. Other
approaches (see for instance [9,10]) are based on the refined MDL principle and are
therefore complex and require high computational costs. None of these approaches is
applicable to fuzzy clustering. Detailed overview of the different approaches to deter-
mine the number of cluster can be seen for instance in [11].

3 MDL for Clustering

Let us consider a set {x1, . . . xn} ⊂ Rm of n data points that are to be partitioned
into c clusters. For xk let uik denote the membership of the k-th data point to the i-
th cluster and let dik be the distance between the k-th data point and the i-th cluster
prototype (i = 1, . . . c). m is the number of features describing each data point. U =
{uik} is a c × n binary partition matrix in case of classical crisp clustering. For fuzzy
clustering, each uik can assume values between 0 and 1. In the simplest case, the cluster
prototype is a single vector, i.e. simply the cluster centre, i.e. for the i-th cluster it is
vi = {vi1, . . . vim}. The c×m matrix V = {vi} is then the prototype matrix.
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Corresponding to the MDL principle, from the set of the candidate models H1, H2 . . .
the model Hk with the following property should be chosen:

L (Hk) + L (D|Hk) = min
i
{L (Hi) + L (D|Hi)} (2)

Here, L (H) and L (D|H) should be defined in an appropriate way. The models are in
our case partitions of the data into different numbers of clusters.

We consider the data as a message to be sent. Therefore, given the cluster partition
we need to send the information about the cluster partition itself and the data encoded
based on the given clustering. The cluster partition could be encoded by the cluster
centres. The length of the description of the clustering is given by

L (H) = c ·m (1 + k) , where k = max
V
{log2 ṽij} . (3)

Since the logarithm of the numbers smaller than one is negative, the following correc-
tion should be carried out: ṽij = |vij | + 1. Furthermore the coordinates of the cluster
centres can be negative, therefore the absolute values of the coordinates and one addi-
tional sign bit for each cluster centre should be used.

A data point is assigned to the cluster to whose prototype it has the smallest distance.
Therefore the data, given a certain cluster partition could be represented as the distances
between the data points to the corresponding cluster centre.

L (D|H) =
n∑

i=1

log2 d̃iri . (4)

d̃iri denotes the distance between data point xi and the ri for which the cluster centre
is closest to xi.The distances should be corrected in a similar way as already described
above in Equation (2): d̃iri = diri + 1. Hence, for a distance equal to zero, the code
length would be zero as well. However, by encoding the data in such way, we will not
be able to reconstruct the data points exactly, since we only know the overall distance
of the data point to the corresponding cluster centre, but not the distance in each dimen-
sion. Therefore, it would be necessary to estimate the distances in each dimension. The
accuracy through each dimension could be accounted by rewriting formula (4)

L (D|H) =
n∑

i=1

m∑
p=1

log2

(
dp

iri
+ 1
)

(5)

where dp
iri

corresponds to the projection of the distance diri to the p-th dimension,
p = 1, . . . , m.

Instead of the distances, we can also use the projections of the vectors vrixi: In
this way, the data could be recovered completely without loss of information. Since in
that case we will have also negative values, therefore one additional bit for the sign
would be needed. However, since the number of these additional bits depends only on
the amount of data, but not on the amount of cluster centres, the number of bits for the
sign is constant for each clustering. Therefore, it is not important for the computation
of the code length. Furthermore, for each data point we need the information to which
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cluster this data point belongs. This can be solved by a certain order of the data. First
the data assigned to the first cluster should be sent in the message, followed by the data
assigned to the second cluster and so one.

L (D|H) =
n∑

i=1

m∑
j=1

log2 (|xij − vrij |+ 1) (6)

In case of fuzzy clustering, the fuzzy partition is governed by both the number of
clusters and the values of the membership degrees. The best fuzzy partition has mini-
mal a number of clusters with maximal membership degrees of each data point to one
cluster. Therefore the code length for the data is rewritten as follows:

L (D|H) =
n∑

i=1

c∑
j=1

log2 Δ̃ij (7)

where Δ̃ij = uij · dij + 1.
In order to account for the model accuracy of each dimension, the expression above

is rewritten in the following form:

L (D|H) =
n∑

i=1

c∑
j=1

m∑
p=1

log2 Δ̃p
ij (8)

where Δ̃p
ij = uij · dp

ij + 1, and dp
ij correspond to the projection of the distance dij to

the p-th dimension (p = 1, . . . , m).
The number of clusters is determined by clustering the data with different numbers

of clusters and then choosing the result for which the introduced MDL formula L(H)+
L(D|H) based on Equation (3) including the correction ṽij = |vij | + 1 and Equation
(5), Equation (6) or Equation (8), respectively.

4 Results

The presented approach has been implemented in Java and has been tested with artifi-
cial as well as with well known iris data set and the wine data set from the UCI Ma-
chine Learning Repository (http://archive.ics.uci.edu/ml/). The artificial dataset consist
of 400 three-dimensional instances, i.e. X = {x1, . . . , x400} and xi ∈ R3 . The data
originate from four different multivariate normal distributions. Figure 1 shows the three
dimensional scatter plot for the normalized data. It is obvious that the clusters overlap
heavily.

For crisp clustering, the cluster centres were calculated with help of the simple k-
means algorithm, obtaining different results for different numbers of clusters. In order to
evaluate the clustering results, for each cluster partition, the code length corresponding
to Equations (3), (4) and (6) was computed. As distance measure the Euclidean distance
was used. The clustering result with the minimal code length is chosen as the best one.
Furthermore, the separation index was also computed for each data set.

D = min
i=1...c

min
j=i+1...c

minx∈Ci,y∈Cj d (x, y)
maxk=1...c diamk

(9)
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Fig. 1. Artificial dataset

In Equation (9), the numerator represents the minimal distance between clusters, which
should be large. The enumerator represents the diameter of the cluster Ck, which should
be small for compact clusters [12]. Therefore, the separation index should be
maximised.

The code length for the iris dataset for different numbers of clusters are listed in Table
1. The minimum code length is indicated in bold face. Corresponding to Equation (4),
two clusters should be used, whereas Equation (6) indicates three clusters as the best
number of clusters. The separation index yields two as the optimal number of clusters.

Table 1. Iris dataset results

number of clusters code length Eq. (4) code length Eq. (6) separation index
1 89.7 170.2 -
2 60.6 99.3 0.35811
3 61.2 90.5 0.08348
4 65.3 91.2 0.05280
5 71.3 96.7 0.05024
6 78.2 102.8 0.04275
7 83.0 106.6 0.04275
8 88.7 111.1 0.04275
9 95.2 116.8 0.05280

10 102.2 123.7 0.04759
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The wine data set has 13 attributes that describe values from chemical analysis of
wines grown in the same region in Italy, but coming from three different vineyards.
As Table 2 shows, for the wine data set equations (4) and (6) yield one as the optimal
number of clusters. However if the data should be separated in more than one cluster,
three would be chosen by both equations. Which corresponds to the actual number
of classes in the data. The separation index indicated eight as the optimal number of
clusters.

Table 2. Wine dataset results

number of clusters code length Eq. (4) code length Eq. (6) separation index
1 1477.2 1505.2 -
2 1574.5 1598.6 1.32075E-5
3 1570.8 1591.3 3.04572E-5
4 1721.9 1740.5 2.28250E-5
5 1879.3 1897.0 2.50180E-5
6 2054.1 2071.0 1.98992E-5
7 2153.3 2169.5 2.26428E-5
8 2304.7 2320.8 3.40245E-5
9 2460.4 2476.5 2.66431E-5

10 2609.1 2625.2 2.53657E-5

For the artificial data set both equations and separation index yield the same result.
The optimal number of clusters according to Table 3 is four, which corresponds to the
number of different distributions the data originate from.

The same calculations were made for fuzzy clustering based on the standard fuzzy
c-means algorithm [3]. The code length was computed corresponding to Equations (3)
and (7). As distance measure the squared Euclidean distance was used. The clustering
result with the minimal code length is chosen as optimal.

Table 3. Artificial dataset results

number of clusters code length Eq. (4) code length Eq. (6) separation index
1 185.4 297.5 -
2 123.5 185.3 0.07897
3 108.3 156.5 0.04165
4 98.0 137.2 0.08904
5 100.4 138.7 0.02644
6 104.2 142.0 0.02644
7 107.1 143.2 0.03217
8 111.1 146.1 0.03139
9 114.4 148.3 0.03342

10 116.5 148.6 0.03473
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The results for the iris and the artificial dataset are shown in Tables 4 and 5, respec-
tively. For the iris dataset, similar to the second column in Table 1, the clustering result
with two clusters is chosen as optimal. The optimal number of clusters for the artificial
dataset corresponding to the Table 5 is four, which is the correct number of clusters.

Table 4. Fuzzy clustering results: iris dataset

number of clusters code length Eq. (7) partition coefficient partition entropy
1 56.34 1.00 0.00
2 41.48 0.86 0.25
3 44.27 0.74 0.47
4 51.56 0.65 0.66
5 58.09 0.59 0.79
6 65.06 0.54 0.93
7 72.76 0.50 1.04
8 79.92 0.50 1.07
9 87.08 0.48 1.14
10 94.79 0.46 1.22

Table 5. Fuzzy clustering results: artificial dataset

number of clusters codelength eq. (7) partition coefficient partition entropy
1 84.38 1.00 0.00
2 60.87 0.81 0.32
3 65.25 0.67 0.60
4 59.52 0.67 0.65
5 66.21 0.58 0.84
6 70.42 0.52 0.98
7 76.43 0.47 1.11
8 80.99 0.44 1.21
9 86.34 0.41 1.30

10 92.02 0.39 1.38

For comparison purposes, the validity measures partition coefficient – to be max-
imised – and partition entropy – to be minimised – [3] are also shown in Tables 4 and
5. Both of them cannot determine the correct number of clusters.

5 Conclusions

We have proposed a method to determine the number of clusters based on the minimum
description length principle. The method works well, does not require high computa-
tional costs and can be applied in the context of ordinary as well as fuzzy clustering.
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Abstract. In this study, a Partial Swarm Optimization tuning Trajectory 
Tracking Fuzzy Logic Controller (PSO-TTFLC) is designed for the nuclear 
research reactor Triga Mark-II in Istanbul Technical University (ITU). Reason 
to use TTFLC as a controller is that it uses only the error and error derivative as 
input parameters. TTFLC provides to work with the PSO algorithm. For this 
reason required changes are made in designed controller. Weights of the rules in 
rule base of the fuzzy controller are provided by the PSO. These parameters 
optimized by PSO are used to control the reactor for several working condition. 
Performance of the designed PSO-TTFLC is tested for various initial and 
desired power levels. The simulation results show that the reactor power 
successfully tracks the given trajectory and reaches the desired power level with 
the optimized weights of rules. As a result, PSO-TTFLC could control the 
system successfully under all conditions within the acceptable error tolerance. 

Keywords: PSO, Fuzzy logic control, Trajectory tracking, Nuclear reactor 
control. 

1   Introduction 

Fuzzy logic control has been applied effectively to power control of the nuclear 
reactors, the best-known example being its successful application on the 5MWt 
Massachusetts Institute of Technology (MIT) research reactor [1]. This uses a rule-
based, digital, closed-loop controller that incorporates fuzzy logic to control the 
power of the reactor under both steady-state and transient conditions. In addition to 
this, FLC is also used in controlling validated model of the pressurized water reactor 
(PWR)-type H.B. Robinson nuclear power plant [2], controlling water level in a 
simplified Advanced Boiling Water Reactor (ABWR) simulation model which was 
developed by GE Nuclear Energy [3], controlling the power level of the Belgium’s 
first research reactor (BR1) [4,5].  

In addition, in control of nuclear research reactors power, rod position, period and 
fuel temperature of the reactors were used as the controllers’ input variables and they 
required fuzzification [6, 7]. Although they produced results superior to those of 
classical controllers, these approaches have difficulties for the designers to get an 



 A Trajectory Tracking FLC Tuned with PSO 91 

insight on how the designed membership functions and fuzzy rule base affects the 
performance of the control system. These difficulties can be eliminated by using 
trajectory tracking fuzzy logic controller to represent all the variables in a single 
domain. A method (TTFLC) including a trajectory has been proposed to eliminate the 
fuzzification of such variables of the controllers by Baba in 2004 [8]. However the 
weights of the fuzzy rules were only determined by the user in this study. In design of 
controllers, if a weighted fuzzy rule base is used, the choice of any weights must be 
appropriate to the physical system so that simulation studies could be closer to the 
real system. The choice of weight values of the fuzzy rule base depends on experts’ 
experience. Experts generally select these weight values by trial and error method. 
This procedure is time consuming and irksome. An expert trajectory was proposed for 
control of this reactor in [9]. A 2 DOF planar robot was controlled by Fuzzy Logic 
Controller tuned with a particle swarm optimization in [10]. To control the Triga 
Mark-II reactor, a Genetic Fuzzy Logic Controller was designed by Topuz and Baba 
[11] In our study, in order to find the optimum weights of the fuzzy rule base, a PSO 
algorithm was designed. Hence, the weights of the fuzzy rule base are found by PSO 
and insert automatically into the TTFLC. To substantiate the efficiency and 
effectiveness of this PSO-TTFLC, Triga Mark-II research reactor established at 
Istanbul Technical University in Turkey was considered.  

The structure of the paper as follows: Structure of ITU Triga Mark-II research 
reactor in section 2. The trajectory used in this study is explained in section 3. Partial 
Swarm Optimization is briefly explained in section 4. Designing of a PSO-Trajectory 
Tracking Fuzzy Logic Control is shown in section 5. Simulation results regarding the 
developed control system are shown in section 6. The last section contains the 
conclusions. 

2   Structure of ITU Triga Mark-II Research Reactor 

ITU Triga1 Mark-II research reactor is an open-tank-type one with slight water 
coolant and graphite reflector. The reactor operates with solid fuel elements 
containing a homogeneous mixture of zirconium hydride moderator combined with 
partially enriched uranium. The reactor can be operated in two different modes named 
as steady-state mode and pulsed mode. It can reach a nominal power level of 250 KW 
at the steady-state and 1200MW at the pulsed mode in a short time. The reactor has 
three neutron-absorbing control rods. These are transient rod, safety rod, and 
regulating rod. The safety and regulating rods can be fired with an electro-mechanical 
mechanism. The transient rod runs with pressurized air and the electromechanical 
mechanism at steady-state and also with pressurized air at pulsing operation [12]. 

The equation representing neutronic-thermal-hydraulic behavior of reactor core is: 

BUAXX +=
•

                                                     (1) 

Where: X is a representative vector of prompt neutron density, precursor 
concentration, fuel temperature, coolant temperature, and coolant velocity. U is a 
vector representing control variables. A and B are related matrixes. 



92 G. Lokman, A.F. Baba, and V. Topuz 

In this model, mass flow rate and inlet temperature of the coolant are assumed to 
be time independent. However, the thermal conductivity and specific heat of the fuel 
and the thermal conductivity of the cladding and the physical properties of the coolant 
are all dependent on temperature [13]. 

3   The Trajectory Used in This Study 

In order to define control function, it is necessary to determine the trajectory function 
that has to be tracked by the reactor power. The trajectory path has three elements, the 
first and the third elements are defined as a third order function, and the second 
element is defined as a second order function. The mathematical definitions of 
trajectory in these intervals are:  

10001
2

02
3

031 ,)()()( tttattattattaP <≤+−+−+−=   (2) 

21012
2

132 ,)()( tttbttbttbP <≤+−+−=   (3) 

stttcttcttcttcP <≤+−+−+−= 2021
2

22
3

233 ,)()()(   (4) 

ss ttPP ≥= ,4    (5) 

There are 14 unknown coefficients in the above equations. These coefficients can 
be calculated from the initial conditions, the conditions at the crossing points, the final 
conditions, and period conditions. 

4   Partial Swarm Optimization 

PSO is one of the evolutionary computation techniques proposed by Kennedy and 
Eberhart (1995) [14], which used group intelligence generated by cooperation and 
competition between group particles to guide the optimization search. Compared with 
other algorithms, PSO retained the global search strategy [15], used an easily operated 
speed-displacement model, and avoided complicated genetic operation. Its unique 
memory function enables it to adjust its searching strategy according to most current 
search situation. Thus, PSO can be more easily realized and is a more effective 
searching algorithm. At present, PSO have already made breakthrough progress in 
some practical application fields [16]. 

Like other evolutionary computation techniques, a population of potential solutions 
to the optimal problem called particles is used to probe the search-space. In PSO, every 
particle has a fitness value determined by object function, and is assigned a randomized 
velocity which determines their movement. Consider that the search space is N-
dimensional space, the (i)th particle is represented by Xi = (xi1, xi2, …,xiN ) and its 
velocity is represented by Vi = (Vil,Vi2,…,ViN). The concrete steps of PSO are as below: 

1. Random initiate particle population: In this step, the particle population (swarm) is 
generated randomly. This population is a space that contained many satisfaction 
utility preference value set, each particle represents a candidate solution of a 
satisfaction utility preference value set. 
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2. Evaluate all particles according to fitness degree value: According to fitness degree 
function, all satisfaction utility preference value of all particles are calculated and 
compared with each other. 

3. Update individual extreme value according fitness degree value function:  the 
values that derived from the previous step are ranked and the optimal solutions are 
found. After that, the p value of each particle is updated. 

4. Update global extreme value according to fitness degree function: g is updated 
with optimal solution found in step 3. 

5. Iterate speed and position according to update set of speed-displacement: Particle 
continually searches from individual extreme value p and global extreme value g to 
find the optimal solution. 

6. Repeat step 2 to 5, until iterative condition is satisfied. 

Update set of speed-displacement is: 

))()(())()(()()1( 2211 kXkPrckXkPrckWVkV igiiii −+−+=+  (6) 

)1()()1( ++=+ kVkXkX iii  (7) 

max

maxmax
max T

WW
TWW

−−=  (8) 

In these sets, position X stands for satisfaction utility preference value set, initial 
position Xi is the initially generated satisfaction utility preference value set; V stands 
for speed, P stands for individual extreme value of each particle, which means optimal 
satisfaction utility preference value the can be searched from the beginning iteration 
till present iteration; g stands for global extreme value, that means presently existed 
optimal satisfaction utility preference value in all solutions; c1 and c2 are study 
factors, W is inertia weight, r1 and r2 are random numbers in (0,1). 

5   Designing of a PSO-TTFLC 

The first step in designing the PSO-TTFLC is to determine the input and output 
variables and their ranges of TTFLC. The second step is to select the membership 
functions to be used in setting up the values for each input and output. The next step 
is to construct the weighted fuzzy control rule base. The design of fuzzy logic mainly 
depends on the construction of the membership functions and the fuzzy controllers. 
The last step is to apply the PSO algorithm to find optimum weights of rule base. The 
basic block diagram of the trajectory tracking fuzzy control of the research reactor is 
shown in Figure 1. The objective is that the reactor power follows a specified path 
with minimum error.  

There are many forms of fuzzy reference sets for the process, and proper selection 
must be used to maintain high quality control of the system. The power error has five 
membership functions are Negative big (NB), Negative small (NS), Zero (ZE), 
Positive small (PS) and Positive big (PB). Where the change in power error has three 
membership functions are Negative (N), Zero (Z) and Positive (P). Trapezoidal 
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membership functions are used to represent the input fuzzy sets. The membership 
function is represented by membership points as shown in Figure 4. A total of 
Twenty-eight membership points (N1, N2, N3- Z1, Z2, Z3, Z4- P1, P2, P3- NB1, 
NB2, NB3- NS1,NS2, NS3, NS4- ZE1, ZE2, ZE3, ZE4- PS1, PS2, PS3, PS4- PB1, 
PB2 ,PB3) is set at appropriate values by using try and error method.  
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Fig. 1. Block diagram of the PSO-TTFLC 

A fuzzy control action consists of situation and action pairs conditional rules based 
on IF and THEN statements are usually used. This study uses fifteen control rules 
were used in designing the PSO-TTFLC, given in Table 1. 

NB NS PB1
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NS2 NS3
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de
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Error in Power (W)
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Change of Error in Power (W)
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Fig. 2. (A) The membership functions of Change of Error in Power (B) The membership 
functions of Error in Power 

The next stage involved combining the rules to obtain a final control action. The 
weights of fifteen rules are found by PSO and they are inserted automatically into the 
TTFLC. To obtain a final control action, the reactor power is measured at every 
sampling interval. The change in power error is calculated. The degree of membership 
of each variable in every labeled group is determined, and the variables can belong to 
more than one fuzzy set. The degree of fulfillment (DOF) of each and every rule is 
determined. The final control action is calculated by weighing the action of each rule 
by its DOF. 

PSO algorithm is used to find optimum weights of rules of the TTFLC. The steps 
to designing a PSO-TTFLC are as follows: 
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1. For all particles, weights of rules are generated randomly in (-1, 1). 
2. The generated weights are applied to TTFLC and the simulator is started. At the 

end of the simulation, fitness degree value is calculated. We use MAPE as fitness 
function, it can be written as; 

∑ −=
L

S

S

P

PP

L
MAPE

1

||1
100                                            (9)  

Where the L is size of data, PS is desired power level and P is output power. 
The steps to designing a TTFLC for TRIGA Mark-II are as follows: 

─ The trajectory is calculated from power levels and periods 
─ Reactor power is measured at every sampling interval 
─ Power error and the change in power error are calculated 
─ Fuzzy sets and membership functions for are determined 
─ The DOF of each rule is determined. 
─ The control action is determined from weighing of each action value. 

3. The local best value (p) is updated according to the fitness value of each particle.  
4. The global best (g) value is updated with optimal solution in step 3 
5. Particle continually searches from p and g to find the optimal solution. 
6. Repeat step 2 to 5, until iterative condition is satisfied. 
7. Weights of rules optimized by PSO are inserted automatically into the TTFLC. 

Figure 3 shows the various steps in applying PSO-TTFLC. 
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Fig. 3. Flowchart of the PSO-TTFLC for Triga Mark-II Nuclear Reactor 



96 G. Lokman, A.F. Baba, and V. Topuz 

6   Simulation Results 

In this section, simulation results regarding the developed control system are 
presented. PSO algorithm was started with parameters given in the table 1 and 
Simulator parameters are given in table 2.  

Table 1. Parameters of the PSO-TTFLC 

Number of Particles 40 
Number of iterations 40 
Learning rate C1=C2=2 
Inertia weight Linear decreasing 0.9 to 0.4 

 

The best MAPE value developed by PSO is 1.03048. For this system, this value is 
very successful. Weights found by PSO are applied to the TTFLC and the results 
shown in figures 4-5 are obtained. In this figure and in some others, since the error is 
too small, the trajectory path seems to be covered by output power. 

Table 2. Parameters of Triga Mark-II Reactor Simulator 

Simulation time 500 sec. 
Initial Power 1kW 
Desired Power 250kW 
Period values 20-20-20 
Sampling time 0.1 sec. 

 

Fig. 4. Simulation result for the best values found by PSO, Trajectory, Power and Error 

 

Fig. 5. Simulation result for the best values found by PSO, Control Signal and Rod Position 
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To test the effect of different initial power levels, the simulations has been started 
up for 200kW desired power level for the periods of 25-25-25 seconds and for 500W, 
1kW and 5kW levels of initial power. As shown in figures 6 to 8, PSO-TTFLC is able 
to bring reactor power to desired level from different initial levels of power. 
According to initial levels, The MAPE values are 2.05, 1.05 and 2.18 respectively. 

 

Fig. 6. P0=500W, PS=200kW and period values=25-25-25 

 

Fig. 7. P0=1kW, PS=200kW and period values=25-25-25 

 

Fig. 8. P0=5kW, PS=200kW and period values=25-25-25 
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To test the effect of different desired power levels, the simulations has been started 
up for 1kW initial power level for the periods of 25-25-25 seconds and for 100kW, 
150kW and 250kW levels of desired power. According to desired levels, The MAPE 
values are 1.11, 1.05 and 1.05 respectively. Figures 9 to 11 show the results of the 
simulation for different desired power levels. 

 

Fig. 9. P0=1kW, PS=100kW and period values=25-25-25 

 

Fig. 10. P0=1kW, PS=150kW and period values=25-25-25 

 

Fig. 11. P0=1kW, PS=250kW and period values=25-25-25 
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7   Conclusions 

This paper introduced the PSO based tuning method for TTFLC controller to control 
the Triga Mark-II research reactor established at Istanbul Technical University in 
Turkey. The weight values of rule base concerning the fuzzy controller were 
determined using PSO algorithm. In order to examine effects of the cost functions on 
the controller parameter optimization, MAPE was employed in PSO. Also, robustness 
of the controllers was tested in the case of different condition and disturbance. As a 
result, the PSO-TTFLC controller is able to bring reactor power to different desired 
levels from different initial levels of power as well as under disturbance. It is verified 
that the PSO-TTFLC controller has good control performance in reactor control. 
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Abstract. The notions of similarity and dissimilarity are widely used in
many fields of Artificial Intelligence. They have many different and often
partial definitions or properties, usually restricted to one field of appli-
cation and thus incompatible with other uses. This paper contributes to
the design and understanding of similarity and dissimilarity measures
for Artificial Intelligence. A formal dual definition for each concept is
proposed, joined with a set of fundamental properties. The behavior of
the properties under several transformations is studied and revealed as
an important matter to bear in mind. We also develop several practical
examples that work out the proposed approach.

Keywords: Similarity measures, Dissimilarity measures, Data Analysis.

1 Introduction

From a psychological point of view, a human being uses the notion of similarity
and dissimilarity for problem solving, for searching information, for inductive
reasoning, for element categorization, etc. For instance, the intuitive notion of
similarity is to group objects under specific criteria and several theories are based
on grouping objects together. This leads us to affirm that similarity and its dual
concept dissimilarity are a fundamental part of many theories and applications
in several fields, within or related to Artificial Intelligence, like Case Based Rea-
soning [1], Data Mining [2], Information Retrieval [3], Pattern Matching [4] or
Neural Networks, as the Radial Basis Function network [5].

Many applications are characterized by the use of metrics for measuring differ-
ences between objects. Metric dissimilarities have been deeply studied but they
are tied to a particular transitivity expression based on the triangle inequality.
Very often metric (distance) functions are used due to our natural understanding
of Euclidean spaces. However, not all metrics are Euclidean and many interesting
dissimilarities are non-metric.

In a general sense, similarity and dissimilarity express a dual comparison
between two elements. We argue that every property of a similarity should have a
correspondence with one property of a dissimilarity and vice versa. This duality
is commonly ignored, as well as some annoying properties (e.g. transitivity)
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and there are few general studies about how transformations of a similarity
or dissimilarity can alter their properties. To worsen matters, some properties
that would look natural or fundamental –like symmetry or transitivity– are still
under discussion (see e.g. [6], [7], [8]). In summary, the lack of a basic agreed-
upon theory sometimes leads to incompatible definitions or results focused on
an specific kind of similarities or dissimilarities.

The present work intends to make a further effort in the unification of both
concepts (see, for example, [9]), in two basic ways. First, with a basic but fully
operational definition of similarity and dissimilarity and a set of fundamental
properties and transformations. And second, with a study of how this transfor-
mations change the properties of the similarities and dissimilarities.

2 Preliminaries

Let X be a non-empty set where an equality relation is defined. In a general
sense, similarity and dissimilarity express the degree of coincidence or divergence
between two elements of a reference set. Therefore, it is reasonable to treat them
as functions since the objective is to measure or calculate this value between any
two elements of the set.

Definition 1. A similarity measure is an upper bounded, exhaustive and total
function s : X ×X → Is ⊂ R with |Is| > 1 (therefore Is is upper bounded and
sup Is exists).

Definition 2. A dissimilarity measure is a lower bounded, exhaustive and total
function d : X ×X → Id ⊂ R with |Id| > 1 (therefore Id is lower bounded and
inf Id exists).

Define now smax = sup Is and dmin = inf Id. Without loss of generality, we can
take smax ≥ 0 and dmin ≥ 0. In any other case, a non-negative maximum or
minimum can be obtained applying a simple transformation (e.g. s + |smax|).
The following are useful properties for these functions to fulfill. For conciseness,
we introduce them for both kinds of functions at the same time.

Reflexivity: s(x, x) = smax (implying sup Is ∈ Is) and d(x, x) = dmin (implying
inf Id ∈ Id).

Strong Reflexivity: s(x, y) = smax ⇔ x = y and d(x, y) = dmin ⇔ x = y.

Symmetry: s(x, y) = s(y, x) and d(x, y) = d(y, x).

Boundedness: A similarity s is lower bounded when ∃a ∈ R such that s(x, y) ≥
a, for all x, y ∈ X (this is equivalent to ask that inf Is exists). Conversely, a
dissimilarity d is upper bounded when ∃a ∈ R such that d(x, y) ≤ a, for all
x, y ∈ X (this is equivalent to ask that sup Id exists). Given that |Is| > 1 and
|Id| > 1, both inf Is �= sup Is and inf Id �= sup Id hold true.

Closedness: Given a lower bounded function s, define now smin = inf Is. The
property asks for the existence of x, y ∈ X such that s(x, y) = smin (equivalent
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to asking that inf Is ∈ Is). Given an upper bounded function d, define dmax =
sup Id. The property asks for the existence of x, y ∈ X such that d(x, y) = dmax

(equivalent to asking that sup Id ∈ Id).

Complementarity: Consider now a function C : X → 2X . A lower closed
similarity s defined in X has complement function C(x) = {x′ ∈ X/ s(x, x′) =
smin}, if ∀x, x′ ∈ X, |C(x)| = |C(x′)| �= 0. An upper closed dissimilarity d defined
in X has complement function C, where C(x) = {x′ ∈ X/ d(x, x′) = dmax}, if
∀x, x′ ∈ X, |C(x)| = |C(x′)| �= 0. In case s or d are reflexive, necessarily x /∈ C(x).
Each of the elements in C(x) will be called a complement of x. Moreover, s or d
have unitary complement when ∀x ∈ X, |C(x)| = 1. In this case, ∀x ∈ X :

For similarities: ∃y′/ s(x, y′) = smax ⇐⇒ ∃y′/ y′ ∈ C(y), ∀y ∈ C(x)

For dissimilarities: ∃y′/ d(x, y′) = dmin ⇐⇒ ∃y′/ y′ ∈ C(y), ∀y ∈ C(x)

Let us define a transitivity operator in order to introduce the transitivity
property in similarity and dissimilarity functions.

Definition 3. (Transitivity operator). Let I be a non-empty subset of R, and
let e be a fixed element of I. A transitivity operator is a function τ : I × I → I
satisfying, for all x, y, z ∈ I:

1. τ(x, e) = x (null element)
2. y ≤ z ⇒ τ(x, y) ≤ τ(x, z) (non-decreasing monotonicity)
3. τ(x, y) = τ(y, x) (symmetry)
4. τ(x, τ(y, z)) = τ(τ(x, y), z) (associativity)

There are two groups of transitivity operators: those for similarity functions, for
which e = sup I = smax (and then I is Is) and those for dissimilarity functions,
for which e = inf I = dmin (I is Id). It should be noted that this definition
reduces to uninorms [10] when I = [0, 1].

Transitivity: A similarity s defined on X is called τs-transitive if there is a
transitivity operator τs such that the following inequality holds:

s(x, y) ≥ τs(s(x, z), s(z, y)) ∀x, y, z ∈ X

A dissimilarity d defined on X is called τd-transitive if there is a transitivity
operator τd such that the following inequality holds:

d(x, y) ≤ τd(d(x, z), d(z, y)) ∀x, y, z ∈ X

A similarity or dissimilarity in X may be required simply to satisfy strong
reflexivity and symmetry. It is not difficult to show that strong reflexivity alone
implies a basic form of transitivity [11]. We call Σ(X) the set of all similarity
functions and Δ(X) the set of all dissimilarity functions defined over elements
of X .
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3 Equivalence

In this section we tackle the problem of obtaining equivalent similarities or dis-
similarities, and to transform a similarity function onto a dissimilarity function
or vice versa, which will naturally lead to the concept of duality.

3.1 Equivalence Functions

Consider the set of all ordered pairs of elements of X and denote it X×X . Every
s ∈ Σ(X) induces a preorder relation in X ×X . This preorder is defined as “to
belong to a class of equivalence with less or equal similarity value”. Formally,
given X and s ∈ Σ(X), we consider the preorder � given by

(x, y) � (x′, y′)⇐⇒ s(x, y) ≤ s(x′, y′), ∀(x, y), (x′, y′) ∈ X ×X

Analogously, every d ∈ Δ(X) induces the preorder “to belong to a class of
equivalence with less or equal dissimilarity value”. Recall that (x, y) � (w, z)
and (w, z) � (x, y) does not imply x = w and y = z.

Definition 4. (Equivalence). Two similarities (or two dissimilarities) defined
in the same reference set X are equivalent if they induce the same preorder.

Note that the equivalence between similarities or between dissimilarities is an
equivalence relation. The properties of similarities and dissimilarities are kept
under equivalence, including transitivity. The exception is the boundedness prop-
erty which will depend on the chosen equivalence function. Only the monotoni-
cally increasing and invertible functions keep the induced preorder.

Definition 5. (Equivalence function). Let s be a similarity and d a dissimilar-
ity. An equivalence function is a monotonically increasing and invertible function
f̆ such that f̆◦s is a similarity equivalent to s. Analogously, f̆◦d is a dissimilarity
equivalent to d.

Theorem 1. Let s1 be a transitive similarity and d1 a transitive dissimilarity.
Denote by τs1 and τd1 their respective transitivity operators. Let f̆ be an equiva-
lence function. Then:

1. The equivalent similarity s2 = f̆ ◦ s1 is τs2-transitive, where
τs2(a, b) = f̆(τs1 (f̆−1(a), f̆−1(b))) ∀a, b ∈ Is2

2. The equivalent dissimilarity d2 = f̆ ◦ d1 is τd2-transitive, where
τd2(a, b) = f̆(τd1(f̆−1(a), f̆−1(b))) ∀a, b ∈ Id2

Proof. Consider only the similarity case, in which f̆ : Is1 → Is2 . Us-
ing the transitivity of s1 we know that, for all x, y, z ∈ X , s1(x, y) ≥
τs1(s1(x, z), s1(z, y)).

Applying f̆ to this inequality we get
(f̆ ◦ s1)(x, y) ≥ (f̆ ◦ τs1)(s1(x, z), s1(z, y)).
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Using f̆−1 ◦ s2 = s1, we get
s2(x, y) ≥ (f̆ ◦ τs1)

(
(f̆−1 ◦ s2)(x, z), (f̆−1 ◦ s2)(z, y)

)
.

Defining τs2 as is defined in the Theorem we get the required transi-
tivity expression s2(x, y) ≥ τs2(s2(x, z), s2(z, y)).

Therefore, any composition of an equivalence function and a similarity (or
dissimilarity) function is another similarity (or dissimilarity) function, which is
also equivalent.

3.2 Transformation Functions

Equivalence functions allow us to get new similarities from other similarities
or new dissimilarities from other dissimilarities, but not to switch between the
former and the latter. Denote by Σ∗(X) the set of similarities defined on X
with codomain on [0,1] and by Δ∗(X) the set of such dissimilarities. As we shall
see, using appropriate equivalence functions f̆∗, we have a way to get equivalent
similarities (resp. dissimilarities) on Σ∗(X) (resp. Δ∗(X)) using similarities or
dissimilarities on Σ(X) (resp. Δ(X)) and vice versa. In consequence, defining
properties on Σ(X) or Δ(X) is tantamount to defining them on Σ(X) or Δ(X).

Definition 6. A [0, 1]-transformation function n̂ is a decreasing bijection on
[0,1] (implying that n̂(0) = 1, n̂(1) = 0, continuity and the existence of an in-
verse). A transformation function n̂ is involutive if n̂−1 = n̂.

This definition is restricted to (resp. dissimilarities) on Σ∗(X) (resp. Δ∗(X)).
Using that both f̆∗ and n̂ are bijections, a general transformation function be-
tween elements of Σ(X) (resp. Δ(X)) is the composition of two or more functions
in the following way:

Definition 7. A transformation function f̂ is the composition of two equiva-
lence functions and a [0, 1]-transformation function:

f̂ = f̆∗
1 ◦ n̂ ◦ f̆∗

2

−1
,

where n̂ is a transformation function on [0,1], f̆∗
1 obtains equivalent similarities

(resp. dissimilarities) on Σ(X) (resp. Δ(X)) and f̆∗
2 obtains equivalent similar-

ities (resp. dissimilarities) on Σ∗(X) (resp. Δ∗(X)).

4 Duality

As it has been shown along this work, similarity and dissimilarity are two inter-
related concepts. In fuzzy theory, t-norms and t-conorms are dual with respect
to the fuzzy complement [12]. In the same sense, all similarity and dissimilarity
functions are dual with respect to some transformation function.

Definition 8. (Duality). Consider s ∈ Σ(X), d ∈ Δ(X) and a transformation
function f̂ : Is → Id. We say that s and d are dual by f̂ if d = f̂ ◦ s or,
equivalently, if s = f̂−1 ◦ d. This relationship is written as a triple ≺ s, d, f̂ �.
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Theorem 2. Given a dual triple ≺ s, d, f̂ �,

1. d is strongly reflexive if and only if s is strongly reflexive.
2. d is closed if and only if s is closed.
3. d has (unitary) complement if and only if s has (unitary) complement.
4. d is τd-transitive only if s is τs-transitive, where

τd(x, y) = f̂(τs(f̂−1(x), f̂−1(y))) ∀x, y ∈ Id

Proof. Take s ∈ Σ(X) and make d = f̂ ◦ s.
1. For all x, y ∈ X such that x �= y, we have s(x, y) �= smax; hence,

applying f̂ , we obtain d(x, y) �= dmin.
2. Symmetry is immediate.
3. For all x, y ∈ X , we have s(x, y) ≥ smin. Suppose s is closed. Since f̂

is strictly monotonic and decreasing, s(x, y) > smin ⇔ (f̂ ◦s)(x, y) <

f̂(smin). Then s is closed because there exist x, y ∈ X such that
s(x, y) = smin, only true if (f̂ ◦s)(x, y) = f̂(smin) (i.e. if d is closed).

4. For all x, x′ ∈ X such that x′ ∈ C(x), we have s(x, x′) = smin;
applying f̂ , we have (f̂ ◦s)(x, x′) = f̂(smin); that is, d(x, x′) = dmax.
Therefore, complementarity is kept.

5. For transitivity, see [12], Theorem 3.20, page 84.

Thanks to this explicit duality relation, properties on similarities are immedi-
ately translated to dissimilarities, or viceversa. A general view of all the functions
and sets appeared so far is represented in Fig. 1.

Fig. 1. Graphical representation of equivalence (f̆) and transformation (f̂) functions
from and within Σ(X) and Δ(X)

5 Application Examples

In this section we develop some simple application examples for the sake of
illustration.
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Example 1. Consider the dissimilarities in Σ([0, 1]) given by

d1(x, y) = |x− y|, d2(x, y) = min(x, y).

Their respective transitivity operators are τd1(a, b) = min(1, a + b) and τd2

(a, b) = min(a, b). Consider the family of transformation functions: f̂(z) =
(1− z)1/α, with α �= 0. The corresponding dual similarities are:

s1(x, y) = (1− |x− y|)1/α, s2(x, y) = max((1 − x)1/α, (1− y)1/α).

Using Theorem 2, the corresponding transitivity operators are τs1(a, b) =
max(aα + bα − 1, 0)1/α and τs2(a, b) = max(a, b). Therefore, two dual triples
are formed: ≺ s1, d1, f̂ � and ≺ s2, d2, f̂ �. Note that τs1 corresponds to a
well-known family of t-norms, whereas τs2 is the max norm. When α = 1, the
transitivity of s1 is the Lukasiewicz t-norm [13].

Example 2. Consider the similarity defined in Σ(Z) given by s(x, y) = 1 −
|x−y|

|x−y|+1 . In this case the set Is is the set of all rational numbers in (0, 1],
sup Is = 1 and inf Is = 0. This function satisfies strong reflexivity and sym-
metry. Moreover, it is lower bounded (with smin = 0), although it is not lower
closed. For this reason, it does not have a complement function.

What transitivity do we have here? We know that |x− y| is a metric. Consider
now the transformations n̂k(z) = z/(z + k), for k > 0. Since n̂k is subadditive,
n̂k(|x− y|) is also a metric dissimilarity. Therefore,

|x− y|
|x− y|+ 1

≤ |x− z|
|x− z|+ 1

+
|z − y|

|z − y|+ 1

If we apply now the transformation n̂(z) = 1 − z, we obtain the original
expression for the similarity s. Using Theorem 2, the transitivity finally changes
to s(x, y) = max{s(x, z) + s(z, y)− 1, 0}.

Example 3. Consider the function d(x, y) = e|x−y|−1. This is a strong reflexive
and symmetric dissimilarity in Δ(R) with codomain Id = [0, +∞). Therefore, it
is an unbounded dissimilarity with dmin = 0. This measure can be expressed as
the composition of f̆(z) = ez − 1 and d′(x, y) = |x− y|. Thus, it is τd-transitive
with τd(a, b) = ab + a + b. Consequently,

d(x, y) = d(x, z) + d(z, y) + d(x, z) · (z, y), ∀x, y, z ∈ R

To see this, use that d′ is d′-transitive with d′(a, b) = a + b and Theorem 1:

τd(a, b) = f̆(f̆−1(a), f̆−1(b)) = eln(1+a)+ln(1+b)−1 = (1+a)(1+b)−1 = ab+a+b

Consider now the equivalence function f̆ : [0,∞) → [0,∞) given by f̆(z) =
ln(z +1) and apply it to the previously defined dissimilarity d. The result is the
equivalent dissimilarity d′(a, b) = |x − y|, the standard metric in R, transitive
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Fig. 2. A simple coding of binary trees. The reason for going bottom-up is to have the
less significative digits close to the root of the tree. The choice of making the left nodes
more significant than the right ones is arbitrary. The symbol � represents the empty
tree.

with d′(a, b) = a+b (this is the transitivity leading to the triangular inequality for
metrics). The important point is that d′ is also τd-transitive, since a+b ≤ a+b+ab
when a, b ∈ [0,∞). This is due to a gradation in the restrictiveness of transitivity
operators [12]. In this case, d′ is more restrictive than d and therefore, transitivity
with the former operator implies transitivity with the latter, but not inversely.

If we apply now f̆ ′(z) = z2 to d′ what we get is an equivalent dissimilarity
d′′(x, y) = (x− y)2, again strongly reflexive, symmetric and d′′-transitive, where
τd′′(a, b) =

√
a2 + b2. In this case, d′′ is more restrictive than both d′ and d.

Similarity and dissimilarity unify preservation of transitivity using equivalence
functions. This fact can be used, for example, to get a metric dissimilarity from a
non-metric one. In the following example we compare the structure of two trees
with a non-metric dissimilarity. Upon application of an equivalence function we
get an equivalent and metric dissimilarity function.

Example 4. Consider a dissimilarity function between two binary trees. It does
not measure differences between nodes but the structure of the tree. Consider a
simple tree coding function D that assigns a unique value for each tree. This
value is first coded as a binary number of length 2h− 1, being h the height of the
tree. The reading of the code as a natural number is the tree code. The binary
number is computed such that the most significant bit corresponds to the leftmost
and bottommost tree node (Fig. 2). Note that D is not a bijection, since there
are numbers that do not code a valid binary tree.

Consider now the following dissimilarity function, where A and B are binary
trees. The symbol � represents the empty tree with value 0.

d(A, B) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

max
(

D(A)
D(B) ,

D(B)
D(A)

)
if A �= � and B �= �

1 if A = � and B = �
D(A) if A �= � and B = �
D(B) if A = � and B �= �
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This is a strong reflexive, symmetric, unbounded dissimilarity with Id = [1,∞)
with dmin = 1. If we impose a limit H to the height of the trees, then d is

also upper bounded and closed, dmax =
2H−1∑
i=0

. It is also transitive with the

product operator, which is a transitivity operator valid for dissimilarities defined
on [1,∞); in other words, for any three trees A, B, C, d(A, B) ≤ d(A, C)·d(C, B).

Proof. If neither of A, B or C are the empty tree, substituting in the
previous expression and operating with max and the product we get:

max
(

D(A)
D(B)

,
D(B)
D(A)

)
≤ max

(
D(A)
D(B)

,
D(C)2

D(A)D(B)
,
D(A)D(B)

D(C)2
,
D(B)
D(A)

)

which is trivially true. Now, if A = �, then the inequality reduces
to D(B) ≤ max

(
D(B), D(C)2

D(A)D(B)

)
. The cases B = � or C = � can be

treated analogously.

If we apply now the equivalence function f̆(z) = log z to d we shall receive a
dissimilarity d′ = f̆ ◦ d, where the properties of d are kept in d′. However, the
transitivity operator is changed using Theorem 1, to τd′(a, b) = a + b. In other
words, we obtain a metric dissimilarity over trees fully equivalent to the initial
choice of d.

6 Conclusions

The main goal of this paper has not been to set up a standard definition of
similarity and dissimilarity, but to establish some operative grounds on the def-
inition of these widely used concepts. The data practitioner can take (or leave)
the proposed properties as a guide. We have studied some fundamental trans-
formations in order to keep these chosen basic properties. In particular, we have
concentrated on transitivity and its preservation. However, a deeper study has to
be done about the effects of transformations, specially in transitivity (e.g. which
transformations do keep the triangle inequality) and more complex matters, like
aggregation of different measures into a global one. Due to the many fields of
application these concepts are involved with, the study of their properties can
lead to better understanding of similarity and dissimilarity measures in many
areas.
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Abstract. In constructing a classifier ensemble diversity is more important as 
the accuracy of its elements. To reach a diverse ensemble, one approach is to 
produce a pool of classifiers. Then we define a metric to evaluate the diversity 
value in a set of classifiers. We extract a subset of classifiers out of the pool in 
such a way that has a high diversity value. Usage of Bagging and Boosting 
as the sources of generators of diversity is another alternative. The third 
alternative is to partition classifiers and then select a classifier from each 
partition.  Because of high similarity between classifiers of each partition, there 
is no need to let more than exactly one classifier from each of partition 
participate in the final ensemble. In this article, the performance of proposed 
framework is evaluated on some real datasets of UCI repository. Achieved 
results show effectiveness of the algorithm compare to the original bagging and 
boosting algorithms. 

Keywords: AdaBoosting, Bagging, Classifier Ensembles, Diversity. 

1   Introduction 

Voting is a mechanism based on democracy form of government. This mechanism has 
been proven to be better than dictatorship form of government. The superiority of 
democracy over dictatorship is not a surprise. It is due to the fact “all are less probable 
to get a wrong decision”. So, ensemble methods are used in all fields inspired from 
the fact. Classification is a field that uses ensemble concept.  

This method uses many inaccurate classifiers, instead of one accurate classifier, 
specialized for a few data in the different problem spaces and applies their consensus 
vote as the classifier. In General, it is ever-true sentence that combining diverse 
classifiers usually results in a better classification [5].  

Diversity has a very important role in success of ensemble methods. The diversity 
assures the undependability of their classifiers; in the other word, the 
misclassifications of the classifiers don’t occur simultaneously. Kuncheva [8] 
explains that the ensemble of a number of classifiers can always reach a better 
performance (even can reach a perfect accuracy) as the number of classifiers become 
greater, provided that they are independent (diverse).  

Creating a number of classifiers diverse enough to be appropriate to participate in 
an ensemble is a familiar challenge. There is a very large variety of methods to reach 
a satisfactory diversity. Kuncheva’s approach is based on the metrics that represent 
the amount of similarities or differences of classifier outputs.  



 A New Classifier Ensembles Framework 111 

Gianito et al. [6] imply a clustering and selection method to deal with the diversity 
generation. In that work, at first, a large number of classifiers with different 
initializations are produced, and then they select a subset of them according to their 
distances in their output space. They don’t take into consideration how the base 
classifiers are created.  

In this paper also a framework for development of combinational classifiers is 
proposed where a number of train data-bags are first bootstrapped from train data-set. 
Then a pool of weak base classifiers is created; each classifier is trained on one 
distinct data-bag. After that to get rid of similar base classifiers of the ensemble, using 
a clustering algorithm, here k-means, the classifiers are partitioned. The partitioning is 
done considering the outputs of classifiers on train dataset as feature space. In each 
partition, one classifier, the head of cluster, is selected to participate in final ensemble. 
Then, to produce consensus vote, different votes (or outputs) are gathered out of 
ensemble. After that the weighted majority voting algorithm is applied over them. The 
weights are determined using the accuracies of the base classifiers on train dataset. 

The main aim of construction of An Artificial Neural Network (ANN), a model 
that simulates the structure and properties of biological neurons, is information 
processing, without necessarily creating a highly complex model of a real biological 
system. ANN is composed of a large number of interconnected processing elements, 
so called neurons, working in together to solve specific problems such as pattern 
recognition or data classification, through a learning process. Learning in biological 
systems involves adjustments to the synaptic connections that exist between the 
neurons. ANN learns the input/output relationship through training with adapting 
weights of its connection [7].   

The Multi Layer Perceptrons (MLP), the most representatives of ANNs, is a linear 
classifier for classifying data specified by parameters and an output function. Its 
parameters are adapted similar to stochastic steepest gradient descent. The units each 
perform a biased weighted sum of their inputs and pass this activation level through a 
transfer function to produce their output, and the units are arranged in a layered 
feedforward topology. The network thus has a simple interpretation as a form of 
input-output model, with the weights and thresholds (biases) the free parameters of 
the model. Important issues in Multilayer Perceptrons design include specification of 
the number of hidden layers and the number of units in these layers [7]. 

One way is to set the weights explicitly, using a prior knowledge. Another way is 
to 'train' the MLP, feeding it by teaching patterns and then letting it change its weights 
according to some learning rule. In this paper the MLP is used as one of the base 
classifiers. 

Decision tree is one of the most versatile classifiers in the machine learning field. 
Decision tree is considered as one of the unstable classifiers that can be suitable for 
ensemble construction. It uses a tree-like graph or model of decisions. The kind of 
representation is appropriate for experts to analyze what classifier does [10]. The 
ensemble of a number of decision trees is a well-known ensemble called Random 
Forest which is one of the most powerful ensemble algorithms. The algorithm of 
random forest was first developed by Breiman [2]. In this paper, decision tree is 
totally used as one of the base classifiers. 
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Rest of this paper is organized as follows. Section 2 is related works. In section 3, 
we explain the proposed method. Section 4 demonstrates results of our proposed 
method against traditional ones comparatively. Finally, we conclude in section 5. 

2   Related Work 

Generally, there are two important challenging approaches to combine a number of 
classifiers that use different train sets. They are Bagging and Boosting. Both of them 
are considered as two methods that are sources of diversity generation.  

The term Bagging is first used by [2] abbreviating for Bootstrap AGGregatING. 
The idea of Bagging is simple and interesting: the ensemble is made of classifiers 
built on bootstrap copies of the train set. Using different train sets, the needed 
diversity for ensemble is obtained. 

Breiman [3] proposes a variant of Bagging which it is called Random Forest. 
Random Forest is a general class of ensemble building methods using a decision tree 
as the base classifier. To be labeled a “Random Forest”, an ensemble of decision trees 
should be built by generating independent identically distributed random vectors and 
use each vector to grow a decision tree. Bagging involves having each classifier in the 
ensemble vote with equal weight. In order to promote model diversity, bagging trains 
each model in the ensemble using a randomly-drawn subset of the training set. As an 
example, the random forest algorithm combines random decision trees with bagging 
to achieve very high classification accuracy. In this paper Random Forest algorithm 
[8] is implemented and compared with the proposed method. 

Boosting is inspired by an online learning algorithm called Hedge(β) [4]. Boosting 
involves incrementally building an ensemble by training each new classifier to 
emphasize the training instances that previous classifiers misclassified. This algorithm 
allocates weights to a set of strategies used to predict the outcome of a certain event. 
At this point we shall relate Hedge(β) to the classifier combination problem. Boosting 
is defined in [4] as related to the “general problem of producing a very accurate 
prediction rule by combining rough and moderately inaccurate rules of thumb.” The 
main boosting idea is to develop the classifier team D incrementally, adding one 
classifier at a time. The classifier that joins the ensemble at step k is trained on a 
dataset selectively sampled from the train dataset Z. The sampling distribution starts 
from uniform, and progresses towards increasing the likelihood of “difficult” data 
points. Thus the distribution is updated at each step, increasing the likelihood of the 
objects misclassified at step k-1. Here the correspondence with Hedge(β) is 
transposed. The classifiers in D are the trials or events, and the data points in Z are the 
strategies whose probability distribution we update at each step. The algorithm is 
called AdaBoost which comes from ADAptive BOOSTing. In some cases, boosting 
has been shown to yield better accuracy than bagging, but it also tends to be more 
likely to overfit the training data. By far, the most common implementation of 
Boosting is AdaBoost, although some newer algorithms are reported to achieve better 
results. One version of these algorithms is arc-x4 which outperforms the common 
ADAboost [8].  
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Fig. 1. Training phase of the Bagging method 

3   Proposed Framework 

In our proposed method, the aim is to use the most diverse set of classifiers obtained 
by Bagging or Boosting mechanism. In this method first, a number of classifiers are 
trained by the two well-known mechanisms: Bagging or Boosting and then the 
produced classifiers are partitioned according their outputs. Finally, the nearest 
classifier to the head of each produced cluster is selected.  

Selection of one classifier from each cluster, and usage of them as an ensemble, 
can produce a diverse ensemble that outperforms the traditional Bagging and 
Boosting, i.e. usage of all classifiers as an ensemble, while each cluster is produced 
according to classifiers’ outputs.  

Fig. 1 illustrates the training phase of the Bagging method in general. In proposed 
method, it is bootstrapped n subsets of dataset with b percent of the train dataset. Then 
a classifier is trained on each of those subsets. In addition, it is tested each decision 
tree over the whole of train dataset and calculated its accuracy. Oi  and Pi , denoted as 
ith output of classifier over train dataset and its accuracy, respectively.  

Fig. 2 illustrates the training phase of the Boosting method, too. We again select a 
subset of dataset containing b percent of train dataset. Then the first classifier is trained 
on this subset. After that the first classifier is tested on the whole train dataset which this 
results in producing the O1 and P1. Using O1, the next subset of b percent of train dataset 
is obtained. This mechanism is continued in such a way that obtaining ith subset of b 
percent of train dataset is produced considering the O1, O2, …, Oi-1. For more 
information about the mechanism of Boosting, the reader can refer to Kuncheva [8].  

The proposed method is generally illustrated in the Fig. 3. In the proposed method 
we first produce a dataset whose ith dataitem is Oi. Features of this dataset are real 
dataitems of under-leaning dataset. Then we have a new dataset having n classifiers 
and N features, where n is a predefined value showing the number of classifiers 
produced by Bagging or Boosting and N is the cardinality of under-leaning datasets. 
After producing the mentioned dataset, we partition that dataset by use of a clustering 
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algorithm that this results in some clusters of classifiers. Each of the classifiers of a 
cluster has similar outputs on the train dataset; it means these classifiers have low 
diversities, so it is better to use one of them in the final ensemble rather than all of 
them. For escaping from outlier classifiers, we ignore from the clusters which contain 
number of classifiers smaller than a threshold. 

Training 
Dataset

Train 

SubData 1

SubData 2

b% 
selection 

SubData n-1

SubData n

.

.

.

.

.

.

 

Fig. 2. Training phase of the Boosting method 

Let us assume that E is the ensemble of n classifiers {C1, C2, C3 …Cn}. Also 
assume that there are m classes in the case. Next, assume applying the ensemble over 
data sample d results in a binary D matrix like equation 1. 
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where di,j is one if classifier j votes that data sample d belongs to class i. Otherwise it 
is equal to zero. Now the ensemble decides the data sample d to belong to class q 
according to equation 2. 
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where wj is the weight of classifier j which is obtained optimally according to 
equation 3 [8]. 
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where pj is accuracy of classifier j over total train set. Note that a tie breaks randomly 
in equation 2. 
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Fig. 3. Proposed method for selecting the final ensemble from a pool of classifier generated by 
Bagging or Boosting 

 

Table 1. Details of used dataset 

Dataset 
Name 

# of 
dataitem

s 

# of 
features 

# of 
classes 

Data distribution per classes 

Breast 
Cancer 

404 9 2 444-239 

Bupa 345 6 2 145-200 

Glass 214 9 6 70-76-17-13-9-29 

Galaxy 323 4 7 51-28-46-38-80-45-35 

half-ring 400 2 2 300-100 

Heart 462 9 2 160-302 

Ionosphere 351 34 2 126-225 

Iris 150 4 3 50-50-50 

test Monk 1 412 6 2 216-216 

test Monk 2 412 6 2 216-216 

test Monk 3 412 6 2 216-216 

train Monk 1 124 6 2 62-62 

train Monk 2 169 6 2 105-64 

train Monk 3 122 6 2 62-60 

Wine 178 13 3 59-71-48 
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Fig. 4. Comparison of the results by considering Decision Tree as base classifier. * shows the 
dataset is normalized, and 4 fold cross validation is taken for performance evaluation. ** shows 
that the train and test sets are predefined. 

4   Experimental Results 

This section evaluates the result of applying the proposed algorithm on some real 
datasets available at USI repository [1] and one hand made dataset named half-ring. 
The details of half-ring dataset can be available in [9]. These dataset are summarized 
in the Table 1. 
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Table 2. Comparison of the results averaged over all 12 datasets by considering Decision Tree 
as base classifier 

 Arc-X4 Random 
Forest 

Classifier 
Selection 

By RF 

Classifier 
Selection 

By Arc-X4 

Cluster 
and 

Selection 

Average 86.22 87.05 88.39 85.08 84.29 

 
 

Measure of decision in each employed decision tree is taken as Gini measure. The 
threshold of pruning is set to 2. Also the classifiers’ parameters are fixed in all of their 
usages. In all experiments n, r, b and threshold of accepting a cluster are set to 151, 
33, 30 and 2 (i.e. only the clusters with one classifier is dropped down) respectively. 
All the experiments are done using 4-fold cross validation. Clustering is done by k-
means with r (33) clusters.  

Fig. 4 shows the accuracies of different methods over all datasets by considering a 
DT as each of the base classifiers. Table 2 shows the averaged accuracies Fig 4. Fig. 5 
shows the accuracies of different methods over all datasets by considering a MLP as 
each of the base classifiers. Table 3 shows the averaged accuracies Fig. 5.  

While we choose only at most 33 percent of the base classifiers of Random Forest, 
the accuracy of their ensemble outperforms their full ensemble, i.e. Bagging. Also it 
outperforms Boosting. 

Because the classifiers selected in this manner (by Bagging along with clustering), 
have different outputs, i.e. they are as diverse as possible, they are more suitable than 
their all ensemble. It is worthy to mention that the Boosting is inherently diverse 
enough to be an ensemble totally; and the reduction of ensemble size by clustering 
destructs their Boosting effect. Take it in the consideration that in Boosting ensemble, 
each member covers the drawbacks of the previous ones. 

Table 3. Comparison of the results averaged over all 12 datasets by considering MLP as base 
classifier 

 Arc-X4 Random 
Forest 

Classifier 
Selection 

By RF 

Classifier 
Selection 

By Arc-X4 

Cluster 
and 

Selection 

Average 88.02 86.99 88.29 87.16 87.42 
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Fig. 4. Comparison of the results by considering MLP as base classifier. * shows the dataset is 
normalized, and 4 fold cross validation is taken for performance evaluation. ** shows that the 
train and test sets are predefined. 

5   Conclusion and Future Work 

In this paper, we have proposed a new method to improve the performance of 
classification.  The proposed method uses Bagging as generator of the base classifiers. 
Then using k-means we partition the classifiers. After that we select one classifier per 
a validated cluster. 

While we choose only at most 33 percent of the base classifiers of Bagging, the 
accuracy of their ensemble outperforms the full ensemble of them. Also it 
outperforms Boosting. 
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As a future work, we can turn to research on the variance of the method. Since it is 
said about Bagging can reduce variance and Boosting can simultaneously reduce 
variance and error rate. 
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Abstract. The knowledge concerning an agent’s policies consists of two
types: the environmental dynamics for defining state transitions around
the agent, and the behavior knowledge for solving a given task. However,
these two types of information, which are usually combined into state-
value or action-value functions, are learned together by conventional re-
inforcement learning. If they are separated and learned independently,
either might be reused in other tasks or environments. In our previous
work, we presented learning rules using policy gradients with an objective
function, which consists of two types of parameters representing environ-
mental dynamics and behavior knowledge, to separate the learning for
each type. In such a learning framework, state-values were used as an
example of the set of parameters corresponding to behavior knowledge.
By the simulation results on a pursuit problem, our method properly
learned hunter-agent policies and reused either bit of knowledge. In this
paper, we adopt action-values as a set of parameters in the objective
function instead of state-values and present learning rules for the func-
tion. Simulation results on the same pursuit problem as in our previous
work show that such parameters and learning rules are also useful.

1 Introduction

Environmental dynamics is usually represented by state-transition probabilities
in reinforcement learning. However, we don’t always have to know or learn en-
vironmental dynamics in advance when an agent learns its policy. For example,
in Q-learning [1], which is a representative type of reinforcement learning, this
information is included in action-value functions Q(s, a) (s ∈ S, a ∈ A) and
learned with behavior knowledge for solving a task given to an agent. Therefore,
both dynamics around an agent and knowledge for solving the task are learned
simultaneously in action-value functions by Q-learning. The optimal policy for
an agent is calculated by a greedy search of the action-value functions. This situ-
ation pertains even in TD-learning [1], where state-value functions V (s) (s ∈ S)
depend on environmental dynamics as Q(s, a) in Q-learning.

What defines the environmental dynamics of an agent? At least two types of
factors affect it. The first is the behavior characteristics of each agent, such as
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the moving characteristics of a real mobile robot. The second is such environ-
mental conditions as a muddy field or a strong wind. As an example, consider a
pursuit problem in which robot agents pursue and catch a prey robot. In such
a problem, it may happen that a real robot has its own moving characteristics
and the floor is very slippery. Then the environment’s state transitions around
the learning agents are stochastic. If we change a hunter robot to another robot
with different moving characteristics or conduct a pursuit experiment in another
room with a different type of floor material, we can no longer use the state-value
or action-value functions obtained by previous learning experiments. If environ-
mental dynamics and behavior knowledge are separated in an agent policy, either
can be reused in other pursuit experiments where the dynamics or the task is
changed. Fortunately, the former knowledge can be measured in advance or ob-
served in a learning process. Of course, it can also be learned with the latter
knowledge. Behavior knowledge independent of the environmental dynamics can
be learned by simulation where only robot agents with standard deterministic
moving characteristics are used. If both types of knowledge are obtained and
used as initial values of parameters in an agent policy, this will greatly help
reduce learning costs.

In our previous paper, we proposed a learning method to separate the learning
for environmental dynamics from that for behavior knowledge [2]. Our method
uses policy gradients with an objective function that consists of two types of
parameters representing either environmental dynamics or behavior knowledge.
In our learning framework, the decision problem of each time step of an agent is
regarded as a minimization problem of an objective function, and the parameters
in the function are updated to increase the expected return given to the agent.
We adopted state-values as an example of the set of parameters corresponding
to behavior knowledge. The simulation results on a pursuit problem showed that
our method learned hunter-agent policies properly and reused either knowledge
included in the policies. In this paper, we present our learning rules under the
condition where action-values are used instead of the state-values. Moreover, we
show the usefulness of our method by simulations on the same pursuit problem
as that in the previous work.

This paper is organized as follows. Section 2 presents our learning framework
based on a policy gradient method. Section 3 divides the knowledge concerning
an agent’s policy into environmental dynamics and behavior knowledge and for-
mulates the learning rule for each piece of knowledge. Experimental results on a
pursuit problem, discussion, and conclusion are given in Sections 4 and 5.

2 Policy Gradient and Learning Rule

2.1 Reinforcement Learning Based on Policy Gradient

Policy gradient methods originate from the REINFORCE algorithm of Williams
[3]. In the REINFORCE algorithm, an agent policy includes parameters that
are updated using policy gradient vectors to increase the expected return given
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to an agent. REINFORCE was extended to Partially Observable Markov De-
cision Processes (POMDPs) by Kimura [4]. In these methods, an agent policy
is learned directly without calculating state-value function V (s) or action-value
function Q(s, a). Consequently, there was a large discrepancy between value-
based reinforcement learning algorithms and primitive policy gradient methods.
However, methods where policy gradient vectors are represented and calculated
by action-value functions have been proposed assuming Markov Decision Pro-
cesses (MDPs) [5][6]. We showed that the REINFORCE algorithm can be ap-
plied without requiring Markov properties on state transitions, rewards [7], and
policies. Moreover, we derived the learning rule proposed in Refs. 5 and 6 from
the learning rule of REINFORCE using the statistical properties of characteris-
tics eligibilities [8] and showed that a policy gradient method can be applied to
learning in multi-agent systems as pursuit problems [9]. We approximated the
policy function controlling all agents by the product of the policy functions of
each agent [10]. Therefore, the primitive policy gradient method, REINFORCE
by Williams, has been extended to learning agents in POMDPs, MDPs, non-
MDPs, and multi-agent systems.

2.2 Objective Function and Policy

We use a stochastic policy defined by a Boltzmann distribution function in which
an objective function is used as energy. Objective function E(a; s) evaluates
action a ∈ A of an agent in environmental state s ∈ S and includes parameters
that are learned to maximize the expectation of the rewards given to an agent.
This paper deals with stochastic environmental dynamics as presented in Ref.
2, and we verify whether the policy gradient method with an objective function
using action-values can be applied under such environments.

We define policy π(a; s) as

π(a; s) ≡ e−E(a;s)/T∑
b∈A e−E(b;s)/T

, (1)

where T denotes temperature. When an agent is in a deterministic environment,
a two-dimensional table,

E(a; s) = −θ(s, a) (2)

was used in our previous work on pursuit problems [9]. We present other objective
functions for stochastic dynamics in Section 3.

2.3 Learning Rule

In this paper, we only consider episodic learning. State s(t) and action a(t)
appear at time t. An episode consists of {a(t)} and {s(t)}, which are time-
series data on actions and states that an agent actually took and occupied in
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the episode. Let μ be a parameter in objective function E(a; s, μ). The gradient
vector of the expectation of reward r given in an episode can be written as [9]

∂E[r]
∂μ

= E

[
r

L−1∑
t=0

eμ(t)

]
, (3)

where L is an episode’s time length from start to goal and eμ(t) is the charac-
teristic eligibility [3] defined by

eμ(t) =
∂

∂μ
lnπ(a(t); s(t), μ). (4)

If an agent policy is given by Boltzmann-type action selection in Eq. (1) [9],

eμ(t) = − 1
T

[
∂E(a(t); s(t), μ)

∂μ
−
〈

∂E

∂μ

〉
π

]
. (5)

Operation 〈. . .〉π means taking an expectation weighted by probability density
function π(a; s, μ) in Eq. (1).

We use the following learning rule based on the property of the gradient vector
in Eq. (3) [8][9],

Δμ = εr

L−1∑
t=0

eμ(t), (6)

where ε (> 0) is a learning ratio and
∑

eμ(t) means the amount of eligibility
that parameter μ should be reinforced by reward r. Parameter μ is updated at
the end of each episode by Eq. (6).

3 Separation of Knowledge in an Agent’s Policy

3.1 Objective Function in Stochastic Environments

For stochastic environments, in Ref. 2, we proposed objective function
EV(a; s, ω, θ0) defined by

EV(a; s, ω, θ0) ≡ −
∑
s′

ω(s, s′; a)θ0(s′), (7)

where parameter θ0(s) is task-dependent knowledge that evaluates state s by a
standard environmental dynamics and parameter ω(s, s′; a) represents a stochas-
tic property of the transition from states s to s′ when an agent takes action a. An
agent does not always know the accurate state-transition probabilities given by
the agent’s environments before learning. If an agent has the exact information
or can learn it by observation while learning an agent policy, the agent can use
the information as ω(s, s′; a) in Eq. (7) to appropriately select its action at each
time.
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Objective function EV(a; s, ω, θ0) in Eq. (7) means that action a of an agent
in state s should be evaluated by state-value θ0(s′) of state s′ to which an agent
is moved from state s by action a under the standard environmental dynamics.
Then state-value θ0(s′) weighted by ω(s, s′; a) will give better evaluation of action
a when the state transition is caused stochastically.

To use action-values instead of the state-values in Eq. (7), we propose objective
function EQ(a; s, ω, θ0) defined by

EQ(a; s, ω, θ0) ≡ −
∑
s′

ω(s, s′; a)
∑
a′

θ0(s, a′)P0(a′|s, s′), (8)

where parameter θ0(s, a) is task-dependent knowledge that evaluates sets of state
s and action a under the standard environmental dynamics in which the behavior
characteristics of each agent and environmental conditions are specified by the
system designer. Parameter P0(a′|s, s′) represents the probability that an agent
takes action a under the standard environmental dynamics when state s changes
to state s′.

To consider the meaning of objective function EQ(a; s, ω, θ0) in Eq. (8), sup-
pose a situation where an agent was moved from states s to s′ when it selected
action a under a stochastic environmental dynamics approximated by ω(s, s′; a).
In Eq. (8), the validity of the selection of the agent’s action is evaluated by
action-value θ0(s, a′) of action a′ that moves the agent from states s to s′ under
standard environmental dynamics. Action a′ is estimated by

P0(a′|s, s′) = P0(s′|s, a′)P0(a′|s)/P0(s′|s). (9)

Then action-value θ0(s, a) weighted by P0(a′|s, s′), and ω(s, s′; a) will give bet-
ter evaluation of action a when the state transition is caused stochastically. If
state-transition probability P0(a′|s, s′) of the standard environmental dynamics
is deterministic and each action causes different states from state s, P0(a′|s)
equals P0(s′|s). Therefore, Eq. (9) becomes:

P0(a′|s, s′) = P0(s′|s, a′). (10)

We used Eq. (10) in our simulations described in Section 4.

3.2 Characteristic Eligibilities and Learning Rules

If Eq. (8) is substituted into Eq. (5), we obtain

eθ0(s,a)(t) =
1
T

δs,s(t)

∑
s′

P0(a|s(t), s′)[ω(s(t), s′; a(t))−〈ω(s(t), s′; a(t))〉π] (11)

and

eω(s,s′;a)(t) =
1
T

δs,s(t)

∑
b′

θ0(s(t), b′)P0(b′|s(t), s′)
[
δa,a(t) − π(a, s(t))

]
, (12)
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where function δx,y takes 1 if x = y and otherwise 0. Substituting the eligibilities
in Eqs. (11) and (12) into Eq. (6) easily derives the following learning rules for
stochastic environments:

Δθ0(s, a)=
εθ0r

T

L−1∑
t=0

δs,s(t)

∑
s′

P0(a|s(t),s′)[ω(s(t),s′;a(t))−〈ω(s(t),s′;a(t))〉π](13)

and

Δω(s, s′; a)=
εωr

T

L−1∑
t=0

δs,s(t)

∑
b′

θ0(s(t),b′)P0(b′|s(t),s′)
[
δa,a(t)−π(a; s(t))

]
, (14)

where εθ0 and εω are the learning ratios that take a small positive value.
Based on Eq. (13), when state s equals state s(t) and an agent took action

a(t), which is capable of moving the agent from states s(t) to s′, action-value
parameter θ0(s, a) of a set of state s and action a is updated in proportion to
the deviation of ω(s(t), s′; a(t)) from its expectation value. Since the deviation
in Eq. (13) is weighted by probability P0(a|s(t), s′), action-value θ0(s(t), a) is
reinforced when the agent probably takes action a under the standard envi-
ronmental dynamics. Note that expectation value 〈ω(s(t), s′; a(t))〉π does not
depend on action a(t) at time t, since it is defined by

〈ω(s(t), s′; a(t))〉π =
∑
a′

ω(s(t), s′; a′)π(a′; s(t)). (15)

Parameter ω(s, s′; a) is updated by calculating the right-hand side of Eq.
(14) when state s equals state s(t). When the agent probably takes action b′

to move from states s(t) to s′ under the standard environmental dynamics,
parameter ω(s(t), s′; a) is reinforced in proportion to action-value parameter
θ0(s(t), b′). Parameter ω(s(t), s′; a) is increased when a = a(t), because what
is inside of the brackets [ ] in Eq. (14) does not take any negative value. On the
other hand, ω(s(t), s′; a) for action a that is not a(t) is decreased so that the
transition from states s(t) to s′ caused by action a is suppressed, because what
is inside of the brackets, i.e., −π(a; s(t)), takes a negative value. The degree of
increasing/decreasing is reinforced in Eq. (13)/(14) by reward r(σ) given to an
agent at the end of episode σ.

4 Simulation

4.1 Pursuit Problem with Stochastic Dynamics

We conducted the same pursuit experiments as shown in Ref. 2 to verify whether
dynamics parameters and action-value parameters in an agent policy can be
learned by the learning rules in Eqs. (13) and (14).

Consider a 2D grid world that has a torus structure and consists of 7 by 7
squares, two hunter agents, and a prey agent. Hunters pursue the prey until all
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hunters are adjacent to the square occupied by the prey. Only one agent can
occupy the same square at one time. Agents move in a given order. The prey
agent moves at random and does not learn anything. An episode ends when
hunters catch the prey. The initial positions of the hunters and a prey are given
randomly at the start of every episode. At each time step in an episode, a hunter
takes and selects one action among five, including ”stop” and moves from the
current square that it occupies to one of the four adjacent squares. The agent’s
next position is determined by state-transition probabilities P (s′|s, a).

4.2 Experimental Conditions

The goal of the pursuit problems described in the previous section is to catch the
prey as soon as possible. To solve these problems by reinforcement learning, we
give hunter agents reward r as r = 1/L2 at the end of each episode. Here L is the
length of an episode. As described in the next sections, we conducted learning
experiments when the environmental dynamics was deterministic in Expt. 1
(Section 4.3) and stochastic in Expts. 2.1 to 2.4 (Section 4.4). In each learning
experiment, we updated parameters ω(s, s′; a) and θ0(s, a) 200,000 times and
repeated each experiment ten times. The initial values of parameters ω(s, s′; a)
were set to 0.2, and those of θ0(s, a) were selected at random from [0, 0.1] in each
experiment. Temperature parameter T was set to 0.8. Learning ratios εθ0 and
εω were set to 0.3 and 0.002. After each learning experiment, we conducted an
evaluation experiment for ω(s, s′; a) and θ0(s, a), where T was set to 0.01 and
pursuit simulations were repeated for 10,000 episodes.

4.3 Experiment with Deterministic Dynamics

In Expt. 1, we assumed that hunter agents could move to any adjacent square.
State transition probabilities P (s′|s, a) take 1 or 0. We learned the values of
θ0(s, a) when ω(s, s′; a) was set to P (s′|s, a). The average episode length ob-
served in the last episode of ten learning experiments was 6.0. We also conducted
an experiment to evaluate θ0(s, a) obtained by learning. We set T = 0.01 to sim-
ulate a greedy selection of action and repeated pursuit simulation 10,000 times.
A greedy policy with correct value functions gives optimal policy in value-based
reinforcement learning algorithms such as TD-learning and Q-learning. The av-
erage episode length obtained in the evaluation experiment was 4.2, which is
smaller than 5.3 that was obtained in our previous work [2], where function EV

in Eq. (7) was applied to the same problems as that in this paper.

4.4 Experiment with Stochastic Dynamics

In this section, we assume stochastic environmental dynamics in which a hunter
agent is moved with probability p 90◦ right of the direction in which the agent
intends to move: An agent’s course is stochastically diverted 90◦ to the right
with probability p. Then state-transition probabilities P (s′|s, a) take one of the
values of 0, p, or 1 − p. Under this environment, we conducted four types of
experiments: Expts. 2.1 to 2.4.
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Fig. 1. Learning curves observed in Expts. 2.1 and 2.2

Table 1. Average length over 10,000 episodes generated by policy with parameters
{θ0(s, a)} determined from Expts. 2.1 and 2.2

p = 0.1 p = 0.2 p = 0.3 p = 0.4 p = 0.5

(a) Expt. 2.1 5.1 6.1 7.5 8.9 9.7

(b) Expt. 2.2 5.0 6.2 7.5 8.7 9.2

In Expts. 2.1 and 2.2, we learn θ0(s, a) of the hunter agents when ω(s, s′; a) is
set to P (s′|s, a). The initial values of θ0(s, a) are selected at random from [0, 1] in
Expt. 2.1. In Expt. 2.2, one set of action-value parameters {θ0(s, a)|s ∈ S, a ∈ A}
is selected in order from ten sets of {θ0(s, a)|s ∈ S, a ∈ A} obtained when
deterministic dynamics is assumed in Expt. 1. The set of action-values is used as
the initial values of θ0(s, a) in Expt. 2.2. We finished each learning experiment in
Expt. 2.2 when θ0(s, a) was updated 20,000 times because it seemed that Expt.
2.2 was easier than Expt. 2.1. Experiment 2.3 learns ω(s, s′; a) with θ0(s, a) fixed
to the set of action-values. Experiment 2.4 simultaneously learns both θ0(s, a)
and ω(s, s′; a). In Expt. 2.4, we used deterministic dynamics for the initial values
of ω(s, s′; a) to accelerate the learning.

4.5 Experimental Results

The changes in episode length L averaged over 10, 000 episodes are shown in Fig.
1. Figs. 1(a) and 1(b) are the learning curves obtained in Expts. 2.1 and 2.2. In
Fig. 1, the learning curves are averaged over ten trials for each experiment, and
the minimum and maximum among the ten trials are depicted by error bars. The
average lengths over 10,000 episodes in ten evaluation experiments (T = 0.01)
for each value of p are shown in Table 1.
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Table 2. Episode length and mean square difference between ω(s, s′; a) and P (s′|s, a)
observed in Expt. 2.3

p = 0.1 p = 0.2 p = 0.3 p = 0.4 p = 0.5

Mean square difference between ω and P 0.006 0.006 0.007 0.006 0.004

Length of last episode at learning stage 8.6 10.8 14.20 19.1 24.6

Average length at evaluation stage (T = 0.01) 5.0 6.2 7.8 9.8 10.4
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Fig. 2. Learning curves observed in Expt. 2.4

Table 3. Episode length and mean square difference between ω(s, s′; a) and P (s′|s, a)
observed in Expt. 2.4

p = 0.1 p = 0.2 p = 0.3 p = 0.4 p = 0.5

Mean square difference between ω and P 0.006 0.006 0.009 0.017 0.024

Average length at evaluation stage (T = 0.01) 5.1 6.2 7.4 9.0 10.0

Fig. 1(a) and Table 1(a) suggest that action-values θ0(s, a) in Eq. (8) can be
learned by a policy gradient method described in Section 3 if correct dynamics
P (s′|s, a) is given to ω(s, s′; a) in Eq. (8). From Fig. 1(b) and Table 1(b), we
conclude that action-values θ0(s, a) obtained by learning under environments
with deterministic dynamics can be used as initial values of θ0(s, a) even when
environmental dynamics is stochastic. Such reuse as initial values greatly reduces
the computation learning time.

The mean square averages between ω(s, s′; a) (i.e., the average of ten sets of
ω(s, s′; a)) obtained in Expt. 2.3 and the actual stochastic dynamics P (s′|s, a) are
shown in Table 2 for different values of p. The table also lists the average lengths
of the last episode observed in ten learning experiments and over 10,000 episodes
in ten evaluation experiments (T = 0.01) for each value of p. The results of the
average lengths in the evaluation experiments suggest that an agent dynamics
represented by ω(s, s′; a) in Eq. (8) can be learned if action-value parameters
θ0(s, a) are given properly in Eq. (8).

The learning curves observed in Expt. 2.4 are shown in Fig. 2. The mean
square averages between ω(s, s′; a) and P (s′|s, a) and the average lengths over
10,000 episodes in ten evaluation experiments(T = 0.01) are listed in Table 3 for
each value of p. The results of the evaluation experiments shown in Table 3 indi-
cate that simultaneous learning of all parameters in Eq. (8) can be obtained by
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a policy gradient method described in Section 3 if the initial values of ω(s, s′; a)
are selected properly. However, in Expt. 2.4, the mean square averages between
ω(s, s′; a) and P (s′|s, a) increased as probability p became larger from 0.1 to 0.5.

In all this section’s experiments, the average episode lengths obtained in the
evaluation experiments tended to be smaller than those in Ref. 2. Function EQ

obtained better policies than function EV because the parameter space of the
action-values has a higher dimension than the state-values.

5 Conclusion

In this paper, we proposed a separation of environmental dynamics and be-
havior knowledge represented by stochastic properties and action-values. Both
types of parameters are included in objective function EQ(a; s, ω, θ0), which
is used as the policy function of an agent at each time step in policy gradi-
ent methods. We also derived the learning rules for the parameters. Objective
function EQ(a; s, ω, θ0) consists of the product of dynamics parameter ω(s, s′; a)
and action-value parameter θ0(s, a), which corresponds to action-value func-
tion Q(s, a), weighted by state-transition probability P0(s′|s, a). Therefore, our
method can separate and use knowledge corresponding to action-value function
Q(s, a). Such separation allows the reuse of action-value parameters for agents in
different environmental dynamics. Conversely, an agent’s dynamics parameters
can be reused in different tasks. Moreover, when we measured the environmen-
tal dynamics for each agent in advance and obtained action-values by simulation
with standard deterministic dynamics and used both values as initial parameter
values in an agent’s objective function, we considerably reduced the learning
costs in both types of parameters, even when the dynamics is stochastic.

We considered pursuit problems where two hunter agents pursue a prey agent
that moves randomly in a 7 by 7 grid world. Our experiments show that the
dynamics parameters and action-value parameters in each agent policy function
can be learned even if agents cannot move deterministically but are diverted 90◦

to the right stochastically. In the future, we will investigate our method using
real mobile robots for pursuit problems in a real-world environment.
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Abstract. Recently, semi-supervised clustering attracts many
researchers’ interest. In particular, constraint-based semi-supervised clus-
tering is focused and the constraints of must-link and cannot-link play
very important role in the clustering. There are many kinds of relations
as well as must-link or cannot-link and one of the most typical relations
is the trade-off relation. Thus, in this paper we formulate the trade-off
relation and propose a new “semi-supervised” concept called mutual re-
lation. Moreover, we construct two types of new clustering algorithms
with the mutual relation constraints based on the well-known and useful
fuzzy c-means, called fuzzy c-means with the mutual relation constraints.

1 Introduction

Clustering is known as a very useful tool in many fields for data mining and we
can find the structure of datasets through the clustering methods.

Now, semi-supervised clustering attracts many researchers’ interest, e.g., Refs.
[1,2,3,4,5]. The semi-supervised clustering uses a small amount of labeled data
to aid and bias the clustering of unlabeled data. The clustering can be divided
broadly into two categories, one is constraint-based and the other is distance-
based. In the former, the objective functions of the clustering are modified for
including the given constraints and then, the constraints are enforced during
clustering process. In the latter, a distance function are trained on the supervised
dataset to satisfy the given labels or constraints and then, it is applied to the
complete dataset.

In particular, the constraints proposed by Wagstaff et al. in Ref. [2] are very
interesting. They constructed a constrained clustering which is a class of semi-
supervised clustering and two constraints of must-link and cannot-link play very
important role in the clustering. The constraints are given to some pairs of data
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and those mean prior knowledge whether the pair should be classified into one
cluster or not. Concretely, the must-link constraint specifies that two data have
to be placed in the same cluster, and the cannot-link constraint specifies that
two data must not be placed in the same cluster.

By the way, there are many kinds of relations as well as must-link or cannot-
link. One of the most typical relations is the trade-off relation. Thus, in this paper
we consider the trade-off relation and formulate the relation as one of constraints
called mutual relation constraint. To formulate the trade-off relation, we intro-
duce vectors called mutual relation vectors. The range of each mutual relation
vector is provided in advance and the mutual relation vector is calculated based
on its range, the distance between data and so on. Each datum is represented as
the sum of a given vector and the mutual relation vector. That is, it can not be
determined whether a group of data in the trade-off relation are placed in the
same cluster or not in advance.

In this paper, we construct two types of new clustering algorithms with the
mutual relation constraints based on the well-known and useful fuzzy c-means
(FCM), called fuzzy c-means with the mutual relation constraints (FCMMR).

2 Mutual Relation

2.1 Preliminaries

First of all, we define some symbols.
Each data is denoted xk = (xk1, . . . , xkp)T ∈ �p and the dataset X =

{x1, . . . , xn} is given. Each cluster Ci(i = 1, . . . , c) has a cluster center vi =
(vi1, . . . , vip)T ∈ �p. V means a set of cluster centers {v1, . . . , vc}. A member-
ship grade for xk to Ci which means belongingness of xk to Ci is denoted by
uki. U means a partition matrix (uki)1≤k≤n,1≤i≤c. The result of the clustering
is obtained as U .

2.2 Mutual Relation

As mentioned in Section.1, Wagstaff et al. proposed constrained clustering in
Ref. [2] which is a class of semi-supervised clustering with two constraints of
must-link and cannot-link.

By the way, there are many kinds of relations as well as must-link or cannot-
link. One of the most typical relations is the trade-off relation. Now, let us
consider the following example of the relation.

A buyer of cellphone, of course we can give other examples of car or PC, first
imagines a pattern space of cellphones with considering some of their attributes,
e.g., the functions or prices, and he maps those into the pattern space before
deciding the purchase. Next, he try to classify those into two, three or four
clusters. The number of clusters depends on their attributes of cellphones. In case
of cellphones, the number of clusters is often two or three. On the other hand,
makers of cellphones develop some cellphones with considering which cluster
each cellphone belongs to, but their resources for the development are limited
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thus it is a very important problem for the makers to determine the amount of
resources allocated to each cellphone. Now, let us assume that a maker tries to
make two cellphones and wants to assign them to separate clusters. He would first
develop each prototype and next consider the assignment. If the development is
wrong, he can’t assign the cellphone to the cluster as he wants no matter how
he allocate the resources after developing the prototypes. Additionally, even if
the development was not wrong, he also would not assign the cellphone as he
wants when he has few resources.

Here, let us define x1 and x2 as the two prototypes and K as the total re-
sources. Each cellphone can be represented as x1 +ε1 and x2 +ε2 using ε1 and ε2

under constraints for resource allocation ‖ε1‖+‖ε2‖ ≤ K or ‖ε1‖2+‖ε2‖2 ≤ K2.
Note that the maker does not determine whether x1 + ε1 and x2 + ε2 belong

to the same cluster or not, but the clustering process do that because there are
many cellphones developed by other makers in the market. That is, the constraint
differs from must-link or cannot-link in that it is not determined whether a group
of data in one mutual relation are placed in the same cluster or not in advance.

Now, to formulate the above problem, we introduce a new concept of mutual
relation which means trade-off relation as follows:

Mh = {xk | All the xk are in one mutual relation.}, (1)
Mh ∩Mh′ = φ, ∀ h, h′. (h �= h′) (1 ≤ h, h′ ≤ r) (2)

In the above example, r means the number of makers and each Mh means a
group of cellphones which are developed by the h-th maker.

In this paper, we consider new clustering algorithms with the above mutual
relation constraints.

3 Fuzzy c-Means Clustering with Mutual Relation
Constraints

In this section, we propose two types of fuzzy c-means clustering with mutual
relation constraints. One is based on standard FCM (sFCM) developed by Dunn
in Ref. [6] and improved by Bezdek in Ref. [7], and the other is based on entropy-
based FCM (eFCM) proposed by Miyamoto et. al in Ref. [8].

3.1 Standard FCMMR

In Refs. [6] and [7], Dunn and Bezdeck fuzzified hard c-means by MacQueen in
Ref. [9] by introducing a fuzzification parameter m. The well-known and use-
ful algorithm is called standard fuzzy c-means (sFCM). Here, we consider a
fuzzy c-means clustering algorithm under the above proposed constraints based
on sFCM, that is, standard fuzzy c-means clustering with mutual relation con-
straints (sFCMMR).
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Now, we formulate sFCMMR as follows:

JsFCMMR(U, V, E) =
n∑

k=1

c∑
i=1

(uki)mdki, (3)

c∑
i=1

uki = 1, ∀ k, (4)

∑
xk∈Mh

‖εk‖2 ≤ (Kh)2, (Kh > 0) (5)

∑
xk �∈Mh

‖εk‖2 = 0, ∀ h, (1 ≤ h ≤ r) (6)

where dki = ‖xk + εk − vi‖2. εk = (εk1, . . . , εkp)T ∈ �p under the constraints
(5) and (6) is a vector providing an excursion of xk. We call εk mutual relation
vector and let E be {εk}.

We use the Lagrange multiplier method to find the optimal solutions. First,
we introduce the function LsFCMMR as follows:

LsFCMMR(U, V, E) = JsFCMMR(U, V, E) +
n∑

k=1

ζk

(
c∑

i=1

uki − 1

)

+
r∑

h=1

ηh

( ∑
xk∈Mh

‖εk‖2 − (Kh)2
)

.

From Karush-Kuhn-Tucker conditions, the necessary conditions that the solu-
tions should satisfy are as follows:⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∂LsFCMMR

∂vi
= 0,

∂LsFCMMR

∂uki
= 0,

∂LsFCMMR

∂εk
= 0,

∂LsFCMMR

∂ζk
= 0,

∂LsFCMMR

∂ηh
≤ 0, ηh

∂LsFCMMR

∂ηh
= 0, ηh ≥ 0.

For vi,

∂LsFCMMR

∂vi
= −2

n∑
k=1

(uki)m(xk + εk − vi) = 0.

Hence,

vi =
∑n

k=1(uki)m(xk + εk)∑n
k=1(uki)m

.

For uki,

∂L1

∂uki
= m(uki)m−1dki + ζk = 0,
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uki =
(
− ζk

mdki

) 1
m−1

.

From the constraint for uki,

c∑
i=1

uki =
c∑

i=1

(
− ζk

mdki

) 1
m−1

= 1,

(
−ζk

m

) 1
m−1

=
1∑n

i=1 (1/dki)
1

m−1
.

Hence,

uki =
(1/dki)

1
m−1∑c

i=1 (1/dki)
1

m−1
.

For εk, we have to consider two cases, xk ∈ Mh and xk �∈ Mh. In case that
xk �∈ Mh, from (6),

εk = 0. (xk �∈ Mh, ∀ h)

In case that xk ∈Mh,

∂LsFCMMR

∂εk
=

c∑
i=1

2(uki)m(xk + εk − vi) + 2ηhεk = 0,

εk = −
∑c

i=1(uki)m(xk − vi)
ηh +

∑c
i=1(uki)m

.

From Karush-Kuhn-Tucker conditions,

ηh
∂LsFCMMR

∂ηh
= ηh

( ∑
xk∈Mh

‖εk‖2 − (Kh)2
)

= 0.

Then, we have to consider two cases, ηh = 0 and
∑

xk∈Mh
‖εk‖2 − (Kh)2 = 0.

First, we consider ηh = 0, that means no constraints, i.e.,
∑

xk∈Mh
‖εk‖2 <

(Kh)2. In this case,

εk = −
∑c

i=1(uki)m(xk − vi)∑c
i=1(uki)m

. (7)

Second, we consider
∑

xk∈Mh
‖εk‖2 − (Kh)2 = 0.

∑
xk∈Mh

‖εk‖2 =
∑

xk∈Mh

∥∥∥∥−
∑c

i=1(uki)m(xk − vi)
ηh +

∑c
i=1(uki)m

∥∥∥∥
2

= K2
h,

ηh +
c∑

i=1

(uki)m = ±

√∑
xk∈Mh

‖
∑c

i=1(uki)m(xk − vi)‖2

Kh
. (8)
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The sign of the right side of (8) is plus from the constraint of ηh and hence,

εk = − Kh

∑c
i=1(uki)m(xk − vi)√∑

xk∈Mh
‖
∑c

i=1(uki)m(xk − vi)‖2
. (9)

From (7) and (9),

εk = −αk(m)
c∑

i=1

(uki)m(xk − vi),

αk(m) = min

⎧⎨
⎩ 1∑c

i=1(uki)m
,

Kh√∑
xk∈Mh

‖
∑c

i=1(uki)m(xk − vi)‖2

⎫⎬
⎭ .

Summarizing the above, we finally obtain the following optimal solutions:

vi =
∑n

k=1(uki)m(xk + εk)∑n
k=1(uki)m

, (10)

uki =
(1/dki)

1
m−1∑c

i=1 (1/dki)
1

m−1
, (11)

(12)

εk =

{
−αk(m)

∑c
i=1(uki)m(xk − vi), (xk ∈ Mh)

0, (xk �∈ Mh)
(13)

where

dki = ‖xk + εk − vi‖2, (14)

αk(m) = min

⎧⎨
⎩ 1∑c

i=1(uki)m
,

Kh√∑
xk∈Mh

‖
∑c

i=1(uki)m(xk − vi)‖2

⎫⎬
⎭ . (15)

we can construct the algorithm of sFCMMR using the optimal solutions ob-
tained in the above.

Algorithm 1. Standard FCMMR
Step 1 Fix the values m, c and {Mh | 1 ≤ h ≤ r}. Set the initial values V and
{εk | xk ∈ Mh}. Set {εk | xk �∈ Mh} = {0}.
Step 2 Calculate U by the optimal solution (11) on fixing E and V .
Step 3 Calculate E by the optimal solution (13) on fixing V and U .
Step 4 Calculate V by the optimal solution (10) on fixing U and E.
Step 5 Finish the algorithm if the solutions are convergent, else go back to Step 2.
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3.2 Entropy-Based FCMMR

Miyamoto et. al proposed entropy-based FCM (eFCM) in Ref. [8]. They con-
structed the algorithm of eFCM by introducing an entropy term uki log uki in-
stead of the fuzzification parameter m of FCM into the objective function as
follows:

JeFCM(U, V ) =
n∑

k=1

c∑
i=1

(
ukidki + λ−1uki log uki

)
,

where λ is a constant and dki = ‖xk − vi‖2. The eFCM has an advantage that
there is no singular point in comparison with sFCM.

In the same way as the above section, we can construct an algorithm of eFCM
clustering with mutual relation constraints (eFCMMR). The objective function
of eFCMMR is as follows:

JeFCMMR(U, V, E) =
n∑

k=1

c∑
i=1

(
ukidki + λ−1uki log uki

)
,

where dki = ‖xk + εk − vi‖2. The constraints are the same as sFCMMR. We
obtain the following optimal solutions using the Lagrange multiplier.

vi =
∑n

k=1 uki(xk + εk)∑n
k=1 uki

, (16)

uki =
e−λdki∑c
i=1 e−λdki

, (17)

εk =

{
−αk(1) (xk −

∑c
i=1 ukivi) , (xk ∈Mh)

0, (xk �∈Mh)
(18)

where

dki = ‖xk + εk − vi‖2, (19)

αk(1) = min

⎧⎨
⎩1,

Kh√∑
xk∈Mh

‖xk −
∑c

i=1 ukivi‖2

⎫⎬
⎭ . (20)

We show the algorithm of eFCMMR in Algorithm 2.

Algorithm 2. Entropy-Based FCMMR
Step 1 Fix the values λ, c and {Mh | 1 ≤ h ≤ r}. Set the initial values V and
{εk | xk ∈ Mh}. Set {εk | xk �∈ Mh} = {0}.
Step 2 Calculate U by the optimal solution (17) on fixing E and V .
Step 3 Calculate E by the optimal solution (18) on fixing V and U .
Step 4 Calculate V by the optimal solution (16) on fixing U and E.
Step 5 Finish the algorithm if the solutions are convergent, else go back to Step 2.
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4 Relation to Tolerance

The mutual relation and tolerance proposed in Refs. [10,11] are deeply connected,
thus we describe the connection.

The concept of tolerance is a tool to handle uncertain data. This basic concept
is simple. In general, a datum x ∈ �p with uncertainty is presented by some
interval, i.e.,

[x, x] = [(x1, . . . , xp)
T , (x1, . . . , xp)T ] ⊂ �p.

In our proposed tolerance, such a datum is represented by

x + ε = (x1, . . . , xp)T + (ε1, . . . , εp)T ∈ �p

= (x1 + ε1, . . . , xp + εp)T

and a constraint for εj like that

|εj| ≤ κj .

A vector ε = (ε1, . . . , εp)T ∈ �p is called tolerance vector. If we assume that⎧⎪⎨
⎪⎩

xj =
xj + xj

2
,

κj =
|xj − xj |

2
,

the formulation is equivalent to the above interval.
This concept of tolerance is very useful in the reason is that we can handle

uncertain data in the framework of optimization to use the concept, without in-
troducing some particular measure between intervals. For example, let’s consider
calculation of distance d(X, Y ) between X = [x, x] and Y = [y, y]. We have to
introduce some measure between intervals to calculate it, e.g.,⎧⎪⎨

⎪⎩
dmin(X, Y ) = min{‖y − x‖, ‖y − x‖}, (minimum distance)
dmax(X, Y ) = max{‖y − x‖, ‖y − x‖}, (maximum distance)
dHausdorff(X, Y ) = max{‖y − x‖, ‖y − x‖}. (Hausdorff distance)

However, if we use tolerance, we don’t need any particular distance, that is, a
distance d(X, Y ) between X = x + εx (‖εx‖ ≤ κx) and Y = y + εy (‖εy‖ ≤ κy)
can be calculated as ‖(x − y) + (εx − εy)‖. From the above, we know that this
tool is useful when we handle the data, especially data with missing values of
their attributes, in the framework of optimization like as FCM [13]. From the
above the tolerance was formulated as follows:

‖εk‖2 ≤ (κk)2 , ∀ k, (1 ≤ k ≤ n) (κk ≥ 0) (21)

where εk and κk are called a tolerance vector of xk and a tolerance range of
εk, respectively. The fuzzy c-means with the concept of tolerance is called fuzzy
c-means for data with tolerance (FCMT) [10,11, 12, 13, 14].
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From the viewpoint of mutual relation, the tolerance is a class of mutual
relation in which the element of Mh is just one, i.e., under the following condition:

Mk = {xk}, ∀ k, (22)

we can find the following relations:∑
xk∈Mh

‖εk‖2 = ‖εk‖2 ≤ (κk)2 = (Kh)2 , (Kh > 0) (23)

∑
xk �∈Mh

‖εk‖2 = ‖εk‖2 ≤ (κk)2 = 0. (24)

(5) and (23), and (6) and (24) are equivalent, respectively. Thus, we can replace
(5) and (6) with (21). Consequently, we know that the FCMMR is equivalent to
FCMT with the constraints (22).

5 Conclusion

In this paper, we proposed a new “semi-supervised” concept called mutual rela-
tion to formulate the trade-off relation and constructed two types of new cluster-
ing algorithms with the mutual relation constraints based on FCM (FCMMR).
The discussions are in the framework of optimization. Moreover, we showed the
connection between mutual relation and tolerance.

We had mainly theoretical discussions and we don’t evaluate the abilities of
sFCMMR and eFCMMR through numerical examples. In the forthcoming paper,
we will evaluate the ability through some artificial and real numerical examples.
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Abstract. A great development of Web technologies requires the application of 
complex systems and algorithms for maintaining high quality of Web services. 
The paper presents application of a broker-based architecture to the globally 
distributed Web system and the deployment of adaptive request distribution 
algorithm using neuro-fuzzy models in the decision-making process. The 
presented results of the simulation experiments show how the Web system 
operates under control of the proposed algorithm and the way of adaptation of 
the system to time-varying environment. 

Keywords: cluster-bused Web system, quality of Web service, request 
distribution, neuro-fuzzy models. 

1   Introduction 

Today’s knowledge and content web-based technologies call for adaptive and 
intelligent algorithms for accessing the resources in globally and locally distributed 
Web systems composed by multiple Web servers. The most commonly used 
architecture of distributed Web systems is a cluster-based architecture where a set of 
Web and application servers operate collectively as a single Web resource in the 
network. The Web cluster includes a dispatcher that distributes user requests among 
Web servers located in the LAN. Further improvement of the Web performance needs 
application of distributed Web systems consisting of Web servers or clusters located 
at different geographical locations in the Internet.  

This work presents the application of two machine learning techniques in an 
adaptive decision making framework, namely a fuzzy logic and neural networks, to 
deploy the adaptive and intelligent dispatching algorithm for resource requesting 
within a geographically distributed fully replicated Web sites. Fuzzy and neural 
systems have many applications in deployment of intelligent systems [2,7]. Fuzzy 
logic controllers can deal with the uncertainties that exist in physical systems [2]. By 
applying of neural networks into fuzzy systems we can achieve learning and 
adaptation characteristics.  

The neuro-fuzzy models have already been applied to control operations of the 
locally distributed cluster-based Web systems. The most well-known applications are 
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the LFNRD [11] and the FARD [1] algorithms minimizing HTTP request service 
times and the AdaptLoad algorithm [10] distributing the requests on the base of the 
size of requested objects. There are not many applications of neuro-fuzzy models in 
control of globally distributed Web systems. One of them is GARDiB (Globally 
Aware Request Distribution with Broker) method present in this paper. We will 
describe the broker-based architecture, method and the distribution algorithm. 
Through the simulation experiments we will show how the algorithm distributes 
requests of different kinds according to the load and capacity of local clusters and the 
throughput of the network. 

The rest of the paper is organized as follows. First, we introduce the idea of broker-
based global request distribution. Then, we show the design of the Broker controlling 
operations of the Web system. After that, we discuss the simulation model and the 
results. Finally, we present the conclusion. 

2   GARDiB Method and Algorithm 

The GARDiB is an adaptive method enabling HTTP request distribution in the 
cluster-base globally distributed Web system. The GARDiB is not only the method 
describing way of operation of the system but also a distribution algorithm 
determining Web cluster to service the request. The GARDiB Web system operating 
in accordance to GARDiB method consist of following elements: Local Services 
(LS), Broker servers, DNS server and clients sending HTTP request. Fig. 1 presents 
the general schema of described system. 

  

Fig. 1. Broker-based globally distributed Web system 

The LS is a cluster of locally distributed Web servers or a single Web server. The 
LSs are distributed over the Internet and over the countries and he continents. We 
assume that the content offered in the service is fully replicated among the Local 
Services and the Web servers and each of the Web server can service each request 
belonging to the set of requests accepted in the service. 
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The Broker is placed between the clients and the LSs, at the edge of the Internet, 
nearby large concentration of clients. The Broker supervises the process of servicing 
HTTP requetst. It receives requests send by the clients to the service, chooses the LSs 
to service requests, sends request to LSs, receives replays and transfers them to 
clients. The client can send requests to the LSs only through Brokers. There are many 
Brokers in the GARDiB Web system. 

Clients in the system are applications (Web browsers, crawlers) generating HTTP 
requests. The DNS server is an integral part of the system. It redirects clients to the 
nears Broker. Such solutions are known from literature [2] and will be not discussed 
further. 

To complete servicing the HTTP request in the system following operations should 
be performed. At first the client gets through the DNS system the IP address of the 
nearest Broker, then the client sends the HTTP request to the Broker, which redirects 
it to the chosen LS. The LS service the request and sends the response to the Broker. 
The Broker transfers the response to the client. 
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Fig. 2. Decision making process in the GARDiB system  

The Broker is a key element of GARDiB system, controlling operations of the 
system in this way to minimize response times for each individual HTTP request. The 
construction of the device and the request distribution algorithm can have significant 
impact on the response times. The request response time is measured from the 
moment the Broker takes the decision concerning allocation of the request, to the 
moment the response prepared by the LS is be transferred completely to the Broker.  
The request response time consists in the transition time of the requests and the 
response, and the time of servicing the request in the LS.   

Let as introduce following denotations necessary to formulate the problem: ix  – 

the HTTP request, Xxi ∈ , where X  is the set of request serviced in the Web 

system; i  – the index of the request ,...3,2,1=i ; it
~

 – the i th request response time; 
s

it̂  – the estimated response time for the i th request and the s th LS, Ss ,...,1= ; S  

– number of LSs; iw  – the decision, the LS chosen to service the i th request, 

{ }Swi ,...,1∈ ; s
iO  – the load of the s th LS at the i th moment. 
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According to our conception the Broker chooses for each incoming request ix  the 

local service iw  in this way that { }Sstw s
i

s
i ,...,1:ˆmin == , taking into account 

response times,  estimated on the base of knowledge of the load s
iO , Ss ,...,1= , of 

LSs  and the knowledge of past measured request response times 11
~,...,~

−itt . The 

schema of the decision process in the GARDiB system is presented in the Fig. 2. 

2.1   Design of the GARDiB Broker 

The GARDiB Broker consists in three main modules (see Fig. 3): the decision module 
choosing the LS to service the request, the execution module responsible for 
execution of the decision and the measurement module collecting information 
necessary in the decision process. 

ix

s
it̂

ik

1ˆ
it S

it̂

iw

ix

s
iO

1
iO

s
iO

it~

 

Fig. 3. GARDiB Broker 

The decision module implements the GARDiB distribution algorithm according to 
which the classification module, the LS models and the MIN block can be 
distinguished. 

The classification module classifies incoming requests. The class ik  of the request 

is determined on the base of the requested object’s size, in the case of static objects 
where every dynamic object has its own individual class, },...,1{ Kki ∈  and K  is the 

number of classes. Objects belonging to the same class have similar service times. 
Each model of LS in the decision module is assigned to one LS in the GARDiB 

system. After the HTTP request arrival the model estimates the request response time 
s

it̂  taking into account the load s
iO  and the class ik  of the request. The load is 

measured by the measurement module and [ ]s
i

s
i

s
i baO ,= , where s

ia  is a number of 

requests serviced simultaneously by s th LS and s
ib  is the transmission time of the 
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probe object downloaded periodically from LS by the measurement module. The 
probe objects are prepared by the LSs and contains information concerning the load of 
the LS.  

Estimating the request service times the model of the LS takes into account not 
only the load of s th LS but also the situation in the WAN on the way between the LS 
and the Broker. The construction of the LS model will be described in the farther part 
of the paper.  

The MIN block takes decision iw  choosing LS offering the shortest response time 

{ }Sstw s
i

s
i ,...,1:ˆmin == , { }Swi ,...,1∈ . 

The execution module supervises the process of sending the request to the chosen 
LS, receives the response and transfers it the client. 

The measurement module measures the request service time it
~

 and transfers it to 

the LS model which correspond to the LS servicing the i th request. The module also 

measures periodically the load s
iO , Ss ,...,1= . 

2.2   Local Service Model 

The LS model corresponds to the real LS operating in the Web service. Each model 

includes: a neuro-fuzzy model of the LS and a Database Unit s
iU  storing parameters 

of the neuro-fuzzy model. The LS model estimates the response time s
it̂  on the base 

of the class ik  and the load ia  and ib . After finishing servicing of the request by the 

s th LS the parameters s
iU  are tuned taking into account the measured request 

response time it
~

. The neuro-fuzzy model of the LS is presented in the Fig. 4.a. For 

clarity of denotations the index s  of the server will be dropped in the denotations in 
the description of neuro-fuzzy model. 

In the first input layer of neurons in the neuro-fuzzy model the values of the 
membership to individual input fuzzy sets are calculated. The fuzzy sets for the input  

ia  are denoted as aLala ZZZ ,...,,...,1 , similarly fuzzy sets for the input  ib  are 

bMbmb ZZZ ,...,,...,1 . Membership functions for inputs are denoted as follow 

( )iZ a
al

μ , ( )iZ b
bm

μ , Ll ,...,1= , Mm ,...,1= . The membership functions are 

triangular (see Fig. 4.b) and the parameters kiLkilki  )1(  1 ,...,,..., −ααα  (for input ia ) 

and kiMkimki  )1(  1 ,...,,..., −βββ   (for input ib ) specify the shape of  functions. It has 

been assumed that membership functions for all input fuzzy sets are triangular. The 
functions are piece-wise linear and have a limited support and therefore the process of 
calculating the degrees of membership is not time-consuming. Also the shape of the 
function is described with a low number of parameters, which may be tuned in the 
adaptation process. In addition, the author’s experience strength strongly the 
understanding of the linguistic space in terms of the triangular membership functions. 
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The fuzzy sets for the output are denoted as Jj TTT ,...,,...,1  and the membership 

functions for output are singletons indicating values Jkijkiki ttt ,...,,...,1  (Fig. 4.c).  
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Fig. 4. a) Neuro-fuzzy model of LS, b) Membership functions for input, c) Membership 
functions for output 

The parameters of membership functions are stored in Database Unit for each class 

individually [ ]TKikiii UUUU ,...,,...,1= , where [ ]kikikiki YBAU ,,=  and 

[ ]kiLkilkikiA  )1(  1 ,...,,..., −= ααα , [ ]kiMkimkikiB  )1(  1 ,...,,..., −= βββ , 

[ ]kiJkijkiki tttT    1 ,...,,...,= . 

In the second layer of neurons the products of inference are obtained for each fuzzy 
set of the inputs ia  and ib  combined together ( ) ( )iZiZiR ba

bmalj
μμμ ⋅= , Jj ,...,1= , 

LMJ ⋅= . 
In the third layer the estimated service time value is calculated with use of the 

Height Method ∑ =
= J

j iRjkii j
tt

1
ˆ μ . 

In the process of adaptation the parameters of membership functions for inputs and 
output are tuned. The back propagation algorithm and gradient descent rule are used 

to tune the parameters according to iiii E δηδδ ∂∂−=+ )1( , where )1( +iδ  is a new 

value of iδ , η  is learning rate, iiE δ∂∂  is partial error and ( ) 2
2

ii eE =  and 

iii tte ~ˆ −= . 

New values of parameters are calculated as follow ( ) ( )iiiRtj kiikj tttt
j

ˆ~
1 −+=+ μη , 

( ) ( ) ( ) ( )( ) ( )( )( )∑ ∑= = +⋅−+ ∂∂−+= M L

lkiiZkiLmiZiialkiil k atbtt
ab1 1  11

ˆ~
γ ϕ ϕ αμμηαα

ϕγ
, 
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( ) ( ) ( ) ( )( ) ( )( )( )∑ ∑= = +⋅−+ ∂∂−+= L M

m kiiZkiMliZiibm k iim k btatt
ba1 1  11

ˆ~
ϕ γ γ βμμηββ

γϕ
, 

where yη , aη  and bη  are adaptation ratios which values determined in preliminary 

experiments are 5.0=yη , 01.0== ba ηη . 

3   Simulation Model and Experiment Results 

The Web system working under control of the GARDiB algorithm was evaluated 
through simulations experiments. The simulation program was built with the use of 
the CSIM19 package [5]. The simulator included the following modules: the request 
generator, the Internet, the Broker and the Local Service modules (see Fig. 5.a).  

The request generator module was working in the way that the generated request 
traffic complied with the traffic observed on the Internet, which is characterized by 
bursts and self-similarity [6] (Fig. 5.b). The 80% of requests were static requests 
serviced by Web servers and 20% of requests were dynamic requests serviced by Web 
and database servers.  

The Internet module modeled the latency concerned with transition of the request 
and the response in the Internet. The transmission time was calculated as follow 

throughput

sizeheaderHTTPsizeobject
RTTtimeontransmissi

___
_

++=  [9]. RTT is the Round 

Trip Time measured between the source and the sink. The HTTP_header_size is the 
size of HTTP response header (the average size is 290B). Effective throughput is the 
number of bytes transmitted successfully in the time unit. The RTTs and the effective 
throughput values were obtained during special experiments provided with use the 
wget software and a dedicated software collecting values of RTT and effective 
throughput in the time intervals.  

The document RFC 1945 (47 kB) was downloaded from academic centers 
characterized by a broadband Internet connection and low load of Web servers. 
Following centers were chosen: the SURFnet in the Netherlands, the Australian 
National University in Australia and  Massachusetts Institute of Technology in USA.  

Requests created by the generator were directed through the Internet module to the 
observed Broker module and directly to LS modules simulating in this way operations 
of other Brokers. 

The GARDiB algorithm as well as other popular algorithms used in industrial 
solutions were implemented in the Broker: Round Robin algorithm (RR) and two 
versions of the Weighted Round Robin algorithm, namely Weighted Round-Robin 
Load (WRR_L) (the weights are determined on the base of the LS workload rate, 
measured as the number of requests processed concurrently) [8] and the Weighted 
Round-Robin Round Trip Time (WRR_T) (where the weights are determined on the 
basis of the RTT time) [4].  

Each LS model consisted of the Web switch and the Web and the database servers. 
The Web servers were modeled as queuing networks composed of the processor and 
hard drive resources. The service times for the processor were as follow [2]: the TCP 
connection establishment and the teardown operation cost 14.5 μs, the transmit 
processing 4.0 μs per 512 bytes. Adopted service times for hard drive: the disk 
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transfer time 41.0 μs per 4 kB, the seek time 2.8 ms, the seek time in case of big files 
additional 1.4 ms for every 44 kB. The cache memory was operating according to the 
Least Recently Used replacement policy.  

The database servers were composed of the single queues [3] with service times 
modeled according to hyperexponential distribution (see Fig. 5.c). The Web switch 
controlling operations of LS was distributing HTTP requests according to the LFNRD 
policy minimizing request response times. 

a)   
Category Distribution Parameters 

Requests per 
session 

Inverse 
Gaussian 

μ=3.86, 
λ=9.46 

User think time Pareto α=1.4, k=1 
Objects per request Pareto α=1.33, k=2 
HTML object size Lognormal 

Pareto 
μ=7.630, 
σ=1.001 
α=1, k=10240 

Embedded object 
size 

Lognormal μ=8.215, 
σ=1.46 

b)

Type Mean 
service 

time 

Frequency 

High 
intensive 

20 ms 0.85 

Medium 
intensive 

10 ms 0.14 

Low 
intensive 

5 ms 0.01 

c) 

 

Fig. 5. a) A simulation model; b) Workload model parameters; c) Workload model parameters 
of dynamic objects 

Experiments have been conducted for two different configurations of LSs and the 
load. In both experiments the LSs were placed in the Netherlands, USA and Australia 
the Broker was placed in Poland. The best transfer rates were between the Broker and 
the LS in the Netherlands while the worst with the LS in Australia. In the first 
configuration each LS consisted of three Web and backend servers and 25% of the 
load was redirected to each LS and to the Broker (configuration denoted as 
3NL25/3USA25/3AU25/Broker25).  

In the second configuration the LS in the Netherlands consisted of 2 Web and 
backend servers, the LS in USA had 3 sets of servers while the LS in Australia had 1 
set. 20% of the load was directed to LS in the Netherlands, 30% to USA, 10% to 
Australia and 40% to the Broker (configuration denoted as 
2NL20/3USA30/1AU10/Broker40).  
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In the Fig 6.a and 6.b the request response time in the load (number of new clients 
per second) function for different request distribution algorithms is presented. The 
Fig. 6.c and 6.d presents the diagrams of percentage of dynamic requests serviced by 
individual LSs. 
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Fig. 6. Request response time vs. load in a) 3NL25/3USA25/3AU25/Broker25, b) 
2NL20/3USA30/1AU10/Broker40; Distribution of dynamic requests among LSs in c) 
3NL25/3USA25/3AU25/Broker25, d) 2NL20/3USA30/1AU10/Broker40 

As one can see the shortest request response times were obtained for the GARDiB 
algorithm. In the experiment where the number of Web servers for each LS were 
different only the GARDiB and the WRR_L algorithms were operating well obtaining 
acceptable response times. In each of the experiments 100% of static requests were 
serviced by the LS in the Netherlands characterized by the best transfer rate. 
Analyzing the Fig. 6.c and 6.d it is noticeable that in case of low load 100% of 
dynamic requests were also serviced by the LS in the Netherlands while when the 
load was very high the dynamic requests were redirected even to LSs with poor 
transfer rates. 

The number of requests serviced by individual LSs in case of high load is 
proportional to number of Web servers possessed by the LSs. Results of the 
experiments show that the Web system operating under control of the GARDiB 
algorithm can adapt to the time-varying environment changing the strategy of 
operations. 
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4   Summary 

In this paper the problem of request distribution in the globally distributed Web 
system was discussed. We presented the broker-based architecture of the Web system 
used in our GARDiB method and the adaptive request distribution algorithm. 
Presented results of simulation experiments show that the Web system operating 
under control of the GARDiB algorithm can achieve short request response times and 
that the system adopts to the time-varying environment. In the future we are going to 
evaluate the proposed method in empirical experiments.  
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Abstract. Many algorithms have been proposed for the discovery of association
rules. The efficiency of these algorithms needs to be improved to handle real-
world large datasets. This efficiency can be determined mainly by three factors.
The way candidates are generated, the way their supports are counted and the
data structure used. Most papers focus on the first and the second factors while
few focus on the underlying data structures. In this paper, we present a distributed
Multi-Agent based algorithm for mining association rules in distributed environ-
ments. The distributed MAS algorithm uses Bit vector data structure that was
proved to have better performance in centralized environments. The algorithm
is implemented in the context of Multi-Agent systems and complies with global
communication standard Foundation for Intelligent Physical Agents (FIPA). The
distributed Multi-Agent based algorithm with its new data structure improves im-
plementations reported in the literature that were based on Apriori. The algorithm
has better performance over Apriori-like algorithms.

Keywords: Multi-Agent Systems, Distributed Data Mining, Association Rules.

1 Introduction

Finding frequent itemsets is one of the most important data mining research fields. The
problem was first presented in [1] with another extension in [2]. Its main algorithm,
Apriori, had an impact on other data mining techniques as well. Association rules and
frequent itemsets mining became a widely research area, and hence, most researchers
have tried to present faster algorithms. Many of these algorithms were Apriori-based
or Apriori extensions. Most association rule algorithms use hash-trees extensively to
speed up the search for itemsets. Those who adopted Apriori strategy tended to adopt
the whole set of procedures and data structures as well.

Recently, algorithms have been proposed to increase the efficiency of these algo-
rithms to improve real-world large datasets. Some algorithms focused on the way can-
didates are generated. Others focused on the way their supports are counted. Few re-
searchers have focused on the underlying data structure used which was a hash-tree in
case of Apriori-based algorithms.

Park et al. [9] has invented a well known technique called DHP (Direct Hashing
and Pruning) and was enhanced in [10]. DHP uses a hash technique that makes it very

A. König et al. (Eds.): KES 2011, Part I, LNAI 6881, pp. 151–160, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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efficient for the generation of candidate itemsets, in particular for the large two-itemsets
and employs effective pruning techniques. The reduction of the number of generated
candidates greatly improves the performance of the whole process. However, Park used
this hashing technique to mine association rules in centralized database. Bodon [6] has
demonstrated that a Trie data structure outperforms hash-trees. Tries appeared to offer
simpler and scalable algorithms which turned out to be faster. Bodon has implemented
Apriori association rule mining algorithm using Trie data structure rather than Hash
Tree. Further publication [3] proved that the data structure Trie appeared to be faster
than the original algorithm. Bodon has extended his implementation for mining itemset
sequences in [5]. Other researchers have adopted the Trie structure to mine association
rules on centralized databases [4].

Recently, a novel approach by Dong has presented a very effective algorithm named
as BitTableFI [7]. The algorithm uses a special data structure BitTable horizontally and
vertically to compress database for quick candidate itemsets generation and support
count, respectively. Dong has proven that this data structure is faster than the hash tree
used by Apriori. Results were obtained by applying the BitTable data structure on two
synthetic centralized datasets. Song et al. [11] is one of the extensions that is based on
this technique.

In this paper, we present an efficient distributed MAS algorithm. The efficiency of the
algorithm is obtained by modifying the data structure used and the way candidates are
generated and counted. The rest of the paper is organized as follows. The next section
describes the proposed distributed BitTable Multi-Agent based algorithm. Section 3 de-
scribes the model experiments and evaluation. The last section presents the conclusion
and the future work.

2 Distributed BitTable Multi-Agent Association Rules Algorithm

In earlier work, we have presented an enhancement for Apriori algorithm using a sim-
pler data structure [8]. The algorithm was implemented on centralized database. Pre-
vious work has extended the basic concepts of Apriori like algorithms to work in
distributed environments using cooperative Multi-Agents [12]. The parallelism of the
candidate generation and the support count processes among these distributed agents
helped in decreasing the time needed for the whole mining process. The previously
proposed algorithm was implemented on distributed medical databases [13] for patient
diagnostic system regarding Inflammation of urinary bladder and Nephritis of renal
pelvis origin diseases. The proposed model improved the diagnostic knowledge and
discovered the diseases based on the minimum number of effective tests, thus, provided
accurate medical decisions based on cost effective treatments. The constructed Knowl-
edge base could predict the existence or the absence of the diseases, thus improving the
medical service for the patients.

In this section, we present the distributed BMAS algorithm which combines the best
of different association rules algorithms and techniques in order to achieve the best per-
formance and execution time. The proposed algorithm combines the association rules
as a data mining technique, the BitTable data structure that was proved to be a very ef-
ficient data structure for mining frequent itemsets [11] [14] and the Multi-Agents tech-
nique to decrease the time needed for the candidate generation and the support count
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processes [12]. Databases with this structure are very compressed and can easily fit in
memory. Moreover, it has a great effect on the performance in the candidate generation
phase and the support counting which are the most lengthy processes in the frequent
itemsets generation algorithms. Dong has implemented his BitTableFI algorithm on
centralized database only. For some reasons which were not clearly stated in the paper,
the BitTableFI algorithm constructs the frequent itemsets BitTable data structure after
the frequent 2-itemsets are generated. We believe that constructing the frequent item-
sets BitTableFI from the first iteration will increase the performance of the candidate
generation and counting for the first and the second itemsets. Consequently, this will
have a good impact on the algorithm performance. The proposed algorithm is described
as follows:

1. The proposed algorithm is based on the distributed Multi-Agent based algorithm
described in [12] which was based on Apriori like algorithms.

2. The proposed algorithm uses the BitTable data structure in [7] instead of the previ-
ously implemented data structure in [12] .

3. Unlike the BitTableFI algorithm, the proposed algorithm constructs the BitTable
data structure before the first iteration.

4. Unlike the BitTableFI algorithm which was implemented on two synthetic central-
ized datasets, the proposed algorithm together with the BitTableFI algorithm are to
be implemented and tested on five distributed real world benchmark datasets.

5. The distributed Multi-Agent based algorithm complies with the global standards
in communication between agents, namely the FIPA, thus enabling the ability for
cooperating with other standard agents also the future extension for the proposed
model.

2.1 The Database Conversion Algorithm

This section describes how local databases are converted into the BitTables format in-
stead of the Apriori format. Every item is checked for existence in the transaction. If
the item exists, the item is replaced with 1 otherwise it is replaced with 0. For instance
if we have the items ABCDE and the transaction ACD, the bitvector representation for
the transaction is 10110. The conversion of the database into the BitTables format is
described in details in Algorithm 1.

Let I = {i1, i2, ...in} be a finite set of items and D be a dataset containing N trans-
actions, where each transaction t ∈ D is a list of distinct items T = {i1, i2, ...i j} where
i j ∈ I(1≤ j ≤ |t|), and each transaction can be identified by a distinct identifier tid.

2.2 The Distributed BitTable MAS Algorithm

This section presents the proposed distributed BitTable Multi-Agent association rules
algorithm. The algorithm consists of three types of cooperative agents that work to-
gether to achieve the required goals. The first kind of agents is the Interface Agent. This
agent can cooperate with the human and accepts the user required support. The second
kind of agents is the local agents which are distributed at local sites for generating the
candidate itemset. The third kind of agents is the main agent which has a global view of
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Algorithm 1. Transaction conversion into bit vectors (local agents)

begin
Let {I} = the finite set of all items {i1, i2, ...in};
foreach item i j in the set of items {I} where (1≤ j ≤n) do

if i j = ik where ik ∈ t = {i1, i2...i|t|}, ik ∈ I,(1≤ k ≤ |t|) then
tbitvector += 1;

else
tbitvector += 0;

end
end
Output the database transactional bit vector tbitvector;

end

all local agents and is responsible for the candidate generation process. All agents work
together to achieve the required association rules mining goal. The proposed algorithm
is compliant to the Foundation for Intelligent Physical Agents standard.

The proposed algorithm is described as follows:

1. The Interface Agent accepts the support from the user.
2. The Interface Agent sends the required support to the main agent.
3. Main Agent sends a ”propose performative” FIPA message to Local Agents:

( Propose
:sender (agent-identifier :name main agent)
:receiver (set (agent-identifier :name local agent))
:content ”Start mining with support = minsupp”
:reply-with start mining proposal )

4. Local Agents reply with an ”agree performative” to Main Agent as follows:
(Agree
:sender (agent-identifier :name local agent)
:receiver (set (agent-identifier :name main agent))
:content ”proposal approved and mining started at k=1”
:in-reply-to start mining proposal )

5. Each Local Agent starts counting the local supports for all 1- candidate itemsets in
its local database according to its local number of records. Algorithm 2 explains the
counting process in details.
6. Local Agent replies with ”inform performative” to Main Agent as follows:

(Inform
:sender (agent-identifier :name local agent)
:receiver (set (agent-identifier :name main agent))
:content ”finished counting candidate 1-itemsets”)

7. Main Agent compares the summation of the local supports sent from all agents for
1-candidate itemsets with the min support supplied by the user.
8. Main Agent finds the 1-large itemsets and save it in the database in the list of frequent
itemsets.
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9. Main Agent sends an ”Inform performative” FIPA message to Local Agents:
(Inform
:sender (agent-identifier :name main agent)
:receiver (set (agent-identifier :name local agent))
:content ”frequent itemsets at k=1 are successfully generated” )

10. Main Agent generates the k-candidate itemsets. Candidate generation process is
explained in details in Algorithm 3.
11. Main Agent sends the generated k-candidate itemsets to all local agents.
12. Main Agent sends a ”Request performative” FIPA message to all Local Agents:

(Request
:sender (agent-identifier :name main agent)
:receiver (set (agent-identifier :name local agent))
:content ”candidates are generated at iteration K, please count the support”
:reply-with iteration k )

13. Each Local Agent calculates the k-candidate itemsets in its local databases. This
can be explained in details in Algorithm 4.
14. Local Agents send an ”Inform performative” FIPA message to Main Agent:

(Inform
:sender (agent-identifier :name local agent)
:receiver (set (agent-identifier :name main agent))
:content ”finished counting candidate itemsets for the current iteration K”
:in-reply-to iteration k )

15. The Main Agent considers any k-candidate itemset as frequent if the summation of
all local supports for this itemset from all local agents is greater than the min global
support
16. Frequent itemsets are saved in the central database in the list of k-frequent itemsets
while small itemsets are not considered in the next iteration.
17. Steps (10) to (16) are iterative and finish when there are no more k+1 candidate
itemsets.
18. Main Agent sends an ”Inform performative” message to all Local Agent :

(Inform
:sender (agent-identifier :name main agent)
:receiver (set (agent-identifier :name local agent))
:content ”Finished mining of frequent itemsets” )

19. Main Agent sends all frequent itemsets to Interface Agent for representation.

2.3 The Proposed Algorithm at the First Iteration

The generation of candidate itemsets and the large itemsets counting in the early itera-
tions (k=1 and 2) are considered as the most time consuming processes for the overall
association rules mining process. Unlike the BitFI algorithm, we apply the BitTableFI
data structure starting from the first phase. This has significantly resolved the perfor-
mance bottleneck especially for the first two iterations. Algorithm 2 presents how the
1-frequent itemsets are counted at distributed sites by local agents.
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Algorithm 2. Counting the 1-frequent itemsets (local agents)

begin
foreach item bit vector Ibi in the items bit table do

foreach transaction in the database do
Perform BitWise AND operation with tbitvector;
if IbiANDtbitvector = Ibi then

Increment the support(Ibi);
end

end
if total support (Ibi) ≥ minsupp then

Add Ibi to set of large itemsets Lb1;
end

end
Output set of 1-Frequent itemsets;

end

2.4 The Proposed Algorithm at the K-Iteration

Itemsets counted by local agents are sent to the main agent which generates the k-
frequent itemset and the (k+1) candidate itemsets for the next iteration. The generation
of the (k+1) candidate itemsets is described in Algorithm 3.

Algorithm 3. (k+1) candidate itemsets generation (main agent)

begin
foreach frequent k-itemset bit vector Fi

bitvector in the set of frequent itemsets bit
table(Fbk) do

Get the Mid of Fi
bitvector = (set of items with the last bit = 1 changed to 0);

foreach Frequent k-itemsets F j
bitvector where

(i+1 ≤ j ≤ numbero f f requentk− itemsets) do
Perform BitWise AND operation with F j

bitvector;

if Mid of Fi
bitvector AND F j

bitvector = Mid of Fi
bitvector then

Generate Candidate k-itemset bit vector Ck+1
bitvector = Fi

bitvector OR

F j
bitvector;

Add Ck+1
bitvector to the set of candidate k+1 itemsets bit table (Cbk+1);

end
end

end
Output set of Candidate k +1itemsets bit table (Cbk+1);

end

The generated candidate itemsets are sent to local agents which count their supports
and send them back to the main agent. Algorithm 4 explains the counting process for
the k-candidate itemsets.
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Algorithm 4. Counting the k-frequent itemsets (local agents)

begin
foreach candidate k-itemset bit vector Ci

bitvector in the candidates bit table (Ck) do
foreach transaction in the database do

Perform BitWise AND operation with tbitvector;
if Ci

bitvector AND tbitvector = Ci
bitvector then

Increment the support(Ci
bitvector) ;

end
end
if total support(Ci

bitvector)≥ minsupp then
Add Ci

bitvector to set of large itemsets Lbk;
end

end
Output set of k-Frequent itemsets;

end

3 Model Experiments and Evaluation

The experiments included the implementation and testing of four algorithms against five
different real world datasets at five different supports with total of 100 readings. Two
of the implemented algorithms were centralized (PEA [8] and BT [7]). The other two
algorithms were distributed (MAS [12] and our proposed distributed BitTable Multi-
Agent based algorithm BMAS). The five benchmark datasets from UCI machine learn-
ing repository are related to different application domains. Datasets are described in
details in Table 1. For distributed algorithms, datasets were distributed almost equally
in two different sites. The test bed used was windows XP, Intel Pentium IV processor,
2 gig ram. The results obtained are as follows.

Table 1. UCI Benchmark Datasets

Dataset Number of instances Number of attributes Year

Abalone 4177 8 1995
Car Evaluation 1728 6 1997
Mammographic Mass 961 6 2007
Blood Transfusion Service Center 748 5 2008
Iris 150 4 1988

From Figures 1 to 5 we can observe the following:

1. In case of the centralized algorithms, BT algorithm with the BitTableFI data structure
outperforms PEA algorithm.
2. In case of the distributed algorithms, the proposed BMAS with the BitTableFI data
structure outperforms the previously implemented algorithm MAS.
3. The distributed algorithms BMAS and MAS outperform the centralized algorithms
BT and PEA.
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Fig. 1. Fig. 2.

Fig. 3. Fig. 4.

Fig. 5.

4. The proposed algorithm BMAS outperforms BT, PEA and MAS algorithms.
5. Although low support values are considered as one of the limitations for most associ-
ation rules algorithms including BitTableFI and our proposed algorithm. However, Fig-
ures 1 to 5 show that the difference in execution time increases when the support value
decreases. This shows that the proposed distributed BMAS algorithm outperforms the
BitTableFI algorithm at low supports.

The performance of BMAS has been achieved due to the following reasons:
1. The use of the Bitwise And/Or operation to generate candidate itemsets based on
BitTables data structure which was proved to be greatly faster than the traditional item
comparing method used in many Apriori-like algorithms [6].
2. The highly compressed BitTable database constructed which helps in quick counting
for the support of the candidate itemsets using the Bitwise And operation.
3. The construction of the BitTable data structure before the first iteration.
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4. The use of the distributed Multi-Agents which decrease the time needed for candidate
generation and support counting.

4 Conclusion

The efficiency of association rules algorithms needs to be improved to handle real-world
large datasets. To increase the overall efficiency of the mining process, we presented a
distributed Multi-Agent based algorithm to enhance the three main factors affecting the
overall efficiency. First, to improve the way candidates are generated, our distributed
algorithm is based on BitTable data structure which has a better performance in the can-
didate generation phase. Second, to improve the way by which candidate supports are
counted, we have implemented distributed agents in local sites that help in the counting
process. Third, we have implemented the BitTable data structure which helps in com-
pressing the database thus can easily fit in memory at local sites. The BitTable data
structure was implemented before the first iteration and not like the BitTableFI algo-
rithm after the second iteration. This had a great impact on the algorithm performance.
The distributed BitTable Multi-Agent based algorithm complies with the global stan-
dards in communication between agents, namely the FIPA, thus enabling the ability for
cooperating with other standard agents also the future extension for the proposed model.
Unlike the BitTableFI algorithm which was tested on two synthetic centralized datasets,
the performance of algorithms was tested against five different real world datasets from
UCI machine learning repository at different supports. The distributed BitTable Multi-
Agent based algorithm has proved to have better performance and execution time.
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Abstract. More people are buying products online and expressing their opi-
nions on these products through online reviews. Sentiment analysis can be used 
to extract valuable information from reviews, and the results can benefit both 
consumers and manufacturers. This research shows a study which compares 
two well known machine learning algorithms namely, dynamic language model 
and naïve Bayes classifier. Experiments have been carried out to determine the 
consistency of results when the datasets are of different sizes and also the effect 
of a balanced or unbalanced dataset. The experimental results indicate that both 
the algorithms over a realistic unbalanced dataset can achieve better results than 
the balanced datasets commonly used in research.  

Keywords: Sentiment analysis, opinion mining, naïve Bayes, language model. 

1   Introduction 

In the UK, online retail sales account for over 10% of purchases, and their growth rate 
is markedly outstripping store-based sales [13]. Many customers express their opin-
ions about products through online reviews. These reviews are key for marketing 
intelligence since they contain valuable information. Popular products may have hun-
dreds of reviews making it hard for the customer to find the information they require, 
and as a result there is a need to automatically classify this data. This can benefit both 
customers and manufacturers of products. Customers can see what other consumers 
thought about the products’, viewing the products strengths and weaknesses. Manu-
facturers can then see where their product falls short in order to improve it, and also 
they can compare their products to other competitive products  

Opinion mining and sentiment analysis are relatively new areas of research.  
Research has evolved from classifying whole documents [15], to classifying each 
sentence [17], to classifying each separate feature of the product [8][9]. This study 
compares two well-known machine learning techniques, namely naïve Bayes and 
language model. Previous studies have used a balanced dataset, however in the prod-
uct domain it is commonly the case that the ratio of positive and negative reviews is 
unbalanced, therefore this paper focuses on and investigating the effects of the size 
and ratio of a dataset. Our system architecture takes customer reviews as input to each 
of the classifiers and outputs the dataset split into positive and negative reviews.  
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2   Related Work 

Sentiment analysis has been the work of many researchers over the past years. The 
focus of this research is on polarity sentiment analysis of customer product reviews. 
Similar research include Liu et al. [10], Dave et al. [5], Hu and Liu [8][9], Ding and 
Liu [6] and Ding et al. [7], where each use a dataset of reviews containing various 
products. Our work differs in that our dataset will concentrate on one product rather 
than a combination of products. A considerable amount of research has been carried 
out using the Internet Movie Review Database (IMDb) [12] and the Polarity Dataset 
[11]. These datasets have an even number of positive and negative reviews, however 
in the product domain it is typical that there are substantially more positive reviews 
compared to negative reviews. Our work will therefore compare the effects of a bal-
anced and unbalanced dataset.  

In this research, two approaches have been chosen for our experiments. Three as-
pects were considered when choosing these techniques; efficiency, accuracy and sui-
tability. From analysing past research both classifiers provide adequate efficiency and 
accuracy, though with room for improvement. Also, the implementation of both clas-
sifiers can be adapted to the context of this work and our future research. Research on 
sentiment classification shows that language model and naïve Bayes classifiers are 
two of the most popular and influential classifiers [3][12].  

This research is closely related to that of Conrad and Schilder [4] and Ye et al. 
[16]. Conrad and Schilder investigate opinion mining in legal Weblogs, and they 
compare both naïve Bayes and language model (LM) classifiers. Ye et al. compare 
support vector machines (SVM), naïve Bayes and LM classifiers to investigate tourist 
reviews. Conrad and Schilder aim to identify the extent and usefulness of opinion 
mining in the legal domain. Ye et al. wish to present sophisticated techniques which 
have not yet been tailored to the travel domain. Our work investigates using only one 
product or one product domain to boost classification accuracy and shows that using a 
realistic unbalanced dataset can perform better than a balanced dataset.  

3   Evaluation Procedure 

For our experiments, we use a dynamic language model classifier and a naïve Bayes 
classifier. Classifiers were created using LingPipe, which is a Java-based natural lan-
guage processing toolkit distributed with source code by Alias-I [1]. Our system ar-
chitecture is shown in figure 1. Amazon.com provides APIs containing information 
on products, including customer reviews for each product. The reviews are extracted 
and then used as training and testing data. This data is used by each of the classifiers 
to generate results for analysis. The download was performed in September 2010 and 
the dataset produced consists of reviews of television sets. Customers rate their re-
view on a 5 star scale. For this study, we consider reviews with 4 – 5 stars as positive 
and 1-2 stars as negative 3 stars are regarded as neutral and therefore ignored. After 
download the dataset contained 12,374 positive reviews and 2,076 negative reviews. 
We also compare our results with datasets taken from [2], focusing on particular 
product domains, namely cameras and kitchens. 
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Fig. 1. System Architecture 

3.1   Dynamic Language Model 

Our model uses an n-gram character-based language model with a generalised form of 
Witten-Bell smoothing. It uses characters as the basic unit in the algorithm. It pro-
vides a probability distribution p(σ) over strings σ ∈ Ʃ*  drawn from a fixed alphabet 
of characters Ʃ*. The chain rule: · |  factors the joint probability 
of the string σ along with the character c. Due to the n-gram Markov assumption the 
context of a conditional estimate p(c|σ) is restricted to the last n − 1 characters of σ, 
taking | | . The maximum likelihood estimator for the 
model |  is ̂ |   (1)

where count(σc) will be the amount of times the string σc appears within the dataset 
and extCount(σ) =∑c count(σc) will then be the quantity of single character exten-
sions of σ. 

3.2   Naïve Bayes 

Our model is a traditional token-based approach. It uses a "bag of words" representa-
tion, this is a count of tokens occurring in a piece of text. The implementation uses 
joint probabilities, this means that the naïve Bayes classifier takes a character se-
quence and returns joint probability estimates of categories and tokens. According to 
naïve Bayes Rule;  | |

 (2)

Naive Bayes estimates a multinomial distribution over categories, . For each 
category , naive Bayes estimates a multinomial distribution over words, which we 
write as | , indicating the dependence of the probability of the  on 
category . 
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3.3   Experiments 

In order to compare the two classifiers, naive Bayes and language model, we looked 
at the results based on a balanced and an unbalanced dataset and also the consistency 
of results when the dataset was different sizes. To conduct our experiments we cre-
ated the following datasets;  

• Unbalanced dataset - all reviews extracted, a realistic representation of the 
ratio of positive and negative reviews  

• Balanced dataset - all negative reviews and the same number of positive re-
views.  

 

These datasets are re-sampled at various percentages, .e.g. 100%, 90%. We use 8 data-
sets for unbalanced and 8 for balanced. Table 1 and 2 indicates the number of positive 
and negative reviews in both datasets. Experiments used a 10-fold cross validation. 
Each dataset was randomly spilt into 10 folds, 9 folds used for training and 1 fold used 
for testing. The average of the 10-folds was then used for performance analysis.  

Table 1.  Number of reviews in unbalanced dataset 

% of 
data-
set 

Number of reviews 
TV                                           Camera                                  Kitchen 
Neg. Pos. Total Neg. Pos. Total Neg. Pos. Total 

30% 622 3712 4335 330 1893 2223 1236 4721 5957 
40% 830 4950 5780 440 2524 2964 1648 6295 7943 
50% 1038 6187 7225 550 3155 3705 2060 7869 9929 
60% 1245 7425 8670 659 3785 4444 2471 9442 11913 
70% 1453 8662 10115 769 4416 5185 2883 11016 13899 
80% 1661 9899 11560 879 5047 5926 3295 12590 15885 
90% 1868 11137 13005 989 5678 6667 3707 14163  17870 
100% 2076 12374 14450 1099 6309 7408 4119 15737 19856 

 

Table 2. Number of reviews in balanced dataset 

% of 
data-
set 

Number of reviews 
TV                                           Camera                                  Kitchen 
Neg. Pos. Total Neg. Pos. Total Neg. Pos. Total 

30% 622 622 1244 330 330 660 1236 1236 2472 
40% 830 830 1660 440 440 880 1648 1648 3296 
50% 1038 1038 2076 550 550 1100 2060 2060 4120 
60% 1245 1245 2490 659 659 1318 2471 2471 4942 
70% 1453 1453 2906 769 769 1538 2883 2883 5766 
80% 1661 1661 3322 879 879 1758 3295 3295 6590 
90% 1868 1868 3736 989 989 1978 3707 3707 7414 
100% 2076 2076 4152 1099 1099 2198 4119 4119 8238 
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4   Results 

4.1   Balanced Dataset 

We first focus on the commonly used balanced dataset. Table 3 and figure 2 show the 
average 10-fold accuracies of each classifier. Naïve Bayes performs best overall with 
the TV and Camera datasets. For the Kitchen dataset, the language model performs 
slightly better. With the balanced dataset results varied as the size of the dataset in-
creased with accuracy ranges between 83.21-91.45%. In [4], a comparison of classifi-
ers was carried out on legal blogs which correspond to our results that the naïve Bayes 
performs better than the language model. The accuracy we achieve in our experiments 
on customer reviews is much higher than the results using legal blogs.  

Table 3. Accuracies of balanced dataset 

%  
data-
set 

% Accuracy 
TV 

 
 

 
Kitchen 

 
Camera 

NB LM P NB LM P NB LM P 
30%  90.92 88.18 0.0419 84.39 83.21 0.1224 88.79 89.85 0.3816 
40%  91.45 89.46 0.0731 85.86 85.22 0.3429 86.70 88.86 0.1240 
50%  90.89 89.98 0.3386 86.58 85.63 0.1435 87.36 87.09 0.8154 
60%  90.32 89.68 0.3024 86.46 86.69 0.5655 87.02 86.26 0.4966 
70%  89.88 89.68 0.7059 86.77 86.94 0.6963 88.29 86.93 0.1131 
80%  90.40 90.03 0.4586 86.97 87.33 0.4148 88.22 86.46 0.1344 
90%  90.52 89.96 0.3395 86.74 87.17 0.2699 87.87 85.08 0.0052* 
100%  90.17 89.83 0.4752 86.72 86.83 0.7414 87.62 86.40 0.1545 

 

Fig. 2. Accuracies of balanced dataset 

4.2   Unbalanced Dataset 

Next, we focus on our realistic unbalanced datasets. Table 4 and figure 3 show the 
accuracy results of our unbalanced dataset. The results show that naïve Bayes outper-
forms the language model classifier for both TV and Kitchen, but for the Camera 
dataset the language model performs better.  The accuracy of each classifier tends to 
increase with the size of the dataset.  
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The statistical difference between the two classifiers varied depended on the data-
set. The difference of accuracies between the two classifiers was statistically signifi-
cant (p < 0.01) when the TV dataset was as low as 30% and above 70%. For the 
Kitchen dataset the classifiers are similar in performance, whereas with the Camera 
dataset the difference is almost always statistically significant. Ye et al. [16] investi-
gate the size of the training set and find the difference between algorithms was ex-
tremely significant when the training set was small. Using unbalanced datasets we can 
achieve accuracies ranging from 87.33-93.83%, which is again better than the results 
achieved in [4] using legal blogs. 

Table 4. Accuracies of unbalanced dataset 

 

 Fig. 3. Accuracies of unbalanced dataset 

4.3   Sampling 

To make a fair comparison of the two datasets we re-sampled the larger unbalanced 
dataset to match the size of the smaller balanced dataset, keeping the percentage of 
positive and negative reviews to scale. The accuracies of the re-sampled unbalanced 
dataset are shown in figure 4. When comparing the balanced (figure 2) and unba-
lanced datasets (figure 4) it can be seen that both classifiers generally have greater 
accuracy with the unbalanced dataset. With the unbalanced dataset there is a steady 
increase with the size of the dataset, whereas with the balanced dataset the results are 
somewhat more varied. The Kitchen dataset shows a steady increase with size and  
the Camera dataset has a decrease with size. Ye et al. [16] use a relatively balanced 

% 
data-
set 

% Accuracy 
TV 

 
 

 
Kitchen 

 
Camera 

NB LM P NB LM P NB LM P 
30%  90.84 89.62 0.0006* 88.42 87.33 0.0235 91.41 93.21 0.0179 
40%  91.31 90.59 0.0786 88.59 87.35 0.0130 91.60 93.45 0.0024* 
50%  91.32 90.48 0.0287 88.50 87.75 0.0417 91.55 93.82 0.0001* 
60%  91.18 90.39 0.0143 88.80 88.23 0.0498 91.31 93.25 0.0002* 
70%  91.37 90.33 0.0058* 88.95 88.40 0.0549 90.84 92.71 0.0011* 
80%  91.39 90.55 0.0032* 89.12 88.74 0.1536 90.62 92.39 0.0002* 
90%  91.61 90.77 0.0010* 88.95 88.74 0.1859 90.81 92.46 0.0000* 
100%  91.89 91.18 0.0014* 88.98 88.81 0.2136 91.00 92.95 0.0002* 
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dataset for their experiments and show an increase in accuracy with an increase in the 
amount of training data. Therefore, we show that for a realistic unbalanced dataset the 
accuracy will increase with the size of the dataset and for a balanced dataset the accu-
racy may decrease depending on the domain. 

 

Fig. 4. Accuracies of re-sampled unbalanced dataset 

4.4   Precision and Recall Results 

Precision is a measure of presenting only relevant terms, the higher the precision the 
more relevant the results. Figures 5 and 6 show the precision of the balanced and re-
sampled unbalanced datasets. Language model performs better on two of three data-
sets for both the balanced and unbalanced dataset. The unbalanced dataset has preci-
sion values ranging from 97.66-99.86%, whereas the balanced dataset ranges from 
82.94-93.24%, showing that using an unbalanced dataset can return more relevant 
results.  

When using the unbalanced dataset the precision tends to decrease with the dataset 
size in all three cases. With the balanced dataset the results varied depending on the 
dataset. In the Kitchen dataset, the precision increases with size, but in the Camera 
dataset the precision decreases with size. 

 

Fig. 5. Unbalanced precision results   Fig. 6. Balanced precision results 

Recall is the ability to retrieve as many relevant terms as possible. Figures 7 and 8 
show that for, the language model has better overall results for two of the three data-
sets using both balanced and unbalanced datasets. The unbalanced dataset has recall 
values ranging from 87.02-97.94%, whereas the balanced dataset ranges from  
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49.07-51.45%, showing that using an unbalanced dataset returns additional results but 
retrieves more relevant results. 

As with precision, when using the unbalanced dataset recall normally decreases 
with the size of the dataset and with the balanced dataset again the results varied con-
siderably depending on the dataset.  

  

Fig. 7. Unbalanced recall results  Fig. 8. Balanced recall results 

4.5   Comparison of Datasets 

An interesting finding is that while previous research used balanced datasets, our 
realistic unbalanced dataset achieves substantially higher results. Accuracy and preci-
sion are higher and recall is considerably higher. On further analysis of our TV ba-
lanced and unbalanced datasets, we concluded from table 5 that the higher result 
achieved by the unbalanced dataset is due to the larger amount of positive reviews. 
The negative reviews account for 14.37% of the dataset and achieve under 50% accu-
racy, whereas the positive reviews account for 85.63% of the dataset and achieve 
almost 99% accuracy. The accuracy of the positive reviews increases the overall  
accuracy, which is true for all three datasets. Within a given product domain, where 
positive reviews often outweigh the negative reviews, we have demonstrated that a 
realistic unbalanced dataset can achieve higher accuracy and precision.  

Table 5. Average accuracies split by positive and negative 

 Average % Accuracy 
Unbalanced Balanced 
NB LM NB LM 

Neg 49.57 44.65 88.34 88.82 
Pos 98.99 98.99 92.00 90.85 
Overall 91.89 91.18 90.17 89.83 

 
 

Another observation is that for all TV, Kitchen and Camera datasets, each classifier 
follows the same pattern for the unbalanced dataset, whereas the results were more 
variable for the balanced dataset. This shows that when using a balanced dataset, 
different domains can produce very different results, For example, in the unbalanced 
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datasets, accuracy increases with the size of dataset whereas with the balanced dataset 
for Camera it decreases and Kitchen dataset it increases with size.  

As mentioned, the size of the dataset can impact the results produced. With the un-
balanced dataset, regardless of the domain, results follow the same pattern, i.e. they 
get better as the dataset gets bigger. A conclusion is therefore that the pattern pro-
duced is due to the dataset, and when we alter the dataset the pattern is lost. With the 
balanced dataset the results varied, e.g. with the Camera dataset accuracy is higher 
when using 30% of the dataset compared with using 100% as opposed to the Kitchen 
dataset which has higher accuracy at 100%. Therefore, with an unbalanced dataset the 
bigger the dataset the better the result, but for some unbalanced datasets the results 
may be better at smaller sizes. 

5   Conclusion 

This research uses two well-known machine learning techniques: naïve Bayes and the 
language model to classify customer reviews. We focus on one product type, i.e. TVs, 
we also compare our results with other datasets focusing on one product domain, i.e. 
Kitchen and Camera. Our findings indicate that naïve Bayes has much more accurate 
results using TV reviews, however results are mixed for the Kitchen and Camera 
datasets. This suggests that the domain can impact the results of the classifier. In our 
case, the results indicated that naïve Bayes was the preferred classifier with the TV 
dataset and as it takes a “bag of words” approach, the results suggest that semantics 
does not seem to play an important role in this domain. 

Previous studies in this domain involve using a range of products, our work fo-
cused on one product type and for this reason was able to achieve much better results, 
achieving over 90% accuracy for both classifiers. This may be a result of the data in 
the training set being only related to the product, therefore when testing is carried out 
there will be a higher chance of correct classification. If a dataset contains a number 
of products which may be of a similar category this will reduce the amount of infor-
mation related to specific products and therefore may reduce performance.  

Finally, while previous research used balanced datasets, we demonstrate that a rea-
listic unbalanced dataset can achieve substantially better results. We also show that 
with a balanced dataset the results varied but with an unbalanced dataset, regardless 
of the domain, results follow the same pattern.  
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Abstract. This paper studies agents’ logics with operation uncertainty.
Prime attention is paid to agents’ common knowledge logics with logical
operation uncertainty and logical unification in these logics. The unifi-
cation problem is: for two arbitrary given formulas with meta-variables
(coefficients) to answer whether they are unifiable, and if yes to con-
struct a unifier. This problem is equivalent to problem of solvability
logical equations with coefficients and finding theirs solutions. We show
that the basic common knowledge logic with uncertainty operation (no-
tation - CKLn,U ) is decidable w.r.t. logical unification of the common
knowledge formulas, and that for unifiable common knowledge formulas
we can construct a unifier (we may describe solving algorithm). This
result is extended to a wide class of logics expanding CKLn,U .

Keywords: multi-agent systems, agents’ logic, common knowledge, un-
certainty, unification.

1 Introduction, Background

Technique of AI nowadays broadly uses instruments based on intelligent agents.
Agents, as entities, might be understood very broadly, but often they are de-
scribed schematically as an abstract functional systems similar to a computer
programs. Sometimes definitions of intelligent agents emphasize their autonomy,
and so prefer the term autonomous intelligent agents, at the same time, often,
interaction of agents, cooperation, is accepted as very desirable feature. Areas
of applications are utterly diverse, but, anyway they are primarily focused to
IT (cf. Nguyen et al. [18,19,20]). These wide areas evidently need technique
and models to reason about agents’ knowledge and properties. In particular,
technique of symbolic logic is widely used (cf. [12,13,14]). Nowadays research
in computer science oriented to knowledge representation actively uses various
languages and logical systems to capture elements of human reasoning and com-
putational aspects. These logical systems provide us with various inference capa-
bilities to deduce implicit knowledge from the explicitly represented knowledge,
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as well as with explicit, mathematically precise, description of properties of the
objects. Knowledge representation structures actively involve logical language,
cf. Brachman and Schmolze (1985, [6]), Moses and Shoham (1993, [15]), Nebel
(1990, [16]), Quantz and Schmits (1994, [21]), and has applications in industry
Rychtycki (1996, [29]). Research of agent-decision oriented systems paid many
attention to formal descriptions of the meaning of agents knowledge.

Because often logical systems are assumed to be multi-agents, the question
what is a shared knowledge and what is a common knowledge for all agents
has been risen. Some initial concepts concerning this subject can be found in
Barwise (1988, [7]), Niegerand and Tuttle (1993, [17]), Dvorek and Moses (1990,
[8]). Well developed approach to common knowledge logics is contained in Fagin
R., Halpern J., Moses Y., Vardi M. (1995, [12]). In particular, there is a series of
theorems on completeness for various common knowledge logics w.r.t. possible
worlds models. Many aspects of this theory are in study from distinct points
of view, and in our research we investigate open problem about unification in
common knowledge logics.

One important feature within multi-agent approach is possible uncertainty of
initial information and agents’ knowledge. In computer science, uncertain data
is the notion of data that contains specific uncertainty. When representing such
data in a database, some indication of the probability of the various values is used
to cope with the value of data. Often to analyze how data are certain, elements
of probability theory are involved: a set of possible states or outcomes where
probabilities are assigned to each possible state or outcome is taken for further
inference and study. We would like to analyze logical properties of uncertainty
by introduction special logical operator in the language of multi-agents’ logic.

If we intend to undertake logical research, one of general problems arising at
once: unification problem. Unification is one of most widely used techniques in
Computer Science (especially term rewriting), it forms a core of such Declara-
tive Programming Languages as Prolog. Unification is an operation in computer
science and logic which produces from two logic terms a substitution which ei-
ther identifies the terms (in the case of syntactic unification) or makes the terms
equal modulo some equational theory (in the case of semantic unification). Unifi-
cation technique is widely used in automated reasoning, logic programming and
programming language type system implementation.

This technique works effective, though generalized logical unification in first-
order logics is, as a rule, undecidable, cf. for instance, Rybakov (1999, [23]). To
say more, logical unification, in general, helps to understand, what is the real
logical content of the properties described by formulas, whether they can have
the same logical context. In particular, a robust research of logical unification in
Description Logics is presented in Franz Baader and Silvio Ghilardi [5], Baader
and Narendran (2001, [1]) Baader and Küsters (2001, [2]). This can be used for
representation of terminological knowledge of application domains. Still a point
is that unification problems matches well with equational logic and mathemat-
ical background of commutative theory, cf. Baader (1993, [3]). In modal and
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intuitionistic logics, a strong theory allowing effectively compute best unifiers is
developed in works of Silvio Chilardi (cf. [9,10,11]).

In our current paper we study solvability of logical unification for formu-
las in Common Knowledge Logics with Uncertainty. Main focus is the problem
whether the unification problem for such logics is decidable, i.e. whether we can
resolve, for arbitrary two given formulas with meta-variables (parameters), are
they unifiable, and, if yes, to provide an unifier. We prove that the basic common
knowledge logic with logical uncertainty operation CKLn,U is decidable w.r.t.
logical unification of the common knowledge formulas (with coefficients), and
that for unifiable common knowledge formulas we can construct an unifier (to
give an algorithm for). In the final part of our paper this result for the logic
CKLn,U is extended to a fairly wide class of logics relative to CKLn,U . This
paper is based on our previous publication (Rybakov, 2002, [24]), and extend
it by study logics with operation of logical uncertainty, we also essentially use
technique from Rybakov [22,25,26,27,28].

2 Preliminaries

For reader convenience we start from basic definitions and notation. To describe
common knowledge logics, recall that the language of CKLn consists of a count-
able set P of propositional letters, logical operations of PC (classical proposi-
tional logic), and a finite tuple of modal-like unary logical operations K1, ..., Kn.
The definition of well-formed formula (wff, in the sequel) is as usual and KiA has
the informal meaning: the i-th agent knows A. Possible-Worlds models for knowl-
edge offered in [12] are multi-dimensional Kripke modelsM := 〈S, R1, ..., Rn, V 〉
with n accessibility relations and valuations V for propositional letters, for any
propositional letter p, ∀a ∈ S, a V p means a ∈ V (p). The valuation V can
be extended from propositional letters to formulas constructed by Boolean op-
erations in the standard way, and a V KiA⇔def∀b ∈ S(aRib⇒b V A). The
compound know operation EG, for any set G of agents is introduced as all agents
from G know A: EGA :=

∧
∀i∈G KiA.

To incorporate common knowledge, the language was extended by adjoining
unary logical operations CG for all sets G of agents with the formation rule:
if A is a wff then CGA is a wff again. The informal meaning of CGA is: A is
common knowledge for all agents from G. The valuations of formulas in possible-
worlds models M can be extended to formulas in new enriched language by:
for all c ∈ M, c V CGA⇔∀k ≥ 1, (c V Ek

GA), where k ≥ 1, E1
G := EG,

Ek+1
G := EGEk

G. We say a formula A is valid inM, and writeM A, iff for any

c ∈ M, c V A. Fur further information concerning CKLn and its axiomatic
system L we refer to [12].

The well known completeness theorem for CKLn (cf. e.g. [12]) says that, for
this axiomatic system L, �L A iff A is valid in all finite possible world models. A
number of similar theorems, with restrictions to the structure of possible worlds
models (as transitivity, reflexivity etc.) and corresponding enlarging of axiomatic
systemswith new axioms responsible for these restrictions,were proved in [12] also.
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Basing on this results, for any class K of possible worlds frames with described
above structure (fixed n, and n binary accessibility relations), we introduce com-
mon knowledge logic generated by K as CKL(K) := {A | ∀M ∈ K(M A)}. In
the light of completeness theorems mentioned above, if K consists of all possible
worlds models with n accessibility relations, CKL(K) is the smallest common
knowledge logic CKLn. Common knowledge logics are all logics generated by
appropriate classes of possible-worlds models. For any common knowledge logic
L and a formula A, L � A is another notation for A ∈ L.

To incorporate uncertainty, we suggest a new unary logical operator U , and
extend formation rules for formulas by: if A is a formula UA is a formula as well.
This operation may be nested, so, say U¬(A → ¬UA) is a formula.

The meaning of this operation in semantic context is as follows. If our logic
has n-agents and Cn is the corresponding common knowledge operation, then
we suggest, for any formula A,

UA := ¬CnA ∧ ¬Cn¬A.

So, A is uncertain if it is common knowledge that A may be true and may be
false. Besides, we can use local uncertainty operation Ul, defining it as

UlA := [
∨

1≤i≤n

¬KiA] ∧ [
∨

1≤i≤n

¬Ki¬A].

The mining for local uncertainty would be A is locally uncertain if some agents
know that A is true, and some know that A is false.

Because all suggested operations for uncertainty, as we see, are explicitly de-
fined within standard language of CKLn, the resulting logic with general and
local uncertainty will be decidable, in particular, satisfiability problem for this
logic is decidable, which follows directly from mentioned above old decidability
results for CKLn itself. The situation with unification decidability is much more
difficult, we cannot directly use known up to now results, and we will study this
problem in the rest of our paper. For the rest of the paper we denote by CKLn,U

minimal common knowledge logic with uncertainty operation U .

3 Logical Unification, Decidability Algorithm

First, we recall basic definitions concerning unification. For any two formulas
A and B, A ≡ B is the abbreviation for the formula (A → B) ∧ (B → A).
Let A(x1, ..., xn, p1, ..., pm) and B(x1, ..., xn, p1, ..., pm) be two formulas in the
language of a propositional logic L constructed out of certain collection of letters
for variables x1,..., xn and propositional letters p1, .., pm by means of logical
operations from L. We say these formulas are unifiable in L, and write

A(x1, ..., xn, p1, ..., pm) ≈U,L B(x1, ..., xn, p1, ..., pm)

iff there are formulas C1, ..., Cn in the language of L such that

L � A(C1, ..., Cn, p1, ..., pm) ≡ B(C1, ..., Cn, p1, ..., pm).
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The tuple of formulas C1, ..., Cn is said to be an unifier for formulas A and B.
It is clear that if an unifier exists then there is an unifier which consists of

formulas built up on propositional letters p1, ... , pn only as L is closed w.r.t.
substitutions. Therefore we call p1, ... , pn meta-variables. We say that the
unification problem for a logic L is decidable, or L is decidable w.r.t. unification,
iff there is an algorithm which, for any two given formulas answers whether they
are unifiable in L.

We start from study unification in common knowledge logic CKLn,U . Initially
we restrict our attention to only common knowledge formulas - formulas which
use only common knowledge operation except Boolean operations.

Note that these formulas include uncertainty operation in whole volume be-
cause this operation is expressible in terms of common knowledge operation.
Actually we will follow close to material from our paper [24], taking care on
the results would remain true for our extended case of usage logical uncertainty
operation. For any common knowledge logic L with n-agents, we say the unifica-
tion problem for common knowledge formulas is solvable iff there is an algorithm
recognizing pairs of unifiable formulas, which are constructed from variables and
meta-variables by only Boolean operations and the common knowledge opera-
tion Cn, where n is the number of all agents for L. We will call such formulas
common knowledge formulas.

For any common knowledge logic L, ML is the set of all common knowledge
formulas A such that L � A holds. It is easy to see that for any given common
knowledge logic L with n agents,

L � Cn(p → q)→ (Cnp → Cnq), (1)

L � Cnp → CnCnp. (2)

Also, for any L, ML is closed w.r.t. the rule x/Cnx as well as modus ponens and
substitutions of ML-like formulas. Therefore any ML is a modal logic extending
the smallest normal transitive modal logic K4. In what follows we will call ML

the wrapping modal logic of the common knowledge logic L. Exactly as in [24]
we can derive

Lemma 1. For common knowledge logic with uncertainty U ,

MCKLn,U = K4,

i.e. MCKLn,U coincides with the modal logic K4.

Now we have to show that the facts of unifiability in the original logic CKLn,U

and in its wrapping modal logic MCKLn,U coincide.

Lemma 2. If CKLn,U is the smallest common knowledge logic with n-agents
and uncertainty operation U , then for any two common knowledge formulas A
and B with meta-variables,

[A ≈U,CKLn,U B]⇔[A ≈U,MCKLn,U
B].
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Thus, applying Lemmas 1, 2 and Theorem 6.1.23 from [22], which says that
admissibility of inference rules with meta-variables in K4 is decidable, and that
for rules which are not admissible we can effectively construct an obstacle, we
immediately derive

Theorem 1. Unification problem in common knowledge logic with uncertainty
CKLn,U for common knowledge formulas is decidable: there is an algorithm
verifying for any two common knowledge formulas A and B if they are unifiable
in CKLn,U and constructing a unifier if yes.

Based on this result, we would like to extend it to common knowledge logics
L expanding CKLn,U , stronger than CKLn,U . First, we have to collect some
statements concerning wrapping modal logics.

Let L be a Common Knowledge Logic which has n-agents in the language, and
letM := 〈S, R1, ..., Rn〉 be a L-frame, i.e. ∀A ∈ L,M A, that isM ∈ Mod(L).
Let Cl(M) := 〈S, R∗〉, where

∀a, b ∈ S, aR∗b⇔[∃Rj(aRjb)]∨

∨[∃a1, ...., am ∈ S(a1 = a&am = b&(∀i(1 ≤ i < m)∃Rj(aiRjai+1)))].

We will call Cl(M) the total close of the frame M. Let

ModCl(L) := {Cl(M) | M ∈ Mod(L)},

i.e. ModCl(L) consists of all total closes of all L-frames. Also for any set Z of
n-dimensional possible worlds frames, Cl(Z) := {Cl(M) | M ∈ Z}. For any set
S of multi-dimensional Kripke frames, SFin is the set of all finite frames from S.

Lemma 3. For any set Z of n-dimensional possible worlds frames,
Cl(Z) ⊆ Mod(K4).

Lemma 4. For any common knowledge logic L extending CKLn,U ,
Mod(K4)Fin ⊆ ModCl(L) =⇒ (ML = K4).

We say a common knowledge logic L has the finite model property if there is
a class K, may be infinite, but consisting of only finite possible worlds frames,
such that L = L(K) := {A | ∀M ∈ K,M A}.

Lemma 5. For any common knowledge logic L extending CKLn,U if the fol-
lowing Mod(K4)Fin ⊆ ModCl(L) holds and if L has the finite model property
then, for any two common knowledge formulas A and B with meta-variables,
[A ≈U,L B]⇔[A ≈U,K4 B].

Now applying Lemmas 4, 5 and Theorem 6.1.23 from [22] about decidability of
admissibility for rules with meta-variables (coefficients) in specific modal logics
we immediately obtain
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Theorem 2. Let L be a common knowledge logic L extending CKLn,U and let
Mod(K4)Fin ⊆ ModCl(L) and let L to have the finite model property. Then the
unification problem in L for common knowledge formulas is decidable and there
is an algorithm constructing unifiers.

To extend obtained results more, for the rest of this paper we will consider
only common knowledge logics L with n-agents which possess the finite model
property, i.e. L = L(K) where K is a set of finite possible worlds frames. We will
directly use terminology and notation concerning constructible k-characterizing
models Chk(ML) for the wrapping modal logics ML, for all k ∈ N (cf. [22]).
Since now we follow the paper (Rybakov,[24]), extending results on our logics
with uncertainty operation.

Definition 1. For a given common knowledge logic L, if there is a finite frame
F ∈ ModCl(L) rooted by an irreflexive element of depth u > m and F has d
immediate successor clusters then we say L admits irreflexive d-branching below
m. If there is a finite rooted frame F ∈ ModCl(L) with the root consisting of
k-element reflexive cluster C which has depth strictly more than m and has d
immediate successor clusters then we say that L admits reflexive k, d-branching
below m.

Definition 2. We say that L has the generalized property of branching below
m if the following hold:

(i) If L admits the irreflexive d-branching below m, and F is a finite generated
subframe, with depth which is not less than m, of a component of Chk(ML),
where ML is the wrapping modal logic for L and F has n roots, where n ≤ d,
then the frame F1 := F ⊕ 1IR (i.e. F1 is obtained from F by adding a new
irreflexive one-element root 1IR) belongs to ModCl(L).

(ii) If L admits the reflexive k, d-branching below m then the following holds.
If F is a finite generated subframe of a component of Chk(ML), which has
depth not less then m and has n roots, where n ≤ d, then the frame F1 :=
F⊕C, which is obtained from F by adding the root consisting of the reflexive
cluster C with k elements, belongs to ModCl(L).

Definition 3. We say that a common knowledge logic L has the effective exten-
sion property if there is a computable function g(x) such that the following hold.
For every finite L-frame F and arbitrary subframe F1 of F there is a L-subframe
F2 of F with F1 � F2, i.e. F1 is a subframe of F2, where |||F2||| ≤ g(|||F1|||)
and |||Fj ||| is the number of clusters of the base set of Fj.

Lemma 6. For any common knowledge logic L extending CKLn, if L has
(i) The finite model property,
(ii) The generalized branching property below m, for some fixed m,
(iii) The effective extension property, then the following holds. For any two

common knowledge formulas A and B with meta-variables,

[A ≈U,L B]⇔[A ≈U,ML B].
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Involving Lemma 6, and some revised version of Theorem 6.1.23 from [22] on
decidability of admissibility for rules with meta-variables and finding unifiers in
modal logics we obtain

Theorem 3. If L is a common knowledge logic extending CKLn,U and L has
(i) The finite model property,
(ii) The generalized branching property below m, for some fixed m,
(iii) The effective extension property,

then the unification problem in L for common knowledge formulas is
decidable and there is an algorithm constructing unifiers.

4 Conclusion

The paper develops a technique to construct mathematical models for agents’
common knowledge logics with logical operation uncertainty, which adequately
describe logical uncertainly via agents’ operations. Prime aim of the paper is
study of the unification problem for formulas with coefficients in such logics. In
this paper we prove that the basic common knowledge logic with uncertainty
operation (notation - CKLn,U) is decidable w.r.t. logical unification of the com-
mon knowledge formulas. Also we find an algorithm which constructs a unifier
for unifiable formulas. In the final part of this paper we extended this result to
a wide class of logics expanding CKLn,U .

Obtained results have primarily theoretical value, though they may be applied
for describing general concepts in agents’ logic, as well as for determination
possibility to express specifications of a given sorts (it terms of agents’ logic,
written as formulas) via given pre-specified specs.
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Abstract. Alvis is a modelling language designed for the modelling and
formal verification of embedded systems. The key concept of Alvis is an
agent that denotes any distinguished part of a considered system with
defined identity persisting in time. Alvis combines a graphical modelling
of interconnections among agents with a high level programming lan-
guage used for describing a behaviour of agents. The basic property of
the Alvis Toolkit is the ability of generating of a formal system descrip-
tion directly from the Alvis source code. A way of generating Labelled
Transition Systems for Alvis models is presented in the paper.

1 Introduction

Alvis [1], [2] is the novel modelling language designed for real-time systems,
especially for embedded ones. The main goal of the Alvis project was to strike
a happy medium between formal and practical modelling languages. Formal
methods like Petri nets, process algebras or time automata are used in real
IT projects very rarely due to their specific mathematical syntax. The Alvis
syntax is more user-friendly. From programmers point of view, it is necessary
to design two layers of an Alvis model. The code layer uses Alvis statements
supported by the Haskell functional programming language to define a behaviour
of individual agents. The graphical layer (communication diagrams) is used to
define communication channels between agents. The layer takes the form of a
hierarchical graph, that allows designers to combine sets of agents into modules
that are also represented as agents (called hierarchical ones). Alvis modelling
environment called Alvis Toolkit creates in parallel a model of a considered
embedded system and the corresponding LTS graph (Labeled Transition System)
that is its formal representation. The LTS graph can be formally verified with
the help of the CADP toolbox [3].

The paper is organized as follows. Section 2 provides the short presentation
of the Alvis modelling language. The formal definition of an agent state is in-
troduced in Section 3. The generation of an LTS graph for a single agent is
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described in Section 4 and the definition of LTS for the whole system in pre-
sented in Section 5. The algoritm of merging single LTSs into LTS representing
the whole system is presented in Section 6. The computational complexity of this
algorithm is also estimated in this section. Finally, an example of LTS merging
is presented in Section 7.

2 Alvis at a Glance

Alvis is a successor of the XCCS modelling language [4], [5], which was an exten-
sion of the CCS process algebra [6], [7]. However, instead of algebraic equations,
Alvis uses a high level programming language based on the Haskell syntax.

An Alvis model consists of three layers, but the last one (system layer) is
predefined. The system layer is used for the simulation and analysis (generation
of an LTS graph) purposes. An Alvis model is a system of agents that usually
run concurrently, communicate one with another, compete for shared resources
etc. The agents, in Alvis, are used for the design of communication diagrams
(see Fig. 2). Active agents (agent A) perform some activities and are similar to
tasks in the Ada programming language [8], [9]. Each of them can be treated as
a thread of control in a concurrent system.

An agent can communicate with other agents through ports drawn as circles
placed at borders of rounded boxes or rectangles. A communication channel is
defined for two agents and connects two ports. Communication channels are
drawn as lines . One-way communication channel (connection (X1.p, X2.q)) con-
tain an arrowhead that points out the input port for the particular connection.

The code layer is used to define data types used in a considered model, func-
tions for data manipulation and behavior of individual agents. The layer uses

Table 1. Some Alvis statements

Statement Description

exec x = e Evaluates the expression and assign the result to the parameter;
the exec keyword can be omitted.

if (g1) {...} Conditional statement.
elseif (g2) {...}

...

else {...}

in p Collects a signal via the port p.
in p x Collects a value via the port p and assigns it to the parameter x.

loop (g) {...} Repeats execution of the contents while the guard if satisfied.
loop {...} Infinite loop.

out p Sends a signal via the port p.
out p x Sends a value of the parameter x via the port p; a literal value can

be used instead of a parameter.

select { Selects one of the alternative choices.
alt (g1) {...}

alt (g2) {...}

... }
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the Haskell functional language (e.g. the Haskell type system) and original Alvis
statements. The set of AlvisCL statements is given in Table 1. To simplify the
syntax, following symbols have been used. A stands for an agent name, p stands
for a port name, x stands for a parameter, g, g1, g2,... stand for guards (Boolean
conditions), e stands for an expression and ms stands for milliseconds. Each non-
hierarchical agent placed in the communication diagram must be defined in the
code layer and vice-versa.

3 Models

An embedded system designed with the help of an object abstraction (expressed
by hierarchical agents) can be finally represented by a set of non-hierarchical
agents cooperating in the way described by the maximal flat representation of
the communication diagram. The polynomial algorithm of designing such a flat
representation was described in [2].

Primarily we are interested in a characteristic of states of active agents. A
current state of an agent is represented by a tuple with four pieces of information:
agent mode (am), program counter (pc), context information list (ci), parameters
values tuple (pv).

An active agent can be in one of the following modes: finished, init, running,
waiting. An Alvis model contains a fixed number of agents. In other words, there
is no possibility to create or destroy agents dynamically. If an active agent starts
in the init mode, it is inactive until another agent activates it with the start
statement. Active agents that are initially activated are distinguished in the
communication diagram – their names are underlined. If an agent is in the init
mode, its pc is equal to zero and ci is empty.

The finished mode means that an agent has finished its work or it has been
terminated using the exit statement. The statement is argumentless and an agent
can terminate its work itself only. If an agent is in the finished mode, its pc is
equal to zero and ci is empty. The waiting mode means that an active agent
is waiting for a synchronous communication with another active agent. In such
a case, the pc points out the index of the current statement and ci contains
the information determining the cause of awaiting and a condition for resuming
its work. The last mode, running, means that an agent is performing one of its
statements. The pc points out an index of the next agent statement.

The formal definition of an agent state is as follows.

Definition 1. A state of an agent X is a tuple S(X) = (am(X), pc(X), ci(X),
pv(X)), where am(X), pc(X), ci(X) and pv(X) denote mode, program counter,
context information list and parameters values of the agent X respectively.

4 Labelled Transition System for Single Active Agent

A state of an agent can be changed as a the result of executing a step. Let
us focus on the step idea. Statements such as exec, exit , in , jump, null , out
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and start are single-step statements. On the other hand, if , loop and select are
multi-step statements. We use recursion to count the number of steps for multi-
step statements. For each of these statements, the first step enters the statement
body. Then, we count following steps inside curly brackets.

agent A {

i :: Int = 0;

x :: Int = 1;

loop (x <> 0) { -- 1

select { -- 2

alt (i == 0 && ready [in(p)]) {

in p x; i = 1;} -- 3, 4

alt (i == 1 && ready [out(q)]) {

out q(x); i = 0;}{ -- 5, 6

if(i == 1) { out p;} -- 7, 8

else { null ; } } } -- 9

exit; -- 10

}

Listing 1.1. Steps counting in Alvis code

Let us consider the piece of code shown in Listing 1.1. It contains 9 steps.
Steps numbers are put inside comments. For example, the step 7 denotes enter-
ing the if statement, while the step 8 denotes the out statement. For passive
agents, only statements inside procedures (i.e. inside curly brackets) are taken
into consideration while counting steps. Note that statements related to select
conditions (guards) are evaluated as step 2.

To simplify the formal description of transitions, for agent X we use the fol-
lowing notation convention:

– the target state of the described transition is denoted as
S′ = (am′

X , pc′X , ci′X , pv′X)
– for a port p, p∗ denotes a port associated with p in a communication diagram

(note that p = p∗∗),
– we provide nextpcX function that determines a number of a next step (a

next program counter for an agent) and instrX (i) function that determines
a type of instruction associated with number of step, i.

– for a currently considered agent we neglect the postfix pointing an agent (i.e.
we put a instead aX).

The execution of the step i (called transition from state S to S′) by the running
agent changes a current state in the following way:

– if instr(i) is in p then
• if some other agent Y has put a message and is pending on port p∗ then

a message is taken form p and pc′=nextpc; note that the state of agent
Y will also change form waiting to running and pcY points out an index
of the next agent statement after out statement.
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• if some other agent Y waits in a select guard containing out p* (i.e.
ciY = [q(. . . ,out p*:npc, . . .])then the state S′ is changed from running
to waiting and ci′=[in p]; note that the state of agent Y will also change
form waiting to running, ci′Y = [] and pc′Y =npc.

• if no agent waits on putting a message to the port p then the state S′ is
changed from running to waiting and ci′=[in p].

– if instr(i) is out p then we proceed analogously as in the previous case
swapping out and in statements appropriately.

– if instr(i) is a guard in if g, elseif g or loop g statements then the pc′ is
set dependently on the guard g value.

– if instr(i) is a guard in select g
• if the branch of guard g and was evaluated to true then we proceed as in

the previous step; note that evaluating in p (out p) condition to true
means that some agent Y has waited on the port p∗ to send (receive) a
message to (from) port p.

• if no guard is evaluated to true but some branches, say b1, . . . , bk, can
be evaluated to true if corresponding conditions (related to in or out)
ck
1 , . . . , ck

j change (in a result of activities of other agents) then the agent
is shifted to the state S′, with am =waiting and ci = [g(ck

1 : nextpc1 +
. . . + ck

j : nextpcj ]

5 Labelled Transition Graphs

Assume that A = (D, B, α0) is an Alvis model. For the pair of states S, S′ we
say that S′ is directly reachable from S iff there exists transition t ∈ T such that
S

t→ S′. All states directly reachable from S is denoted asR(S). We say that S′ is
reachable from S iff there exists a sequence of states S1, . . . , Sk+1 and a sequence
of transitions t1, . . . , tk ∈ T such that S = S1 t1→ S2 t2→ . . .

tk→ Sk+1 = S′. The
set of all states that are reachable from the initial state S0 is denoted by R∗(S0).

States of an Alvis model and transitions between them are represented by
a labeled transition system (LTS graph for short). An LTS graph is a directed
graph LTS = (V, E, L), such that V = R(S0), L = T , and E = {(S, t, S′): S t→
S′, where S, S′ ∈ R(S0) and t ∈ L}. In other words, an LTS graph represents all
states reachable from S0 and transitions between them in the form of a directed
graph.

Primarily we generate LTS graph for a single agent, starting from AlvisCL
representation of its behavior. Let us consider the agent A presented in List-
ing 1.1 with LTS graph shown in Fig. 1. That agent contains most frequently
used statements of AlvisCL.

The execution of the loop instruction is associated with an evaluation of con-
dition and either execution of the first instruction of the loop block or execution
of the first instruction after the loop. This situation is represented by states 0,1
and 11. The execution of the out p(x) instruction is described by two states.
The first one is associated with evaluation of agents environment and either this
agent will be awaited (in the second state) or out p instruction can be executed
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0: A:(ru,1,[],())

1: A:(ru,2,[],())

loop

11: A:(ru,10,[],())

exit loop

2: A:(ru,3,[],())

br 1 3: A:(wa,2,[g(in p: 3 + out q:5)],())

await

4: A:(ru,5,[],())

br 2

5: A:(ru,4,[],())

in p

out p* in q*

6: A:(ru,6,[],())

out q

7: A:(ru,7,[],())

i=1 i=0

8: A:(ru,8,[],())

i==1

10: A:(ru,9,[],())

i==0

out p

9: A:(wa,8,[out p],())

wait

out p

null

12: A:(fi, ,[],())

exit

Fig. 1. LTS diagram for listing 1.1

(and we can move to the state associated with the next instruction). Note that
the second case is possible if and only if some other agent has executed in p(x)
instruction previously. This situation is represented by states 9 and 11.

In the case of in instruction we proceed similarly .
The execution of the select statement is associated with evaluation of the

guard (state 1) and either execution one of the active branch (states 2 or 4) or
waiting for an external event fulfilling the guard condition (described in the ci of
the awaiting state (5)). Let us note that in the considered example in operations
are represented by one state only (state 2 in the case in p and state 4 in the
case in q), it is because the guards eliminates waiting.

The manual building of the LTS representing entire embedding system is very
complex or even impossible, because we should consider thousands of states and
transitions between them. For that reason it is necessary to develop the algorithm
of automatic LTS generation.

6 LTS Generation

In this section we assume that we have a system consisting of N Alvis active
agents X1, X2, . . . XN . Connections between them are represented by a commu-
nication diagram. Using the method described in the Section 4 we can generate
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LTS for a single agent. Now we will show how to merge such individual LTS’s
into a composite one representing a whole system.

Let Sk,0 represents the initial state of the agent Xk then R∗(Sk,0) represents
states of LTS representing k-th agent. By Ci we denote cardinality of R∗(Sk,0)
set. By M we denote maximal number of states directly reachable from any state
belonging to any single LTS. Now we can formulate two theorems.

Theorem 1. The number of states of a composite LTS graph generated from
LTS graphs A1, . . . AN is not greater than

∏N
i=1 Ci.

Proof. The proof is based on the observation that a number of possible states
for a composite LTS is not greater than a number of cells in N -dimensional
hypercubeHC = R∗(S1,0)×R∗(S2,0) . . .×R∗(SN,0) i.e. not greater than

∏N
i=1 Ci.

Theorem 2. The complexity of a composite LTS graph generation from indi-
vidual LTS A1, . . . AN is limited by O(NM

∏N
i=1 Ci)

Proof. The general idea is using the hypercube HC and putting edges inside
it reflecting all possible subsequent transitions, starting from the initial state
S0 = (S1,0, S2,0, . . . , SN,0). The unreachable states are removed.

The finding of all possible transitions is made in the Algorithm 1 and it is based
on the observation that a transition in the hypercube HC may be performed if
some active agent, say A, is in the running state and it triggers a transition. Let
consider it in a more detail.

The agent A being in running state may transite to following states:

1. running, when neither in nor out operation exists in a currently executed
code line (Algorithm 1, line 1).

2. running, when either in or out operation is to be executed in a current code
line and some active agent remains in a waiting state on suitable port, ready
to contact (either write or read) A. In that case a waiting agent will also
change its state to running (Algorithm 1, line 1).

3. waiting, when either in or out operation is in a current code line but no
agent waits for A (Algorithm 1, line 1).

In Algorithm 2 we use the queue of composite states Q which initially is empty.
To simplify pseudocodes the following notation was used in algorithms: s ≺ x, y
denotes that for a given composite state s we replace individual states of given
agents with their another states, x, y. States of other agents remain unchanged.

To evaluate the computational complexity of the Algorithm 2 we should re-
mark that since each composite state can be enqueued at least once (as unvisited)
the while loop (Algorithm 2, line 4) can be executed not more than

∏N
i=1 Ci

times. The loop foreach (Algorithm 2, line 9) is executed N times and in each
case the size of S is increased by not more than M , hence |S| ≤ NM . Thus body
of the next loop foreach (Algorithm 2, lines from 12 to 15) can be executed not
more than NM

∏N
i=1 Ci.
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Algorithm 1. CheckTransition(x, s)

input : x – an individual agent’s LTS state, s – a composite LTS state
output: S – set of all states accesible from s
begin1

X ← the agent described by x;2

if no in/out in the current statement then3

foreach running state x′ directly reachable from x do4

s′ ← s ≺ x′;5

S ← S ∪ {s′};6

else if current statement contains in/out and some agent Y waits for X7

then
y ← current state of Y ;8

x′ ← running state directly reachable from x;9

y′ ← running state directly reachable from y;10

s′ ← s ≺ x′, y′;11

S ← {s′};12

else if current statement contains in/out and no agent waits for X then13

x′ ← waiting state directly reachable from x;14

s′ ← s ≺ x′;15

S ← {s′};16

return S17

end18

7 Example

To illustrate LTS graph generation we consider the model shown in Fig. 2 that
represents two active agents that communicate one with another. The agent A
is the sender and B is the receiver. The LTS graph for this model is shown in
Fig 3.

Initially we are in the state 0 defined as X1:(running,1,[],[]),X2:(running,1,[],[]).
If X1 is running we move to the state 1 else we move to state 2. In both cases
we add appropriate edges to the set EDGES and states 1, 2 to Q. In the state 1,
the transition made with respect to the running agent X1 shifts us to the state
5 defined as X1:(waiting,2,out(p),[],[]),X2:(running,1,[],[]).

In this state only agent X2 can run so we can move to state 7 defined as
X1:(waiting,2,out(p),[],[]),X2:(running,2,[],[]); the execution of in q shifts agent

agent X_1 {

loop { -- 1

out p; } } -- 2

agent X_2 {

loop { -- 1

in q; } } -- 2

Fig. 2. Example 1
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Algorithm 2. Merge(x
(0)
1 , x(0)′

2, . . . x
(0)
N )

input : s0 = (x
(0)
1 , x

(0)
2 , . . . x

(0)
N ) – a sequence of individual initial states of

agents X1, X2, . . . XN

output: G = (V, E) – a composite LTS graph for X1, X2, . . . XN

begin1

Q ← s0;2

Mark all composite states as unvisited;3

while Q is nonempty do4

s ← Q.dequeue();5

Mark s as visited;6

Add s to V if not present;7

S ← ∅;8

foreach running state x in s do9

S ← S∪CheckTransition(x, s);10

foreach s′ ∈ S do11

Enqueue s′ in Q if unvisited;12

if s′ /∈ V then13

V ← V ∪ {s′};14

E ← E ∪ {(s, s′)};15

G = (V, E);16

return G;17

end18

1: X_1:(ru,1,[],())

2: X_1:(ru,2,[],())

loop out p

3: X_1:(wa,2,[out p],())

out p

in p*

1: X_2:(ru,1,[],())

2: X_2:(ru,2,[],())

loop in q

3: X_1:(wa,2,[in q],())

in q

out q*

Fig. 3. a) LTS for produce and consumer b) Example 1 – LTS graph.

X2 to state 1 or 3 in his individual LTS, in the context of the state 7 only
first possibility may occur because X1 is already waiting on the port p. In the
context of the composite state 4 execution of the same operation, in q, leads
X2 to its ”individual” state 3. In that case we move from composite state 4 to
8: X1:(running,2,[],[]),X2:(waiting,2,in(q),[],[]).

The rest of algorithm is the similar.
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8 Summary

In the paper the algorithm of generation of the LTS for all agents present in a
given system coded in the Alvis toolkit is presented. This generation is made
in two phases: firstly we generate LTS graphs for single agents. In the second
step we merge those graphs into a formal representation of a whole system. This
gives the possibility of the formal verification of the defined system properties.
The estimations of the space and computational complexities of this approach
are also presented.

References

1. Szpyrka, M., Matyasik, P., Mrowka, R.: Alvis – modelling language for concurrent
systems. In: Bouvry, P., Gonzalez-Velez, H., Koodziej, J. (eds.) Intelligent Decision
Systems in Large-Scale Distributed Environments. SCI, Springer, Heidelberg (2011)

2. Szpyrka, M., Matyasik, P., Mrowka, R., Kotulski, L., Balicki, K.: Formal introduc-
tion to Alvis modelling language. International Journal of Applied Mathematics and
Computer Science (to appear, 2011)

3. Garavel, H., Lang, F., Mateescu, R., Serwe, W.: CADP 2006: A toolbox for the
construction and analysis of distributed processes. In: Damm, W., Hermanns, H.
(eds.) CAV 2007. LNCS, vol. 4590, pp. 158–163. Springer, Heidelberg (2007)

4. Balicki, K., Szpyrka, M.: Formal definition of XCCS modelling language. Funda-
menta Informaticae 93(1-3), 1–15 (2009)

5. Matyasik, P.: Design and analysis of embedded systems with XCCS process algebra.
PhD thesis, AGH University of Science and Technology, Faculty of Electrical Engi-
neering, Automatics, Computer Science and Electronics, Kraków, Poland (2009)

6. Milner, R.: Communication and Concurrency. Prentice-Hall, Englewood Cliffs
(1989)
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Abstract. An embedded system usually consists of a set of sensors cooperating
with one or more decisions centres. The design of such a system complicates in
respect of both a complicated scheme of components interconnections and their
parallel execution. In practice, the latter one excludes testing as a way to guar-
antee an expected level of a system quality. Thus, a formal verification of such
systems is necessary. Alvis is a novel modelling language designed especially for
embedded systems. However, it can be used for modelling any information sys-
tem with concurrent activities. The key concept of Alvis is an agent that denotes
any distinguished part of the system under consideration with defined identity
persisting in time. The behaviour of agents is defined using Alvis Code Language
(AlvisCL) that resembles high level programming languages. Interconnections
among agents are defined using Communication Diagrams (AlvisCD) – a visual
hierarchical modelling notation. For formal verification purposes, an LTS graph
(Labelled Transition System) is generated for an Alvis model. The paper deals
with the problem of encoding time relationships with LTS graphs if a model with
agents that run concurrently is considered. As a solution, snapshot reachability
graphs are proposed.

1 Introduction

The Phenomena, such as concurrency and non-determinism that are central to mod-
elling embedded or distributed systems, turn out to be very hard to handle with standard
techniques, such as peer reviewing or testing. Formal methods included into the design
process may provide more effective verification techniques, and may reduce the verifi-
cation time and system costs. Especially, the cost of improving of the software elements
in an embedded system is unreasonable high. Thus, it is necessary to pay a special at-
tention on a formal verification of the developed embedded systems.

Classical formal methods like Petri nets [1], [2], [3], [4], [5], process algebras [6],
[7], [8], [9] or time automata [10], [3] provide techniques for a formal specification and
modelling of concurrent systems but due to their specific mathematical syntax, they are
very seldom used in real IT projects. In the presented approach, an embedded system is
modelled with Alvis – a novel modelling language [11] designed by our team.

In the case of a single processor hardware environment, where concurrency is in-
troduced by the time sharing technique, the standard LTS graph is sufficient for Alvis
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a research project.
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model verification. In such case, we can guarantee atomic execution of Alvis state-
ments, thus only one of them is executed in a given state and we have no problem with
designation of the next LTS node. The problem arises if multiprocessor environment
is considered, because one of the executed operations can finish before the other ones.
Thus, we cannot define a state in an LTS graph that denotes a situation with one oper-
ation (transition) completely executed and others only partially. In this paper we intro-
duce snapshot reachability graphs that enable us to describe the behaviour of a model
in a multiprocessor environment.

The scope of the paper is as follows. A short comparison of Alvis with other pro-
gramming languages used for embedded systems development is given in Section 2.
Section 3 presents time aspects of Alvis statements. Section 4 describes the idea of
snapshot reachability graphs used for verification of time relationships in Alvis models.
A short summary is given in the final section.

2 Alvis and Other Programming Languages for Embedded
Systems

From the Alvis point of view, a system is seen as a set of agents that usually run con-
currently, communicate one with another, compete for shared resources etc. Each agent
has assigned a set of ports used for a communication with other agents or, if embed-
ded systems are considered, with the corresponding system environment. Ports are used
both to collect data (e.g. sensors reading) and to provide results of the agent activity
(e.g. control signals for external devices). The behaviour of an agent is defined with
AlvisCL statements. If necessary, a rule-based system can be encoded in Haskell and
used to make decisions [11]. From the behaviour description points of view, agents are
treated as independent individuals and defined components that can be used to compose
a concurrent system. Communication diagrams are used to point out pairs of ports that
make up communication channels used to exchange information between agents.

For the effective modelling, Alvis communication diagrams enable distributing parts
of a diagram across multiple subdiagrams called pages. Pages are combined using the
so-called substitution mechanism. An active agent on one level can be replaced by
a page on the lower level, which usually gives a more precise and detailed description
of the activity represented by the agent. Such a substituted agent is called hierarchical
one. On the other hand, a part of a communication diagram can be treated as a module
and represented by a single agent on the higher level. Thus, communication diagrams
support both top-down and bottom-up approaches.

Alvis has its origins in the CCS process algebra [8], [9] and the XCCS language [12],
[13]. The main result of the fact is the communication model used in Alvis that is simi-
lar to the one used in CCS and the rendes-vous mechanism used in Ada [14]. However,
Alvis uses a simplified rendez-vous mechanism with equal agents without distinguish-
ing servers and clients. A communication between two active agents can be initialised
by any of them. The agent that initialises it, performs the out statement to provide some
information and waits for the second agent to take it, or performs the in statement to
express its readiness to collect some information and waits until the second agent pro-
vides it. In contrast to Ada, Alvis does not support asynchronous procedure calling,
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a procedure uses always an active agent context. Finally, Alvis in contrast to Ada uses
significantly less language statements and enables a formal verification.

A few constructs in Ada were an inspiration while developing Alvis language. For
example, protected objects have been used to define passive agents and the Ada select
statement has been used to define the Alvis select statement. An Alvis model composed
of few agents that work concurrently is similar to an Ada distributed system. Active
agents can be treated as processing nodes, while passive agents as storage ones.

Alvis has also many features in common with E-LOTOS – an extension of the LO-
TOS modelling language [15]. Alvis, like E-LOTOS, was intended to allow a formal
modelling and verification of distributed real-time systems. For a given Alvis model
an LTS graph can be generated that provides information about all reachable states of
the considered system and transitions among them. Such graphs also provide a for-
mal semantic for Alvis models and make a formal verification possible. For example,
the CADP toolbox [16] and model checking techniques can be used to check whether
a given model satisfies its requirements. Moreover, CADP offers a wide set of function-
alities, ranging from step-by-step simulation to massively parallel model-checking.

In contrast to E-LOTOS, Alvis provides a graphical modelling language. Commu-
nication diagrams are the visual part of Alvis. They are used to represent the structure
of the system under consideration. A communication diagram is a hierarchical graph
that nodes may represent both kinds of agents (active or passive) and parts of the model
from the lower level. They are the only way, in Alvis, to point out agents that commu-
nicate one with another. Moreover, the diagrams allow programmers to combine sets of
agents into modules that are also represented as agents (called hierarchical agents).

Alvis has also many features in common with System Modelling Language (SysML)
[17] – a general purpose modelling language for systems engineering applications.
It contains concepts similar to SysML ports, property blocks, communication among
the blocks and hierarchical models. Unlike SysML, Alvis combines structure diagrams
(block diagrams) and behaviour (activity diagrams) into a single diagram. In addition,
Alvis defines formal semantics for the various artifacts, which is not the case in SysML.

Due to the use of Ada origins, VHDL [18] and Alvis have a similar syntax for the
communication and parallel processing. The concept of an agent in Alvis is also similar
to a design entity in VHDL and both languages use ports for a communication among
system components. It should be noted, however, that Alvis is closely linked with its
graphical model layer. Graphical composition allows for easier identification of the
system hierarchy and components. The main purpose of VHDL is the specification of
digital electronic circuits and it focuses on systems hardware. However, Alvis integrates
the hardware and software views of an embedded system.

In contrast to synchronous programming languages like Esterel [19], [20] or SCADE
[21], Alvis does not use the broadcast communication mechanism. Only agents con-
nected with communication channels can communicate one with another.

3 Time in Alvis

Alvis [11], [22] is a novel modelling language designed for embedded systems with ori-
gins in the CCS process algebra [8], [9], and the XCCS modelling language [12], [13].
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In contrast to process algebras, Alvis uses a high level programming language based
on the Haskell syntax [23], instead of algebraic equations, and provides a hierarchical
graphical modelling for defining interconnections among agents.

AlvisCL provides carefully selected set of statements sufficient to describe a be-
haviour of individual agents. Each of them can have a duration assigned. For example,
this is useful to evaluate how much time is necessary to provide a system answer for
a given input event. Moreover, Alvis uses statements that use time explicitly:

– delay t – postpones an agent for a given number of time-units (default millisec-
onds);

– alt(delay t) {...} – defines a branch of the select statement that is open after
the given number of time-units;

– loop (every t) {...} – repeats its contents (i.e. starts executing its contents)
every specified number of time-units.

1 agent A {
2 loop { -- 1
3 select { -- 2
4 alt (ready [in(a)]) {
5 in a; -- 3
6 delay 1; } -- 4
7 alt (delay 2) {
8 null; } -- 5
9 } } }

10 agent B {
11 loop (every 10) { -- 1
12 out b; } -- 2
13 }

Fig. 1. Alvis model example

Unlike commonly used synchronous languages like Esterel, SyncCharts or SCADE,
where emitted signals are accessible for any component, Alvis uses communication
channels that join only two agents. This approach, taken from the CCS process alge-
bra, is similar to the communication between tasks or a task and a protected object
in the Ada programming language. Let us consider the Alvis model shown in Fig. 1.
The model contains two agents A and B. Each of them contains one port used for the
communication with the other agent.

The example illustrates the three Alvis statements that use time explicitly. The delay
statement (line 6) is used to postpone an agent for a given number of milliseconds.
On the other hand, the delay guard (condition – line 7) used as a part of the select
statement allows defining time-outs. The Alvis select statement is similar to the basic
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select statement in the Ada programming language, but there is no distinction between
a server and a client. The statement may contain a series of alt clauses called branches.
Each branch may be guarded. These guards divide branches into open and closed ones.
A branch is called open, if it does not have a guard attached or its guard evaluates to
True. Otherwise, a branch is called closed. To avoid indeterminism, if more than one
branch is open the first of them is chosen to be executed. If all branches are closed, the
corresponding agent is postponed until at least one branch is open. If a branch contains
delay as its guard then it is open after the given number of milliseconds. Thus, if all
branches are closed, the corresponding agent waits the specified number of milliseconds
and follows the branch. However, if at least one branch is open before the delay goes
by, then the delay is cancelled. The last time statement is the loop statement with every
guard (line 11). Such a loop repeats its contents every specified number of milliseconds.

4 Snapshot Reachability Graphs

Beside the graphical and code layer, an Alvis model contains the system layer. The
third layer is predefined and depends on the model running environment i.e. the hard-
ware and/or operating system. It is necessary for a model simulation and analysis. From
the users point of view, the layer is the predefined one and it works in the read-only
mode. Agents can retrieve some data from the layer, but they cannot directly change
them. The system layer provides some functions that are useful for the implementation
of scheduling algorithms or for retrieving information about other agents states. An ex-
ample of such a system layer function is the ready function that takes as its argument a
list of ports names of a given agent (with in or out keywords to point out the commu-
nication direction), and returns True only if at least one of these ports can be used for
a communication immediately.

A user can choose one of a few versions of the layer and it affects the model seman-
tic. System layers differ about the scheduling algorithm and system architecture mainly.
There are two approaches to the scheduling problem considered. System layers with α
symbol provide a predefined scheduling function that is called after each step automat-
ically. On the other hand, system layers with β symbol do not provide such a function.
A user must define a scheduling function himself.

The models considered in the paper use the α0 system layer. This layer makes Alvis
an universal formal modelling language similar to Petri nets, time automata or process
algebras. The α0 layer scheduler is based on the following assumptions.

– Each active agent has access to its own processor and performs its statements as
soon as possible.

– The scheduler function is called after each statement automatically.
– In case of conflicts, agents priorities are taken under consideration. If two or more

agents with the same highest priority compete for the same resources, the system
works indeterministicly.

A conflict is a state when two or more active agents try to call a procedure of the
same passive agent or two or more active agents try to communicate with the same
active agent.
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A state of a model is represented as a sequence of agents states. To describe the
current state of an agent we need a tuple with four pieces of information: agent mode
(am), program counter (pc), context information list (ci) and parameters values tuple
(pv). Due to the consider example let us focus on active agents only. A detailed descrip-
tion of agents states can be found in [11].

If α0 system layer is considered, an active agent can be in one of the following
modes: finished (F), init (I), running (X) and waiting (W). The init mode means that an
agent has not yet started its activity, while the finished one means that it has already fin-
ished. The waiting mode means that an active agent is waiting either for a synchronous
communication with another active agent or for a currently inaccessible procedure of
a passive agent, and the running mode means that an agent is performing one of its
steps.

In the classical LTS approach, behaviour of an Alvis model is considered at the level
of detail of single steps. Each language statement is seen as one or more steps. Let
us focus on the agent A. There are 5 steps in one agent cycle: (1) entering the loop,
(2) entering the select statement and choosing a branch, (3) in statement, (4) delay
statement and (5) null statement (see comments in Fig. 1). The program counter points
out the currently executing step or the next step to be executed. For agents in the init or
finished mode pc is equal to 0.

The context information list contains additional information about the current agent
state. Suppose an agent A with port p is given. The context information list for the agent
may contain the following items (non-exhaustive list):

– in(p) – A is waiting for a signal/value to be provided via the port p (by another
agent or the environment);

– out(p) – A has provided a signal/value and is waiting for collecting it (by another
agent or the environment);

– timer(t) – A is waiting for a timer signal that will be generated in t time-units
(milliseconds by default);

In any state, pv contains the current values of the agent parameters (Agents in the con-
sidered example are parameterless).

Each of the possible steps is also described formally i.e. we define when a given step
is enable and the result of its execution. Thus, starting from the initial state, we can
generate the set of all states that are reachable from it and point out transitions (steps)
leading from one state to another. Such a state space is usually represented using an
LTS graph i.e. a directed graph with nodes representing reachable states and edges rep-
resenting transitions among steps. Of course, different formal languages (e.g. Petri nets,
time automata, process algebras) use different methods of describing nodes and edges
in LTS graphs and uses different names for them (e.g. reachability graphs in Petri nets).
Let us focus on LTS graphs generated for Alvis models. When time dependences are
disregarded, we consider all possible interleaving of steps executed by agents. A small
initial fragment of the LTS graph for the considered system is shown in Fig. 2. As
you can see, each of the transitions loop(A) and loop(B) is considered separately. The
graph does not express the fact that these steps can be executed in parallel.

Assume steps duration for all steps executed by the A and B agents as given in Ta-
ble 1. When the α0 system layer is consider and time values are important we
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Fig. 2. Part of an LTS graph

Table 1. Steps duration

Agent A Duration Agent B Duration
loop 1 loop 1
select 2 out 3
in 2
delay 1
null 1

additionally assume the so-called strong execution rule i.e. an agent executes a step
as soon as possible. It means that both agents start executing the loop steps in the same
time and none of them can postpone the execution of it.

Let us focus on the initial state for the model under consideration (see Fig. 3, bold
rounded box). Both agents are running their first steps (entering a loop). Moreover,
ci for B points out that the next loop course starts in 10 ms. Thus, after 1 ms our
system will be in the state 1 (see Fig. 3). Labels in the presented graph are of the form
t1/transitions/t2, where t1 stands for the time the system stays in the old state and
t2 stands for the duration of steps. If any of the time values is equal to 0, it is omitted
together with the corresponding slash.

There are two transitions select(A) and out(B.b) enable in the state 1. (In case of
in and out transitions the port is given, instead of an agent, to describe a transition
precisely). Because the select(A) step takes 2 ms and out(B.b) takes 3 ms, we cannot
present the result of these transitions execution as a state similar to the state 1. After
2 ms the step out(B.b) is still under execution, and after 3 ms the A agent is already
executing another step. The solution for the problem is a snapshot. A snapshot is a
state that presents the considered system with some steps under execution. We can take
a snapshot every 1 millisecond, but we are interested only in these snapshots where at
least one step has finished its execution. An LTS graph with snapshots will be called
snapshot reachability graph or SR-graph for short. A part of the SR-graph for the con-
sidered model in shown in Fig. 3.

Let us go back to the problem of the successor for state 1. The next state in the
SR-graph is as follows:
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Fig. 3. Part of a snapshot reachability graph

A:(waiting,2,[in(a),timer(2)],())
B:(running,2,[sft(1),timer(7)],())

Agent A has already finished its select(A) step and waits for either an input signal on
the a port or for a time-out event because both branches are closed. Agent B is still
running its out(B.b) transition. The information sft(1) (step finish time) means that it
needs one millisecond to finish the current step.

Let us consider other elements of the SR-graph that relate to time. Let focus on the
state 2. The A agent waits for either of the two events placed in its ci. One millisecond
later (see state 3), the first branch is open, thus the agent executes steps the branch
contains. A similar situation is in the state 9, but this time after 2 ms the second branch
is chosen.
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Let us consider the state 5. Both agents wait for a time-out event. The (5, 6) edge
label 1/timeout(∗) means that this waiting lasts 1 ms and then as a result of time-out
event generated by the environment (∗ stands for a system environment) our system
moves to the state 6.

5 Summary

A formal verification of time requirements for concurrent systems is a difficult task not
always possible. Development of the Alvis modelling language has been carried out
to guarantee such possibility. The snapshot reachability graphs described informally in
this paper seem to meet the need of the formal analysis of time dependences.

It should be underlined that an SR-graph is strictly dependent on the steps duration.
If we change the integers presented in Table 1 we will receive another SR-graph with
possibly another paths. We can change the steps duration for the considered system in
such a way that the second branch of the select statement will never be executed.

First of all, an SR-graph enable to check whether a given path (a sequence of steps)
can be at all executed for a given steps duration. We can also determine the minimal and
maximal times of passing between two given states, i.e. we can, for example, determine
the maximal time of reaction of our system for an event. Moreover, SR-graphs enable
us to verify all properties we can verify with standard LTS graphs, e.g. live-locks, dead-
locks, process starvation etc. What is more important, the verification of these properties
takes time dependences under consideration. For example, it is possible that we will find
deadlocks in the standard LTS graph that are in fact not possible. In contrast to such an
LTS graph, the corresponding SR-graph does not contain such deadlocks.
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Abstract. Belief merging has been an active research field with many
important applications. Many approaches for belief merging have been
proposed, but these approaches only take the belief bases as inputs with-
out the adequate attention to the role of agents, who provide the belief
bases, thus the results achieved are merely ideal and difficult to apply in
the multi-agent systems. In this paper, we present a merging approach
based on the negotiation techniques. A new model is proposed in which
agents gradually build their common belief base from the beliefs that
they provide in each round of negotiation. A set of postulates is also
introduced to characterize the logical properties of the merging results.

Keywords: Belief merging, Belief Negotiation.

1 Introduction

Belief merging has been an important research area within computer science.
The problem of belief merging is stated as following: Given a set of sources (as
propositional belief bases) which may be jointly inconsistent, how to obtain a
common belief base from the sources?

The solution to this problem is relevant to the area of database when multiple
databases need to be merged, or information retrieval when multiple sources of
information need to be aggregated, and also to multi-agent systems where agents
with different beliefs about a domain need to reach a consensus for coordinating
their activities. Many particular merging approaches have been proposed, for
example, belief merging with arbitration operators by Revesz[14], belief merging
with weighted belief bases by Lin[12], belief merging with integrity constrains by
Konieczny[9], belief merging by possibilistic logic framework by Benferhat[3], and
belief merging with stratified bases by Qi[13]. In general, these approaches are
more advanced than the belief combination approaches[1,2] in the sense that they
consider not only the union of all belief bases but also their sources. However,
in these approaches, the agents, providing the belief sources, are not taken into
in the merging process. All sources are also assumed to provide explicit and
complete beliefs they hold, and the merging process is handled by an independent
and impartial mediator. This assumption is generally too strong with respect to
most multi-agent systems.

In addition to the above approaches, belief merging by negotiation has also
been considered [4,5,15,7]. This approach is from a natural and human-like idea
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when resolving the conflicts of a committee, i.e. when a group of people have some
conflicting opinions, to achieve the consensus, we let them discuss and negotiate
with each other. This approach is introduced by Booth in [4,5] as a two-stage
belief merging process based on the Levy Identity in belief revision [10]. In the
works, authors propose a general framework for belief merging by negotiation,
and it is continued by pointing out a family of merging operators by Konieczny
in [15]. These works do not strong enough to force the sources to weaken their
belief bases in a cooperative way, i.e. some agents can use some tricks in order
to preserve their own beliefs in the merging result. Besides, because of keeping
the minimal change property, inherited from belief revision, [4,5] violate fairness
property, the important one for belief merging. Another work related to this ap-
proach is introduced by Zhang [15] by considering the bargaining game problem
in the spirit of belief merging. This work is based on the idea of aligning all
belief bases in the lowest priority layer and then iteratively removing the lowest
layers of belief bases until their remaining segments become jointly consistent
or a disagreement situation arises. This approach may lose some useful beliefs
in case the beliefs do not cause any conflict, but they are on some low layers
that need to remove. A similar situation also takes place when belief merging
is carried out on the profile of stratified belief bases in [13]. Moreover, all these
works require the agents to expose all their own beliefs so it is difficult to apply
for the multi-agent systems.

According to negotiation point of view, belief merging is a process in which
some agents will make some concessions in theirs own belief bases to reach the
consensus. The agents are assumed to be truthful, rational and cooperative, i.e.
agents give their own true beliefs, desire to preserve their beliefs as much as
possible and accept all beliefs from others, provided that they do not conflict
with their own beliefs. However, the assumption that agents are self-interested is
very common in multi-agent systems, if so they will try to reach as much utility
(preserving their own beliefs) as possible. Therefore, two questions arising are
how agents make the least concession just enough to reach consensus and how
to obtain the fair merging result for all agents. The answers for these questions
are the main aims of this paper.

The remaining of this paper is organised as follows. In the next section, some
formal preliminaries are provided. Section 3 makes an outline of some main
approaches in the belief merging by negotiation, and some evaluations of those
approaches are presented. Our new approach is introduced in Section 4, in which
we present a model for belief merging and a set of postulates to characterize the
merging operators as well as some logical properties are proposed and analysed.
Finally, the conclusion is mentioned in Section 5.

2 Formal Preliminaries

We consider a propositional language L over a finite set alphabet P. W denotes
the set of possible worlds where each possible world is a function from P to
{T, F} (T denotes the truth value true and F denotes the values false). The set
of all subsets of W is denoted by B. A model of a formula φ is a possible world
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ω which makes the formula true. We use mod(φ) to denote the set of models of
formula φ i.e. mod(φ) = {ω ∈ W |ω � φ}. � is a binary relation on a non-empty
set X of L . � is a total pre-order if for all α, β, γ ∈ X we have i) α � α, ii) if
α � β, and β � γ then α � γ and iii) α � β or β � α.

A belief base K is a finite set of formulae which can be considered as the
formula φ which is the conjunction of the formulae of K. Let K1, . . . , Kn be n
belief bases in which some of them may be similar, a belief set E of those n
belief bases is a multi-set E = {K1, . . . , Kn}. Suppose that K = {φ1, . . . , φm},
we denote ∧K = ∧m

i=1φi and ∧E = ∧n
i=1 ∧Ki.

Two belief bases K and K ′ are logical equivalent, denoted K ≡ K ′, if ∀φ ∈
K, K ′ � φ and vice versa. Belief set E′ = {K ′

1, . . . , K
′
n} is logical equivalent to

belief set E, denoted E ≡ E′, if and only if there exists a permutation π such
that Ki ≡ K ′

π(i) for all i = 1, . . . , n. The union of two belief sets E and E′ is
E # E′ = {K1, . . . , Kn, K ′

1, . . . , K
′
n}

We consider a set of agents Sources = {1,.., n}, each agent i has an ordered
belief base (Xi, �i) in which Xi ⊆ L , and �i⊆ Xi ×Xi is a total pre-order.

A belief profile is a multi-set of ordered belief bases. The set of all belief
profiles from set of agents Sources in language L is denoted by gSources,L .

Given a belief profile G = ((Xi, �i))i∈Sources ∈ gSources,L , a possible out-
come is a tuple (O1, O2, . . .) such that Oi ⊆ Xi for all i ∈ Sources. The set of
all possible outcomes of belief profile G is denoted O(G).

For any two possible outcomes O = (O1, O2, . . .) and O′ = (O′
1, O

′
2, . . .) of a

belief profile, we say that O dominates O′, denoted by O � O′, if and only if
O′

i ⊆ Oi for all i ∈ Sources. O is strongly dominates O′, denoted by O > O′, if
and only if O � O′ and O′

i ⊂ Oi for some i ∈ Sources. The Pareto set P̄(G) is
defined based on the concept of domination as:

P̄(G) = {O ∈ O(G) : �O′ ∈ O(G) s.t. O′ > O}

A (pseudo-)distance function dist : 2L × 2L → R∗ is a function that satisfies:
i) dist(X, Y ) = 0 if and only if X ≡ Y ; and ii) dist(X, Y ) = dist(Y, X), where
X, Y ∈ 2L are two set of formulae. dist(X, Y ) presents the difference between
two sets of formulae X and Y by a non-negative real number. The difference
degree between a belief profile G = ((Xi, �i))i∈Sources and its possible outcome
O = (O1, O2, . . .) is defined by a function:

diff(G, O) = maxi∈Sources(dist(Xi, Oi))−mini∈Sources(dist(Xi, Oi))

For any O, O′ ∈ O(G), we say that O′ is not fairer than O with respect to belief
profile G, denoted by O �G O′ if and only if diff(G, 0′) ≥ diff(G, 0).

The negotiation solution is defined as follows:

Definition 1. A negotiation solution f is a function that assigns to a belief
profile in gSources,L a possible outcome. It means that for any G = ((Xi, �i

))i∈Sources ∈ gSources,L , f(G) = ((fi(G))i∈Sources) ∈ O(G), where fi(G) ⊆ Xi.

The minimal inconsistent subset of a set of formulae is widely used in belief
revision and belief merging approaches. It is defined as follows:
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Definition 2. Let X and Y be sets of formulae, X is a minimal inconsistent
subset of Y iff: i) X ⊆ Y ; ii) X is inconsistent and iii) ∀φ ∈ X, X\{φ} is
consistent.

We denote MIS(Y ) as the set of minimal inconsistent subsets of Y . Formally,
MIS(Y ) = {X |X is minimal inconsistent subset of Y }.

In literature, many logical properties have been proposed by the sets of pos-
tulates [14,9,11] to characterise a belief merging operator. We introduce the set
of postulates proposed in [9], which is used to characterize Integrity Constraints
(IC) merging operators. According to that work, the IC merging operator is
stated as follows:

Definition 3. Let E, E1, E2 be belief sets, K1, K2 be consistent belief bases, and
μ, μ1, μ2 be formulae from L . Δ is an IC merging operator if and only if it
satisfies the following postulates:

(IC0) Δμ(E) � μ.
(IC1) if μ is consistent then Δμ(E) is also consistent.
(IC2) if ∧E ∧ μ is consistent then Δμ(E) = ∧E ∧ μ.
(IC3) if E1 ≡ E2 and μ1 ≡ μ2 then Δμ1(E1) ≡ Δμ2(E2).
(IC4) if K1 � μ and K2 � μ then Δμ({K1, K2}) ∧K1 is consistent if and only

if Δμ({K1, K2}) ∧K2 is consistent.
(IC5) Δμ(E1) ∧Δμ(E2) � Δμ(E1 # E2).
(IC6) if Δμ(E1)∧Δμ(E2) is consistent then Δμ(E1 #E2) � Δμ(E1)∧Δμ(E2).
(IC7) Δμ1(E) ∧ μ2 � Δμ1∧μ2(E).
(IC8) if Δμ1(E) ∧ μ2 is consistent then Δμ1∧μ2(E) � Δμ1(E) ∧ μ2.

These postulates are discussed in detail in many other works [9,13,6,8], hence in
this work we do not discuss more about them but only refer to them to evaluate
our work as well as to compare it with some others.

3 Related Works

In this section, we introduce about two most closest related works to our work.
The first work is based on the notion of Social Contraction function proposed by
Booth [4,5] and the second one is based on the notion of Simultaneous Concession
Solutions for bargaining game problemby Zhang [15]. Both ofworks have been pre-
sented in both axiomatic and constructive approaches, but due to the lack of paper
space, we only present their constructive approaches in the following subsections.

3.1 Social Contraction Function and Belief Negotiation

In [4,5], a two-stage approach to the belief merging problem is proposed. The
first stage weakens the individual pieces of information such that they are jointly
consistent. The second stage trivially adds all the weakened information together
to achieve the merging result. The works concentrate on the first stage by build-
ing a model for it as follows:
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In those works, each source i ∈ Sources provides an item of information in
the form of a set Si ∈ B. A belief vector is an element of Bn. We use 	S, 	S1,. . . to
denote belief vectors with 	S = (S0, S1, . . . , Sn), 	S1 = (S1

0 , S1
1 , . . . , S1

n),. . . . A be-
lief vector 	S is consistent if

⋂
i∈SourcesSi �= ∅, otherwise it is inconsistent. 	S ⊆ 	S1

means Si ⊆ S1
i for all i ∈ Sources.

Let Ω denote the set of all finite sequences of belief vectors. Given σ =
( 	S0,. . . , 	Sm)∈ Ω we will say σ is increasing if and only if 	Si ⊆ 	Si+1 for all i
= 0, 1,. . . , m-1. We define the set of sequences Σ ⊆ Ω by

Σ = {σ = ( 	S0, . . . , 	Sm)| σ is increasing and 	Sm is inconsistent}
Then a choice function is defined as :

Definition 4. Choice function is a function: g:Σ → 2Sources such that:
(g0a) g(σ) �= ∅
(g0b) i ∈ g(σ) implies Sm

i �= W (where σ = ( 	S0,. . . ,	Sm))

And a weakening function is defined as :

Definition 5. Weakening function is a function �σ: Sources → B such that:
(�0a) Sm

i ⊆ �σ(i)
(�0b) �σ(i) = Sm

i implies Sm
i = W

Lastly, the solution to a belief vector with respect to a belief negotiation model
is defined as follows:

Definition 6. The solution to a belief vector 	S for a belief negotiation model
(relative to Sources) N = 〈g, {�σ}σ∈Σ〉 is given by the function fN : Bn → Ω,
defined as: fN(	S) =σ = (	S0,. . . , 	Sk) where (i) 	S0 = 	S, (ii) k is minimal such
that 	Sk is consistent, and (iii) for each 0 ≤ j < k we have, for each i ∈ Sources,

Sj+1
i =

{
�σj (i) if i ∈ g(σj)
Sj

i otherwise

Finally, we use ΔN to denote the merging operator defined from a negotiation
solution fN as follows:

ΔN (	S) =
n⋂

i=1

Sk
i (1)

Refer to set of postulates for belief merging under integrity constraint above, we
have:

Proposition 1. ΔN satisfies for (IC0), (IC1), (IC2), (IC3), (IC7), (IC8); it
does not satisfy properties (IC4), (IC5), and (IC6).

3.2 Belief Merging Approach for Bargaining Game

A belief merging technique used to solve the bargaining game problem is pro-
posed by Zhang[15]. In this work, each demand is represented as a logical formula
in propositional logic, the set of demands of an agent is presented in an ordered
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belief base, and the outcome of bargaining game is the result of merging process.
The solution for the merging problem is based on the notion of Simultaneous
Concession Solutions. In this subsection, we first introduce the approach in con-
structive way, and then we have some evaluation and analysis about it.

We consider a ordered belief base (Xi, �i), (X1
i , X2

i , . . . XLi
i ) is a partition (or

stratification[13]) of Xi by relation �i if and only

(1) X l
i ⊆ Xi and X l

i �= ∅ (1 ≤ l ≤ Li)
(2) Xi =

⋃Li

l=1 X l
i

(3) X l
i

⋂
Xk

i = ∅ ∀l �= k
(4) for any φ ∈ Xk

i , ψ ∈ X l
i , φ �i ψ if and only if k > l

We can extend the partition into an infinite sequence {X l
i}∞l=1 by assuming that

X l
i = ∅ when l > Li. {X l

i}+∞
n=1 is called the hierarchy of the demand set (Xi, �i)

and Li is called the height of the hierarchy.
We use X>k

i =
⋃

l>k X l
i . In particular, X>0

i = Xi.
The Simultaneous Concession Solution is defined as follows:

Definition 7 ([15]). A negotiation solution F on gSources,L is the Simultane-
ous Concession Solution if for any belief profile G = (Xi, �i)i∈Sources ,

F (G) =
{

(X>μ
1 , . . . , X>μ

n ) if μ < L
(∅, . . . , ∅) otherwise

where L = mini∈SourcesLi and μ = min{k :
⋃Sources

i=1 X>k
i } is consistent.

Let ΔG(G) =
⋃Sources

i=1 fG
i (G) be the merging operator with respect to a Simul-

taneous Concession Solution fG. Refer to set of postulates for belief merging
under integrity constraint above, we have:

Proposition 2. If fG is a Simultaneous Concession Solution, then ΔG satisfies
for (IC1), (IC2), (IC5), (IC7), and (IC8); it does not satisfy properties (IC0),
(IC3), (IC4), and (IC6).

As we see above, this work is based on the following principles:

– The result of merging process is consistent. (P1)
– The upper comprehensive segments of each ordered belief base must be pre-

served. (P2)
– The disagreement is not allowed. (P3)
– In each round of the negotiation process, all ordered belief bases have to

make some concession. (P4)

These principles are rational in the bargaining game point of view. However, if
we consider them in the belief merging point of view, they present some following
disadvantages. Firstly, this approach prefers comprehensiveness to the speciality
of information. For instance, in Example 1 in [15], jobs is special information (it
is only in an ordered belief base, not conflict with others) but still be removed
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because of (P2) and (P4). Further, in [13] the authors have a subtle approach for
merging stratified belief bases, but it still omits some useful pieces of informa-
tion because they have priority lower than some inconsistent ones. Secondly, an
important element in belief merging, the number of participants, is not properly
considered (because of (P3) and (P4)). Lastly, disagreement (P3) is not rational
for belief merging because in bargaining game, the outcome of negotiation is the
goals in future, so if the disagreement arises, it means that agents do not achieve
the common goals ( and they need to change the demands and re-negotiate),
the negotiation process should be terminated. It is different in a belief merging
situation, in which belief bases reflex a same existing real world (but because
of some reasons, some of them may be conflict with others), the aim of belief
merging is finding out the truth or as near the truth as possible. If the disagree-
ment arises i.e. there exists a belief base which is inconsistent and eliminated
completely, it just means that the belief base is totally wrong about the existing
real world, and the belief merging process should be continued.

4 Approach for Belief Merging by Negotiation

In this section, we introduce a new approach for belief merging by negotiation.
The idea of this approach is based on following principles. Firstly, we gradually
build a consensus, the set of common beliefs, instead of weakening the belief
bases of participants. It is different from and more convenient than other existing
approaches in two aspects. First, we do not need to create the counters of belief
bases to keep original ones. Second and more important, when a belief profile
has some equivalent belief bases (in both syntactic and semantic levels), instead
of doing in each of the belief bases, we choose one of them as a representative
and do with this representative. Lastly, we do not weaken the whole belief base;
we only concentrate in the inconsistent parts of information. By using the notion
of minimal inconsistent subset, we first isolate all beliefs joining in the conflict
issues, then through the negotiation process, we will minimize this set and remove
it to achieve the result.

In this work, the negotiation for belief merging with respect to a belief profile
is described as follows: we first construct the set of minimal inconsistent subsets
(of beliefs) from the belief bases, then we organise rounds of negotiation. In
each round, some agents are chosen; the chosen agents will submit their most
current preferred beliefs, which is not included in the set of common beliefs,
to put into this set. If some submitting beliefs and the set of common beliefs
arise jointly conflicts, or if we remove the equivalent formulae with them from
the remaining set of the minimal inconsistent subsets, it makes any minimal
inconsistent set become empty, then they are removed, otherwise they are added
in the set of common beliefs, and all beliefs in any remaining set of minimal
inconsistent subsets that is equivalent to them will be removed. The negotiation
process is terminated when agents submitted all their beliefs. Each round of
negotiation changes the negotiation state to other, in which negotiation state is
presented by the belief profile, the constructing set of common beliefs, and the
set of (non-empty) remaining set of minimal inconsistent subsets.
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4.1 Negotiation Model for Belief Merging

In this subsection, we introduce the constructive approach for belief merging by
negotiation. The idea of approach is iteratively constructing the set of common
beliefs from belief profile with the references to the set of minimal inconsistent
subsets. In each negotiation round, some beliefs are chosen from belief profile
to put into the set of common beliefs and some beliefs are removed from some
minimal inconsistent subsets. Thus, at each round, a negotiation state arises.
Formally, the belief state is defined as follows:

Definition 8. A state in the negotiation process is represented as a tuple
(G, X∗, F ), in which G = {(Xi, �i)}i∈Sources is a belief profile, X∗ is the con-
structing set of common beliefs, and F is the remaining set of minimal incon-
sistent subsets of belief bases.

The set of all negotiation states are denoted by SSources,L .
In each negotiation round, when a group of agents are chosen, they will weaken

their belief bases according to the weakening function, which is defined as follows:
Definition 9. w : 2Sources× SSources,L → SSources,L is a weakening function.

w(A, S) = S′ means that when the set of agent A are currently chosen, they will
change the negotiation state from S to S′. w(A, S) is updatable if w(A, S) �= S.
When w(A, S) is triggered, each agent i ∈ A will choose his most preferred belief
satisfying for conditions (c0a) and (c0b) to put into the set of common beliefs
simultaneously, and they will removes all equivalent pieces of belief in remaining
sets of minimal inconsistent subsets. The choice function is defined as:

Definition 10. c : SSources,L → 2Sources is a choice function that satisfies
c(S) �= ∅ implies w(c(S), S) is updatable.

c(S) implies thesetofchosenagentscorrespondingtothecurrentnegotiationstateS.
A group of agents are chosen if (i) the distance from their beliefs to the com-

mon set of beliefs is maximal, and (ii)they can choose the most preferred piece
of their belief such that:

(c0a) there are not equivalent or conflict beliefs in the set of common beliefs,
and

(c0b) in the remaining set of minimal inconsistent subsets, there are not subset
with one element such that this element is equivalent with some belief that
they intent to put into the set of common beliefs.

c(S) = ∅ means that we can not choose any more (the beliefs of all agents have
been considered), the negotiation process should stop.

The procedure for belief merging by negotiation is presented as follows:

- Input: Belief profile G = {(Xi, �i)}i∈Sources.
- Output: The set of common beliefs built from negotiation process.

Begin
G = {(Xi, �i)}i∈Sources; X∗ = {}; F = MIS(

⋃
i∈Sources Xi);

S0 = (G, X∗, F ); i = 0;
While c(Si) �= ∅ do
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Si+1 = w(c(Si), Si);
inc(i);

(Gi, X
∗
i , Fi) = Si;

return X∗
i ;

End;

We call the belief merging operator constructed by this model as Negotiation
Belief Merging operator.

4.2 Postulates and Logical Properties

In this subsection, we propose a characterisation of negotiation solution which is
used to build the merging operator by negotiation i.e. we introduce a minimal set
of properties that an negotiation solution has to satisfy to obtain the rationality.
We consider the set of postulates for negotiation function fM with respect to
belief profile G = ((Xi, �i))i∈Sources as follows:

(IR) fM
i (G) ⊆ Xi, ∀i ∈ Sources. (Individual Rationality)

(CO)
⋃

i∈Sources fM
i (G) is consistent. (Consistency)

(CP) ∀φ ∈
⋃

i∈Sources Xi\(
⋃

MIS(
⋃

i∈Sources Xi)),
⋃

i∈Sources fM
i (G) � φ.

(Cooperativity)
(PO) fM (G) ∈ P̄(G). (Pareto Optimality)
(FR) fM (G) �G O, for all O ∈ O(G). (Fairness)

These postulates present the desirable properties for the negotiation function,
and their intuitive meaning can be understood as follows: Postulate (IR) requires
that after the negotiation process, the accepted beliefs of each agent can not
exceed its initial belief base. Postulate (CO) states that the set of common
beliefs after the negotiation should be consistent. If some belief does not join in
any conflict situation, postulate (CP) assures that it will be in the negotiation
result. Postulate (PO) states that the result of negotiation should be the Pareto
optimisation i.e. no agent can improve its beliefs in the set of common beliefs
without making others worse off. Postulate (FR) assures that the negotiation
result should be the fairest possible outcome of negotiation.

From the set of postulates and the negotiation model for belief merging in the
previous subsection, we have the representation theorem which is stated as follows:

Theorem 1. ΔM (G) =
⋃

i∈Sources fM
i (G) is a Negotiation Belief Merging op-

erator if and only if fM satisfies (IR), (CO), (CP), (PO), and (FR).

Refer to set of postulates for belief merging under integrity constraint above, we
have:

Proposition 3. if ΔM (G) is a Negotiation Belief Merging operator, it satisfies
for (IC0), (IC1), (IC2), (IC7), (IC8) and, it does not satisfy properties (IC3),
(IC4), (IC5), (IC6).

We also have the relationship between our belief merging operator and the op-
erator in Zhang’s approach[15] as follows:

Proposition 4. if ΔM (G) is a Negotiation Belief Merging operator, ΔM (G) �
ΔG(G).
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5 Conclusion

In this paper, a new approach for belief merging based on negotiation technique
is presented. The idea of the approach starts up from a very natural way when
a group of agents want to achieve a common agreement from their jointly incon-
sistent belief bases. This approach is based on the isolation of the conflict issues
and focus on solving them by negotiation. By this way, it avoids losing useful in-
formation, and it is strong enough to force agents to take part in the negotiation
process in the cooperative way i.e. the agents can only make some concessions
in the set of conflict beliefs. The belief merging operators are characterised by a
set of intuitive postulates, and it ensures that the merging results are rational
for the multi-agent systems.

In this work, we define the weakening function simply by eliminating some be-
liefs from the set of inconsistent beliefs. More subtle techniques for inconsistency
handling in weakening function will be proposed in the future work.
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Abstract. In this paper we present our work on ontology alignment.
Careful literature research has brought us to the point where we have
noticed vaguenesses of previously developed approaches. The basic prob-
lem is lack of interest in elementary building blocks of ontological con-
cepts, which are concepts’ attributes. In our work we concentrate on
defining these atomic elements and analyzing how their characteristics
can influence the whole process of aligning ontologies. We claim that ex-
panding attributes with explicit semantics increases reliability of finding
mappings between ontologies - designating partial alignments between
concepts built around mapping their structures treated as a combination
of attributes and their semantics can improve the amount of information
that can be transformed thanks with found mappings. We believe that
our approach moves the focus from aligning simple labels of concepts to
aligning information about the real world they express.

1 Introduction

Providing automated method of knowledge acquisition and management in mod-
ern computer systems that are frequently distributed and placed in online en-
vironment, is a complicated and difficult task. It covers many different aspects
of handling and processing raw data, further transforming it to the form, where
it can be treated as a semantic description of some fragment of reality. These
topics include creating common vocabularies and thesauruses, extracting infor-
mation from relational databases or user interactions, generating inference rules
etc. The eventual purpose is supplying a portable representation of knowledge
that could be utilized independently from language or implementation.

What binds these listed tasks is a way of storing preprocessed information in
structures called ontologies, which formally are definitions of distinctive features
of domain of discourse. In [7] they are informally defined as explicit specifica-
tions of conceptualizations. In contemporary approaches ontologies are reduced
to labeled graphs, which definitions are based on W3C OWL standard of imple-
menting them in a computer environment. Careful analysis of this issue has left
us with cogitation about ontology structures and information they can express.

Storing knowledge with ontologies is only a partial solution of providing
portable method of knowledge management. The other equally important is-
sue is developing a way of translating information between ontologies. This task
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is called in literature ontology alignment and it is a widely discussed problem.
The practical aspect of it is, for example, integrating two catalogs of online
stores that group their products in nested categories along with relationships
between them (such as recommendations). The issue here is to conveniently mi-
grate product categorization present in one store to the structure applied in the
other. Formerly developed solutions concentrated on designating symmetrical
results, which were based on pairwise correspondences between ontologies. In
our opinion this is improper approach- consider given online store example. The
fact that particular product categorization can be easily integrated into another
one, does not imply correct integration in the other direction.

Developing our previous ideas described in [13] we managed to distinguish
three levels of granulation that are present in ontologies. Figure 1 contains brief
illustration of our approach.

Fig. 1. Ontological Stack - Levels of Granularity

On top of the stack we have placed the structure level that contains informa-
tion about relationships occurring between concepts. It can refer to hierarchical
connections, equivalency, contradiction or variety of other links that can exist
between them. Right below the attribute-concept level is placed, which holds data
about all of the concepts and attributes extracted from ontologies, along with de-
scriptions of their structures. By concepts’ semantics we call formal specifications
of basic, atomic features of concepts. Values of attributes contain possible states
they can acquire. What associates these two elements is the level of concept-
attribute assignment, which assigns logic sentences to attributes in the context
of particular concept, such that the same attribute can have different semantics
in different concepts. For example, imagine the attribute Address that can be
included both in the concept Person and in the concept Webpage. Obviously
these two assignments give heterogenous meanings to the same attribute. What
is more, such assignments can influence the possible valuations of attributes.

In our work we concentrate on defining concepts’ attributes and analyzing how
their characteristics can influence the whole process of aligning ontologies. We
claim that this new approach to ontology alignment, expanding attributes with
explicit semantics and incorporating these pieces of information during align pro-
cess, increases reliability of designated mappings. Previous methods did not con-
sider the way that attributes can change when utilized within different concepts
(as in Address, Person, Webpage example) and therefore they omitted possible
vaguenesses of designated results. Our method focuses on calculating distances
not only between concepts’ label and concepts’ attribute sets, but also distances
between the semantics of attributes within concepts (the way how attributes can
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alter their features). Partial alignments between concepts built around mapping
their structures treated as a combination of attributes and their semantics can
improve the amount of information that can be transformed thanks to found
mappings. Therefore, our approach moves the focus from aligning simple labels
of concepts to aligning information about the real world they model.

The article is organized as follows. Section 2 contains formal definition on top
of which we base our work. In Section 4 we describe our method of calculating
similarities between concepts’ attributes. Section 5 gives overview of experimen-
tal environment that was implemented. Section 3 contains a brief overview of
the work that has been done and described in literature. The last section gives
a short description of our ideas for the future works and concise summary.

2 Basic Notions

In our work we concentrate on defining the ontology with regard to its’ basic
and atomic building blocks, which are concepts’ attributes. We have noticed
that in recently developed approaches to ontologies ([4] and [11]) this aspect is
frequently omitted and instead of it they deliver complex definitions that are in
the same time narrowed only to implementation aspect.

Treating [12] as a starting point we propose defining ontology on higher level
of granularity. Consequently, we define ontology as a triple:

O = (C, R, I) (1)

where C is a set of concepts, R is a set of relationships between concepts (R ⊆
C × C) and I is a set of instances. Next, we define concept c from set C :

c = (Idc, Ac, V c) (2)

in which Idc denotes a concept label (an informal name of a concept), Ac is a
set of attributes belonging to the particular concept and V c is a set of domains
of attributes from Ac. The triple c is called concept’s structure.

We will call Real World or Universe of Discourse the tuple (A, V ) in which
A =

⋃
c∈C Ac and V =

⋃
c∈C V c. This framework contains all of the possible

attributes along with all of their possible valuations.
In this point we have noticed the necessity of defining semantics of attributes

and concepts, which would describe their properties. Initial work has been done
in our previous article [13]. Following it, we assume existence of finite set S
containing atomic descriptions of attributes’ semantics. An element from set S
is a basic description given in natural language. For example:

– ”The First Name of a Person” for attribute First Name
– ”The Day of Birth” for attribute Birth Day
– ”The Tax Identification Number” for attribute TIN

Ls is the formal language, incorporating symbols from S and basic logic operators
¬,∨,∧. Ls is a sublanguage of the sentence calculus language. For example, for
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S = {s1, s2, s3, s4, s5} we can give set Ls = {s1 ∧ s2, s3 ∧ ¬s4, s5}. We assume
that all of the formulas from Ls are represented in conjunctive normal form.
Thus, every formula can be rewritten as (s1 ∨ s2 ∨ ... ∨ sk) ∧ (sk+1 ∨ sk+2 ∨ ... ∨
sk+n)∧ ...∧(sk+m∨sk+m+1∨ ...∨sk+m+p) and can be treated as a set of clauses.

Definition 1. By semantics of attributes within concepts we call a partial func-
tion:

SA : A× C → Ls (3)

We assign logic sentences to attributes in the context of particular concept, such
that the same attribute can have different semantics in different concepts.

For example, imagine the attribute Address that can be utilized both in the
concept Person and the concept Webpage. Obviously despite the same name,
these two attribute-concept assignments have different meanings. Note that these
meanings (despite differences between them) share something in common - both
express that an attribute can identify concept in some space (for example, in the
city for concept Person or in the Internet for concept Webpage).

Definition 2. By concepts’ semantics we define a function:

SC : C → Ls (4)

This assignment let us give concepts particular meanings (analogically to at-
tributes’ semantics). Such approach allows us to distinguish concepts that share
the same set of attributes, which share the same semantics. For example, the
concept Person and Building can both utilize attributes Name and Address. An-
alyzing them only on the attribute level would lead to their indistinguishability.

Explicit assignments of semantics to both attributes and concepts allow for
convenient identification of correspondences between concepts’ attributes and
concepts. Formally, we can provide unequivocal criteria for such connections.

Definition 3. Two attributes a, b ∈ A are equivalent referring to their seman-
tics (semantical equivalence) if the formula SA(a, ci) ⇔ SA(b, cj) is a tautology
for any two ci, cj ∈ C(ci �= cj).

Definition 4. The attribute a ∈ A in concept ci ∈ C is more general than
attribute b ∈ A in concept cj ∈ C referring to their semantics (semantical gen-
erality) if the formula SA(a, ci) ⇒ SA(b, cj) is a tautology for any two ci, cj ∈
C(ci �= cj).

Note that in general attributes a and b may be the same attribute in the set A.
What differs them is the concept that they’ve been assigned to.

Definition 5. Two attributes a, b ∈ A are in contradiction referring to their
semantics (semantical contradiction) if the formula ¬(SA(a, ci) ∧ SA(b, cj)) is a
tautology for any two ci, cj ∈ C(ci �= cj).

Definition 6. Two concepts ci, cj ∈ C are equivalent referring to their seman-
tics (semantical equivalence) if the formula SC(ci)⇔ SC(cj) is a tautology.
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Definition 7. The concept ci ∈ C is more general than the concept cj ∈ C
referring to their semantics (semantical generality) if the formula SC(ci) ⇒
SC(cj) is a tautology.

Definition 8. Two concepts ci, cj ∈ C are in contradiction referring to their
semantics (semantical contradiction) if the formula ¬(SC(ci) ∧ SC(cj)) is a
tautology.

Note that these three definitions above identify three types of relations from the
set R. Also note that in R exist other relations (given explicitly by ontology
designer) that cannot be described incorporating formal criteria.

The obvious doubt is developing new notation for representing ontologies and
notutilizing availableOWLstandard (http://www.w3.org/TR/owl-features/).
The main reason is lack of possibility of grounding the basic elements of expressing
information within ontologies. Considering the Webpage-Person-Address exam-
ple, the only way of avoiding the name ambiguity of the attribute Address is label-
ing it differently within different concepts. The disadvantage in this case is losing
the opportunity to represent expressivity of natural language and therefore - losing
the semantical content of ontologies, reducing them only to the syntactic level.

The second reason is vagueness when applying any kind of extension to the
OWL notation (for example, developing markup that expresses attributes’ se-
mantics) - after incorporating such changes further processing of prepared OWL
files will be difficult or even impossible due to the lack of support for made
changes within available tools.

3 Related Works

Ontology alignment is widely discussed in literature. [4] describes the state of
the art of this topic, including detailed investigation of both contemporary and
former works. Fundamental approach (that is common to all solutions depicted
in [4]) presents ontology alignment as a task of finding the set Align of tuples
with following structure: (id, e, e′, r, n), where id is a unique identificator of a pe-
culiar tuple from Align, e and e’ are entities belonging to two different ontologies
that are being mapped, r is a relationship connecting these entities (equivalence,
disjointness and generalization). n is a confidence degree - a normalized simi-
larity value (n ∈ [0, 1]) between two entities. Basically, it can be described as
generating set of tuples consisting of identificators of entities from different, het-
erogenous ontologies, such that calculated similarities (with explicitly adopted
method) between them cross given threshold value.

Another comprehensive approach to this topic can be found in [2]. This posi-
tion includes elaborations on many different issues that appear during ontology
alignment. Different chapters contain considerations about efficiency of ontology
matching algorithms, evaluations of obtained results, merging different mappings
or alignments evolution. Nevertheless, only few of them covers the grounding level
of the subject, by analyzing the possible influence, that utilizing attributes may

http://www.w3.org/TR/owl-features/
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have on the whole process, and none of them considers extending them with explic-
itly given semantics.Therefore, analyzed solutions lack the consistentmethodology
of treating ontologies. The second issue that we have noted the fact that definitions
are all based on OWL, which is an implementation standard, that should be treated
as the evaluation tool, not the foundation of provided formalisms. What is more-
ontologies as the way of expressing knowledge should not be reduced to flat files,
that are further processed, but kept intact.

In our work we need to include reliable method of calculating distances be-
tween two logic statements. After careful analysis of solutions to this problem,
which were found in literature [1], [3], [9] we were able to identify basic approach
that is mutual to all of them. This common methodology treats logic statements
(assumed that they are expressed in conjunctive or disjunctive normal form)
as sets of atomic symbols taken from shared alphabet, and then utilizes one of
the many different functions calculating distances between finite sets, such as
Jaccard’s or Hamming’s distance. In further parts of this article we will adopt
following markup from [6]: for two statements d1 and d2 n is the number of
propositional letters occurring only in d1, m is the number of propositional let-
ters occurring only in d2, l the number of propositional letters occurring both
in d1 and d2.

An interesting method of calculating distances between logic statements has
been introduced in [10]. This approach is based on designating distances not only
between raw sets of symbols, but also incorporating interpretations and models of
particular formulas. Authors define models of a formula as a set of partial vectors
containing truth values of elementary conjunctions combined with atoms from
base alphabet that do not appear in processed conjunction. The standard Dalal’s
distance ([3]) is then applied. The more detailed description of this approach can
be found in part 4 of this article.

In [6] amethodof calculatingdistance (and identifying correspondence)between
Horn’s clauses has been introduced. Authors formulate general criteria that are de-
veloped to support such comparisons. The basic idea is built around observation
that formerly createdapproaches (suchas aforementionedHamming’s distance) re-
turns maximal value of 1 when the two expressions share no feature in common (are
entirely different). Therefore, they cannot identify the degree of dissimilarity be-
tween statements. Authors have developed a heuristic function that includes these
considerations. According to intuition the distance value decreases when the num-
ber of common elements in two clauses raises. Thus, the initial equation does not
return the minimal value of 0, when input statements are completely overlapping
(d1=d2 ), but such case can be easily checked right before evaluating the function.
This method is described wider in section 4.

4 Semantic Distance between Attributes and Concepts

Assigning explicit semantics to attributes and concepts give us possibility to des-
ignate the degree of similarity between any two attributes or concepts. Therefore,
allowing to calculate the strength of such relationship and further - how tightly
two attributes or concepts are connected.
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Definition 9. By semantical distance we call a following function:

ds : Ls × Ls → [0, 1] (5)

This function must satisfy following conditions:

1. ds(d, d) = 0 ∀d ∈ Ls

2. ds(d1, d2) = 0 ∀d1, d2 ∈ Ls if the formula d1 ⇔ d2 is a tautology
3. ds(d1, d2) = 1 ∀d1, d2 ∈ Ls if the formula ¬d1 ∧ d2) is a tautology
4. ds(d1, d2) = ds(d2, d1) ∀d1, d2 ∈ Ls

Henceforth, we can develop this function into two variations that are able to
calculate distances between semantics of concepts and attributes:

dC : C × C → [0, 1] (6)

dA : (A× C)× (A× C) → [0, 1] (7)

As was previously said in section 3 we can utilize one of two in our opinion most
reliable methods of designating distance between individual clauses. Assuming
the same notation as in 3 the first method is taken from [6]:

ds(d1, d2) =
{

0 iff d1 = d2
1− 1

2 ( l+1
l+n+2 + l+1

l+m+2 ) iff d1 �= d2 (8)

The second method is incorporating the approach described in [10].

ds(d1, d2) =

∑
m∈Mod(d1) minm′∈Mod(d2)Dist(m, m′)

|Mod(d1)| (9)

Where function Mod is defined as follows:

Mod(m) = (m+ × {l | l ∈ S \m+}) ∪m+ (10)

Where Dist is a straightforward Dalal’s distance ([3]). Function Mod where m
is a set of all symbols from m and m+ is a set of all positive symbols from m.
For details please refer to [10].

Having these tools we were able to develop the algorithm that calculates
distance value between two attribute-concept semantic assignments. Assuming
that both input semantics are given in conjunctive normal forms we can treat
them as two sets of clauses s1 and s2 with fixed sizes respectively o and p. The
function dist is calculated according to chosen method of calculating distance
between individual clauses, that is, it may adopt the form of equation 8 or 9.

Algorithm 1 - Calculating distance between attributes’ semantics
BEGIN
0. generate empty result table T with dimensions o × p

avg_c = 0
avg_l = 0
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1. for each clause i in s1
for each clause j in s2
T[i][j] = dist(s1[i],s2[j])

2. for each column i in T
avg_c += minimal value from lines in i

3. avg_c = avg_c / o
4. for each line j in T

avg_l += minimal value from columns in j
5. avg_l = avg_l / p
6. result = 0.5 * (avg_c + avg_l)
7. return result
END

Our algorithm has quadratic calculation complexity and it meets all of the crite-
ria described at the beginning of the current section. The basic idea behind this
algorithm is to provide flexible method of calculating distances between sets of
clauses that appear to be the most convenient way of expressing semantics of
attributes within concepts. The algorithm crawls through only one of the input
sets and designates partial distances pairwise to elements of the second input.
This approach ensures that both semantics are completely covered and no infor-
mation loss occurs. Then it calculates average value for both minimal distances
from the first set to the second and from the second to the first. This asserts
that the final distance value includes not just shortest paths from one of the
expressions, but incorporates both of the inputs. As aforementioned, such solu-
tion asserts it’s own symmetry. What is remarkable, it is very easy to swap dist
function to any other method and adjust it to fit different usages and execution
conditions.

5 Implementation of Experimental Environment

In parallel with working on formal approach to ontology alignment described in
section 2 we have developed the experimental environment that incorporates all
of the definitions that have been elaborated. Figure 2 contains brief illustration
of created system. It has layered architecture built around web available user in-
terface. Basic idea was to provide convenient system that would be able to store,
process and manage ontologies, represented in RDF (http://www.w3.org/RDF/)
or OWL (http://www.w3.org/TR/owl-features/), temporarily restricted only
to it’s former version 1.1.

The main functionality is placed in Core Engine - this module allow to process
ontologies, extract concepts and their attributes from parsed OWL files and cal-
culate different similarity measures or distances. These features are implemented
using RDFLib, which is a Python library that provides convenient tools for pars-
ing RDF files. To expand it’s capabilities to be able to work with OWL files,
we have decided to incorporate FuXiOWL package (http://code.google.com/

http://www.w3.org/RDF/
http://www.w3.org/TR/owl-features/
http://code.google.com/
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Fig. 2. Implementation Environment Architecture

p/fuxi/), which is a powerful plugin to RDFLib. Elements obtained from ontolo-
gies are stored in relational database - this solution yields effortless visualizing
held structures. Ontologies itself are kept intact on the hard drive of the server.

Due to the fact that this system is still under intense development process, we
have decided to incorporate few simplifying assumptions. As for now, attributes’
semantics are reduced only to conjunctions of atoms. Whole dictionary of lit-
erals is also stored in a flat database table and does not provide any reasoning
mechanisms. Similarity core engine is build around few basic functions as Lev-
ensthein Distance, Dalal Distance and a function inspired by clause similarity
framework described in [5] and overviewed in section 4. Because of limited space
available for this article we will present experimental results of our approach and
implemented system in other publication.

6 Future Works and Summary

In this paper we have developed further our work from [13]. We have expanded
the ontology definitions with detailed description of attributes and how they
change their characteristics when utilized in different concepts.

Due to the limited space available for this article we will present experimen-
tal results of our approach and implemented system in other publication. The
main idea for conducting tests is to create the enviroment that handles up-
loading ontologies and allowing to assign semantics to attributes extracted from
them. This part will be done manually. Then we will gather results from de-
veloped algorithm and comparing them with benchmarks available from OAEI
(http://oaei.ontologymatching.org/). In the future we want to concentrate
on extending our comparing attributes into a robust solution of designating dis-
tance between two concepts. This task will include incorporating not only dis-
tances between attributes, but also relationships that can occur between them.
In parallel we will continue our work on creating standardized way of managing
and processing ontologies within implemented system.
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Abstract. Many organizations do not use schedulers, that is schedule
management and shared systems. Often, this is because users find it
difficult to remain motivated to use such systems. Therefore, we have
developed a casual schedule management and shared system that makes
use of an avatar. The dress-up items and accessories available for each
avatar increase, depending on the number of items in a schedule. This
system can be used on mixi—a Japanese social networking site. From
the results of our experiments, we found that our system was able to
maintain a user’s motivation. This is particularly true of users who are
interested in acquiring dress-up items and accessories, as we found that
they input their schedule more than the users who are less interested in
those aspects of the system.

Keywords: schedule sharing, social network service, avatar, motivation.

1 Introduction

Traditionally, hand-written tools, such as a pocketbook and a calendar, are used
more often for schedule management than digital tools, such a cellular phone
and a PC. However, with the spread of smart phones, such as the iPhone and
Android-based phone, the number of users with digital schedule management
tools has increased every year. The advantages of digital schedule management
systems are the ease of sharing information, the ability to edit a schedule, and the
variety of available browsers. The major disadvantage of digital tools is that the
motivation to continue using them often decreases, partially owing to the time
it takes digital tools to start up and run. Other reasons are that a scheduler
made of paper is convenient and the shared advantages are not understood at
once. According to the results of a survey in an Internet white paper in 2009
in Japan, only 10% of the respondents were using a schedule management and
shared system. The ratio of the answer to “I am not using it though I know the
tool” to “I do not do so now, but I have used the tool before” is higher than other
Web-based systems. Schedule management tools tend not to be used as much as
other Web systems.

As an alternative to conventional schedule management systems, services that
use an avatar have now become popular on the Internet. Among these, Second
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Life [1] is the most well known. An avatar is an animated representation of a
computer user, and it can be a three-dimensional model, such as those used in
computer games, or a two-dimensional picture, such as those found on Internet
forums and other communities. As an example, “Nicotto town” is a Japanese
community site in which a user can enjoy a virtual life by means of an avatar
[2]. Other popular social networking sites in Japan include GREE and ameba
pygmy. We believe that the use of avatar can provide the potential for taking as
the work of daily life, especially to remain motivated.

On the basis of this background, we have developed a schedule management
system called Character schedule. The purpose of this system is to perform
schedule management and share that information more easily than traditional
systems. In the Character schedule, the user obtains items to dress up an avatar
according to the number of inputs to the schedule. Moreover, the action of the
avatar changes in proportion to the number of inputs to the schedules, as well.

2 Related Works

There is some existing research on schedule management and sharing systems,
as well as on using entertainment for motivation. However, there is little research
that combines both of these aspects. In this section, we describe a research that
has been conducted on maintaining motivation.

Kuramoto et al. researched how to maintain motivation by using entertain-
ment. One of their systems is the Weekend Battle system [3]. The Weekend
Battle system motivates employees to perform deskwork. The character in the
system grows up according to the amount of effort a user puts in on a weekday.
The purpose of the system is to improve motivation by means of a character fight
on the weekend. In the first stage of the experiment, users did maintain and even
improved their level of motivation. However, the level of motivation of users who
had a weak character in the system gradually dropped. Then, Kuramoto et al.
developed a new system called KAIYU-KAN [4]. In KAIYU- KAN, each user
grows a tropical fish that reflects the amount of effort a user puts in during a
week. Users compare fish based on “favor” rather than a “fight.” In a long-term
experiment, they showed the effectiveness of the system in achieving the target
of intuitive feedback and obtaining food for the fish.

Kuramoto et al. showed that it was effective to give users numerous options
on how to express their fish. According to Chao, a beginner can improve his/her
intuitive understanding of specialized work by means of the entertainment aspect
of the system [5]. Bernhaupt et al. proposed a system that aims to maintain and
improve social relationships [6]. Their system presents a worker’s expression in
the office as a plant [6].

Research into using entertainment in a normal system has just begun. At this
stage, a lot of the research and findings are compiled by trial and error. This
study is one such and attempts to maintain and improve motivation by using an
avatar in a schedule management system.
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3 What Is a User’s Motivation in Schedule Management?

In this section, we describe our target user for the schedule management system.
When everyone involved provides inputs to the schedule management system,
the system becomes particularly effective. Owing to the fact that some people
derived an immediate advantage of making their schedules public, the schedule
management system did not become popular because of its groupware nature
[7]. From the advanced research, people in an enterprise used the system more
because it encourages users to input data into their schedule [8]. The target
audience of this paper is not an enterprise, but rather a community of friends and
a family. In other words, we assume the users of our system to be more relaxed
than those that might be found in a purely business-oriented environment; hence,
the word “casual” has been used in the title of the paper. However, a schedule
management system does not provide enough of an effect in a relaxed community,
and therefore, the purpose of this system is to motivate users to input data to
their schedules continuously.

4 Character Schedule

In this section, we describe the schedule management system called Character
schedule.

4.1 Design Policy

The purpose of the system is to provide users with a schedule management tool
that they are motivated to use continuously.

1. Use of an avatar in the schedule management system
We incorporated an avatar into the schedule management system. We de-
veloped some functions, example given later, using avatars. A user can show
other users’ their avatar and can change the outfits of the avatars. The sys-
tem links the number of schedule items to the motion of the avatars in order
to enhance the entertainment value. We expect the entertainment element
to encourage users to use the system continuously.

2. Provision using mixi
Our system functions on mixi, a well-known social networking service (SNS) in
Japan. This is because our policy to motivate them byadding an activity (using
avatar and dressing them) which takes more time. Therefore, we provide our
system on SNS that has high the usage frequency in daily life. We believe that
social communications can create the chance of the scheduler use.

Character schedule includes functions for the avatar called “dress-up of avatar”
and “motion of avatar.” We included the function called “dress-up of avatar”
because many existing systems have a similar function, and users are already
familiar with it. Moreover, we linked the number of dress-up items to the number
of input schedule items. A user can obtain dress-up items by including more items
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in their schedule. The motion of an avatar also gives an intuitive indication of
the number of items in the schedule. The avatar is a user’s representation of the
schedule management system, and we believe the appearance and motion of the
avatar will influence the entertainment value of the system.

4.2 System Configuration

We developed the Character schedule on mixi using PHP, MySQL, and gadget
XML. Mixi is the most well-known SNS in Japan. Character schedule consists
of three screens, namely, an avatar edit screen, an avatar plaza screen, and a
schedule screen.

1. Avatar edit screen
Figure 1(a) shows the avatar edit screen of the Character schedule. A user
can change the appearance of each avatar on the avatar edit screen. The
number of dress-up items changes depending on the number of inputted
schedule items. When a user inputs the number of inputted schedule items,
he/she obtains the avatar items.

2. Avatar plaza screen
Figure 1(b) shows the avatar plaza screen. This is where the user and others
can view the avatar. The user can touch an avatar and change its position.
If the user clicks on an avatar, he/she obtains detailed information about
the user, such as the user name, nickname, the number of the avatar, and
the nearest schedule. Table 1 lists the possible motions of an avatar. If a
user inputs 10 or more schedule items, an avatar looks busy. We decided on
this threshold level of avatar motion based on our preliminary experiment
results.

3. Schedule screen
The schedule screen enables the user to input schedule items. Figure 1(c)
shows the schedule page. This is also where the user can view a schedule.
A fully functional schedule management system consists of various features
including layering other user’s calendar on top of yours, viewing schedules at
different time granularities (day/month/week), etc. We provide the limited
functions of a schedule management system for the experiment. The system
can only show the schedule of the members by month. The users can check
for schedule conflicts using the system.

Table 1. Avatar motion

Number of input of schedule items Motion of avatar

0 Lying
1 ↪A‘3 Walking
4 ↪A‘8 Walking and running alternately
9 and more Running ↪ACand then exhausted gesture

The input situation of the schedule has reflected the schedule for one month.
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Change button of kind of item

Item list that
avatar wears List of items

Preview of
avatar
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Touching log from other users

Display of information 
of clicked avatar

(a) Avatar editing page (b) Avatar plaza page

Schedule input form Editing and deletion 
button

Detailed 
schedule

(c) Schecule page

Fig. 1. Screenshots of avatar edit page, avatar plaza page, and schedule page

5 Evaluation Experiment

We evaluated the Casual schedule by performing experiments. The purpose of
the experiments is to verify how well the system maintains the user’s motivation
by means of the avatar and SNS functionality, to continue using the system.

5.1 Verification Items

We verified the following items.

1. What effect does the avatar have on maintaining motivation?
2. What effect does the SNS have on how much the users make use of the

system?

5.2 Experiment

Our experiment was performed from 15 January to 29 January 2010, which was
approximately two weeks. The subjects were 12 college students who majored in
Information Sciences. We instructed the subjects to perform the following tasks.

(1) We asked the subjects to input three schedule items at first login.
(2) We showed an instructional movie to the subjects and asked them to read

an instruction leaflet.
(3) We asked the subjects to use the system on a daily basis.
(4) After the experiments, we carried out a questionnaire survey. We used a

five-point Likert scale for evaluation.

5.3 Results of Questionnaire Survey

Table 2 summarizes the results of the questionnaire survey about the avatar
aspect of the system. We did not obtain a high evaluation in Table 2(a). Overall,
the subjects gave a low evaluation to the avatar items (“I am not interested in the
items for avatar.”). We obtained a value of 3.8 in Table 2(b). Here, the subjects
gave a high evaluation to the look of the avatar (“I enjoyed the individual-look
avatars” and “I enjoyed the dress-up avatars.”).
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Table 2. Questionnaire results for the avatar

Question item Average Standard deviation

(a) I felt that I wanted to input the schedule items to
increase the item of avatar.

3.1 1.11

(b) I felt seeing other users’ avatar happy. 3.8 0.37
(c) I felt that I was happy that the motion of avatar
changed according to the input items of the schedule.

3.0 1.00

(d) I was able to make my favorite avatar. 3.8 1.01

5-point Likert scale (1: strongly disagree, 2: disagree, 3: neutral, 4: agree, and 5: strongly
agree)

We found that users enjoyed seeing other users’ avatars. Some subjects re-
sponded saying that the motion of the avatar made it easy to see a user’s status.
However, some answered that “the differences of the motion of avatar are small,
so I did not recognize them.”

Table 3 summarizes the results of the questionnaire survey about the schedule.
We obtained a low evaluation in Table 3 (a). Here, the results showed that other
users’ schedules did not motivate users to input schedule items. The correlation
coefficient is 0.65 in Table 4, between Tables 3 (b) and (c). We think that the
subjects who answered that another user’s schedule was useful tended to input
their own schedule more positively.

Table 5 summarizes the results of the questionnaire survey about Character
schedule. We obtained a neutral result in Table 5(a) and a high evaluation from
Table 5(b). Many comments from users indicated that they used the system
because they use the SNS every day. Therefore, we found that providing our
system on the SNS has a positive effect on the user.

5.4 Analysis of Operation Log

Figure 2 shows the time for which each user remained on the system per access.
In the first three days after the start, users remained on the system for a long
time. This was because the subjects needed more time to dress up their avatar
and were inexperienced in the system. After four days, the amount of time users
remained on the system fluctuated, but differed only slightly.

6 Discussions

6.1 Motivation Maintenance Using Avatar

Table 6 shows the relation between Table 2(a) and the number of items available
to each user for their avatar. We found a strong correlation with a correlation
coefficient of 0.73. In other words, highly motivated users obtain a large number
of dress-up items for the avatar, enabling them to change the avatar more often.

We think that the experiment was conducted with college students which can
be a bias. In other words, they are more oriented on video games than on a
schedule management system. We need to conduct a real test with businessmen
in the future.
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Table 3. Questionnaire results for the schedule

Question item Average Standard deviation

(a) Because I had seen other users’ schedules, I felt that
I wanted also to input my schedule.

2.4 1.04

(b) I input my schedule so that other users might see it. 3.3 0.94
(c) It was useful that I browsed other users’ schedules. 3.6 1.19
(d) When my schedule was input, I chose scheduling. 3.4 1.44

5-point Likert scale (1: strongly disagree, 2: disagree, 3: neutral, 4: agree, and 5: strongly
agree)

Table 4. Relationship between (b) and (c) on Table 3

User ID u1 u2 u3 u4 u5 u6 u7 u8 u9 u10 u11 u12

Evaluation of Table 3 (b) 4 4 3 5 2 3 4 2 2 4 4 3

Evaluation of Table 3 (c) 5 4 4 5 2 1 4 2 4 4 4 4

Correlation coefficient: 0.65

6.2 Effect of Using a Well-Known SNS

We provided our system on a well-known SNS to make the system easier to
use. However, we found that we were not able to be lower the barriers to use
the system from Table 5(a). Some subjects evaluated the system highly, seem-
ingly enjoying using the scheduling facility (“I enjoy inputting my schedule for
a change.”). Subjects also appeared to enjoy the fact that they could access the
system from the SNS (“I usually use the SNS, and then I use Character sched-
ule.”). We found that making the system available on the SNS made the system
easier to use. However, not all subjects were pleased about the connection to the
SNS, as they did not use it extensively, and so did not like having to learn two
new systems ( “I am opposed to using the SNS. I rarely use the SNS. It was too
much of a bother” and “I already use another schedule management system. I
don’t need another one.”).

Table 5. Questionnaire results for the entire system

Question item Average Standard deviation

(a) It was not a burden for me to use the system. 3.2 1.14
(b) When I accessed mixi, I used the system. 4.1 0.95
(c) I want to invite my friend to this system. 3.4 0.86
(d) I want to use the system continuously. 3.3 1.16

5-point Likert scale (1: strongly disagree, 2: disagree, 3: neutral, 4: agree, and 5: strongly
agree)
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6.3 Relation between the Avatar and the Number of Schedule
Inputs

Figure 3 shows how well the system achieved the aim of motivating users to keep
using the system. On the first day, there were many schedule inputs, because we
imposed the task for subjects. After the first day, the number of schedule inputs
gradually decreases. The avatar provides an entertainment aspect to the system;
however, we believe that we have not provided sufficient effects and options for
the avatar.

Table 7 shows the relationship between Table 2(a) and the total number of
schedule inputs. The correlation coefficient is 0.68, which is a medium correlation.
We found that users who were motivated to obtain items for the avatar tended
to input schedule items more often.
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Table 6. Relationship between the interest in item acquisition and number of times
the attached items changed for the avatar

User ID u1 u2 u3 u4 u5 u6 u7 u8 u9 u10 u11 u12

Table 2(a) 1 4 4 3 4 2 5 4 2 3 2 3
Number of changing attached item of
avatar

27 160 171 63 113 79 377 44 37 81 47 49

Correlation coefficient: 0.73

Table 7. Relationship between total input of each user and interest in the avatar

User ID u1 u2 u3 u4 u5 u6 u7 u8 u9 u10 u11 u12

Each user of schedule total input and
interest of avatar

7 24 12 28 30 22 34 21 11 12 8 9

Evaluation of Table 2 (a) 1 4 4 3 4 2 5 4 2 3 2 3

Correlation coefficient: 0.68

Table 8 shows the relationship between the number of schedule inputs by day
and the number of dress-up times by day. The correlation coefficient is 0.85,
which shows a strong correlation. Therefore, we found that the schedule inputs
are strongly associated with the dress-up times.

We split the subjects into two groups: Group A (five subjects)who showed a high
evaluation in Table 2(a), and Group B (seven subjects) who showed a low evalu-
ation in Table 2(a). Table 9 summarizes the result of the comparison. We found
a significant difference between Group A and Group B in the number of schedule
inputs, with Group A inputting more than Group B. Therefore, we found that the
schedule inputs are strongly associated with obtaining the dress-up times.

Table 8. Relationship between the number of schedule input items and the number of
times the attached items changed for the avatar

January 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

Number of changing at-
tached item of avatar

352 129 220 61 18 36 8 29 137 37 55 37 41 71 17

Number of schedule input 45 18 21 17 18 13 9 3 10 8 14 8 8 20 6

Correlation coefficient 0.85

Table 9. Comparison of frequency of input in the schedule

January 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

Group A 3.80 1.60 2.80 1.20 2.80 1.00 1.20 0.40 1.40 0.60 1.80 0.40 1.20 3.00 1.00

Group B 3.57 1.43 0.86 1.00 0.14 1.14 0.14 0.14 0.29 0.57 0.43 1.29 0.00 0.57 0.14

Average: Group A: 1.61, Group B: 0.78
Probability significance is 0.005 (Wilcoxon signed-rank test)
Group A (five subjects) that shows high evaluation (more than and equal 4) in Ta-
ble 2(a). Group B (seven subjects) that shows low evaluation (less than 4) in Table 2(a).
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7 Conclusions

The results of this paper are summarized as follows:

1. We have developed Character schedule including an avatar to motivate users
to maintain their schedules. We found that the system is useful for motivating
users.

2. From the result of our experiments, we found a strong correlation between
the number of schedule inputs and the number of times the attached items
changed for avatar.

3. We provided our system on mixi—a well-known SNS in Japan. This helps
to encourage access to the system.

We believe that research into motivating users to maintain their schedules is in a
very early stage. As a result, we have attempted various trial-and-error methods
to develop an effective method for motivating users.
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Abstract. A variety of existing buyer coalition schemes, but there are
a few researches concerning explicit implementation buyer coalition. Ad-
ditionally, there is no research that implements buyer coalition on major
agent platforms such as JADE in split of the success of systems is de-
pendent on the availability of appropriate agent platforms. This paper
has conduct on applying JADE framework to address issues in the field
of buyer coalition.
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1 Introduction

A buyer coalition is a group of buyers who team up to negotiate with sellers
for purchasing identical items at volume discount [5]. The reasons that buyer
coalitions are increasingly becoming important are 1) buyers can improve their
bargaining power to negotiate with sellers in purchasing goods at lower prices
[5] and 2) both buyers and sellers will get benefit from a buyer coalition. Buyers
can enjoy from purchasing the items in large volume through buyer coalitions if
the price of the volume is less than the retail price. On the other hand, sellers
get benefit from selling the items at larger volume via buyer coalitions if the cost
of the wholesale marketing is less than that of the retail marketing. Many buyer
coalition schemes already exist [1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16]. However,
there are a few researches concerning explicit implementation buyer coalition.
Firstly, this research shows use of the test-bed system as a tool for implementa-
tion of a real-world buying club [5]. Secondly, the system in the E-Group Buying
Market is built as CGI written in Perl. The user interface is written in JavaScript
and Html [12]. Although, the success of systems is dependent on the availability
of appropriate agent platforms [17], there is no research that implements buyer
coalition on major agent platforms such as JADE, Jack intelligent agents, LEAP,
FIPA-OS, and ZEUS. A JADE platform is composed of agent containers that
can be kept the high performance of a distributed agent system implemented
with the Java language and complies with the Foundation for Intelligent Physi-
cal Agents (FIPA) standard. It is developed by Telecom Italia (TI). JADE has

A. König et al. (Eds.): KES 2011, Part I, LNAI 6881, pp. 230–238, 2011.
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been applying in a various and applications such as health care system [18]. This
paper has conduct on applying JADE framework to address issues in the field
of buyer coalition. It presents a unique approach of using JADE to develop a
highly distributed information infrastructure that is able to perform ubiquitous
electronic buyer coalition monitoring automatically. The article is organized as
follows: Section 2 presents related works. Section 3 provides JADE implemen-
tation of BC. Section 4 presents usage scenarios and implementation. Finally,
Section 5 conclusion and future works.

2 JADE Implementation of BC

This section presents JADE architecture in subsection 2.1 and BC System ar-
chitecture in subsection 2.2.

2.1 JADE Architecture

A JADE platform is composed of agent containers that can be distributed over
the network and complies with the Foundation for Intelligent Physical Agents
(FIPA) standard [17]. Each container or runtime environment can contain several
agents. A set of active containers or a platform, there is a special container that
must be always active, called main-containner, and all other normal containers
have to register with the main-container before they start. The components of
main-container are the Agent Management System (AMS) agent and Directory
Facilitator (DF) agent The AMS is the agent who supervises over access to and
use of the Agent Platform. Only one AMS will exist in a single platform. The
AMS provides white-page and life-cycle service, maintaining a directory of agent
identifiers (AID) and agent state. Each agent must register with the AMS in or-
der to get a valid AID or a unique name and also deregister with AMS as it
teminates. The DF is the agent that implements the yellow pages service, used
by any agents wishing to register its services or search for other available ser-
vice. The Message Transport System, also called Agent Communication Channel
(ACC), is the software component controlling all the exchange of messages within
the platform, including messages to/from remote platforms.

JADE complies with the reference architecture of FIPA as Shown in Fig.1.

2.2 BC System Architecture

The proposed BC was built on top of JADE, which is suitable to operate in a
heterogeneous, networked environment such as the internet to form a buyer
coalition . The BC is composed of three types of architectural components,
which correspond with human agent in the real world scenario: (1)Buyer Agent,
(2)Third-party Agent, and (3)Seller Agent. The overall framework of the pro-
posed BC is depicted in Fig.2.

Each component of the architecture and its general activities and purpose
within the infrastructure is described below
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Fig. 1. The reference architecture of a FIPA agent platform

Fig. 2. The BC architecture

Third-party agent. The third-party agent can be considered as a service. It is
capable of collecting a buyer coalition data and forming the coalition. The main
task of third-party agent is to (1)collect the data from buyers in a coalition
during bidding and (2)form the buyer coalition after the bidding is closed and
(3)declare the result of forming the coalition automatically to the buyers.

Buyer agent. The buyer agent is regarded as a bridge to interface with third-
party agents and buyers. When receiving requests from buyers, it will drive
internal services in the platform. The buyer agent is also responsible for the
final presentation of results by third-party agent to buyers.

Seller agent. The seller agent is agent used by a seller. It is a computer program
that can help a seller to perform their tasks.

Once JADE platform was setup, we can initiate the graphical user inter-
face (GUI) of the BC. Fig.3 shows the main components in the BC. The main-
container comprises JADE management agents (e.g., agent management system
agent and directory facilitator agent). A container needs to register with the
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Fig. 3. The main components in the BC

main-container when it gets initiated and displayed in the GUI. As an example
shown in Fig.4, when the Third-party Container get initiated, they register with
the main-container and are displayed in the GUI.

Fig. 4. Containers register with the main-container

3 Usage Scenarios and Implementation

In this section, we describe the implementation scenarios from these two types
of users.
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3.1 Scenario 1: Third-Partys perspective

While a third-party wants to open buyer coalition, he interacts with the third-
party agent and opens buyer coalition through a computer user interface (step
1 of Fig.5). Upon receiving the order from the third-party, the third-party agent
invites buyers to join a coalition via the agent network (step 2 of Fig.5). The
third-party agent will continue delivering message until all the buyers get the
invitation. The buyer agents will show all the information via the GUI (step
3 of Fig. 5). The third-party may then switch off his computer and proceed
with his daily work. In the meantime, the buyer agents will accept or reject the
invitations and send back to the third-party agent (step 4 of Fig.5). Finally, the
third-party agent will show average reservation prices of the buyers who intend
to join the coalition via the GUI (step 5 of Fig. 5) when he is back online with
his computer .

3.2 Scenario 1: Implementation

Within this scenario, a third-party first login to the system. The third-party will
select an item from item lists and then the third-party agent searches the item
from databases. The price list of the item is displayed in the middle of the page
in title “Item Detail & Price” as illustrated in Fig.6.

Through the third-party agent interface, the third-party will set deadline of
forming a coalition of the selected item and then click “open buyer coalition,
send invitation”. The third-party agent will send messages in order to invite
all buyers for forming the coalition. Then, average reservation prices of buyers
who intend to join the coalition will be displayed in the right of the page in
title “Live Update”. During open the buyer coalition, the third-party can cancel
the coalition by click “cancel coalition”. In general, the coalition is closed when
deadline time is reached. Nevertheless, it can be closed when the third-party
click “forming a coalition now” to forming the coalition before deadline time is
reached. Finally, when the coalition is closed, the third-party agent will declare

Fig. 5. The usage scenario from a third-partys perspective
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Fig. 6. Third-party agent main window in scenario 1

list of the winners to all buyers and then the third-party agent will show the
result in the bottom of the page in title “Report after forming the coalition” via
the GUI. The communication among the agents in this scenario is illustrated in
Fig.7.

Fig. 7. The communication among agents in the scenario 1

3.3 Scenario 2: Buyers Perspective

While a buyer wants to propose his bid, he interacts with the buyer agent and
makes a bid to collect his up-to-date bid data through a computer user interface
(step 1 of Fig. 8). Upon receiving the order from the buyer, the buyer agent
sends his reservation price to a third-party agent via the agent network (step
2 of Fig.8). The buyer may then switch off his computer and proceed with his
daily work. In the meantime, the third-party agent will surf in the logical agent
network to update the information it needs to databases (step 3 of Fig 8). When
the needed information is write/rewrite completely, the third-party agent will
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acknowledge (step 4 of Fig. 8) and send the data back to the buyer agent (step
5 of Fig. 8). Finally, the buyer agent will show all the information via the GUI
(step 6 of Fig. 8) when he is back online with his computer.

Fig. 8. The usage scenario from a Buyers perspective

Fig. 9. The buyer agent main window in scenario 2

3.4 Scenario 2: Impementation

Within this scenario, a buyer first login to the system. The buyer will then select
to accept or reject invitation of the third-party in order to form a coalition. Then,
buyers who intend to join the coalition can insert their reservation prices and
pressing “send bid”. Next, a buyer agent is then initiated and dispatched to
the network to perform delegated the data. The third-party agent is requested
to update the bid of the buyers into the databases. Once the data update is
complete, the third-party agent transmits the pertinent data back to buyer agent.
Finally, when the coalition is closed, the third-party agent broadcast list of the
winners to all buyer agents and then the buyer agents will show the result via
the GUI.
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4 Conclusions

In this paper, we described development of a multi-agent based distributed in-
formation platform BC on top of JADE for buyer coalition application. The
proposed BC is expected to reduce the time-consuming task of constant data
monitoring of participants and support essential operations such as communica-
tion and coordination. The algorithm of forming a coalition in the third-party
agent can be enhanced to achieve goals.
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Abstract. Existing research shows that emotions affect the decision
making of the agent and make it appear more human-like. In game indus-
try, emotions of players and non-players characters have not been paid
enough attention. This paper presents the development of an Emotion
Module in StateCraft, a software version of the social strategy board
game Diplomacy, with aims to add emotion to agents in order to make
the agent more believable and fun to play with. Based on the OCC-
model we conducted interviews with players in order to identify what
emotions are experienced in the game. These emotions are then mapped
onto the OCC-model and implemented in the agent. We conducted sim-
ulations as well as player test to study how the emotions affect the agent
performance and player experience.

1 Introduction

Emotions have shown to be an important part of human intelligence which plays
an important role in decision-making. According to Ortony et al. [8], emotions are
valenced reactions to events, agents, or objects, with their particular nature being
determined by the way in which the eliciting situation is construed. Most emotion
theorists agree that some emotions are more basic than others, often called
primary or fundamental emotions. However, they tend to disagree on which
emotions are basic, why they are basic emotions or how many basic emotions
there are [7] [4]. Despite of the lack of agreement, emotions are considered an
important part of human intelligence. In fact, research has shown that emotions
can be successfully implemented in agents. The results indicate that emotions
can improve both the performance of an agent [6], as well as the believability of
the agent, where believability refers to the agent providing the illusion of life [1].

From an engineering perspective, emotions can help agents make better deci-
sions, hence improve performance. Maria and Zitar [6] showed that an agent with
emotions performed better than a regular agent in a benchmark problem. Their
research indicated that emotions can enhance performance if used correctly. In
computer games, emotions are used to create a more human-like opponent, mak-
ing it more fun to play with. The Ortony Clore Collins-model (OCC) is a widely
accepted model to synthesise emotions in agents [6] [3] [1]. It focuses on what
contribution cognition makes to emotion, and devotes less time to other impor-
tant aspects such as facial expressions or behavioural components. Nor does it
focus on how different emotions interact with each other. The OCC-model puts
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emotions into 22 categories. Depending on if they are appraisals to events, ac-
tions of agents or objects, it gives these emotions different emotion words. In the
OCC-model, emotion was described as a valenced reaction to an event, agent or
an object. Valenced means that the emotion has to get a positive or negative
reaction, excluding neutral emotions such as surprise. The emotion’s particular
nature is being determined by the construal of the eliciting situation. Events are
considered things that happen, and the agent’s reaction depends on its goals.
Actions of agents can be approved or disapproved depending on the agent’s set
of standards. If it is another agent who performs the action, it can give rise to
the emotions admiration and reproach. If it is the agent itself who carries out
the action, the emotion pride or shame might occur. Objects can be disliked or
liked based on the agent’s attitudes towards the object. An object can also be
another agent. An important component in the OCC-model is that an emotion’s
intensity has to be above a certain threshold value. If the value is below the
threshold value, the emotion will not be experienced by the person.

In this research we developed an Emotion Module in StateCraft, a software
version of the strategy board game Diplomacy. We aim at adding emotion to
agents in order to make the agent more believable and fun to play with. We
have chosen to use the OCC-model because it is computation-oriented and used
in different projects for synthesizing emotions in agents.

The rest of the paper is organised as follows. In section 2 we introduce the
Diplomacy game and the software version of it. Section 3 describes the emotions
we identified in Diplomacy based on user study and the OCC-model. In section
4 we present the implementation of the emotions in the EmotionSynthesizer.
Section 5 describes the user test and simulations we have conducted to study
how the emotions affect the performance of the agent and player experience.
Finally we conclude the paper in section 6.

2 Diplomacy and StateCraft

Diplomacy is a strategy-based social board game. It simulates the First World
War when seven nations fought for domination over Europe. The seven nations
include England, France, Germany, Russia, Italy, Austria-Hungary, and Turkey.
The board is a map of Europe (showing political boundaries as they existed in
1914) divided into 75 regions of which 34 contain supply centres. For each supply
centre a player controls, she or he can build and maintain an army or a fleet
on the board. If one of the players controls 18 supply centres, this player has
won the game. The game mechanics are relatively simple. Only one unit may
occupy a region at any time. There is no chance involved. If the forces are equal
in strength, it results in standoff and the units remain in their original positions.
Initially each country is roughly equal in strength, thus it is very difficult to gain
territory - except by forming alliance and then attacking. Negotiation for forming
alliances is a very important part of the game, because numerical superiority is
crucial. Secret negotiations and secret agreements are explicitly encouraged, but
no agreements of any kind are enforced.
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Each game turn begins with a negotiation period, and after this period players
secretly write orders for each unit they control. The orders are then revealed
simultaneously, possible conflicts are resolved and the next turn can commence.

StateCraft is a software version of the Diplomacy, developed by Krzywinski,
et al. [5]. It is an online multiplayer turn-based strategy game where each of the
seven countries can be played by either a human player or an agent (Fig. 1). A
three-layered agent architecture is developed which includes an operational layer,
a tactical layer and a strategic layer. These layers handle three main tasks when
playing Diplomacy respectively, monitoring the game board, planning moves,
and engaging in diplomatic negotiations. The operational and tactical layers
are invoked once each turn, acting on the new game state that resulted from
the previous round and the strategic layer is active throughout the whole game
session. Thus the agent is driven by the periodical updates of the game state,
while still maintaining continuous diplomatic interaction with the opponents.

Fig. 1. Game interface for players

The operational layer is a reactive layer and is triggered at the start of each
round. It monitors the game board and discovers all possible and legal moves for
each unit based on the game state. The tactical layer combines operations for
each unit into a set of operations, a tactic. Each tactic contains thus one opera-
tion for each of the agents units. Each tactic has two values, potential value and
factual value. While potential value represents the value of a tactic regardless of
the other players moves, the factual value represents the tactics tactical value
combined with its chance for success. If a tactic has a very high potential value,
but is considered impossible to achieve, its factual value will be much lower, while
a high certainty for success will give similar values for potential and factual value.
The strategic layer is responsible for communicating with the other players, and
based on this diplomatic activity and the weighted tactics from the previous
two layers, selects the appropriate tactic for the current round. This layer is
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organized according to the Subsumption Architecture [2] and in StateCraft it
consists of four relatively simple modules – Choose Tactic, AnswerSupportRe-
quest, SupportSuggester and Relationship (Fig. 2). The result is a more flexible
structure, as the modules impact each other in a non-linear manner and new
modules can be added without breaking the former functionality.

3 Emotions in Diplomacy

To synthesise emotions in the agent, we considered two emotional models. They
were the OCC-model [8] and the three-layered architecture [9]. The OCC-model
was selected because simplified versions of the OCC-model have been imple-
mented into several projects, while the three-layered architecture lacks imple-
mentation specific details.

3.1 Identifying Emotions in Diplomacy

In order to study what emotions are experienced and how the emotions influence
the decision-making when playing Diplomacy, we invited seven players to play
the game and conducted interview afterward. During the interview, the play-
ers were asked to describe their emotions and how the emotions affected their
choices.

The result from the interview was summarized. The most frequently expe-
rienced emotions were joy, loyalty, guilt, fear, anger, shame, relief and disap-
pointed. Relief and disappointment lead to the same outcome as joy and anger,
shame overlaps with guilt. Joy, fear, anger and admiration are categorized in the
OCC-model. According to this model, joy is considered as the reaction to an
event which was construed as desirable by the person. Fear is the prospect of a
situation which would be undesirable for that person. Anger is the combination
of distress because of an undesirable event and the feeling of reproach towards a
person who did something one does not approve of. Admiration is the reaction to
another agent’s action which one approves of. Loyalty is not defined in the OCC-
model as it is not a valenced reaction to events, agents or objects. However, the
situations where the players reported that they experienced loyalty seem to be
when they approved of another player’s actions. In the OCC-model, admiration
occurs when one approves another agent’s actions. Ortony et al. [8] specified that
the meaning of the words used to describe emotions in the OCC-model were not
necessarily equivalent to the meaning of the words in spoken English. Therefore,
we could assume that what the players actually meant was the emotion that is
structured as admiration in the OCC-model, since an effect of admiration often
will be loyalty to the admirer. Guilt is not categorised by the OCC-model either.
Based on the players statements, we could assume that guilt is a sub-category
of the emotion shame. Guilt involves disapproving of one’s own action towards
another person, while also feeling sorry for that other person. This could be
structured as a compound emotion in the OCC-model. For simplicity reason, we
considered guilt a sub-category of shame.
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3.2 Emotion Intensity

The intensity of an emotion is represented by a numeric value between 0 and
100, where all emotions start at a default value of 0. For an emotion to affect
the agent’s decisions it needs to exceed the threshold set for the particular emo-
tion. All emotions have a different intensity directed towards each player, except
from joy, which only has a general intensity. The emotions joy and admiration
also have the possibility of negative values down to -100. A joy value of -100
represents the opposite of joy, which in the OCC-model is distress. A negative
admiration value represents reproach. Alone, distress or reproach does not affect
the decisions made by the agent, but together they form the emotion anger.
The anger’s intensity is calculated by calculating the square root of the absolute
value of distress multiplied with reproach, provided that both of these emotions
exceed the negative threshold.

To ensure that the agent has a clearly defined emotional state, the agent can
only have one emotion towards each country at the same time. The strongest
emotion will suppress the other emotions. For instance, when the agent playing
Germany feels very angry and a little afraid of the agent playing Austria, since
anger is the greatest in intensity, it will suppress the fear. The exception is joy,
since joy is general and not directed towards a particular country. However, if
fear or guilt is the strongest emotion towards a country, the intensity of joy will
decrease. Furthermore, it is impossible to experience joy and anger at the same
time, since anger depends on a negative joy value.

4 Implementation of EmotionSynthesizer

In this section we present the implementation and integration of the Emotion-
Synthesizer in StateCraft. The EmothionSynthesizer is based on the events that
cause the changes in emotion intensity and how these emotions affect the de-
cisions and actions of the agent. The emotions implemented are joy, admira-
tionreproach, anger, fear and guilt.

Given that the Emotion module is an addition to the agent in StateCraft, the
whole module has been implemented in the emotions package in the Strategic
layer of the agent in StateCraft. Since the Strategic layer uses an architecture
similar to the Subsumption system, using sensors to look for changes in the en-
vironment and actuators to act on the changes from the sensors, the Emotion
module receives input through an input line from GameStateSensor, the sensor
listening for new game states from the server, and MessageSensor, the sensor lis-
tening for new SupportRequestMessages and AnswerSupportRequestMessages.
Then it performs its actions by suppressing the input to ChooseTactic, the mod-
ule responsible for choosing tactics. Additionally, it inhibits the output from the
AnswerSupport module. Fig. 2 depicts the Emotion module as part of State-
Craft’s Strategic layer.
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Fig. 2. Emotion module integrated in the strategic layer in StateCraft architecture

4.1 Joy

Joy is the positive reaction to events as specified by the OCC-model. The event
that increases the intensity of joy is when the agent gains a province. The in-
tensity depends on the desirability of gaining the province. Gaining a province
containing a supply centre will be more desirable for the agent, and therefore
increase the joy more than gaining a province without a supply centre. In the
emotion module, distress is modelled as the joy emotion with a negative inten-
sity because joy and distress are mutually exclusive. The events that decrease
joy are: 1) The agent loses a province. The desirability of keeping the province
influences the intensity; 2) The agent asks for support, and the opponent agrees
to perform the support, but for some reason avoids or neglects to perform the
support; 3) An opponent asks the agent for support and the agent performs the
support order, but the opponent does not perform the move order of which they
asked support; 4) The agent’s strongest feeling towards another player is guilt
or fear; 5) The agent is outnumbered by its opponents.

4.2 Admiration

Admiration is the approving reaction to actions by other agents, while reproach
is the disapproving reaction. Actions made by other agents of which the agent
approves are: 1) An opponent agrees to support the agent and keeps the deal
by supporting the agent’s move order; 2) An opponent with adjacent units does
not attack the agent.

Reproach is represented as admiration with a negative value in the emotion
module. The actions which decrease admiration are: 1) The agent asks an op-
ponent for support and the opponent accepts. Despite this, the opponent does
not perform the support move; 2) The agent is attacked by an opponent. The
intensity of the emotion depends on what the agent expects of the opponent. If
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the opponent and the agent has a friendly relationship, the admiration towards
the opponent will decrease more than, for example, if they were at war.

Admiration towards opponents will decrease the chance of the agent attacking
them. In addition, the agent will more likely perform the support moves it has
promised towards the opponents it admire.

4.3 Anger

Anger is the combination of reproach and distress, meaning that when admira-
tion and joy decreases, anger increases. The situations that decrease admiration
and joy cause anger to increase (see 4.1 and 4.2). Anger towards opponents will
increase the chance of the agent attacking the opponents. It will also decrease
the chance of the agent supporting them.

4.4 Fear

Fear is the negative expectation to an upcoming event. The negative events
which the agents are likely to fear in StateCraft are to be attacked by an agent,
and to be lied to by a player who agreed to support the agent. For the sake of
simplicity, we have chosen to focus on the fear of being attacked by a mighty
neighbour. The intensity is calculated based on two factors: Probability. The
more adjacent provinces the opponent has to the agent’s provinces, the more
likely that the opponent will attack; Damage. A more powerful opponent can do
more damage to the agent than a less powerful opponent.

Fear towards opponents will decrease the chance of the agent attacking them.
It will make the agent more defensive.

4.5 Guilt

Guilt is the disapproving reaction to one’s own action combined with feeling sorry
for the agent(s) which the action affected in an undesirable way. The events
which increase guilt are: 1)The agent attacks an opponent to whom it has a
friendly or neutral relationship; 2) The agent agrees to support another player,
but avoids performing the support operation. The intensity is also dependent on
the relationship to the other player. If the agent performs a support towards a
player towards whom it feels guilty, the guilt intensity will be reset to zero.

Guilt towards opponents will decrease the chance of the agent attacking them
and make the agent less reluctant to support them.

5 Evaluation

We have conducted evaluations to study how the emotions affect the performance
of the agent and player experience in StateCraft. Simulations using various con-
figurations of the Emotion module and statistical analysis were used to study
how emotions affect the performance in terms of supply centres. User test was
conducted to understand the player experience, e.g. whether they can identify
the different emotions of the agents and whether they think it is fun to play
against agents with emotions.
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5.1 Simulations

We ran simulations of the game from 1901 to 1911 all 7 countries were played by
agents with 9 different configurations: 1) all agents with emotions, 50 simulations;
2) no agents with emotions, 50 simulations; 3) one of the 7 countries is played by
an agent with emotion and all others are played by agents without emotions, 30
simulations each. The data used for analysis was mainly the number of supply
centres at the end of the game (Spring 1911).

Table 1 shows the results from the All emo and No emo simulations. Mean
contains the average number of supply centres based on the 50 simulations.
Victories contains the number of games where the specific country ended with
the most supply centres. Occasionally, more than one country ”win”, for example
when both Germany and France have 9 supply centres and all the other countries
have 8 or fewer. Extinctions contains the number of times where the specific
country ended the game with 0 supply centres. As shown in Table 1, there
are small differences between the simulations in No emo and All emo. One of
the biggest differences is that Russia, despite having the lowest average, wins as
much as 8 games, compared to only winning 2 of 50 games as a regular agent.
The beginning seems to be very critical for Russia. If Russia is too aggressive
and leave its borders too open, Germany and Turkey takes advantage of this and
occupies Russia’s home provinces. Russia wins the two games where Germany
is exterminated. Italy seems to behave quite similar in each round, that is, they
only move down to Tunisia while keeping their original provinces. England also
has a rather low standard deviation, and the common denominator for England
and Italy is that their provinces are mostly surrounded by water, hence more
difficult for opponents to take their centres. This can explain why both Italy and
England never become extinct in neither No emo nor All emo.

Table 1. Results from No emo simulations

No emo All emo

Country
Mean Std dev Victories Extinctions Mean Std dev Victories Extinctions

Germany 7.10 2.978 27 0 7.22 3.388 23 2
Turkey 6.44 2.215 13 1 6.40 1.796 14 0
England 4.80 1.784 4 0 4.44 1.704 5 0
Austria 4.42 2.45 7 3 4.00 2.785 7 2
France 4.38 2.39 4.5 5 4.96 2.222 2 2
Italy 4.16 1.267 0 0 4.16 1.754 2 0

Russia 2.54 2.27 2 6 2.70 2.384 8 8

Differences for individual countries. To study the effects of the Emotion
module for a specific country, we compared two data sets where the only differ-
ence was the country was running the Emotion module in one of the data sets,
while all the other countries were controlled by regular agents. This enabled
us to compare the number of supply centres gained by for example Germany
with emotions with the number of supply centres gained without emotions. The
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results from comparing 30 simulations with/without emotions for each specific
country show that the emotional agents win fewer times than the regular agents
(11.9% to 16.47% of the games) and they become extinct more often (6.19% to
4.29% of the games).

5.2 User Test

The participants consisted of five males and one female, aged between 23 and 31
years. Four of them had prior experience with Diplomacy, while two had never
played the game before, but all of the players had previous experience with other
computer games. The inexperienced players were given a brief introduction to
the rules and game mechanics of Diplomacy. The participants played Austria
in all games, because of Austria’s geographic position, with many neighbour-
ing countries. Each participant played 3 games of StateCraft to 1905. Game 0:
against a mixture of emotional agents and regular agents and were asked to
identify which emotions the agents were feeling towards them; Game A: against
all emotional agents; Game B against all regular agents. The sequence of Game
A and B were mixed to prevent the effect from that the players become better at
the game. After playing through Game A and B they were asked if they observed
any differences between the two games, and if so, which differences they found
and if they thought one of the games were more fun than the other.

When asked to identify the different emotions after Game 0, only two players
managed to pick an emotion that the agent actually felt towards them. By this,
we can conclude that players are unable to identify the agents’ emotions, at
least not on such a short time frame. Only one inexperienced user and one
experienced user managed to identify an emotion. It is important to point out
that the users do not know how emotions would be expressed through the actions
of the agent. In addition, an agent’s aggression caused by a high joy intensity
may be misinterpreted by the users as the aggression caused by a high anger
intensity.

After playing Game A and Game B, four of the players thought that it was
more fun to play against emotional agents, one thought it was more fun to play
against the regular agents and one did not notice any difference between the two
games. Several of the participants mentioned that the game against emotional
agents were more fun since they performed better themselves, and therefore the
game appealed to their feeling of mastering. This is also supported by the fact
that the only player who performed better against the regular agents is the same
person that found it more fun to play against the regular agents. One player
stated, ”Game A was more fun. Simply because I got 12 centres, but it was the
second game that was most challenging. But since I lost in the end, it was less
fun”. When asked if they observed any differences between the two games, all
participants except one thought there was a difference.

On average, the players end up with an average of 2.5 supply centres when
they play against regular agents compared to an average of 5.5 supply centres
when they play against emotional agents. This corresponds with the results from
the simulations where Germany and Russia performed far worse with emotions.
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Austria, which is the country that the users played, is a neighbour to both
Germany and Russia, and this can explain why most of the players performed
better against the emotional agents.

6 Conclusion

In this paper we presented the implementation of Emotion Module based on
OCC-model and results from player interview. The results from the data sim-
ulations show that some countries perform worse with emotions. The countries
that perform worse are the countries which are better off using a more conserva-
tive approach. However, not all countries are punished for using emotions, and
some countries even perform better with emotions. The common denominator
for these countries is that their home provinces are hard to infiltrate for opposing
countries. We were able to determine that it is very difficult for a human player
to identify which emotions the agents were feeling in such a short amount of
time. But even if the players did not manage to identify the agents’ emotions, it
appears that most of the participants thought it was more fun to play against
agents with emotions than agents without emotions.
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Abstract. Virtual Environments can be considered as asynchronous distributed 
systems with static and highly dynamic aspects. Despite a number of available 
design tools, the dynamic aspects, behaviour and interaction, are mainly de-
signed and developed with ad hoc solutions utilizing high-level programming or 
scripting languages without any engineered design procedure. This leads to  
neither reusable nor readable solutions letting design of dynamic in Virtual En-
vironments still a complex and time-consuming task. In this work the Asyn-
chronous Multi-Agent Abstract State Machine model is analyzed. Its suitability 
to the design of dynamic aspects of Virtual Environments is evaluated in order 
to put the basis to the development of a design methodology unifying the intui-
tiveness of Agent Based Modeling with the Abstract State Machine theoretical 
foundations and well defined methodology. 

Keywords: Design engineering, Human computer Interaction, Intelligent agent, 
Modeling, Virtual reality. 

1   Introduction  

Virtual Environments (VEs) are characterized by dynamic and static aspects. The 
dynamic aspect of a VE involves all the possible behaviours and interactions associ-
ated with virtual entities. The static aspect involves all the information about geome-
tries and appearances of the virtual entities. In this work we propose an approach to 
design dynamic aspects of VEs by means of Abstract State Machines (ASM) [1] and 
Agent Based Modelling (ABM) [2]. In particular it is considered multimodal interac-
tion between the user and VEs by means of haptic [3] and acoustic devices.  

The design of both aspects of a VE is a very time consuming task. Despite different 
tools are available today for a more intuitive design approach to static scene, such as 
Unreal or Google Sketch up, behaviours and interactions are usually implemented 
with languages or scripting languages. This leads to complex and not reusable code. 
Model-based approaches exist that allow the specification of dynamics in a more 
intuitive way. However complex dynamics often results in very complex models [4].  

The approach presented in this work exploits the intuitiveness of the ABM and the 
theoretical foundation and flexibility of ASM in describing complex dynamic sys-
tems, to specify behaviours and interactions in a unified and integrated procedure. VE 
can be considered as an asynchronous distributed system. It is distributed because 
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contains different types of virtual entities acting and interacting in their neighbour-
hood in a multimodal way with sight, hearing, touch etc. In particular we consider 
user’s Avatar as a special case of virtual agent. It is asynchronous because all the 
entities do not share a unique clock coordinating their actions, but each of them fol-
lows behaviours governed by its own internal logic or by human user behaviour. This 
view allows designers to focus on interaction expressivity and allows more flexibility 
in Avatar behaviour design. We use Asynchronous Multi-Agent ASM (async-ASM) 
to capture the whole model semantic with a unique formal and rigorous solution.  

The work is organized as follows: in the next section general trends in designing 
dynamics in VE are presented. In section 3 the intended VE conceptual model is 
given to better describe which are the interacting actors. Some elements of ASM are 
given in section 4 and section 5 presents a multimodal interactive agent and how it 
can be modelled with ASM. In section 6 the async-ASM used to model the VE dy-
namics is reported, while in section 7 conclusions are drawn. 

2   Related Work 

Many works have been proposed to model VE dynamic through Petri nets based for-
malisms. In modelling behaviours new models such as High Level Petri Nets [5], 
Flownet [6] and Behaviour Transition Networks [7] adds capabilities to the basic 
formalism such as constructs for describing continuous processes. The main disadvan-
tages of these approaches are intrinsic to Petri nets. In [8] it has been shown that Petri 
nets are not appropriate for formalizing exceptions, streaming and traverse-to-
completion. Moreover, according to [9], the lack of a unified Petri-net formalism, 
integrating the different variants used to map different concepts, represents a serious 
obstacle for related approaches.  

For what concerns multimodal interaction, in [10] a graphical notation, called 
NiMMiT, both based on state and data driven model is presented. It is particularly 
focused on the multimodal interaction design. A data driven approach, called InTml, 
can be found in [11]. This is a markup based description language for multimodal 
interaction that exploits the X3D syntax adding nodes to specify input/output devices 
and interaction techniques. These approaches focus on multimodal user interaction 
and do not provide tools to model multimodal generic entities’ interaction. 

An approach allowing designing these components in a unified and integrated way is 
the ABM. With ABM, VEs can be seen as multi-agent systems, in which one, or more, 
virtual actor can be controlled by a given agent. In [12] taxonomy of agent complexity 
is presented based on behavioural and implementation complexities. In particular, im-
plementation complexity is defined even based on the degree of social interaction an 
agent is capable of. In [13] the concept of smart object is introduced. Smart objects are 
virtual entities controlled by agents that make explicit to the user the semantic of the 
object itself. Dobrowolsky [14] describes how a given agent-based architecture can be 
programmed as an ASM to establish a link between well founded notions of multi-agent 
systems and a systematic design and implementation procedure. 

In the VE’s context, Mi and Chen [15] proposed agent architecture for user’s  
avatar in the context of Collaborative Virtual Environments in order to enrich the 
interaction among users. The architecture allows a semi-autonomous Avatar’s agent 
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intelligent behaviour that aims at make some autonomous decisions without overload-
ing the user with too many controls. Usage of ASM in 3D VEs can be found in [16] to 
describe the dynamic of the 3D simulation, resulting in a concise and unambiguous 
high-level formal simulator description. 

The use of ASM formalism is justified by different point of views. Several simi-
larities exist between Petri nets and ASM and [17] shows that the run in a Petri net 
can be expressed by ASM rules, in particular it emphasizes the capability of asyn-
chronous distributed ASMs in modelling the distributed nature of Petri nets. The 
capability of ASM in describing agent based models allows our approach to take into 
account the entire system in both its static and dynamic aspects, through a set ASMs 
implementing an asynchronous distributed ASM. Resuming, we applied ASM ap-
proach considering the advantages it provides under three different points of view. 
When the model expressivity is considered, a rich literature (e.g. [8][18]) shows that 
ASMs have excellent capabilities to capture the behavioural semantics of complex 
dynamic systems, like multimodal VEs, where several different processes occur, often 
with the need to properly model exceptions, streaming and traverse-to-completion. 
Secondly, considering software engineering development issues it is worth noting that 
starting from the ASM formalism a system development process has been defined and 
successfully applied in several complex domains, e.g. telecommunication, program-
ming languages, control systems, and so on [19]. Finally, considering the implementa-
tion point of view, the lack of specific environments for building executable code 
starting from Petri nets models is overcome by using an ASM-based approach thanks 
to tools like AsmL [19] and CoreASM [20]. 

3   The Virtual Environment Model 

As mentioned before a given VE can be divided into static and dynamic aspects. 
Statically a virtual object can be formally defined as follows: 

VO = <G,A,P,H,S>                                                             (1) 

Where, G is the geometry of the object and it is usually defined by geometric primi-
tives or obtained by directly specifying the 3D points cloud and its triangulation. The 
appearance attribute A describes the shape in terms of colours and textures, and how 
it reacts to light points in the scenes as formalized in the Open Inventor standard [21]. 
The attributes in P store information about the current position. Other attributes are 
the H haptic material attribute describing how the object must be felt haptically (stiff-
ness, dumping, static and dynamic friction) and the S attribute describing sounds 
eventually associated to the object. In a multimodal context there could be different 
types of behaviour, as much as the number and type of object interactions. Dynamic 
behaviour describes how the entity moves; visual behaviour refers to the ability of 
some animals to change the appearance of their skin for camouflage or for courting, 
acoustic behaviour allows to play sounds effects or TextToSpeech; haptic behaviour 
allows to express haptic effects such as vibration, attraction and arbitrary force fields. 

Interaction is a component strictly related to behaviours because it defines the acti-
vation sequence of particular event-driven behaviours. An interaction is considered as 
a bidirectional flow of communication involving two or more entities: the entity E1, 
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call it Source, with the behaviour b1, interacts with the entity E2, call it Target, which 
in turns activates the behaviour b2. This last behaviour can induce behaviour activa-
tion in E1 or in another entity E3, or in nobody at all. The sequence of these behav-
iours activation defines the overall interaction, but it can be stated that the interaction 
building block is the behaviours activation between a Source and a Target. In our VE 
model, three types of virtual entities based on the complexity of the behaviour they 
exhibit can be defined: 

Passive Objects (PO): Virtual entities totally unarmed and passive; their state can be 
modified only by interaction with the user or with other objects. They are character-
ized by a behaviour handling their physics, handled by a physic engine, and have no 
internal logic. Some examples are walls, chairs and cups. 

Interactive Entity (IE): It can perceive the surrounding environment and it is associ-
ated with an internal logic to decide the type of behaviour to activate accordingly to 
the perceived input. The types of behaviour are, besides the physic related ones, func-
tional behaviour to reach a goal or send information to other objects. The complexity 
of the internal logic and the richness of the possible behaviours allow IE to range 
from very simple to intelligent agents. 

User’s Avatar: The personification of the user inside the VE. An Avatar can assume 
different forms, from complete human like 3D shape to simple probe, accordingly to 
the type of interaction modalities available to the users. For a virtual observer inside 
the VE that can only perceive the occurring interactions, the Avatar is indistinguish-
able from another IE and it could be considered as a particular type of IE. Avatar and 
IEs, if Non Player Character, can be an interaction Source, while any entity can be a 
Target. In a multimodal interaction more than one behaviour can be activated in paral-
lel, for example a given IE can activate a vibration and a sound to confirm the selec-
tion requested from a Source agent. 

4   Elements of ASM 

ASMs, originally known as Evolving Algebras, were first introduced as a mathemati-
cal method to describe discrete dynamic systems aiming to bridge the gap between 
implementation and specification design models with stepwise transformations of an 
abstract state by applying rules. The concept of abstract state extends the usual notion 
of state occurring in Finite State Machines, it is an arbitrarily simple or complex 
structure, i.e. a collection of domains, with arbitrary functions and relations defined 
on them. On the other hand, rules are basically nested if-then-else clauses with a set of 
functions in their bodies. In each state, the conditions guarding rules are checked: all 
the rules whose conditions are evaluated to true are simultaneously executed, so de-
termining the state transition. 

All the parameters are stored in a set of so called locations and at each time the 
particular configuration of parameters values determines the current state of the ASM. 
The transition from one state to another is described through a set of formulas: 

{if conditioni then updatesi} i = 1,..,n                                            (2) 
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Where each conditioni is the guard of the i-th rule, and each updatesi is a set of as-
signments: f(t1,…,tn) = t. A given function controls the value of a given location based 
on the actual values of n parameters ti; consequently a location can be seen as a pair 
(f,(v1,…,vn)) where f is the function name and vi are the values of the ti parameters. 
The update is the application of f on the set of vn defining the new location value v; it 
can be resumed with the pair (loc, v),  where loc is the location and v its new value. 
Different types of functions can be defined, in particular for the purposes of the pre-
sent work, according to definitions in [17], it is worth considering controlled func-
tions, that are functions updated and only read by the rules of the ASM, monitored 
functions which are externally updated and only read by the ASM, and out functions, 
updated but not read by the ASM and available only to the external environment. In 
order to better manipulate some typical features as the asynchronous parallelism in 
rules execution or non-deterministic choice, the forAll construct is defined:  

forAll x with φ rule(x)                                                        (3) 

meaning that rule(x) is simultaneously executed for every element x satisfying φ. For 
the unambiguous determination of a next state, it is necessary that updates in each 
cycle do not conflict each other, this means that a consistency condition must be pre-
served. We can say that consistency is satisfied in a set of updates “iff” all updates 
refer to distinct locations. The basic concepts of ASM described above have been 
extended to support the design of distributed systems; see section 6 for details. 

5   Multimodal Interactive Agents 

IEs can perceive, at different levels, the world and can act in it. During interaction 
they behave accordingly to the received input and the current configuration of their 
internal attributes. From this point of view an IE can be modelled with an agent: it has 
a set of sensors to perceive the world, a set of effectors to act inside the world, its 
internal configuration can be described by a set of internal states, it has a decision 
making component that according to sensors configuration, current state and a set of 
activation rules, activates certain behaviours through its actuators. We introduce the 
Multimodal Interactive Agent (MIA) to allow IEs to handle a multimodal interaction. 
A MIA can be formally defined as follows: 

MIA = <VO, SE, E, S, R>                                                   (4) 

Where, VO is the controlled virtual object as defined in (1). SE is a finite set of sen-
sors, a sensor can be associated with sight, hear and touch, intended as the ability to 
perceive a contact with another virtual entity. Smell and taste are not covered. The 
Event sensor can be applied to perceive, under certain constraints, the occurrence of a 
given asynchronous event. The attribute E is a finite set of effectors. There is a one to 
one relation between effectors and behaviours; indeed, an effector is the device 
(physical or virtual) through which the behaviour is actuated. We have four types of 
behaviours and consequently four types of effectors: Haptic, Acoustic, Dynamic and 
Visual. The attribute S is the set of possible states in which the agent can pass 
through. It is defined as all the possible configurations of values of VO attributes. The 
attribute R defines the Reasoning Manager and its degree of complexity.  
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Fig. 1. The MIA architecture: the dotted boxes refer to the respective ASM modeling 
components 

The related architecture is reported in figure 1. The Reasoning Manager is com-
posed of a set of deterministic rules and a Decision Making component. A determinis-
tic rule is an if-then-else construct that, given the current state and the current con-
figuration of sensors, determines which effectors, and consequently which behaviour, 
must be activated. The Reasoning Manager controls the state of the related IE, in 
terms of its position, appearance and multimodal displays. Based on the taxonomy 
reported in [12], the MIA can adopt different behavioural complexity based on the 
type of controlled virtual entity. For example IEs with deterministic behaviour can be 
controlled by a simple reflexive based agents in which the Decision Making is absent. 
A MIA has a high complexity for what concern social ability, indeed it act a direct 
communication through multimodal interaction. 

In modelling a MIA through an ASM the first observation is that each MIA attrib-
ute can be stored in an ASM location and handled by an ASM function. In particular, 
VO attributes are handled by controlled functions, functions describing the locations 
of the sensors in SE are in (or monitored) functions and functions handling the effec-
tors in E are out functions of the ASM. The set of states of the ASM is equal to the 
one of the MIA, and the set of update rules can be defined starting from the R attrib-
ute in (4) in a quite straightforward way. 

One of the strengths of the ASM approach is that a related design methodology has 
been developed [17] that refine a high level specification called ground model in a 
top-down procedure. This gives extreme freedom to designer when modelling the 
Decision Making module, indeed it can be initially resumed with a set of very high 
level updates and than can be detailed accordingly to the desired agent complexity. 

As an example, a deterministic MIA controlling an IE acting as an automatic slid-
ing door will be described. User can open the door with haptic interaction using a 
point device such as the PHANToM Desktop device from Sensable (see figure 2). 
The door confirms the selection with a haptic vibration and by changing its colour. 
The opening procedure can be triggered by pressing a given button, while the haptic 
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Fig. 2. A multimodal interaction in a VE. The user opens a sliding door with a haptic device. 
Both the door and the user’s haptic probe are controlled with a MIA 

probe is in contact with the door. The door must remain in its opening state as long as 
the user’s Avatar is inside a given neighbourhood. The door can trigger its closing 
procedure only when the user’s Avatar has left the neighbourhood. During the closing 
procedure if the user returns inside this neighbourhood the open procedure must be 
triggered again. Both for opening and closing procedures the sound of an open-
ing/closing door is played. This MIA can be modelled with an ASM, as follows: 

Highlight: IF Touched(Ωsd) THEN (Vibrate(Ωsd) ∧  ChangeColour(Ωsd)) 
Open: IF (OpeningRequest(Ωsd) ∧ Closed(Ωsd)) THEN (MoveDoor(Ωsd) ∧ PlaySound(Ωsd)) 
Close: IF(Opened(Ωsd ∧ !InsideBB(Ωsd)) THEN (MoveDoor(Ωsd) ∧ PlaySound(Ωsd)) 
Reopen: IF(Closing(Ωsd) ∧ inside(Ωsd)) THEN (MoveDoor(Ωsd) ∧ PlaySound(Ωsd)) 
SlidingDoor: Highlight PAR Open PAR Close PAR Reopen. 

 
With rule SlidingDoor being the main rule. For every ASM cycle, every condition is 
checked in parallel (PAR statement), and the rules associated to true updates are fired 
simultaneously. In this way only the basic rules must be specified, the others are im-
plicitly defined as a composite parallel execution of these building blocks.  

The Avatar’ agent is a quite complex process mediating between the behaviour of the 
human owner and the interaction of the Avatar with the surrounding VE. It is not possi-
ble to describe the entire set of Avatar’s behaviours with deterministic micro-rules as 
with the sliding door. At a very abstract level the internal functioning of an Avatar can 
be resumed with the following actions: perceives the VE, sends the sensed data to the 
user firing the appropriate user interface behaviours, waits for inputs from the user; if 
there are inputs then interprets them to infer commands, fires the associated interface 
behaviours to VE. The relative ASM can be initially described with a very abstract 
model with the following transition rules, with Avatar being the main rule: 

Perception: IF configurationNotUpdated(ΩA) THEN PerceiveVE(ΩA) 
Notification: IF configurationUpdated(ΩA) THEN NotifyUser(ΩA) 
CheckCommand: IF commandReceived(ΩA) THEN IntepretCommand(ΩA) 
Execute: IF commandInterpreted(ΩA) THEN ExecuteCommand(ΩA) 
Avatar: Perception SEQ Notification SEQ CheckCommand SEQ Execute 
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6   An Asynchronous Multi Agent ASM for the VE 

In the considered VE model different interactions could take place asynchronously, 
started by different Sources in the scene; for this reason it is not possible to define a 
global state intended as a configuration of the system in which no transitions, occur-
ring interactions in this case, are in progress. Despite this, as described in section 3, an 
interaction is composed by a set of synchronous actions carried out by a Source and a 
Target, so in any given moment it is possible to univocally describe the state of an 
interaction. Consequently the global state of the VE can be considered as the sum of 
single interaction states. Inconsistencies with concurrent interactions can occur when 
a Target can be interacted by only one Source at a time and when more than one 
Source can interact with the same Target at a time. In the first case a mutual exclusion 
mechanism must prevent a second Source to occupy a busy Target; in the second case 
concurrent interactions must be allowed and monitored to avoid conflicts. 

We modelled the overall dynamics of a VE using an async-ASM. This type of 
ASM is composed by autonomous agents that act independently and are, in turn, 
internally modelled with basic ASMs. Async-ASM allows consistency checking of an 
entire dynamic system with the so called coherence condition. We can define an 
async-ASM run as a set (M,<) of partially ordered moves m; formally we have: 

M = {m1, m2, m3,………,mk-1,mk}; 

Moves are ordered by the < symbol, meaning that if mi < mj then mi is applied before 
mj. Each mk can be a macro executing a run of a single basic ASM or can trigger 
multiple basic ASM runs using the construct reported in (3). The coherence condition 
states that every finite sequential segment X of (M, <) has a state associated σ(X). 
Think of it as the result of all the moves in X with m’ executed before m if m’< m. ∀  
m ∈M the state σ(X) is the result of applying the move m to the state σ (X – {m}) 
[17]. This means that for every partially ordered sub set of M it must be defined a 
state that leads to the execution of the most recent move. Let’s define (M’,<) as: 

M’ = {ms1, mt1, ms2, mt2}; 

Where ms1 and ms2 are execution of rules of a Source agent A and mt1 and mt2 are 
execution of rules belonging to a Target agent B. The interaction must always satisfy 
the coherence condition by allowing the execution of the mt2 move. If this condition is 
satisfied for any given M’, corresponding to as much interactions inside the VE, the 
overall dynamic is synchronized and the async-ASM can continue its run. A mutual 
exclusion mechanism avoids conflicts: whenever a Source wants to interact with a 
Target it sends a selection request first, if the Target is already busy the selection 
request is refused and the Source can wait until the Target returns free or can continue 
with another interaction. If the selection request is accepted the interaction starts and 
the related set M’ is guaranteed to satisfy the coherence condition. This case stands 
even for the case in which a given m inside M activates rules belonging to multiple 
agents by checking each involved Source agent interaction singularly. It can happen 
that two Sources send a selection requests to the same Target simultaneously, in this 
case a request will be chosen randomly. Moreover if a Target can be interacted by 
more than one Source in parallel, a further check is done on the Target type: if it is an 
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IE the selection stands only for the interaction building block duration then the Target 
become available to the next Source in a round robin mechanism until each Source 
has terminated its interaction with the Target. If the Target is a Passive Object, related 
interactions are physic based that can be handled by the used physic engine: it re-
ceives Sources dynamic behaviour data from the async-ASM, such as directions and 
strength of applied forces in a manipulation tasks, and computes the resulting force to 
apply to the Target and its new position. The resulting data are sent back to the async-
ASM that update the Target location with suited monitored functions. Finally the 
global async-ASM handling the VE dynamic is as follows: 

VEASM(Ω VE): 
While !stop(Ω VE

 ) Iterate 

forAll x  with φA do Agent(x)  
forAll x with φT do SelectionChoice(x) 
forAll x with φS do 
 forAll y with φT do 
       if SingleSelection(y) then 
           MutualExclusionSelection(x) 
            Interact(x,y) 
                        else 
            forAll y with φIT do 
                                         RoundRobin(y) 
                             forAll y with φPT do 
                       PhysicInteraction(x,y) 
 

Where φA is the belonging condition to the MIA agent set, φIT and φPT are the belong-
ing conditions to the IE agent and PO sets respectively. It can be noticed how the 
async-ASM refers only to generic variables and makes no assumptions on their na-
ture. The SingleSelection function checks if the Target can be selected by only one 
Source at a time. The MutualExclusionSelection and the RoundRobin functions 
model the respective mechanisms described above, while Interact handles the particu-
lar multimodal interaction, finally the PhysicInteraction handles the integration with 
the physic engine. 

7   Conclusion 

In this work an approach to describe the dynamic of a VE based on the concept of 
ASM has been proposed. A VE can be considered as a distributed system in which 
virtual entities behave and interact in an asynchronous local way. Some of these  
entities are users’ Avatars, others are IE, with which Avatar can interact to receive 
information, or POs. 

Designing and implementing the dynamic of a VEs is quite complex and is usually 
accomplished with ad hoc solutions such as scripts and graphic languages. The paper 
proposes MIA agents and ASMs formalisms to model dynamics. Reflexive MIA can 
be described by basic ASM, while much more effort must be spent to effectively 
model the user’s Avatar due to the nondeterministic behaviour of the human user. For 
this reason a very high level description has been proposed for the Avatar, letting a 
more detailed design to successive refinements work. The single ASM allows to de-
scribe the behavioural aspect of a given virtual entity while the entire dynamic aspect 
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is captured with an async-ASM taking single ASMs as internal updatable locations. 
The async-ASM makes consistency checking by implementing mutual exclusion and 
round robin procedures. 

This work is a first step toward an effective formalization of VEs with ASM in or-
der to give a rigorous engineered method to design behaviours and multimodal inter-
actions in VEs. More effort must be spent to define the functioning of the Avatar  and 
its role inside the model. As various tools exist to simulate ASM execution and make 
automatic consistency checking and code generation, the next step of our research 
will implement the design of multimodal VE here described with CoreAsm. 
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Abstract. This paper presents effective extensions of our previously
proposed algorithm for controlling multiple robots. The robots are con-
nected by communication networks, and the controlling algorithm is
based on a specific Ant Colony Clustering (ACC) algorithm. In tra-
ditional ACC, imaginary ants convey imaginary objects for classifying
them based on some similarities, but in our algorithm, we implemented
the ants as actual mobile software agents that control the mobile robots
which are corresponding to objects. The ant agent as a software agent
guides the mobile robot (object) to which direction it should move. In
the previous approach, we implemented not only the ant but also the
pheromone as mobile software agents to assemble the mobile robots with
as little energy consumption as possible. In our new approach, we take
advantage of the pheromone agents not only to assemble the robots but
also to serialize them. The serializing property is desirable for particular
applications such as gathering carts in airports. We achieve the property
by allowing each ant agent to alternatively receive a pheromone agent.
We have built a simulator based on our algorithm, and conducted nu-
merical experiments to demonstrate the feasibility of our approach. The
experimental results show the effectiveness of our algorithm.

Keywords: Mobile agent, Ant Colony Clustering, Intelligent robot
control.

1 Introduction

When we pass through terminals of the airport, we often see carts scattered in
the walkway and laborers manually collecting them one by one. It is a laborious
task and not a fascinating job. It would be much easier if carts were roughly
gathered in any way before the laborers begin to collect them.

In order to achieve such clustering, we have taken advantage of the Ant Colony
Clustering (ACC) algorithm which is an Ant Colony Optimization (ACO) spe-
cialized for clustering objects. ACO is a swarm intelligence-based method and
a multi-agent system that exploits artificial stigmergy for the solution of com-
binatorial optimization problems. ACC is inspired by the collective behaviors
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of ants, and Deneubourg formulated an algorithm that simulates the ant corps
gathering and brood sorting behaviors [1]. In ACC, artificial ants collect objects
that are scattered in a field, imitating the real ants, so that several clusters are
gradually formed.

We previously proposed an ACC approach using mobile software agents. We
call it distributed ACC [2,3]. In the approach, some Ant agents, which is mobile
software agents corresponding to ants, iteratively traverse robots, which corre-
spond to objects picked up by ants. Once the Ant agent migrates to a free robot
with no other task, it randomly drives the robot as shown by 1 of Fig. 1. If the
robot reaches another robot as shown by 2 of Fig. 1, an Ant agent on the robot
locks its robot, and leaves it to look for another free robot. In our approach, the
pheromone is also implemented as a collection of mobile software agents. We call
them Pheromone agents. Each Pheromone agent is created by an Ant agent on
a robot included in a cluster. Once it is created on the robot, it duplicates itself
and makes the clone migrate to other robots within the scope to disseminate
its effect. The Pheromone agent has a vector datum representing strength and
direction of its attractiveness, which is used for guiding Ant agents as shown by
3 of Fig. 1. Multiple Pheromone agents reaching the same robot are combined
into a single agent with a synthesized vector datum.

Although the previous approach yielded favorable results for its efficiency and
energy consumption in the experiments, it just gathered robots, and did not
consider how to align them as shown by 4 of Fig. 1. Consider applying the
approach to carts in terminals of the airport as mentioned above. After the
carts have been roughly gathered, the laborers would have to take them away,
for which they would serialize the carts. Such serialization task would be still
laborious for the human workers even if the carts are roughly gathered.

We propose a new approach not only gathering robots but also serializing them.
In the approach, a pheromone agent on a robot in a cluster initially has a vector
value indicating a tail position of the cluster, andwhen itmigrates to another robot,

Fig. 1. The outline of the previous algorithm
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the pheromone agent on the destination robot has a new vector value which is syn-
thesized fromavector value of thepheromoneagenton the source andavector value
indicating the source from the destination. Furthermore, when several pheromone
agents migrate to the same robot, an Ant agent on the destination robot picks up
one of them instead of synthesizing them. These extensions and modifications for
the previous approach enable each cluster generated by distributed ACC to be se-
rialized without sacrificing superior properties.

The structure of the balance of this paper is as follows. In the second section,
we describe the background. The third section describes how the new algorithm
performs the quasi optimal clustering of the mobile robots and serializing them
in each cluster. The fourth section describes the numerical experiments using a
simulator based on our algorithm. Finally, we conclude in the fifth section and
discuss future research directions.

2 Background

Kambayashi and Takimoto have proposed a framework for controlling intelli-
gent multiple robots using higher-order mobile agents [4,5,6]. The framework
helps users to construct intelligent robot control software by migration of mobile
agents. Since the migrating agents are higher-order, the control software can be
hierarchically assembled while they are running. Dynamically extending control
software by the migration of mobile agents enables them to make base control
software relatively simple, and to add functionalities one by one as they know the
working environment. Thus they do not have to make the intelligent robot smart
from the beginning or make the robot learn by itself. They can send intelligence
later as new agents. Even though they demonstrate the usefulness of the dynamic
extension of the robot control software by using the higher-order mobile agents,
such higher-order property is not necessary in our setting. We have employed
a simple, non higher-order mobile agent system for our framework. They have
implemented a team of cooperative search robots to show the effectiveness of
their framework, and demonstrated that their framework contributes to energy
saving of multiple robots [6,7]. They have achieved significant saving of energy
for search robot applications.

On the other hand, algorithms that are inspired by behaviors of social in-
sects such as ants to communicate to each other by an indirect communication
called stigmergy are becoming popular [8,9]. Upon observing real ants’ behav-
iors, Dorigo et al. found that ants exchanged information by laying down a trail
of a chemical substance (called pheromone) that is followed by other ants. They
adopted this ant strategy, known as ant colony optimization (ACO), to solve var-
ious optimization problems such as the traveling salesman problem (TSP) [9].
Deneubourg has originally formulated the biology inspired behavioral algorithm
that simulates the ant corps gathering and brood sorting behaviors [1]. Wang
and Zhang proposed an ant inspired approach along this line of research that
sorts objects with multiple robots [10]. Lumer has improved Deneubourg’s model
and proposed a new simulation model that is called Ant Colony Clustering [11].
His method could cluster similar objects into a few groups.
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3 Serializing Robots

In a new algorithm for serializing robots, an Ant agent and a robot respectively
corresponds to an ant and an object of ACC. The Ant agent traverses robots
through repeating migrations to find a free robot with no task, as it does in the
previous approach [2,3]. The steps that the Ant agent takes after finding free
robot A are as follows. Here AA denotes Ant agent, and PA denotes Pheromone
agent:

1. If there is no PA on robot A, an AA makes the robot move randomly as
shown by 1 of Fig. 2.

2. If robot A approaches another robot B during random move, A locks itself
next to B. This constructs a new cluster as shown by 2 of Fig. 2.

3. If a PA migrates to robot A, the PA guides the AA to the destination repre-
sented by its vector datum indicating the back of the robot C on which the
PA was originally created as shown by 3 of Fig. 2.

4. Once robot A reaches the destination in a cluster, the AA makes the robot
turn to the head of the cluster as shown by 4 of Fig. 2.

5. Robot A is locked there as a member of the cluster as shown by 5 of Fig. 2.

Initial clusters are constructed through the first step and the second step. Once
a robot is locked as a member of a cluster, a PA is created on it. In this time,
the PA has initial vector value indicating the back of the robot on which the PA
resides. When the PA migrates to another robot, its vector value is modified. As
shown by Fig. 3, the vector value in which the modification results is calculated

Fig. 2. The outline of the serialization algorithm
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Fig. 3. Calculating the vector value of PA migrating from a locked robot

based on vector value VPA on the source robot of the migration and vector value
Vm which indicates the distance and the direction of the source of the migration
from the destination, as follows:

Vnew = VPA + Vm (1)

It means that the vector value of PA always indicates the back of the robot where
the PA was created even if the PA repeated several migrations. Then the PA
makes AA drive the robot toward the original robot where the PA was created.
The behaviors of the AA with PAs are as follows:

1. If other PAs migrate to the robot with PA, the AA on it picks up the PA
that migrated from the nearest robot.

2. Even if the robot approaches another free robot, the PA guides the AA to
ignore that free robot and makes the robot reach to the destination.

The first rule makes the behaviors of the robot different from those of in the
previous approach when several PAs migrate to the same robot. In the previous
approach, the PAs are synthesized by summing their vector values according to
the vector calculation. On the other hand, in the new approach, an AA just picks
up the PA migrating from the nearest robot. Notice here that the newest PA
among PAs born at the same robot is adopted. Each robot needs to be correctly
led to the back of another robot in a cluster, while synthesized PA merely led
it to any orientation in the cluster. Thus, the rule enables each cluster to be
serialized. In detail, the serialization of each cluster is achieved by the following
steps. Here robot A denotes the robot approaching to a cluster:

1. An AA on robot A allows a PA on robot B that is the nearest to A (the first
robot in the line in Fig. 4) to migrate to A based on the absolute value of its
vector datum. The migration results in the vector value indicating the back
of B, and therefore, AA is guided for driving A to the destination as shown
by 1 of Fig. 4.

2. If there is robot C at the back of B (the second robot in the line in Fig. 4), the
AA on A would allow the PA on C to migrate to A. Since A is approaching to
the back of B, C becomes the nearest robot from A as shown in 2 of Fig. 4.
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Fig. 4. The process for moving to the tail of a cluster

3. If there is nothing at the back of B, A is locked at the tail position of the cluster
as shown in 4 of Fig. 4.

If there is a sequence of several robots behind B, the second step is repeated as
the number of robots behind B, and as a result, robot A reaches the tail of the
cluster. Finally, robot A at the tail position turns to the head of the cluster as
shown by 4 of Fig. 4.

Such a strategy that a robot move to the destination along a lined cluster
makes the robot locked wherever the robot approaches a cluster like the previous
approach. On the other hand, by the second rule, the AA guided by a PA on the
robot makes the robot ignore any clusters except the PA’s destination. Thus,
the rule contributes to suppressing the negative feature that the first rule gives.

The behavior of AA approaching a cluster is described by the pseudo-code
shown in Fig. 5.

4 Experimental Results

In order to demonstrate the effectiveness of our system in a realistic environ-
ment, we have implemented a simulator for serializing robots and conducted
experiments on it. On the simulator, moving and rotating speed of robots, and
lags required in agent migration and object recognition are based on real values
in the previous experiments using PIONEER 3-DX with ERSP [2,3,7]. In the
experiments, we set the following conditions:
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Fig. 5. The pseudocode of Pheromone Walk

1. Robots are scattered in a 500× 500 square field in the simulator.
2. Their initial locations and angles are randomly decided without overlapping.
3. Each robot is represented as a square on the grid field.
4. Locking of each robot is only allowed in the case where it is at the back of

the last robot in lined robots.

In the first set of experiments, we have visualized the results of the previous
approach and the new one, where two hundreds robots were scattered in the
field, and the fifty robots of them had AA. Fig. 6 and 7 show these arrangements
respectively. A gray square on the grid denotes one robot, and a circle with the
robot at the center shows the scope of the PA on the robot. As shown in the
figures, new approach has successfully serialized robots while previous approach
has just formed various shaped clusters, although a few branches have occurred
because of joining of several lines, and a few bent lines have occurred because of
avoiding jutting out the field.

Next, in order to quantitatively discuss these arrangements, we have measured
the total length of clusters, where the length of a cluster is the length of a
diameter of the minimal circle surrounding the cluster and the average of angles
in a cluster. As shown by Fig. 8 and as expected, the total length of the diameters
for the new approach is twice as long as previous one. We can observe that the
arrangement for the new approach is more line-like than the previous one. The
average of angles for previous approach is about 1.5 radian as shown in Fig. 9.
That is about π

2 . It means that each robot of a cluster uniformly faces different
direction. On the other hand, the average of angles for the new approach is much
closer to zero than the previous one. As a result, most robots in a cluster are
facing to the same direction.

The second set of experiments, in order to check whether the some good
properties of the previous approach are preserved or not, we have conducted
several experiments with the different numbers of robots and AAs, and compared
their results. As shown in the top of Fig. 10, in the previous approach, the average
size of a cluster seem to be about 6 to 8 robots, regardless the number of AAs and
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Fig. 6. The result screen of the
previous algorithm

Fig. 7. The result screen of the
new algorithm

Fig. 8. The total length of clusters Fig. 9. The angle variance in a cluster

the robots in the field. On the other hand, in the new approach, the average size
of a cluster has been gradually increasing with the increase of the number of all
the robots. Thus, we can observe that the new approach tends to generate larger
clusters. This is because of the property of the new approach that PA makes a
robot ignore other clusters except the destination cluster. Considering applying
our approach to the arrangement of carts in the airport terminal, it is favorable
property that our new approach creates moderately large (long) clusters as the
experiments show.

Next, as shown in the center of Fig. 10, in the new approach, we can observe
that the time period till convergence for 50 AAs is equal to the time period for
30 AAs though it is less than the time period for 10 AAs, as well as the previous
approach. In addition to that, as shown in the bottom of Fig. 10, the less the
number of AAs is, the shorter the total length of traces of each robot is. Since the
shorter trace means less energy consumption, these results demonstrate that the
new approach also has the beneficial features in which the energy consumption
can be decreased on some levels without sacrificing efficiency. These results show
that the new approach inherits the good properties from the previous approach.
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Fig. 10. The size of cluster, the average time taken till convergence and the total length
of traces
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5 Conclusions

We proposed a serialization algorithm for mobile robots using mobile agents with
the distributed ACC. We showed that the algorithm can achieve the serialization
of clustered robots, and the algorithm also inherits the good features of the
previous algorithm in experiments on a simulation system. On the other hand,
we also found that some serialized clusters bent or branched because of avoiding
jutting out of the field or joining other clusters.

In order to mitigate these problems, we are designing a new algorithm that
makes clusters slowly bent along the edge of the field or other clusters, while
preventing the formed clusters being too large. Furthermore, it would be also
desirable for each robot not to approach the nearest robot in a cluster but to
directly move to the tail of the cluster from the beginning. The new algorithm
should integrate this feature too.
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Abstract. The number of people who need rehabilitation increases day by day 
because of reasons such as laceration, aging, work accidents and etc. Therefore, 
the need of rehabilitation aids is constantly increasing. There are many research 
studies about assistive technologies in rehabilitation. Especially, rehabilitation 
robots have a great importance. Existing rehabilitation robot studies have 
mostly focused on position and force control.  Thus, it is muscular activation 
that should be evaluated to enhance control results, because the same joint tra-
jectory and/or joint torque can be achieved through different muscular combina-
tions. In this study a muscular activation controlled rehabilitation robot system 
for lower limbs is proposed. A probabilistic artificial neural network model, 
which can estimate posteriori probability, was used for discrimination of EMG 
patterns for robot control with EMG signals. 

Keywords: robot, EMG, motion classification, pattern discrimination. 

1   Introduction 

Spinal cord injury, accidents causing damage in brain or brain vessels and similar dis-
eases cause the need for rehabilitation to grow in the whole world. In parallel to this 
situation, related technologies are also developing since smart machines are required for 
supporting physiotherapists in the rehabilitation period. We can classify the systems 
developed in physical therapy such as smart patient chairs, assisting exoskeletal robots, 
intelligent orthosis-prosthesis (orthotic) and therapeutic exercise robots. The physiother-
apy process requires extreme patience from both the patient and the physiotherapist 
besides being an exhausting and expensive process. Additionally, a physiotherapist can 
only treat single patient. Nowadays, in order to find solutions to these problems, intelli-
gent therapy equipment is objective in research and development. 

In physical therapy and rehabilitation-based health centers, therapy exercise appli-
ances such as CPM [1], BIODEX [2] and CYBEX [3] have been used for a long time. 
However, these equipments only have a very limited ability to respond to the patient’s 
reaction and to model the physiotherapist’s movements. Accordingly, studies on re-
habilitation-based robots have increased especially in the last 15 years. Rehabilitation 
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robots have great importance in the fields of future physical therapy and rehabilita-
tion, due to their features:  

─ the ability of doing the repetitive movements accurately throughout the therapy 
─ the ability of measuring the position, the speed and the force and recording these 

measurements by means of its sensors 
─ the data of these measurements reflects the result of the therapy. 

MIT- MANUS [4], GENTLE/s [5], MULOS [6], ARM-Guide [7], MIME [8] are the 
most known rehabilitation robots designed for the upper limbs. These designs are 
developed for the therapy of disorders in motor functions. During the therapy, when 
the patients cannot do the exercises, the robot arm aids the patient. The effectiveness 
of robot-aided therapy has been approved by the clinical studies carried out to the 
present day; refer to [9] and [10]. Besides these studies, rehabilitation robots that 
aimed at modeling the exercises of the physiotherapist have been developed such as: 

─ TEM (Therapeutic Exercises Machine) [11] 
─ REHAROB [12] 
─ PHYSIOTHERABOT [13] 

In all of the studies mentioned above, the force and position sensors detect the pa-
tient’s reactions. The control algorithms of these robots were developed thorough 
these position and force feedback data. However, the muscle of the patient is the place 
where the intention of movement and reactions originally occur in. 

When the patient’s muscle activations can be evaluated under the control of the re-
habilitation robots, the best information about patient’s muscular-nervous system will 
be provided. Thus, this will bring out a more meaningful and more effective control 
and accordingly a better therapy process. Patient’s muscle activation can be obtained 
by EMG (electromyogram) signals. Various EMG-based systems such as human-
machine interfaces, prosthesis, patient chairs, and exterior skeleton robots have been 
developed to the present; see [14]-[18]. 

The applications where robot actuators are used as a control signal by means of 
processed EMG signals are concentrated especially in prosthesis arms and in exo-
skeletal robots. However, among the rehabilitation robots which aim to recover the 
motor skills of patients, the use of EMG signals as the robots control signal is limited, 
especially for lower limbs rehabilitation robots. An assisting robot that is controlled 
by EMG, BIODEX equipment, was compared with passive exercises in terms of the 
wrist joint actions. The analysis indicated that a better result is observed with the 
robot-aided exercises than the passive exercises. The actuators of MIT-MANUS were 
controlled by means of the EMG signals obtained from the muscles. A game aiming 
to improve the motor skills was set up on the patients monitor. The patient was told to 
do the given duties by using his forearm and upper arm together with the robot arm. 
At the states when the patients muscle signals decreased below a certain level, the 
robot arm helped the patient with the exercise. In this study four channel EMG signals 
were used which were obtained from the patients forearm and upper arm regions. In 
situations when one of these signals exceeded the level of logic 1, robot actuators 
were activated. 

There are only a few studies in the literature about EMG controlled rehabilitation 
robots for lower limbs. He and Kiguchi proposed an exoskelatal robot manipulator 
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controlled by EMG signals to assist lower limb motions. This sytem is wearable and it 
transfers torques from motors through rigid links to the human joints. They developed 
a fuzzy-neuro controller to control exoskeletal robot manipulator [19]. Hoshino and et 
al. developed an assistive device for human locomotion. They used EMG signals to 
control of gait support mechanism [20]. 

In this study, we proposed a muscular activation controlled therapeutic exercise ro-
bot system for the rehabilitation of the lower limbs. In the system design, basic reha-
bilitation exercises were references (flexion–extension for knee and hip, abduction-
adduction for the hips). A Cybernetic Human-Machine Interface was developed for 
the control of the proposed system. In this interface, a LLGMN (Log-linearised Gaus-
sian mixture model) algorithm was used for detecting the patient’s movements by 
using EMG signals [21]. The system performs the manual exercises of the physio-
therapist besides the passive, active and active assistive exercises. Main differences of 
proposed system from other rehabilitation robot system for lower limbs are that the 
proposed system is a therapeutic exercise robot system that is controlled by biofeed-
back as well as force and positon feedback and the developed cybernetic interface can 
be classify patient motion in order to detect whether correct muscular activation is 
generated by him. 

2   Robot-Aided Rehabilitation System 

The structure and the elements of the system are shown in the Fig. 1. According to 
this, the system is composed of the physiotherapist (PT), the patient, the rehabilitation 
robot and the cybernetic interface. The PT enters the information about the therapy 
into the system through the user’s interface. This information  consist of parameters 
such as patient’s identification (name-surname, date of birth, kind of illness, physical 
properties of the patient etc.), the limb that will perform the exercise, the kind of the 
exercise, the therapy period, the number of repetitions of exercise and the therapy’s 
degree of difficulty. Furthermore the EMG electrodes are applied to the appropriate 
positions on the patient’s limb by the PT. 

The cybernetic interface is the main control center of the system. It evaluates the 
patient’s EMG signals and the force-position feedback information coming from the 
rehabilitation robot. Then it produces the torque command which is required for the 
robot actuators. Regarding this torque command, the rehabilitation robot helps the 
patient’s movement when it is need.  More detailed information about the rehabilita-
tion robot and the cybernetic interface are given below.  

2.1   Rehabilitation Robot 

In this study a robot mechanism with 3 degrees of freedom aimed at the rehabilitation 
of lower limbs, which was developed by the authors in the earlier studies, was used 
(figure2). The properties of the robot mechanism are given below. (For deeper infor-
mation refer to [22]) 

─ It is able to perform active, passive and active assistive exercises as well as 
model the PT’s exercise movements. 
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─ It is a 3-DOF robot manipulator. Thanks to this feature, it can perform the flex-
ion-extension movement for the knee and hip and the abduction-adduction 
movement for the hip.  

─ It uses two special force sensors suitable for rehabilitation in order to measure 
the reacting force of the patient.  

─ Safety is ensured using both software and hardware.  

 

Fig. 1. Robot aided rehabilitation system 

   

Fig. 2. Rehabilitation robot and positions of force sensors 

2.2   Cybernetic Interface 

The Cybernetic interface is the control center of the system. The block diagram of the 
interface is given by figure 3. Explanations regarding its units are given below.  

2.2.1   EMG Signal Processing Unit 
At the EMG signal processing unit EMG signals coming from the electrodes that are 
tied to patient’s skin are evaluated and used for controlling. This process is performed as 
follows (see also figure 4). EMG signals coming from L pairs of electrodes are lin-
earized, amplified and filtered respectively. The filtered signals are exemplified sampled 
with 1 kHz frequency by DAQ cards. Sampled signals are defined as EMGi (t) (i = 1, 
2,…, L). EMGi (t) signal is normalized as the sum of the signals coming from L chan-
nels electrodes to be 1. The normalized EMG signal is defined in Equation (1). 
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Fig. 3. Cybernetic interface 

 

  (1) 

 
 

In this equation, )(tGEM i′  represents the normalized EMG signals, whereas EMGi
rest 

represents the mean value of EMGi(t) of the related limb at rest.  Normalized EMG 
signals are transmitted to related units as shown in Figure 3.  

 

Fig. 4. EMG Signal Processing 

2.2.2   Log-Linearized Gaussian Mixture Model Network (LLGMN) Unit   
In this study, a probabilistic artificial neural network model, which can estimate posteri-
ori probability, was used for discrimination of EMG patterns in order to determine the 
EMG-based joint movement [21]. The network structure was built on a statistical model 
which is composed of log-normal gauss components. Normalized EMG signals are 
taken by the LLGMN unit for classifying the movements. At first, the signals are proc-
essed into a non-linear transformation and then transmitted to LLGMN network model. 
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The output of the network is the information of the posteriori probability values ob-
tained from the sampled EMG patterns or the information of the movements, the inter-
preted state of these values. These phases are shown in Figure 5. Besides this, the en-
tropy value is also calculated in order to detect the patterns which cannot be decoupled 
by the network. If the value of entropy is near to zero, it indicates a right discrimination. 
If it is near to one, it indicates a wrong discrimination. The network does not give any 
output in case of exceeding the previously determined entropy value. 

 

Fig. 5. Log-linearised Gaussian mixture model network (LLGMN) 

2.2.3   Muscle Activation Evaluation Unit 
The muscle activation (MA) is defined in the equation (2). 

   

(2) 

 
 

In this equation, EMGi
rest represents the limb at rest and EMGi

max represents the mean 
value of EMGi (t) when the maximum muscle contraction occurs. The calculated 
value of muscle efficiency is transmitted to the exercise selection unit and is used as a 
selection parameter for appropriate kind of exercise.  

2.2.4   Exercise Selection Unit 
The proposed system can perform passive, active-assistive, active and resistive exer-
cises. The exercise selection unit selects the appropriate exercise type through switch-
ing method, by using the value of muscle efficiency obtained from the force, position 
and EMG feedback data and by using the information about the exercise type deter-
mined by the physiotherapist.  

2.2.5   Contraction Evaluation Unit 
A muscle contracture is a shortening of a muscle or joint. It is usually in response to 
prolonged hypertonic spasticity in a concentrated muscle area, such as is seen in the 
tightest muscles of people with conditions like spastic cerebral palsy. In case of  
contracture, this evaluation unit, which is designed for preventing the system from 
hurting the patient, analyzes contracture. Depending on this analysis, the robots 
movements are regulated in an appropriate way. Then the necessary information is 
sent to the conventional control gear. 
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2.2.6   Active Motor Selection Unit 
In this unit, the servo drives which should be allowed are determined in accordance 
with the movement information coming from LLGMN unit. 

2.2.7   Performance Evaluation Unit 
This unit is used to evaluate the patient’s performance during the rehabilitation ses-
sion. According to the exercise type, three different performance indices are used. 
These are EMG pattern index, EMG amplitude index and mechanic parameters index 
(angle of joint, torque, speed). Each index has two different evaluations: patient index 
and error index. Patient index reflects only patient’s performance, whereas error index 
detects the error between the patient’s performance and the commands sent to patient 
from the system. In patient index, three different values are calculated: time-
dependent instantaneous values, the mean value of time for each trial and the total 
mean value of all trials in a session. 

The normalized EMG signals, the value of muscle efficiency and mechanic pa-
rameters (torque, speed, position) are calculated or measured for instantaneous values. 
By using the time mean values, patient or PT can evaluate the result of the therapy 
after every trial. The daily therapy evaluation can be done with the total mean value 
which is calculated at the end of all trials. 

The error index indicates the patient’s performance ratio and the mean value of the 
errors in the process. 

2.2.8   Conventional Controller 
Among the exercises performed by the system, the passive exercises require position 
control, active-assistive exercises require force and position control, active and resis-
tive exercises require force control. In the proposed system, impedance control 
method will be used for force control, whereas proportional-integral-derivative (PID) 
position control method will be used for position control. The conventional control 
unit will select the control method. Additionally, impedance parameters selection unit, 
which is located in this unit, will select the appropriate impedance control parameters 
in accordance with the exercise type. 

3   Materials and Method 

The system has the two separate working modes learning and therapy. The learning 
mode aims the patient’s movements to be learned by the system by means of EMG 
signals. With this purpose, EMG electrodes are placed on the related muscles in ac-
cordance to (regarding) the limb to be rehabilitated and the kind of movement (flex-
ion-extension, abduction-adduction, etc.). The related movements are done by the 
patient. For each movement EMG signals are recorded. The learning data is selected 
from within these recorded signals. The network is trained by the selected data. After 
the training is completed, the network is ready to classify the movements and the 
learning phase ends. 

In the therapy phase, the patient is attached to the rehabilitation robot without re-
placing the position of the EMG electrodes. The related exercise type is selected by 
PT. In therapy stage, the duties of the patient are reflected to the patient’s monitor. 
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The patient is asked to perform these duties, although he is attached to the robot arm. 
The cybernetic interface, which evaluates the EMG signals and force-position data 
coming from the rehabilitation robot, produces the motor control signal. 

Thus, the rehabilitation robot moves. During the active exercises, patients EMG 
signal level (measured by muscle efficiency) and decrease in force or contracture case 
are evaluated by cybernetic interface. The rehabilitation robot helps the patient with 
the exercise as much as required. In case of contracture, in order to prevent injury, the 
rehabilitation robot moves with appropriate force and position regarding feedback 
signal levels or stops the whole movement. Rehabilitation robot has also the ability to 
perform passive exercises and resistive exercises. Also during these exercises the 
patient’s state is controlled continuously by the feedback information. When needed 
the system can make some changes in the applied force and position. This process 
increases the software security besides hardware security elements (limit switches, 
emergency buttons, mechanical limitations). 

4   Conclusion 

In this study, we proposed a muscular activation controlled rehabilitation robot sys-
tem for lower limbs. The system is designed to imply the patient’s muscle signals to 
the force-position feedback control method. A probabilistic artificial neural network 
model, which can estimate posteriori probability, was used for discrimination of EMG 
patterns for robot control with EMG signals. 

Physiotherapists scale human muscles with six different levels from 0 to 5. Zero 
level represents the muscles with no contraction, whereas level five represents the 
strongest muscles. The type of the applied exercises change according to this scale 
[22]. The system can especially be used for rehabilitation of the patients with muscle 
levels 0, 1, 2 and 3. There may occur some problems in classifying the EMG signals 
obtained from the patients with 1 and 2 level muscles, because the patient cannot use 
his muscles properly and contracture may occur. For this reason, the patients who will 
use the system will require training which will provide them the knowledge to use 
their muscles properly. This training will be constituted by games based on perform-
ance. In the future study, the performance of the proposed robot-assisting system will 
be tested by healthy subjects and then patients. 
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Abstract. In order to assist elderly or disabled people in supermarkets,
we have developed a control system for shopping carts that automati-
cally follow their users. This system liberates elderly and disabled people
from the burden of pushing shopping carts, because our proposed shop-
ping cart is essentially a type of autonomous mobile robot that recognizes
its user and follows him or her. In this paper, we describe the control
system of a novel robot shopping cart that follows the user accurately
and automatically. The accuracy is achieved by the infrared laser beam
that the cart emits. The cart has a laser range sensor so that it can mea-
sure the position and distance of its user. The autonomous mobile robot
shopping cart is equipped with an evasion system to prevent collisions
with other people, store shelves or other obstacles. The robot shopping
cart control system works by adapting itself to a general shopping cart
by equipping it with driving part and process computer. Therefore, the
device can be detached and can be used in different stores. We developed,
implemented, and evaluated the robot shopping cart equipped with this
system, and conducted numerical experiments on a simulator. The sim-
ulator uses the real data we have collected from the robot shopping cart
we have built. The results of the experiments demonstrate that the robot
shopping cart is feasible in real store environment.

Keywords: robot control systems, autonomic mobile robot, laser range
sensor (LRS), automatic mapping system, self-position estimation.

1 Introduction

We see shopping carts in the supermarket everyday. Customers are pushing
around them to carry merchandises. They usually push the carts by using both
of their hands. Therefore, if the customer has only one hand, or she has to hold
her child’s hand, pushing carts is a real burden for her. If she has two or more
children, pushing shopping cart is almost impossible. In order to ameliorate the
situation and assist the disabled, we have developed an automatic shopping cart
that automatically goes after the user of the cart. By using our robot carts,
it is possible for customers to pick up merchandises using both hands and to
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scrutinize the merchandises. Further, this system enables even people who cannot
push a cart to enjoy shopping without human assistants.

The authors have studied robot shopping carts (Fig. 1) [1] [2] [3] [4]. This
robot cart goes after its user using Laser Range Sensor (hereafter referred to as
LRS). So far our robot shopping cart successfully follows its owner.

Even though this type of robot can successfully track and chase its user, but
the ability is not perfect. There are many obstacles in a supermarket, such as
shopping shelves and display tables. They interfere in the chase of the robot
carts. The presence of other customers also prevents the cart from recognizing
its owner. Autonomous mobile robots that successfully work in a super market
must satisfy the following conditions. First, they must recognize the wall and the
shelf as obstacles. Second, they must identify the moving objects such as people
(other customers) as obstacles. In order to achieve these goals, the robot needs
to possess a collision avoidance system.

Recently, robotics research is active in various fields due to increasing demands
for autonomous mobile robots [5] [6]. We can see them as a part of everyday life
such as conveyer robots in indoor plants and security robots in offices [6] [7]
[8]. However, robots used in retail stores are rare and unique [9] [10]. In retail
stores, location for autonomous robots is extremely difficult in conventional ways.
Because there are too many people come and go and shelves are lined up with the
same regularity; it is too easy to be lost in a supermarket. In order to develop a
practical shopping cart robot, we need to make them adhere to its owner as well
as make them avoid any obstacles. So far we are only aware of one robot shopping
cart project that is the one conducted at the Tokyo University of Science[9] [10].
Theirs is the most closely related work. Their robot shopping cart employs a web
camera in order to track its user. Therefore it suffers the narrow range of view,
and consequently it easily loses the sight of the user. Our system demonstrates
superior effectiveness to track the human owner. Because LRS has much wider
detection area than any web cameras can cover. We describe the LRS we employ
in the next section. In this paper we present the development of a shopping cart
robot that follows its owner. In addition to the user tracking system, we are
aware of the importance of collision avoidance and preventing run-away system
as well as durable batteries. The shopping cart robot is designed to stop when it
is get lost to prevent undesirable movements. The battery we employ can serve

Fig. 1. The shopping cart robot
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the shopping cart about three hours, and the duration time is more than enough
for a single shopping activity.

The structure of the balance of this paper is as follows. In the second sec-
tion, we present the control system that enables the robot cart to follow the
user. It intensively uses LRS to locate the user. In the third section, we present
the obstacle avoidance system that enables the robot cart to avoid. The fourth
section reports the numerical experiments that demonstrate the feasibility of
our robot shopping carts. Finally we conclude our discussion and propose future
developments in the fifth section.

2 The Control System That Uses LRS to Follow Its User

Our shopping cart robot uses LRS “URG-04LX (made by Hokuyo Electric Ma-
chinery Ltd.)” (see Fig. 2) to recognize surrounding circumstances such as the
owner that the robot chases and obstacles. This sensor can detect objects in
the distance of 4m and in the azimuth of 240 degree on a horizontal plane by
using the infrared ray laser light almost in real-time. Fig. 3 shows experiment
environment and the obtained image by the sensor.

2.1 Judging the User Position

The following technique is used to judge owner’s position. First, the system
analyzes the data acquired from LRS and detects the boundary of user’s both
sides, then calculates the central angle between boundaries. This makes the
system recognize the user’s position. The robot follows the owner by this method
(Fig.4). We have observed that detection is accurate enough in the 4m range,
and not affected by obstacles. Fig. 5 shows the result of an experiment that
judges the position of the user. The system ignores the other customer located
in the left-hand side.

2.2 Calculation of the Motor Operation Amount

The velocity of the motor of the shopping cart robot is determined based on the
distance of the user and the following cart. The control system tries to make the
cart robot always keep the distance of 1m behind the person whom it follows.
The motor itself has a microcomputer and uses it for controlling its operation in
PWM. The microcomputer calculates how much speed the motor should rotate

Fig. 2. LRS “URG-04LX”
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Fig. 3. Obtained image by the sensor

and send it to the motor. The system uses the proportional control formula (1)
to calculate the rotation velocity. A gradual acceleration and deceleration of the
motor can be achieved by this method.

R(t) = Kp •
(
V des(t) − V act(t)

)
. (1)

R(t) is the calculated motor rotation velocity. V des(t) is the target motor rotation
velocity, and V act(t) is the current velocity. Kp is the proportion control gain. The
cart robot has two motors to provide locomotion left and right tires independently.

2.3 Discussion of the Following System

We have evaluated our cart robot system through numerical experiments. We
have observed that as long as the user walks straight and her walking speed is
less than two kilometers per hour, the robot can successfully follow the user.
This constraint comes from two machine constraints: one is the maximum speed
of the cart is about two kilometers, and the other is the maximum measurement
distance of the LRS is about 4 meters. Therefore, as long as the user walks
slowly without abrupt turning, the cart robot chases the user steadily. However,
walking less than two kilometers per hour is severe constraint, and we have to
improve the motors we employ to drive the cart so that the cart robot can follow
whoever walks in natural speed.

When we improve the driving force for the cart robot, we have to take account
the safeties. It must avoid any collision. Simple following algorithm may causes
various collisions especially in the case that the owner of the shopping cart robot
turns into an aisle as shown in Fig. 7. Such situation led us to develop a collision
avoidance system.

In order to accommodate the curve and the turnabout of the cart robot, the
control system gives different rotation velocities to the right and left motors.
It is possible to provide different velocities for right and left motors. When the
velocity is set to minus, the motor rotates in reverse direction.

The ratio of curve is calculated from the user’s position through the right and
left divergence. The angle between the user’s position and the center line of LRS
is calculated by using the cosine theorem. And then the velocities of left and right
tires are obtained by using the formula (2). V desL(t) is the rotation velocity of the
left tire, and V desR(t) is that of right tire. Here, k is the constant coefficient we
have empirically obtained through experiments. Fig. 6 depicts the situation.
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V desL(t) = V des(t) + k • θ

V desR(t) = V des(t) + k • θ (2)

Fig. 4. User detection method by sensor

Fig. 5. Judges the position of the user

Fig. 6. Speed instruction of motor
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Fig. 7. Colliding case

3 Collision Avoidance System

As the shopping cart robot follows the owner, it finds obstacles such as shelves, or
other customers as well as fellow shopping cart robots. The shopping cart robot
must avoid the collision with such obstacles in order to achieve its goal. We have
integrated a collision avoidance system. We explain that system in the section.

3.1 Obstacle Evasion Technique

Each shopping cart robot has certain collision precaution area in front of it.
When the robot finds an obstacle in the collision precaution area, the robot
starts evasion movement as shown in Fig.8. The width of the collision precaution

Fig. 8. Calculation of avoided angle
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area is a minimum turning circle of the robot, and the height of the area is a
distance to the owner. The top point A of the obstacle in Fig.8 is a point that
is nearest from the centerline of the collision precaution area. The A is defined
as the point where |x| (shown in formula (3)) becomes minimum value. In order
to determine the point A and |x|, the calculation of formula (3) is performed for
every measurement of r of LRS within the range from 0 to 180 degree within the
collision precaution area.

|x| = |r cos θ| (3)

θ′′ = θ − arccos
(y

r

)
(4)

4 Operational Experiments

In order to demonstrate the feasibility of the robot shopping cart system, we
construct a simulator. The simulator employs the real data the real shopping
cart robot provides. The numerical experiments using the simulator show our
system is feasible in practical setting.

4.1 Operation Experiment

In the experiment, we set the following conditions.

1. The floor has enough friction so that the shopping cart robot does not have
to consider any slipping wheels.

2. There is no obstacle whose height is too low for LRS to sense. We assume
the LRS can detect all the obstacle the robot encounters.

The user of the simulator can control the customer’s movement by using the
mouse of the computer. The user is required to move cursor slow and steady
enough so that the shopping cart robot can follow.

We have implemented the behaviors of the shopping cart robot in the simu-
lator the same as those of the real shopping cart robot. We have observed that
the cart robot successfully follows the owner while avoiding any possible obsta-
cles. We have confirmed that the obstacle evasion system is just effective. The
cart robot has problem to enter in narrow aisles. If the passage is narrower than
the contact precaution area of the shopping cart, it is impossible for the cart
to enter. As shown in Table 1 , it is practically infeasible if the passage width
is narrower than 120cm. However, then real operational environment, i.e. store
floor layout, requires more than 150cm width, the restriction causes no problem.

4.2 Operation Experiment That Uses Store Model

We have conducted a set of experiments in a real general convenience store
layout. The scenario is a customer picks the shopping cart robot at the entrance,
picks three merchandises at different places, and then come to the casher to check
out as shown in Fig. 9.
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Table 1. Results of an experiment in simulator

Width of aisle (cm) 150 140 130 120 110 100

Success rate 100% 96% 94% 40% 8% 2%

As a result of the experiments in the model convenience store, we have ob-
served that the shopping cart robot successfully followed as shown in Fig. 9. The
shopping cart robot can not only follow the customer but also turn 180 degree
after the customer picks the third merchandise and turns to the casher. We can
conclude that our shopping cart system is practically feasible, and ready to be
used in real convenience store.

During the experiments, we tried a few collision detection and avoidance tests.
Since the shopping cart robot is designed to keep certain distance, i.e. 1 to
1.5m, from the user to prevent collide with the user from the behind, the same
mechanism works when a third customer interfere into them and the cart stops.
Sometimes, however, the cart recognizes the interfered person as its owner. We
have to solve this problem.

Fig. 9. Trace of the shopping cart in a model store

5 Conclusions and Future Works

We have developed a shopping cart robot system. The shopping cart robot suc-
cessfully follows its owner while it avoids any collision. In order to demonstrate
the feasibility of our system, we have constructed a simulator based on data we
have collected by the prototyped real shopping cart robots. We are planning to
introduce this shopping cart robot into a real convenience store, and collect real
data. We are confident that our approach is feasible and contributes to old and
disabled people by lessening the burden of carrying merchandises.
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One problem we have to solve immediately is the issue of “hijacking” of the
robot. When a third person cut across between the owner of the shopping cart
and the cart, the robot shopping cart sometimes end-up following the third
person. This problem can be solved relatively easily to employ a web camera
with simple color recognition capability so that the robot recognizes the color of
the clothes of the owner and to ignore any person with different garments. Even
with such amelioration, the recognition of the owner cannot be perfect, and the
shopping cart may stray from the owner. Within the restriction of shopping cart
application, such miss-recognition would not be a big problem. When the owner
finds her cart missing, she can always returns and re-catches the cart. In the
first place, the ownership of the shopping cart is just temporary.
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Abstract. We proposed an integrated management system for Electric
Vehicle Charging Stations, which were controlled by a remote monitor-
ing server. All the information transferred by the charging stations was
stored in the database, and was used for the analysis. Using the ac-
cumulated data, the proposed system was able to predict the amount
of electricity. The system users could read various reports using a Web
browser. In addition, the proposed system could be used in V2G due to
its bidirectional communication and remote control abilities.

1 Introduction

With the concerns over fossil fuel depletion and severe environmental problems,
many countries were making efforts to produce eco-friendly energy that did not
require combustion. The plug-in electric vehicle (EV) allowed the efficient con-
struction of a locally distributed generation system using its mobility and energy
storage capacity. Therefore, it was being actively studied worldwide.[1,2,3,4]

To popularize EV, the technical environment must be considered for the es-
tablishment of a stable power supply infrastructure. The charging station (CS),
which supplied charging service based on a stable power supply, was required
for the widespread penetration of EVs. In addition, the realization of the energy
transportation feature of EVs required a system that controls the CS so that it
could serve as an interface with the power distribution network. Accordingly, an
integrated system was required to estimate the required power and manage the
CS, efficiently. In this study, a system for CS management was described.

The CS, proposed in [1], didn’t have the monitor for the realization of low
cost. This function was implemented by using a display device in the vehicle or
on the client telephone. However, it was nearly impossible to make the system
which can support all kinds of vehicles or telephones. Moreover, for Ubiquitous
Environments, it seemed to be more adequate to be connected to the Internet.
So, the CS was designed to have the monitor for displaying various events and
messages related to the charging, and could have access to the Internet.

The most of legacy system for the charging was intended for a charging
stand/station [1,3,4,5,6]. However, according to presentation [2], the proper
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amount of CSs was 2.5 times the number of EVs. Therefore, a system for moni-
toring and managing all CSs was necessary. We propose a system that users or
managers were able to control CSs through the Internet.

Furthermore, the proposed system collected and stored all data transmitted
from CSs. Based on the accumulated data, the manager could predict electric
power demand, and can require electric power dispatch in advance. Consequen-
tially, the proposed system could supply the stable power source and can be used
in V2G due to its bidirectional communication and remote control abilities.

2 Integrated Charging Station Management System

The integrated management system (IMS) for electric vehicle charging stations is
used to manage diverse types of discrete CS. Currently, only the quick CS trans-
fers the status information and exchanges charging information via the battery
management system (BMS) and the controller area network (CAN). The battery
status information can also ensure more efficient charging in a low-voltage envi-
ronment. In addition, the status exchange with BMS via CAN communication
is also being considered for slow CS. To enable the use of the system for V2G,
communication with BMS is essential to accurately check the battery capacity
and SOC. In the proposed system, a user interface was implemented on a low-
power panel personal computer (PC), the OS of which was Microsoft Windows
XP to allow CAN communication with BMS and the easy use of CS.

IMS consists of the CS, the aggregator server (AS), the monitoring client
(MC), and the PC. AS and MC can be separated or integrated to improve
convenience and the systems performance. Fig. 1 shows the system concept that
enables integrated management of charging stations.

Fig. 1. Overview of the integrated management system for electric vehicle charging
stations
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2.1 Database Table Design

The tables for efficient data storage are classified into the charging station table
(tblChargingStation), the user information table (tblUserInfo), the tag use table
(tblTagUse), and the station information table (tblStationInfo).

The tblChargingStation table is used to store the CS installation information.
The ID, latitude/ longitude, and a type of CS are stored. After the installation
of CS, the administrator receives GPS coordinate of CS and enters it. The IP
address, which is enclosed in the data packet that is transferred by CS for the
two-way control, is extracted and stored.

tblStationInfo is a table that is used to store CS status data. In it, the high/low
temperature, current, and voltage of CS are stored. Using the change in the
current, the start and end points of charging can be checked. Through the ac-
cumulation of amperage, the required electric energy can be estimated.

tblTagUse is a relationship table that represents the relationship between the
user and CS. When the charging is completed, the charging station ID informa-
tion, tag ID information, total charging energy, and charging time are stored.
The tblTagUse table is used to provide the user diverse statistical data.

The tblUserInfo table stores the user information and authentication card infor-
mation filled up during the user registration process. It includes the address infor-
mation for the future billing. Fig. 2 shows the relationships between the tables.

Fig. 2. Relationship between tables

2.2 Charging Station Agent (CS)

CS supplies electric power directly to the electric vehicles. In implementing V2G,
however, CS can also deliver the power to the distribution network. For this pur-
pose, two-way control must be possible for CS to provide power bidirectionally.
To efficiently manage CS, five message types are defined.

– Periodic: This message delivers the charger status information to the AS:
i.e., the measured charger temperature, current, and voltage. This informa-
tion can be used to recognize and arrest the errors and problems of CS.
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– Authentication: When authentication is required for the user to be able
to use CS, this message delivers the user’s RFID tag information to AS.

– StartCharging: When the authorized user starts charging, the CS delivers
the data, including the required energy and charging time, to AS.

– FinishCharging: When the charging is completed, the CS delivers the rea-
son for the ending of the charging, the actual charging amount, and the
charging time to AS. These messages are accumulated with the periodic
messages, and can be used to estimate the electric energy.

– Response: When the administrator requests for charger control command
or status data transfer using MC, the AS delivers the request message to
the corresponding CS. CS processes the request in response, and reports the
process results with a response message.

To implement smooth CS communication, the Windows Communication Foun-
dation (WCF) of Microsoft was used for the communication with AS. WCF
provides a communication method that can be used in diverse environments
without modifying service programs, and enables the user to select the optimal
communication method for a given environment.

Fig. 3 shows the operating screen of CS, which is installed in the Korea Elec-
trotechnology Research Institute (KERI) in the republic of korea. To ensure
intuitive and easy operation of CS, simple descriptions are displayed on top of
the GUI screen. Because CAN communication is not provided for slow charging,
the progress is displayed with the requested value as reference. When the battery
is fully charged, the current drops to below 0.3 A. Accordingly, the battery is
considered fully charged when the current drops to the current value. Therefore,
the requested charging amount may differ from the actually supplied amount.

Fig. 3. Operating screenshot of a charging station

2.3 Aggregator Server (AS)

AS is a server that performs a service in response to the request of CS and PC.
It provides the following three services.

– Status information: The AS analyzes the status information message de-
livered by CS, and if there is any error or abnormality, it sends an alarm
message to MS using Microsoft Message Queue (MSMQ).
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– User: The user management plays two roles. The first role is to respond to
the authentication message delivered from CS. The second role is to provide
diverse statistical data when the user accesses AS using the Http protocol.

– Charging Station: After the communication status information is stored
in each charger, the administrator can request for the current status data
on a specific charger from MS, and MS sends the administrator’s request to
the charger using the demand message.

When events occur, AS delivers all information to MC using MSMQ. There-
fore, the administrator can asymmetrically receive messages, and because the
messages are stored in the message queue when MC is not in operation, the
administrator can check all delivered messages later when MC is operated.

Fig. 4 shows the user authentication process in the simulation environment
in KERI. If a user that has an RFID tag that is registered to AS requests for
authentication from CS, AS stores the data in the database, and delivers them
to the monitoring server. The monitoring server displays the data delivered by
AS on the right side of the administrator’s GUI screen. The most recent updated
information is displayed on top. All the data delivered from CS are transferred
and displayed in the same manner as that shown in Fig. 4.

Fig. 4. User authentication process

2.4 Monitoring Client (MC)

MC allows the administrator to recognize the charger status, and to deliver the
control commands to the charger. For this purpose, MC has three components.

– Real-time information: AS delivers the event information from CS using
MSMQ, and MC promptly displays the received information on the screen.
Thus, the administrator can recognize all messages delivered from CS in real
time.

– Report development: The administrator can directly access the database
to analyze the stored data, and estimate the required energy or energy flow
based on the accumulated data. The users’ charging patterns can be analyzed
and used for V2G.

– Remote control: For the administrator’s easy control of CS, MC has the
actuator button for charging control on the detailed information window
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of CS, and a request button for real measurements during the operation.
A detailed actuator and request command for V2G could then be easily
implemented later.

Fig. 5 shows the screen that displays the real-time temperature data received
from the CS. To search for the detailed status of a specific CS, CS to be controlled
must be selected from the tree box on the left. The detailed information window
that pops up displays the installation information on the selected CS and the
data delivered from CS. In addition, the statistical information tab provides
statistics by period.

Fig. 5. Opened window for statistical reports

2.5 Personal Computer (PC)

PC is a personalized terminal that the authorized user can use with a Web browser
to inquire on diverse usage statistics, or to manage such statistics. We are develop-
ing a systemwhich ismonitoring and controlling aCSona development kit, instead
of a smart phone, based on Windows Embedded CE 6.0, as shown in Fig 6.

Fig. 6. Operating screenshot of a smart device based on Windows Embedded CE 6.0
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3 Conclusion

In this paper, a system was implemented to manage and control the charging
station bidirectionally, and the system was applied to the charging infrastructure
in KERI and in the operation for the efficiency verification and simulation test.
The proposed system collected and stored all data transmitted from CSs.

The manager, based on the accumulated data in the IMS database, could
predict electric power demand, and can require electric power dispatch in ad-
vance. The manufactured management system can be linked with V2G of the
smart grid to monitor and control the charging station that enables bidirectional
power dispatch.
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Abstract. Recently, demand for software has been increasing due to
the influence of factory and office automation, so a software crisis has
begun. Concerned with this situation, interest of automatic program gen-
eration has been increased. An automatic program generation system
MAPP(Module Aided Programming system by Prolog) uses specifica-
tions written in easily understood language, and data structures with
customized target objects using the generic Prolog module library. Dur-
ing program generation, using input and output conditions of modules,
MAPP tries to compensate for any missing specifications when they are
not completely described. In this paper, Petri nets will be used corre-
sponds input-output conditions check of MAPP modules. The reacha-
bility of Petri net is mathematically analyzable using state equation,
algebraic equation or incidence matrices of Petri nets.

Keywords: Input-output conditions, Prolog, automatic program gen-
eration, Petri nets, reachability analysis.

1 Introduction

In recent years the study of the improvement of program productivity and
maintenance has been actively done. CASE (Computer Aided Software Engi-
neering)[5] has been developed aiming at integration of upper and lower design
processes and application of artificial intelligence techniques to automated de-
sign process. Various diagrammatic program design techniques have been devel-
oped[1][2] and some of them can generate source codes automatically. We have
also studied a method of semi-automatic specification refinement and program
generation using library modules[3].

From practical point of view, however, it seems that this development is only in
its initial stages. It is important to develop automated program design methods
which use a language familiar to the user in the object domain, and which have
more flexible source code generation techniques.
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It is well known that a new module can be linked to existing modules if its
input conditions are in the list of output conditions of the existing modules.
In automatic program generation by MAPP, it is necessary to check whether
this input-output condition holds or not. For program generation, MAPP tries
to compensate for any missing specifications which are not completely described
using that input-output conditions of modules. But such input-output conditions
checking would be effective only empirically, and be not proved in anyway.

In this paper, we propose a new method using Petri nets for checking input-
output conditions for automatic program generation. Since Petri nets can be
analyzed mathematically, and then mathematical backgrounds for proving the
input-output conditions checking can be obtained.

The remainder of this paper is as follows: In sections 2 to 4, we explain how to
generate programs using MAPP (Module Aided Programming system by Prolog)
and its construction. In sections 5 and 6, we explain how to check input-output
conditions using Petri nets mathematically.

2 Basic Idea of Automatic Program Generation in
MAPP

The prototype of the statements and module call functions of C language has a
function form:

ft function_symbol(ta1 a1, ta2 a2,
..... , tan an ); (1)

where ft is a function type, and tai the type of an argument ai(i = 1, 2, . . . ).
The format is simple and the meaning is clear to the machine if executable ma-
chine codes correspond to the call function. However, the function form is hard
to understand and to reuse without comments for users. Most importantly, most
of module call functions made by users cannot be read and understood without
comments. On the other hand, it is easy to read a short comment sentence of a
procedure and apply it to a given program design. When a comment sentence
corresponds uniquely to a function of C and also to program codes of the body
of a module, the call sentence can be written in any format and by any language.
Furthermore, the number of basic C functions and the users’ generic modules is
finite. From the view point of reusing of generic modules, writing and interpreta-
tion of comment sentences do not need syntactic and semantic analysis in many
cases except for descriptions of test conditions and arithmetic expressions. So,
we use simple comment-like sentences as the call sentences of statements and
modules. The call sentences are classified by their procedure functions. Based on
these set of call sentences, users make up the general specification of the program
through the following steps: input of a requesting class name of call sentences;
browse of call sentences of the class on a display; search for applicable proce-
dures through the call sentences; specification of an appropriate call sentence
by a sentence number; customization of some variables included in the sentence;
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and addition of the general specification to a design document. MAPP automati-
cally displays the structure diagram of the design document like SPD(Structured
Programming Diagram)[8] to help users’ check and plan of the program design.
If a call sentence for a requesting procedure can not be found in the dictionary,
MAPP can try to synthesize it by combining call sentences of more fundamental
functions. Subsequently, it converts the design document to a source code and
generates a source program.

3 Construction of Conversion Directories

Statement and module directories are referred to convert call sentences involved
in a design document. A directory consists of a predicate, and the argument
involves the information necessary for code generation. A statement is a function
code provided by a C compiler system and a macro expression, while a module is
a user made program unit with several statements and some lower level modules.

3.1 Statement Directories

Expression (2) shows the main part of a statement directory. Here, the input-
output condition used for validity checking and for program synthesis is omitted.

statement([en(EE,PE),
arg_type([ARG_TYPE_LIST])]), (2)

while the argument EE and PE in the term en store a call sentence written in
English or other informal expressions, and the corresponding predicate expres-
sion which generates the C codes, respectively. Here it stores name-type pairs
variables in the call sentence.

Expressions(3a) and (3b) show a examples of statement directories. A term
written in capital letters is a variable term and means that it stands for any
possible constant in the defined domain. For example, TYPE in expression (3a)
stands for int, float, char, string and others, and means that the C code
corresponding to a call sentence is implemented for each type value. The control
call sentence of expression (3b) is written in a code like expression in the original
directory. We choose the expression as a call sentence, since it can be quickly
and easily understood by users.

statement(en([’read into’,OBJ,’from keyboard by a prompt’],
prompt_read(OBJ)),
arg_type([name(OBJ),
type(TYPE)])). (3a)

statement(en([if(T),then,S1,else,
S2,end_if],if_els(T,S1,S2)). (3b)
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3.2 Module Directories

Each module directory consists of a head part and a tail part as follows

module([HEAD,TAIL]). (4)

The head part includes a module call sentence, a predicate form and an appli-
cable object type. The tail part includes a module call function written in C, a
prototype of the function in the module call sentence, and a name of a file that
contains the body part of the function and other components.

Expression (5) shows an example of modules for sort.

The lines 1© and 2© belong to the head part, while 3©, 4© and 5© belong to the
tail part. The file name in 5© is written in the include statement of a program
which uses the module.

4 Automatic Program Generation [4]

Program generation consists of procedural code in modules and declarative state-
ments of data structures.

4.1 Overview of Code Generation

Here we describe a method of code generation from design documents. A design
document consisting of call sentences is stored at the argument of a predicate
proc list in a list form. MAPP processes the document of every call sentence
by applying the following rule recursively:

proc_list([H|T]):-
proc(H),proc_list(T).
proc_list([]). (6)

MAPP searches for a conversion directory including the current call sentence. As
shown in rule expression (7), if a statement includes the current call sentence X in
the term en(X,Y) and the object data type coincides with that of the statement
directory, MAPP generates the corresponding C expression by c(Y) using the
predicate form Y of X.
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proc(X):-
statement(S),member(en(X,Y),S),
member(arg_type([name(OBJ),
type(TYPE)],S),obj([name(OBJ),
type(TYPE)]),c(Y). (7)

The objects of control type call sentences consist of several sentences but not
terms. Hence, there is no need of type check in conversion of control-type call
sentence to the target code expression.

MAPP converts call sentences to target codes in a similar way. Expression (8)
shows themainpart of a conversion rule of procedure expressions of an array object.

Applying rule (8) to a call sentence X, MAPP searches for module directories
which include X in term en(X,Y) of the head part. After finding such a module
directory, MAPP checks and chooses a module in which the object type coincides
with the type of the processed object of the call sentence, where the predicate
p obj describes the data structure of the object. Then MAPP adds the C func-
tion to the procedure part of the program by 4©. Furthermore, MAPP adds a
prototype, a real argument name and a file name to the respective temporary
storage if they have not been stored yet.

4.2 Code Generation of Procedures

When MAPP converts a statement call sentence to a C code, MAPP converts a
call sentence X to a predicate form Y given by a term en(X,Y) in the statement
directory, and then generates a C code by the predicate c(Y) flexibly.

The following expressions (9a) and (9b) show conversion rules of statement
call expression of prompt read from the predicate form to C code.

c(prompt_read(OBJ)):-
included(’stdio.h’),
writelist([’printf"’,OBJ,’="’]),nl,

c(ead1(OBJ)). (9a)
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c(read1(OBJ)):-included(’stdio.h’),
p_obj([name(OBJ),type(TYPE)]),
io_type(TYPE,IO_TYPE),
writelist([’scanf("’,IO_TYPE,’",’]),
write_obj(OBJ),write(’);’),nl. (9b)

The predicate included in (9b) requests that the file name of the argument is
added to an include file list if the file name has not been stored yet. The argument
TYPE of the predicate p obj generated from the processed object designates the
corresponding input output type default such as %d and %f by referring to the
io type predicates which provide pairs of TYPE and IO TYPE. Conversion rules
from a predicate form to C code can be written in a concise form independently
of the length of arguments. For examples, the predicate form of a switch call
sentence can take any number of cases in the argument as follows:

case(INDEX_NAME,[item(1),H1,end_case],
................................. ,

[item(n),Hn,end_case]). (10)

Rules (10a), (10b) and (10c) convert the predicate form (10) to C code.

c(case(INDEX_NAME,BODY)):-
writelist([’switch(’,INDEX_NAME,’){’],
nl,case_body(BODY),write’}’),nl. (10a)

case_body(BODY)
([[item(NUM),H,end_case]|T]):-

writelist([’ case ’, NAME,’ ’]), (10b)
proc_list(H),write(’ break;’),nl, case_body(T).
case_body([]). (10c)

Call sentence if else if can be converted in a similar way to generate the
function form. To sum up, the conversion rules of the above recursive form
convert a call sentence of procedures which include indefinite number of cases
and variables to the function form in a top down manner.

4.3 Construction of the Head Part of the Main Program

MAPP constructs the head part of the main program. The head part consists
of include statements, a main header, prototype statements of functions and
variable declaration. In designing procedures, MAPP stores file names to be
included by referring to statement and module directories, and writes out them
in C code style.

MAPP also makes declaration of the applied function prototype by referring
to their module directories. Variable declarations are made similarly from a
variable table in a data structure design document.

Figure 1 shows an example of program that MAPP generates from a procedure
design document by referring the data structure.
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#include <stdio.h>

void main(){

int year,wy=95,age,cont,i;

char m;

printf("cont?=);

scanf("%d",&cont);

while(cont!=0){

printf("m,year?=");

scanf("%c%d",&m,&year);

switch(m){

case ’m’: age=wy-(1868+year);

printf("age=%d\n",age);

break;

case ’t’: age=wy-(1911+year);

...................

}

}

printf("m,year?=");

scanf("%c%d",&m,&year);

}

Fig.1. An example of programs generated from program design

5 Consideration of Input-Output Conditions Check

Here, we explain the method of conditions check. The modules have their indi-
vidual input and output conditions. And if a module would be linked, the output
condition would be added to the conditions list which keeps all conditions of al-
ready linked modules. When a module would be linked, MAPP checks the input
condition of the linking module, by investigating whether it has been already
included or not in a conditions list of MAPP, which keeps all of the output condi-
tions of already linked modules. Provided the input condition of linking module
has been already included in the conditions list of MAPP, the linking module
can be linked to target program. And after being linked, the output condition of
just linked module would be added to the conditions list of MAPP. But, if the
input condition of linking module has not been included in the conditions list
of MAPP (meaning the input condition of linking module did not exist in the
conditions list of MAPP), the linking would be failed[6][7].

It is important to consider input-output conditions check for automatic pro-
gram generation. The method mentioned above is only known to be effective
based on experience only. So, a new method is proposed here using Petri nets
for validation of system conditions of linked modules. The systems described
Petri nets are able to be analyzed mathematically.

5.1 Reachability of Petri Nets

Petri nets are a graphical and mathematical modeling tool applicable to many
systems[8]. Petri nets are characterized as being concurrent, asynchronous,
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distributed, parallel, nondeterministic, and/or stochastic. And we can get the
information of systems modeled by Petri nets with analysis of such character-
istics. As a graphical tool, Petri nets can be used as a visual-communication
aid similar to flow charts, block diagrams, and networks. In addition, tokens are
used in these nets to simulate the dynamic and concurrent activities of systems.
On the other hand, for a mathematical tool, these properties are analyzable
by state equations and algebraic equations. This means it is possible to obtain
mathematical backgrounds for the input-output conditions checks.

The n × m incidence matrix A with rank r of the modeled system can be
described as

A =

m − r r
↔ ↔⎡

⎣ A11 A12

⎤
⎦ � r

A21 A22 � n − r. (11)

The matrix Bf can be calculated using A11 and A12 as

Bf = [ Iμ : −AT
11 (AT

12)
−1] (12)

where Iμ is identity matrix with dimension m − r.
For the initial marking M0 and the destination marking Md, we define

ΔM = Md − M0. (13)

Then we have the following proposition for the reachability of Petri nets.

[Proposition]

The destination marking Md can be reachable from the initial marking M0, if

BfΔM = 0 (14)

is satisfied[8].

5.2 An Example of Input-Output Conditions Check Using Petri
Nets

Now consider the case of two processes done in sequence. The processes are :
read-in process that reads an integer variable from prompt, and print-out process
that displays variable.

These read-in and print-out processes correspond to Blocks A and B in a
module dictionary in MAPP in Fig.2(a), Processes A and B of automatically
generated C program in Fig.2(b), and Parts A and B of the Petri net model in
Fig.2(c), respectively. In Fig.2(c), t1 and t2 represent the transitions fired by the
execution of processes A and B, respectively. Places p1 and p3 are correspond to
the input condition of t1 and the output condition of t2, respectively. Place p2 is
corresponding to both the output condition of t1 and the input condition of t2.



304 M. Osogami, T. Yamanishi, and K. Uosaki

Fig.2. A simple example of a sequential two processes, by general specification, gen-
erated program and Petri net

In this case, the incidence matrix of this Petri net is given by

A =
[
−1 1 0

0 −1 1

]
=
[

A11 A12

A21 A22

]
(15)

where

A11 =
[
−1

0

]
,

(16)

A12 =
[

1 0
−1 1

]
.

(17)

Then we have
Bf =

[
1 −1 1

]
. (18)

For initial marking M0 = [ 1 0 0 ]T and destination marking Md = [ 0 0 1 ]T ,
ΔM is given by

ΔM =
[
−1 0 1

]T
.

(19)

Since
BfΔM = 0,

(20)

it is proved that the destination marking Md is reachable for the initial marking
M0 by the proposition given in section 5.1. This implies that automatically
generated program is executable.

Thus the proposed method using Petri nets is shown to be useful for input-
output conditions check in automatic program generation.
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6 Conclusion

In this paper, we have proposed a new checking method of input-output condi-
tions for automatic program generation. By this method, input-output conditions
can be checked mathematically using Petri nets. An example has been presented
for illustration.

In further works, state-space-explosion problem should be discussed where
large scale complex systems can be dealt with.
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Abstract. We study1 a new hybrid logic LT LZ,U
IA using as components:

LTL based on Z with operations Since and Previous, multi-agent logic
with interacting agents, and operation of logical uncertainty. The lan-
guage of LT LZ,U

IA contains, together with the standard operations of
LTL and multi-agent logic, new knowledge operations KnI (for ‘known
through interaction’), GKL and GKG (for local and global general
knowledge), and expressible logical operations: U - for uncertainty, and
Ul for local uncertainty. We consider questions of satisfiability and decid-
ability for LT LZ,U

IA . The key result is construction of an algorithm which
recognizes theorems of LT LZ,U

IA (this implies that LT LZ,U
IA is decidable,

and the satisfiability problem for LT LZ,U
IA is solvable.)

Keywords: linear temporal logic, multi-agent logic, interaction agents,
global and local knowledge, uncertainty, decidability.

1 Introduction, Background

Knowledge Representation (KR) now occupies one of central places in AI and
CS; knowledge often is modeled by description logics or by multi-agent logics (cf.
e.g. van der Hoek and Wooldridge. [11]). Techniques of KR and multi-agents’
systems are widely used in various areas of AI and IT (cf. for example, Anne
Hakansson et al [1], [2]). Multi-agent systems present a conceptual framework
for agents, providing a metaphor for our reality visibly populated by such active
and more and more intelligent entities. To reason about such systems, we need
a formal language. One possibility is to use multi-modal logics (cf. Fagin et al.
[9], Halpern and Shore [12]), where modal connectives Ki are used to represent
cognitive abilities of individual agents. It is important to develop tools and ade-
quate methods for description and analysis of multi-agent systems. This brings
up the question of what basic logic should we use as the foundation of multi-
agent reasoning. There is a need to counterbalance expressiveness and simplicity.
1 This research is supported by Engineering and Physical Sciences Research Council
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If a chosen language is too expressive, there is a danger that undecidability can
occur (cf. Kacprzak [14] with reduction of decidability to the domino problem).
In the simplest case of boolean logic and autonomous agents, decidability usually
easily follows, at least for standard systems (cf. [9]).

Temporal logics are currently the most widely used specification formalisms
for reactive systems. They were first suggested to specify properties of programs
in the late 1970’s (cf. Pnueli [16]). The most used temporal framework is the
linear-time propositional temporal logic LTL, which has been extensively studied
from the point of view of various prospects of applications (cf. e.g. Manna and
Pnueli [15], Clark E. et al. [6]). Temporal logics have numerous applications
to safety, liveness and fairness, to various problems arising in computing (cf.
Barringer, Fisher, Gabbay and Gough [3]). Model checking for LTL formed a
direction in logic in computer science, which uses, in particular, applications of
automata theory (cf. Vardi [7,33]). The mathematical theory of temporal logics
and their semantic theory based on Kripke/Hintikka-like models and temporal
Boolean algebras formed a highly technical branch in non-classical logics (cf. van
Benthem [32], Gabbay and Hodkinson [10], Hodkinson [13]). Axiomatizations of
various (uni)-temporal linear logics are summarized in de Jongh et al. [8].

In this paper we study a new hybrid logic LT LZ,U
IA using as components: LTL

based on Z with operations Since and Previous, multi-agent logic with inter-
acting agents, and operation of logical uncertainty. In particular, we use the
knowledge operation KnI (for ‘known through interaction’), which is the dual
counterpart of the common knowledge operation (cf. Fagin et al. [9]). Our main
result is found algorithm for recognizing the theorems of LT LZ,U

IA , so in partic-
ular, we show that LT LZ,U

IA is decidable. Notice that the result goes through in
spite of LT LZ,U

IA itself does not have standard finite model property.
This our paper is based on technique developed in [27] and extends results

obtained in [28] and [31] by introduction in the language operations of logical
uncertainty, knowledge by interaction and operation since responsible for past.
In this paper we essentially use the technique worked out in [27,28,29,30,26,31]

2 Preliminaries: Language and Semantics of LT LZ,U
IA

To describe logical language and models, in the beginning, we extend the stan-
dard language of LTL for modeling agents’ reasonings through possible interac-
tions between agents; also we enrich the language with more refined operations,
such as strong until and weak until. The basic semantic objects upon which we
ground our logic are the following Kripe/Hintikka models. A frame

ZC := 〈
⋃
i∈Z

C(i), R, R1, . . . Rm, Next, Prev〉

is a tuple, where Z is the set of all integer numbers, C(i) are nonempty sets (we
assume C(i) ∪ C(j) = ∅ if i 	= j).

Relation R is a binary linear relation for time, R1, . . . Rm are binary accessi-
bility relations imitating possible agent transitions.



308 V.V. Rybakov

∀a, b ∈
⋃
i∈Z

C(i)(aRb)⇔ [a ∈ C(i)&b ∈ C(j)&i < j] ∨ ∃i ∈ Z[a, b ∈ C(i)].

Any Rj is a reflexive, transitive and symmetric relation, and ∀a, b ∈
⋃

i∈Z C(i),
aRjb⇒∃i ∈ Z[a, b ∈ C(i)]; a Next b ⇔ [∃i((a ∈ C(i))&(b ∈ C(i + 1))]. The
informal meaning of ZC is as follows: each i ∈ Z (any integer number i) is the
time index for the cluster of all possible states arising at the step i in the current
computation. Each C(i) is a finite set of all possible states in time point i, and
R models discrete current of time.

The relations Rj are intended to model accessibility relations of agents (in
the clusters of states C(i)) at any current time point i. So, as usual, any Rj

is supposed to be an S5-like relation, i.e. an equivalence relation on clusters
C(i). Towards computational aspects, we assume the reasoning/computation is
simultaneous and parallel—after a step, a new cluster of possible states appears,
and agents will be given new access rules to the information in this time cluster
of states. However, the agents cannot predict, which access rules they will have
(that is why we do not use nominals).

The language we propose uses the standard language of LTL (which extends
the language of Boolean logic by operations N (next), U (until)) and the new
LTL-like operations together with multi-agent logic operations extended to han-
dle agent interaction. In total, the operations are U, N, new binary logical
operations Uw (weak until), Us (strong until), S (since), Sw (weak since), Ss

(strong since), N−1 (previous), unary knowledge operations Kj , 1 ≤ j ≤ m,
additional unary operations GKL, GKG for local and global knowledge, and
the unary operation KnI for to be known by interaction. The formation rules for
formulas are as usual. The intended meanings of the operations are:

Kjϕ means the agent j knows ϕ in the current state of a time cluster;
GKLϕ means that ϕ is local general knowledge in the current state;
GKGϕ means ϕ is global general knowledge in the current state;
KnIϕ: in the current state ϕ may be known by interaction between agents;
Nϕ has the meaning ϕ holds in the next time cluster of states (state);
N−1ϕ means ϕ holds in the previous time cluster of states (state);
ϕUψ can be read: ϕ holds until ψ will hold;
ϕSψ ϕ says that since ψ was true, ϕ holds until now;
ϕUwψ has the meaning ϕ weakly holds until ψ will hold;
ϕUsψ has the meaning ϕ strongly holds until ψ will hold;
ϕSwψ ϕ says that since ψ was true, ϕ weakly holds until now;
ϕSsψ ϕ means that since ψ was true, ϕ strongly holds until now.

For any collection of propositional letters Prop and any frame ZC , a valuation
in ZC is a mapping which assigns truth values to elements of Prop in ZC . Thus,
for any p ∈ Prop, V (p) ⊆ ZC . We will call 〈ZC , V 〉 a model (a Kripke/Hintikka
model). For any such model M, the truth values are extended from propositions
of Prop to arbitrary formulas as follows (for a ∈ NC , we denote (M, a) V ϕ
to say that the formula ϕ is true at a in MC w.r.t. V ). The rules for specifying
truth values are as follows: ∀p ∈ Prop, (M, a) V p ⇔ a ∈ V (p);
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(M, a) V ϕ ∧ ψ ⇔ (M, a) V ϕ ∧ (M, a) V ψ; (M, a) V ¬ϕ ⇔

not[(M, a) V ϕ]; (M, a) V Kjϕ ⇔∀b[(a Rj b)⇒(M, b) V ϕ].

As usual, Kjϕ says that ϕ holds in all states available for the agent j.

(M, a) V GKLϕ⇔∀j∀b[(a Rj b)⇒(M, b) V ϕ].

Thus, ϕ is local general knowledge if it holds in all states which are accessible
in the current time point for every agent. GKL is more commonly referred to as
the E-operation, for ‘everyone knows’.

(M, a) V GKGϕ⇔∀b[(a R b)⇒(M, b) V ϕ].

Thus, ϕ is global general knowledge if it holds in all states in all future (and
current) time clusters.

(M, a) V KnIϕ ⇔ ∃ai1, ai2, . . . , aik ∈ M

aRi1ai1Ri2ai2 . . . Rikaik&(M, aik) V ϕ.

Thus, if KnIϕ holds, ϕ is known by interaction between the agents, i.e. there is
a path of transitions via the agents’ accessibility relations which leads to a state
where ϕ holds.

(M, a) V Nϕ ⇔∀b[(a Next b)⇒(M, b) V ϕ];

(M, a) V N−1ϕ ⇔∀b[(a Prev b)⇒(M, b) V ϕ];

(M, a) V ϕUψ ⇔∃b[(aRb) ∧ ((M, b) V ψ)∧

∀c[(aRcRb)&¬(bRc)⇒(M, c) V ϕ]];

(M, a) V ϕUwψ ⇔∃b[(aRb) ∧ ((M, b) V ψ)∧

∀c[(aRcRb)&¬(bRc)&(c ∈ C(i))⇒∃d ∈ C(i)(M, d) V ϕ]];

(M, a) V ϕUsψ ⇔∃b[(aRb) ∧ b ∈ C(i)∧

∀c ∈ C(i)((M, c) V ψ) ∧ ∀c[(aRcRb)&¬(bRc)⇒(M, c) V ϕ]];
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(M, a) V ϕSψ ⇔∃b[(bRa) ∧ ((M, b) V ψ)∧

∀c[(bRcRa)&¬(cRb)⇒(M, c) V ϕ]];

(M, a) V Swψ ⇔∃b[(bRa) ∧ ((M, b) V ψ)∧

∀c[(bRcRa)&¬(cRb)&(c ∈ C(i))⇒∃d ∈ C(i)(M, d) V ϕ]];

(M, a) V Ssψ ⇔∃b[(aRb) ∧ b ∈ C(i)∧

∀c ∈ C(i)((M, c) V ψ) ∧ ∀c[(bRcRa)&¬(cRb)⇒(M, c) V ϕ]].

To incorporate uncertainty, we suggest a new unary logical operator U , and
extend formation rules for formulas by: if A is a formula UA is a formula as
well. This operation may be nested, so, say U¬(A → ¬UA) is a formula. The
meaning of this operation in context of our approach is as follows. We suggest,
for any formula ϕ,

UA := KnIϕ ∧ KnI¬ϕ.

So, ϕ is uncertain if ϕ may be visible to be true via agents’ interaction and may be
visible to be false. Besides, we can use local uncertainty operation Ul, defining it as

Ulϕ := [
∨

1≤i≤m

¬Kiϕ] ∧ [
∨

1≤i≤m

¬Ki¬ϕ].

The mining for local uncertainty would be ϕ is locally uncertain if some agents
know that ϕ is true, and some know that ϕ is false. Because all suggested oper-
ations for uncertainty, as we see, are explicitly defined within standard language
we do not need to extend it by new external logical operations.

Given a Kripke structure M := 〈ZC , V 〉 and a formula ϕ, (i) ϕ is satisfiable
in M (denotation – M Satϕ) if there is a state b of M (b ∈ ZC) where ϕ is
true: (M, b) V ϕ. (ii) ϕ is valid in M (denotation – M ϕ) if, for any b of M
(b ∈ ZC), the formula ϕ is true at b ((M, b) V ϕ).

For a frame ZC and a formula ϕ, ϕ is satisfiable in ZC (denotation ZC Satϕ)
if there is a valuation V in the frame ZC such that 〈ZC , V 〉 Satϕ. ϕ is valid
in ZC (notation ZC ϕ) if not(ZC Sat¬ϕ).

Definition 1. The logic LT LZ,U
IA is the set of all formulas which are valid in

all frames ZC .

We say a formula ϕ is satisfiable iff there is a valuation V in a Kripke frame ZC

which makes ϕ satisfiable: 〈ZC , V 〉 Satϕ. Clearly, a formula ϕ is satisfiable iff
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¬ϕ is not a theorem of LT LZ,U
IA : ¬ϕ 	∈ LT LZ,U

IA , and vice versa, ϕ is a theorem
of LT LZ,U

IA (ϕ ∈ LT LZ,U
IA ) if ¬ϕ is not satisfiable.

Using the operations U and N we can define all standard temporal and modal
operations. For instance, modal operations may be trivially defined: �ϕ ≡
trueUϕ ∈ LT LZ,U

IA ; �ϕ ≡ ¬(trueU¬ϕ) ∈ LT LZ,U
IA . The temporal operation

Fϕ (ϕ holds eventually, which, in terms of modal logic, means ϕ is possible
(denotation �ϕ)), can be described as above: trueUϕ. The temporal operation
G, where Gϕ means ϕ holds henceforth, can be defined as ¬F¬ϕ. Using these
derived logical operations we can easily describe general knowledge operations
accepted in the current framework: GKGϕ ≡ �ϕ ∈ LT LZ,U

IA ; GKLϕ ≡∧
1≤i≤n(Kiϕ) ∈ LT LZ,U

IA . Thus the initially specified language for LT LZ,U
IA is a

bit superfluous and we can omit operations for local and global general knowledge
because they are expressible via the others.

The logic LT LZ,U
IA evidently is more expressive compared to standard LTL

and multi-agent logics in S5-like languages. For instance, the formula �¬K1¬ϕ
says that, for any future time cluster and for any state a of this cluster a state,
where ϕ is true is detectable for agent 1: agent 1 has access to a state b where ϕ
holds. The new temporal operations Us and Uw bring new unique features to
the language. For instance the formula �wϕ := ¬(�Us¬ϕ) codes weak necessity,
it says that in any future time cluster C(i) there is a state where ϕ is true. The
formula ¬(ϕUw�ϕ) ∧ ��ϕ says that, there is a future time point i, where ϕ
holds in all future states since i, but before i ϕ is false in all states of some future
time cluster for the current one. Such properties are problematic to express with
standard modal or temporal operations. Thus, the logic LT LZ,U

IA is expressive
and interesting, and we devote the rest of the paper to finding an algorithm for
verifying satisfiability in LT LZ,U

IA in order to prove that LT LZ,U
IA is decidable.

This is not a trivial task because

Theorem 1. LT LZ,U
IA does not have the finite model property.

This follows from the fact that the standard temporal logic L(Z) of integer
numbers is a fragment of LT LZ,U

IA , and a result of R.A. Bull (1969), cf. [4,5],
showing that L(Z) does not have the finite model property (a proof is also given
in Rybakov [22]). In [22] it is shown that the formula ϕ0 := ¬[¬q ∧ �+�+(p ∧
�+q)∧�+�+(¬p∧�+q)∧ �−�−(p∧�−q)∧�−�−(¬p∧�−q)] is not a theorem
of L(Z), but ϕ0 cannot be refuted by any finite L(Z)-frame.

3 Main Results, Decidability Algorithm

The basic technique we use is based on the reduction of formulas in the language
of LT LZ,U

IA to special inference rules and the verification of the validity these
rules in frames ZC . This aims to implicitly model non-nested universal modality,
which will be a useful instrument and to consider only rules (to which formulas
are reduced) with non-nested non-Boolean logical operations (this simplifies the
proofs and avoids the necessity to consider nested operations, and hence proofs
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by induction over formula complexity). This approach combines (i) techniques
to handle inference rules from [17] – [25] (where [25] solves decidability of LTL
w.r.t. admissibility and again decidability of LTL itself) and (ii) techniques for a
hybrid of LTL and usual knowledge logic with autonomous agents (V. Rybakov,
workshop on Hybrid Logics, 2007, Dublin).

A (sequential) (inference) rule is a relation r := ϕ1(x1,...,xn),...,ϕl(x1,...,xn)
ψ(x1,...,xn) ,

where ϕ1(x1, . . . , xn), . . . , ϕl(x1, . . . , xn) and ψ(x1, . . . , xn) are formulas con-
structed out of letters x1, . . . , xn. The letters x1, . . . , xn are the variables of
r, we use the notation xi ∈ V ar(r).

Definition 2. A rule r is said to be valid in a Kripke model 〈ZC , V 〉 (notation
ZC V r) if [∀a ((ZC , a) V

∧
1≤i≤l ϕi)] ⇒ ∀a ((ZC , a) V ψ). Otherwise we

say r is refuted in ZC , or refuted in ZC by V , and write ZC �� V r. A rule r
is valid in a frame ZC (notation ZC r) if, for any valuation V , ZC V r

For any formula ϕ we can convert it into the rule x → x/ϕ and employ a
technique of reduced normal forms for inference rules as follows. Evidently,

Lemma 1. A formula ϕ is a theorem of LT LZ,U
IA iff the rule (x → x/ϕ) is valid

in any frame ZC .

A rule r is said to be in reduced normal form if r = ε/x1 where

ε :=
∨

1≤j≤l

(
∧

1≤i,k≤n,i�=k

[xt(j,i,0)
i ∧ (Nxi)t(j,i,1) ∧ (N−1xi)t(j,i,2)∧

(xiUxk)t(j,i,k,0) ∧ (xiUwxk)t(j,i,k,1) ∧ (xiUsxk)t(j,i,k,2)∧

(xiSxk)t(j,i,k,3) ∧ (xiSwxk)t(j,i,k,4) ∧ (xiSsxk)t(j,i,k,5)∧∧
1≤q≤m

(¬Kq¬xi)t(j,i,q,6) ∧ KnIxt(j,i,3
i ]),

all xs are certain letters (variables), t(j, i, z), t(j, i, k, z) ∈ {0, 1} and, for any
formula α above, α0 := α, α1 := ¬α.

Definition 3. Given a rule rnf in reduced normal form, rnf is said to be a
normal reduced form for a rule r iff, for any frame ZC , ZC r ⇔ ZC rnf .

By the technique as for Lemma 3.1.3 and Theorem 3.1.11 in [20] we obtain

Theorem 2. There exists an algorithm running in (single) exponential time,
which, for any given rule r, constructs its normal reduced form rnf .

Decidability of LT LZ,U
IA will follow (by Lemma 1) if we find an algorithm rec-

ognizing rules in reduced normal form which are valid in all frames ZC . The
starting point to handle interactions of agents is
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Lemma 2. A rule rnf in reduced normal form is refuted in a frame ZC if and
only if rnf can be refuted in a frame with time clusters of size square exponential
from rnf .

For any frame ZC and some integer numbers k1, m1, k2, m2, where m2 > k2 >
k1 + 3, k1 > m1 we construct the frame ZC(k1, m1, k2, m2) from ZC as fol-
lows. ZC(k1, m1, k2, m2) := 〈

⋃
m1≤i≤m2

C(i), R, R1, . . . Rm, Next〉, where R is
the accessibility relation from ZC extended by pairs (x, y), where x ∈ C(i), y ∈
C(j) and i, j ∈ [m1, k1], or i, j ∈ [k2, m2]. Any relation Rj is simply trans-
ferred from ZC , and Next and Prev are taken from ZC and extended by ∀a ∈
C(m2)∀b ∈ C(k2)(a Next b = true); ∀a ∈ C(m2)∀b ∈ C(k2)(b Prev a = true);
∀a ∈ C(m1)∀b ∈ C(k1)(a Prev b = true); ∀a ∈ C(m1)∀b ∈ C(k1)(b Next a =
true). For any valuation V of letters from a formula ϕ in ZC(k1, m1, k2, m2) the
truth value of ϕ can be defined at elements of ZC(k1, m1, k2, m2) by the rules
similar to the ones given for the frames ZC above (just in accordance with the
meaning of logical operations). Due to limitations on the length of the paper
we omit a detail description of these rules. Using Lemma 2 as the basis, we can
derive

Lemma 3. A rule rnf in reduced normal form is refuted in a frame ZC iff rnf

can be refuted in a frame ZC(k1, m1, k2, m2) by a valuation V of special kind,
where the size of the frame ZC(k1, m1, k2, m2) is triple exponential in rnf .

We do not specify in the formulation of this lemma properties required for the
valuation V , but they are essential since any frame ZC(k1, m1, k2, m2) is not
an LT LZ,U

IA -frame (cf. LT LZ,U
IA does not have the finite model property). From

Theorem 2, Lemma 1 and Lemma 3 we derive

Theorem 3. The logic LT LZ,U
IA is decidable. The algorithm for checking a for-

mula to be a theorem of LT LZ,U
IA consists in verification of validity rules in

reduced normal form at frames ZC(k1, m1, k2, m2) of size triple-exponential in
the size of reduced normal forms w.r.t. valuations of special kind.

It is possible also to apply the technique from this paper to weakened versions
of the logic LT LZ,U

IA , say with omitted strong or weak versions of the operations
U or S, with omitted N or N−1 and to obtain similar results about decidability.
Also some restrictions for agents accessibility relations Ri may be considered by
the introduction of a hierarchy between these relations Ri.

4 Conclusion, Future Work

The paper develops a technique for proving decidability of the logic LT LZ,U
IA and

a number of similar logics. The suggested approach is proven to be flexible enough
to work with a variety of logics from AI and CS. There are many prospective
avenues of research on logic LT LZ,U

IA and its variants. For instance, the next
interesting candidate for the research is a variant of the logic with a language
representing a hierarchy of interacting agents.
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Besides, interesting question is whether it is possible to extend the methods of
this paper to handle the case of hybrid non-linear temporal logics (e.g. branching
time logics, S4T , K4T ) with interacting agents. An open question is the problem
of axiomatizability. Another interesting problem concerns complexity issues and
possible ways of refining the complexity bounds in the algorithm. Problems of
decidability w.r.t. admissible inference rules in fusions of LTL based at N (with-
out Since and Previous) and multi-modal logics with interacting agents are not
investigated yet. The problem of describing bases for rules admissible in such
logics is also open to date.
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Abstract. The knowledge acquisition (KA) process has evolved during the last 
years. Today KA is considered a cognitive process that involves both a dynamic 
modeling and knowledge generation activities. This should be seen as a spiral of 
epistemological and ontological content that grows up by transforming tacit 
knowledge into explicit knowledge, which in turn becomes the basis for a new 
spiral of knowledge generation. This paper shows some of our attempts to build a 
new knowledge acquisition methodology that collects and includes all of these 
ideas. KAMET II, the evolution of KAMET [1], represents a modern approach for 
building diagnosis-specialized knowledge models that could be run by Protégé.  

Keywords: Knowledge acquisition, knowledge modeling, knowledge  
generation.  

1   Introduction 

Knowledge Acquisition started as an attempt to solve the main bottleneck in develop-
ing knowledge-based systems (KBS). Thousands of KBS have been developed and 
applied world-wide in different knowledge domains. Although, technologies have 
been improved in recent years, knowledge acquisition still remains the main factor 
that hamper a well controlled KBS life cycle.  

Knowledge undoubtedly represents the main competitive advantage of an organi-
zation. The idea is simple: apply knowledge to a work environment in order to create 
value. Knowledge is strongly related to intangible resources, intellectual capital, and 
market assets of an organization. Despite its importance, we are still far from under-
standing the process in which an organization creates and utilizes knowledge.  

While the problem is clear, the solution is hard to implement. Knowledge is a fluid 
mix of framed experience, values, expertise, contextual information and insight that 
provides a suitable environment and structure for evaluating and incorporating new 
information and experiences. The theoretical or practical understanding of a subject is 
the individual's ability of how to get something done, but knowledge is often tacit; 
that is, it lies in the mind of individuals and therefore it is difficult to transfer to an-
other person by means of writing it down or verbalizing it. Although much is known 
about neural and biochemical activities, little is known about memory and thinking. 
The process whereby humans represent knowledge is not very clear yet [2]. Efforts to 
acquire and model the know-how, the know-why and the care-why of an expert must 
undoubtedly involves knowledge and ideas from different areas, such as psychology, 
sociology, philosophy and computer science.  
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This paper addresses this important problem. We conceive the process of knowl-
edge acquisition as a cognitive process that involves both a dynamic modeling proc-
ess and a knowledge generation process. These processes are integrated in a spiral of 
epistemological and ontological content that grows up by transforming tacit knowl-
edge into explicit, which becomes the basis for a new spiral of knowledge generation. 
These processes involve deduction, induction, creativity, efficiency [3].  Epistemol-
ogy is also very important because it concerns with the nature and scope of knowl-
edge. On the other hand, ontology is as well fundamental by two main reasons: it 
relates with human nature, existence and properties of mind, and the formal represen-
tation of knowledge as a set of concepts within a domain, and the relationships be-
tween those concepts.  

We take into account the previously aforementioned and thus develop KAMET II, 
an evolution of KAMET. It is a methodology based on models designed to manage 
knowledge acquisition from multiple knowledge sources (KS). It provides a strong 
mechanism with which to achieve KA in an incremental fashion, in a cooperative 
environment, and in a shared context for knowledge creation. KAMET II represents a 
modern approach for building diagnosis-specialized knowledge models that could be 
run by Protégé. KAMET II seeks to be general, although it is mainly directed toward 
problems of diagnosis. 

2   KAMET II Life-Cycle Model: The Knowledge Generation 
Process 

The KAMET II life-cycle model (LCM) provides a graphical framework for manag-
ing the knowledge acquisition process. The graphical framework also helps to set up 
and facilitate ways to characterize and organize the knowledge acquired from multiple 
knowledge sources, to share knowledge, implement the required actions, review the 
project situation, identify risks, monitor project progress, and check the quality. Be-
sides providing structure to avoid problems of corporate IT bureaucracy, much of the 
motivation behind utilizing a life cycle model as a knowledge generation process is 
based on the search for the efficient transformation of tacit knowledge into explicit 
knowledge. We are much more interested in the dynamic process of knowledge gen-
eration than the stockpiling of knowledge. This is one of the main differences with the 
version of the methodology. KAMET emphasized the spiral model and the essence of 
cooperative work –two interesting concepts that allow risk reduction, but which did 
not specifically focus on the knowledge generation process.  

The most important features of the KAMET II life cycle are: spiral structured, 
results-driven, risk-driven, scalable, extensible, and quality control [1].  
The KAMET II life cycle consists of four stages: the strategic planning of the pro-
ject, initial model building, feedback model building, and final model building. Each 
stage involves a process of knowledge transformation. Following is a brief descrip-
tion of different stages. 
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2.1   The Strategic Planning of the Project 

The first stage, the strategic planning of the project, is essential for the development 
of the project. The Project Manager (PM) and the four groups involved in the project 
(Knowledge Engineering (KE), Human Experts (HE), representatives of potential 
users (PU), and fund sponsors (FS)) have to interact and must be in total agreement 
with the definition of the project to assure its success. This is the socialization stage 
in which ideas, views, experiences and knowledge should be shared through face-to-
face interactions. This process is necessarily context-specific in terms of who partici-
pates and how they participate.  Social, cultural and historical contexts are important 
for human beings, as such context provide the basis for interpreting information to 
create meaning [4].  

The following are the steps comprised in the first stage [1]: a) Define project goals, 
b) Identify potential users, c) Specify potential benefits, d) Divide the knowledge 
domain into sub-domains, e) Identify the knowledge sources, f) Definition of model 
verification and validation mechanisms, g) Build the project’s dictionary, h) Specify 
other necessary resources to attain KA, i) Define techniques to achieve knowledge 
acquisition, j) Estimate time to complete the knowledge acquisition stage, k) Estimate 
project costs, and l) Specify project documentation.  

2.2   Initial Model Building 

The externalization process takes place in the second stage. It is the time for trans-
forming tacit knowledge into explicit knowledge. When tacit knowledge is made 
explicit, knowledge is crystallized. This means knowledge can be shared by others 
and therefore, becomes the basis for a new process of knowledge generation.  

In this stage, the KE elicits knowledge from different KS and proceed to build the 
initial model, which is constituted by one o more models as we will explain later. This 
stage involves the largest number of risks, which mainly arise because interviews 
involve introspection and verbal expression of knowledge, resulting in a difficult task 
for humans, and especially for experts. On the other hand, if the communication lan-
guage among PM, KE and HE is not clear, this may also cause conflicts. The success 
of the initial model is heavily dependent on the skills of KEs to socialize with the 
experts and to formalize the tacit knowledge. 

Steps comprised in the second stage are the following: a) Attain knowledge elicita-
tion from multiple knowledge sources, b) Reassessing the project time, c)  Develop a 
library of cases, d) Develop the initial model, e) Verification and validation of the 
initial model, and f) Documentation of the initial model.  

2.3   Feedback Model Building 

It is the time for combination -- the process of converting explicit knowledge into 
more complex and systematic sets of explicit knowledge [4]. The KE distributes the 
initial model among the different knowledge sources to be analyzed. Ideas, experi-
ences or perspectives are exchanged in relation to the model. Because individuals 
typically have different views, training, ideas, knowledge and experience, it is logical 
that differences are common and inevitable at this time. This should not be a cause for 
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concern. The synthesis of these differences should be used to generate new knowl-
edge and bring forth diverse views in reference to the created artifacts.  

Finally, the PM and the KE, jointly with the experts, review and analyze the 
changes introduced to the initial model and constructs the feedback model. The inac-
curacy of the model at the end of this stage must be less, since the model now was 
enriched and expresses the knowledge and experience of several specialists in the 
knowledge domain of the application. It must be remembered that the feedback model 
is only a refined and better initial model. Following are the steps that constitute the 
third stage: a) Distribute the initial model among experts, b) Analysis by experts of 
the initial model, c) Develop the feedback model incorporating the different views of 
experts, d) Verification and validation of the feedback model, and e) Documentation 
of the feedback model.  

2.4   Final Model Building  

In the last stage, the multiple KSs participate in a series of interviews, under the coordi-
nation of the PM, to develop the final model. The stage is considered to be over when 
the model satisfies the proposed objectives with a high degree of plausibility and/or 
there are no experts capable of further transforming it. Inaccuracy at the end of this 
stage must be minimal, since the model now expresses the knowledge acquired from 
multiple KSs, which collaborated in different degrees and ways to solve the problem. 
The final model shows that explicit knowledge can be redistributed among team mem-
bers and converted into tacit knowledge again. Following are the steps that constitute 
the fourth stage: a) Analysis of the feedback model by the experts, b) Develop the final 
model incorporating new and more specific opinion from the experts, c) Verification 
and validation of the final model, and d) Documentation of the final model.  

3   The KAMET II Conceptual Modeling Language (CML) 

It is worth beginning this section by raising the following question: Can a good lan-
guage for knowledge modeling be formulated? The answer definitively is yes, but 
research evidence shows that this language has not yet been developed. There are 
several reasons why, but perhaps the main one is that it has not really been necessary 
until now. We think it is time to address the issue.  

The transfer of knowledge directly from different knowledge sources to artificial 
machines is less organized, reliable, comprehensible, and effective than when it is 
represented in intermediate models. We require methods for the construction of mod-
els for the acquisition of knowledge that are much more effective. We need a method 
that allows us to analyze and comment about the world.  

A good knowledge modeling language should provide an extensive vocabulary in 
which the knowledge can be expressed and modeled in such a way that allows, for 
instance, the understanding and the reasoning by means of visual illustration or repre-
sentation. This implies the possibility of understanding of concepts and ideas, visual-
ized through knowledge models without using linguistic or algebraic means. The idea 
is not new. It was introduced by Leibniz many years ago.  
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The KAMET II modeling language takes into account the above-mentioned points 
and attempts to provide the necessary elements for KE to build effective models. Up 
to now, the results will depend on the judgment of knowledge engineers, as well as on 
the logical, psychological and epistemological considerations that they make at the 
right time. We are aware that KAMET II does not represent the ideal solution, but we 
also believe that shows the way forward for the next few years.  It is also important to 
remember that KAMET II seeks to be general, although it is mainly directed toward 
problems of diagnosis. 

3.1   The KAMET II CML Assumptions 

The KAMET II CML has three levels of abstraction. The first one corresponds to 
structural constructors and structural components. They are used primarily to  
highlight the problem itself. We distinguish between problem, classification and  
subdivision (Fig. 1).  

Problem: It refers to a 
situation, condition, 
or issue that is yet 
unresolved.  

Classification: A characteristic 
inference structure that systematically 
relates data to a preenumerated set of 
solutions by abstraction, heuristic 
association, and refinement. 

Subdividion: It is the act 
of dividing a problem 
into small pieces that are 
easier to solve. 

 

Fig. 1. Structural constructors 

The structural components (Fig. 2) are used to establish the characteristics and pos-
sible solutions of the problem. We distinguish among symptoms, antecedents, time, 
value, inaccurate, process, formula, solution and examination.  

The second level of abstraction corresponds to nodes (N) and composition rules 
(CR). Nodes are built using structural constructors and structural components. We 
distinguish between three different types of nodes: initial, intermediate and terminal. 
On the other hand, composition rules (Fig. 3) are the ones that permit the adequate 
combination of nodes. The third level of abstraction corresponds to the global model. 
It consists of at least one initial node, any number of intermediate nodes, and one or 
more terminal nodes. A global model should represent the knowledge acquired from 
multiple knowledge sources in a specific knowledge domain. 

3.2   The KAMET II CML Formalization 

The formalization of KAMET II CML is based more on a metalanguage, than on a 
strict group of theorems and mathematical proofs. The characterization of the method 
through diagrammatic conventions and postulates can be summarized as follows. 
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Process: Describes the act of 
taking something through an 
established and usually routine 
set of procedures to convert it 
from one form to another

Examination: Expresses a 
recommendation or necessity of 
making studies, exams, tests to 
determine an alteration, 
disorder or abnormality. 

Symptom: Indicates the 
presence of an alteration, 
disorder or  abnormality.

Antecedent: It  shows a preceding 
event, condition, or cause. It might 
refer to the  previous circumstances 
that can be used  to judge 
something that might happen. 

Solution: Refers to an 
explanation or answer 
to the problem. 

Time: Expresses a one-
dimensional quantity used to 
sequence events, to quantify 
the durations of events and the 
intervals between them. 

Value:  Concerning the 
value of symptoms, 
antecedents, groups, 
etc. 

Inaccurate: Used to 
indicate a loss of 
precision or accuracy. 

Formula: It is a set 
form of words in which 
something is defined, 
stated, or declared . 

 

Fig. 2. Structural components 

Subdivision: Shows 
a subdivision.

Implication:  It
represents a 
connection from a 
source to a  
complication. 

Action: Expresses that
something must be
completed: a formula, 
an examination, etc. 

Union: The line shows a 
a connection between
subdividions. 

 

Fig. 3. Composition rules 

3.3   Diagrammatic Conventions  

A diagrammatic convention is mainly a chart, graph, drawing or outline designed to 
demonstrate or explain how something works or to clarify the relationship between the 
parts of a whole. Following are the diagrammatic conventions of the method: 
 
DG1. The structural constructors and structural components can be named using a 

numerical or linguistic label. The use of names accelerates and facilitates the 
construction of models. 

DG2. The indicator is used to set the number of elements that must be present in ei-
ther a structural component or group. It is represented with a square and is lo-
cated in the upper right-hand corner of the group or the structural component. 
An indicator is named in three different ways: a n is used to express the exact 
number of elements that must be present, a n+ is used to indicate that at least n 
elements must be present, and  n, m is used to show the minimum and maxi-
mum number of elements that must be present, where m>n.  
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DG3. A chain is defined as the link of two or more symptoms, antecedents, and/or 
groups (DG4). The order of the link is irrelevant.  

DG4. A group is defined as a special chain. The linked elements have times and/or 
values in common, or are related among them through an indicator. The group 
concept is recursive.  

DG5. Assignment is defined as the process of labeling a node. The objective of the 
assignment is to be able to reuse the node in any other part of the model without 
having to redefine it. It allows reusing a complete node not only in form but 
also in content. Reusing is a universal principle to cope with complexity and to 
avoid redesigning or redeveloping parts of a product, which already exist. The 
assignment provides greater flexibility in modeling.  

3.4   Postulates  

The postulate or axiom is a proposition in logic that is not proved or demonstrated but 
considered to be either self-evident or assumed as true as a basis for reasoning. Its 
truth is taken for granted, and serves as a starting point for deducing and inferring 
other proposition. Following are the postulates of the method: 
 
P1. The structural component time should always be placed to the right of a group, 

problem, subdivision, antecedent, symptom, etc.  
P2. The structural component value is always placed above a symptom, antecedent or 

group. The value component can make use of an indicator.  
P3. The solution component is only related to structural constructors.  
P4. There are three types of nodes: initial (I), intermediate (M) and terminal (T).  
P5. The nodes are related using composition rules. The following relationships are 

possible: initial with terminal, initial with intermediate, intermediate with inter-
mediate, and intermediate with terminal.  

P6. An initial node represents a symptom, antecedent, group, or chain. It is used to 
describe a part of the problem. It does not have input flow and can have more 
than one outflow.  

P7. The intermediate node is used to describe an intermediate part of the problem. It 
may have one or more inflows and one or more outflows.  

P8. A terminal node represents a structural constructor. It has one or more input 
flows. The outflows are only used to show possible solutions.  

P9. The initial and intermediate nodes can be grouped together, without losing their 
properties or functions, into molecular nodes. These nodes, in turn, will act as a 
node in their own right. The molecular nodes are formed through conjunctions or 
disjunctions.  

P10. The composition rules are used to relate mainly the different nodes and the struc-
tural components with the solution component.  

3.5   A Simple Example of Modeling  

In this section we will provide a simple example of modeling in order to illustrate the 
methodology sketched in the previous section. The example concerns diagnosing 
faults in electricity (figure 4). The model expresses that the problem P1 can occur due 
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to two different situations. In the first one, the model expresses that if the symptoms 1 
and 5 are known to be true then we can deduce the problem P1 is true with probability 
0.6. In the second one, the model shows that if symptoms 1 and 2 are observed then 
we can conclude that the problem is P1 with probability 0.70. On the other hand, we 
can deduce that the problem P3 is true with probability 0.40 if symptoms 3 and 4 are 
known to be true. Finally, we can reach a conclusion that the problem is P2 with prob-
ability 0.90 if problems P1 and P3 and the symptom 7 are observed.  

1      2                 0.7

3      4                 0.4

P1

P3

7                        0.9              P2

1      5                 0.6

 

Fig. 4. Simple electrical diagnosis  

The next example is from a KBS for the diagnosis of headache disorders, cranial 
neuralgia´s, and facial pain.  

1         19

1         13

8

9                          P1.3

 

Fig. 5. Ophthalmoplegic migraine  

4   KAMET II Architecture  

The KAMET II methodology relies on a conceptual and formal framework for the 
specification of knowledge-based systems. The conceptual framework is a typical, 
well-known four component architecture that defines different elements to solve 
diagnosis problems: a task that defines the problem that should be solved by the 
knowledge-based systems, a problem-solving method that defines the reasoning proc-
ess of the knowledge-based systems, and a domain model that describes the domain 
knowledge of the KBS. Each of these elements is described independently to enable 
the reuse of each of them. Additionally, a fourth element, known as adapter, is intro-
duced to adjust the three other independent and reusable parts. 

Problem-solving methods (PSMs) are ready-made software components that can be 
assembled with domain knowledge-bases to create application systems. The PSM 
should take into account both the reasoning process and the knowledge needed to 
solve the tasks. The domain model, on the other hand, introduces the domain knowl-
edge and is represented by ontology. The use of ontologies in constructing a KBS is 
pervasive. They support the modeling of the domain-knowledge counterpart of PSMs 



324 O. Cairó and S. Guardati 

in knowledge applications. However, PSMs and domain ontologies are developed 
independently and therefore need to be reconciled to form a coherent knowledge 
system. As the basis for reconciliation, PSMs choose the format and semantics of the 
knowledge that they expect from the domain to perform their task [12]. Finally, the 
adapter allows the combination of the three other components that may differ in syn-
tactical input and output descriptions.  

5   KAMET II Methodology: Applications and Results  

KAMET II presents a different way of doing things and a collection of new ideas; let 
us ultimately build more robust models of knowledge, and building knowledge-based 
systems more efficient. It is undoubtedly very useful. However, the main motivation 
behind this work is to introduce the knowledge acquisition as a cognitive process, as a 
spiral of epistemological and ontological content that grows up by transforming tacit 
knowledge in explicit knowledgeThe way of doing things, although they did not in-
volve a fundamental change in the structure of the methodology, necessarily imply a 
change of mind, a change of principles and strategies, and a fundamental change in 
the way of seeing the problem. 

The KAMET Methodology has been successfully used in different applications and 
knowledge domains.  We have developed several KBS using KAMET mainly in 
medicine –cranial neuralgias and uveitis-, telecommunications, recruiting, concrete 
design, scheduling, human resources management system, customer services, etc.  A 
great deal of literature has also appeared on KAMET in recent years ([5], [6], [7], [8], 
[9], [10], [11]). We do think KAMET II, which involves a new dynamic modeling 
process and a revolutionary knowledge generation process, provides the necessary 
elements for KE to build KBS. The methodology also focuses naturally on risk-
reduction, which is a fundamental part in software and knowledge engineering.  

6   Conclusions  

In this paper, we presented a renewed and fresh knowledge acquisition methodology 
from multiple knowledge sources. It is worth noting there are two main goals in de-
veloping KAMET II. The first one is to improve the phase of knowledge acquisition 
making it efficient. The second, and more important, is to introduce the knowledge 
acquisition as a cognitive process, as a spiral of epistemological and ontological con-
tent that grows upward by transforming tacit knowledge into explicit knowledge. 

We would like to close this paper by stating that this is one of the first attempts at 
incorporating both a dynamic modeling process and a knowledge generation process 
in a knowledge acquisition methodology. We also know that much remains to be done 
to quantify the effects we have pointed out. We also think that the principles illus-
trated here may have a wider applicability, and should be employed in a more general 
manner in order to provide a deeper understanding of knowledge acquisition.  
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Abstract. This paper proposes using metadata in a Resource Descrip-
tion Framework (RDF) database for version management and access con-
trol. The proposed mechanism attaches metadata containing the version
and access control information to an RDF statement. When new data
(RDF statements) are derived based on the rules, the metadata are added
to the new data. When a query is made to the RDF database, it is rewrit-
ten so that the metadata are considered. In addition, the mechanism is
intended to be used on top of existing RDF database software for easy
portability. An application of the proposed mechanism is shown in the
context of the construction of a topic database for the conversation sup-
port of people with language disorders.

Keywords: RDF, metatdata, access control, version management.

1 Introduction

This paper proposes a method for version management and access control
for a Resource Description Framework (RDF) database. Constructing a RDF
database, especially adding data (resources) and links between them is labori-
ous. We can construct an RDF database by combining multiple RDF databases
developed by different users. By linking two resources in different databases, we
can easily construct a larger RDF database.

Integrating multiple databases, especially those developed by different users,
involves some issues that need to be solved. One is achieving access control. Often
a database is constructed by an individual for his/her own personal purpose. The
user specifies which data should be shared with whom. If the user can specify
such access control, the user’s personal RDF database can be published and
shared with other (possibly public) databases. The second issue is that database
construction inevitably involves trial and error processes. The user may want to
test a particular link between two resources in different databases and verify the
results. The user may also want to compare different ways to make links between
two databases.
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To tackle these issues, we propose a mechanism that uses metadata attached
to an RDF statement (a triple) for access control and version management. The
metadata for access control include the ‘owner’ of the triple and information
about access permission. By introducing version management, we can also enable
a user to easily compare two different versions. This mechanism is intended to
be constructed on top of existing RDF database software so that the internal
structure of the RDF database does not have to be modified.

This paper is structured as follows. The next section discusses related works.
Then, the metadata for version management and access control are presented
with an example. Finally, an application to the construction of a topic database
is described, followed by a conclusion.

2 Related Works

There are many works on access control model for RDF data (for example,
[1,4,7,8,11]). There are also access control mechanisms proposed for specific ap-
plication domains. For example, access control for online photo albums was pro-
posed based on tags attached to photos and linked data [2], where the tags are
given by a user, and the linked data refer to the user’s profile based on ‘Friend-
Of-A-Friend’ (FOAF). With the FOAF information, flexible access control is
achieved. In addition, an access control list (ACL) described in RDF is used to
represent such permission as ‘read’ or ‘write,’ that is suitable for a collabora-
tive authoring environment [6]. The proposed mechanism here mainly targets
the construction of a topic database by many users, and is intended to provide
a simple access control mechanism that is useful for combining RDF databases
built by different users.

For version management, OWL specification has an owl:versionInfo prop-
erty that represents the version of the ontology in a particular file. Managing the
statement-based version control is not easy in this case. Since we consider cases
where a link is defined to connect different resources in multiple databases, we
must be able to do version management on a statement basis.

For statement level versioning, a scheme of recording the change history of
addition and removal of triples was proposed [10]. In addition, multidimensional
RDF was proposed to handle multiple contexts [5]. In contrast to these ap-
proaches, the proposed mechanism of this paper is intended for use on top of an
existing RDF database software, and it puts emphasis on software portability.

3 Use of Metadata

The main idea of the proposed method is adding metadata regarding access
control and version management to an RDF statement (a triple). When a new
triple is derived, the metadata are added based on the metadata on the RDF
triples that caused a new triple to be derived. The addition of the metadata is
described using rules. When a query is made to the RDF database, additional
conditions are added to the original query so that only triples are retrieved
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that satisfy the access control and version management conditions. From the
viewpoint of the RDF database, metadata regarding access control and version
management are stored in the RDF database in the same way as the original
data. However, when a triple is added, the metadata are calculated and attached
to the new triple. In addition, a query is rewritten to handle version management
and access control. The RDF database itself is not required to be modified to
handle the metadata.

To add metadata to each RDF statement, the RDF statement is
reified (Fig. 1). In this example, triple (:Cat rdfs:subClassOf :Ani-
mal) has the metadata. The metadata for the access control are repre-
sented by sem:accessInfo and the version information is represented by
sem:versionInfo. Here, prefix sem represents the vocabulary defined for this
paper and is used throughout it1.

:A_Private

:Animal

rdfs:subClassOf

:Cat

sem:accessInfo

rdfs:subClassOf

rdf:subject rdf:object

rdf:predicate

rdf:Statement

rdf:type

sem:versionInfo
:V1_1

sem:version

rdf:type

sem:access

rdf:type

"V1.1"
rdfs:label

sem:private

sem:permission

:memberA

sem:ownedBy

:V1_0

sem:parent

User' 

view

Fig. 1. Attaching metadata

3.1 Metadata for Access Control and Version Management

The metadata for access control (sem:accessInfo) has the information on ac-
cess permission (sem:permission) and owner (sem:ownedBy). The metadata
for version management (sem:versionInfo) denote the version in which the
statement is held. The metadata may have a label that describes the version’s
information that is suitable for users. Moreover, the version can have a ‘parent’
version from which definitions are inherited. The parent version is specified by
the sem:parent property.

Metadata are added in two situations. One is when a user manually adds a
triple, and the other is when a new triple is derived from the existing triple(s)
based on the ontology definition.

When a user adds a triple, the user must specify its access permission in
addition to the version in which it exists. If no such information is given, the
triple is assumed to be available to anyone and to any version, and no metadata
regarding access control and version management are attached.

Figure 2 shows how a newly derived triple is attached with metadata.
We assume that triple (:Kitty rdf:type :Cat) is originally defined and is
1 In the implementation, @prefix sem: <http://www.semlab.jp/#> is assumed.
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:Cat
rdfs:subClassOfrdf:type

rdf:type

sem:versionInfo

rdf:type

rdf:predicate

sem:accessInfo

rdf:type

rdf:subject rdf:object

:A_Private

rdf:Statement

:Kitty :Animal

:V1_1

Derived 

Statement

Derived 

metadata

Fig. 2. Example of deriving metadata

valid in all versions and can be accessed by anyone. In addition, triple (:Cat
rdfs:subClassOf :Animal) is defined in the version of :V1_1 and created by
user A and specified as only accessible by user A (as shown Fig. 1). The definition
of rdfs:subClassOf derives new triple (:Kitty rdf:type :Animal). However,
since this triple is based on triple (:Cat rdfs:subClassOf :Animal), the meta-
data to the derived triple are the same as those of triple (:Cat rdfs:subClassOf
:Animal). Thus, triple (:Kitty rdf:type :Animal) is valid in version :V1_1
and accessible only by user A.

3.2 Rules for Adding Metadata

We use the RDF toolkit, Jena [3] to implement this system and utilize the
general purpose rule engine provided by Jena. As an example, the inference rule
for rdfs:subClassOf is shown below, which shows that a new triple with the
property of rdf:type is derived from the rdfs:subClassOf property.

[(?x rdfs:subClassOf ?y)(?a rdf:type ?x) -> (?a rdf:type ?y)]

Here, the syntax of Jena’s rule engine is used to describe a rule2. To handle
the metadata, a new rule is defined to add not only a derived triple but also to
attach an appropriate metadata to the derived triple.

The rule for adding metadata is defined to modify both the left and right
hand sides of the original rule. Since there are many possible situations, let
us consider a simple case where triple (:Kitty rdf:type :Cat) does not have
metadata, but triple (:Cat rdfs:subClassOf :Animal) does.

The modified rule can be written as:

[(?x rdfs:subClassOf ?y) (?a rdf:type ?x)
(?_:b rdf:type rdf:Statement)(?_:b rdf:subject ?x)
(?_:b rdf:predicate rdfs:subClassOf) (?_:b rdf:object ?y)

2 http://jena.sourceforge.net/inference/#rules.

http://jena.sourceforge.net/inference/#rules
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(?_:b sem:versionInfo ?version) (?_:b sem:accessInfo ?access)
noValue(?a rdf:type ?y) makeTemp(?r)
->
(?a rdf:type ?y)
(?r rdf:type rdf:Statement) (?r rdf:subject ?a)
(?r rdf:predicate rdf:type) (?r rdf:object ?y)
(?r sem:versionInfo ?version) (?r sem:accessInfo ?access) ]

The triple with the rdfs:subClassOf property is reified. The left hand side of
the rule refers to the metadata, which is copied to the newly derived triple’s
metadata.

This rule can only handle a simple case where there are no metadata for the
second triple (:Kitty rdf:type :Cat). In general, the metadata generated on
the right hand side of the rule must be determined from the metadata of the
triples on the rule’s left hand side, which will be discussed below.

4 Version Management

The relationship between versions forms a tree-like structure, as shown in Fig. 3.
When a new version is introduced, its ‘parent’ version is specified. Valid triples
in the parent version are also valid in the child version. We assume that a version
can have multiple parents.

The RDF resource that represents a version is an instance of sem:version.
Each reified triple has metadata for version management as specified by
sem:versionInfo, and its value is defined as an instance of sem:version.

The parent-child relationships between versions are represented by the
sem:parent property. In addition, to facilitate judging whether a given triple
is valid in a particular version, the version has an sem:include property that
defines the relationship between versions. For a given version, the triples whose
sem:versionInfo property value is included in the list of the sem:include prop-
erties of the version are considered valid in that version.

For the example in Fig. 3, the following relationships exist:

:V1_0

:V1_1

sem:parent

"V1.0"
rdfs:label

:V1_2

sem:parent

:V1_3

sem:parent sem:parent

sem:version
rdf:type

rdf:type
rdf:type

rdf:type

Fig. 3. Example version tree
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:V1_0 sem:include :V1_0 .
:V1_1 sem:include :V1_1, :V1_0 .
:V1_2 sem:include :V1_2, :V1_0 .
:V1_3 sem:include :V1_3, :V1_2, :V1_1, :V1_0 .

This list shows that, for example, in version :V1_2, the triples in the parent
version (such as :V1_0) are also valid. These sem:include relationships can be
defined using the following rules. Note that the version ‘includes’ itself to simplify
the query rewriting, which will be described later.

[(?c rdf:type sem:version) -> (?c sem:include ?c)]
[(?c sem:parentVersion ?p)(?p sem:include ?v)

-> (?c sem:include ?v)]

In the example in the previous section, we assume that triple (:Kitty rdf:type
:Cat) does not have metadata. We also assume here that the triple has meta-
data that indicate that the triple belongs to version (:V1_2). Since triple (:Cat
rdfs:subClassOf :Animal) holds in :V1_1, derived triple (:Kitty rdf:type
:Animal) should have the version that is the union of :V1_1 and :V1_2. In the
example of the version tree (Fig. 3), that version corresponds to version :V1_3.
Thus, triple (:Kitty rdf:type :Animal) will have the version metadata for
:V1_3. In the implementation, a specific rule is defined to handle this case.

Let us consider the following query in SPARQL:

SELECT DISTINCT ?type WHERE { :Kitty rdf:type ?type . }

When we make a query regarding version :V1_3, the query will be rewritten as
follows:

SELECT DISTINCT ?type WHERE {
:Kitty rdf:type ?type .
?r rdf:type rdf:Statement; rdf:subject :Kitty;

rdf:predicate rdf:type; rdf:object ?type;
sem:versionInfo ?version .

:V1_3 sem:include ?version . }

The last clause checks the version. The result of the rewritten query is :Cat and
:Animal. When we make a query regarding a different version, say :V1_1, the
last clause will be changed to use :V1_1 instead of :V1_3. In this way, the query
can be rewritten to make a query only about the specified version.
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5 Access Control

In addition to version management, the metadata attached to the reified triple
are used to handle access control, whose metadata are specified as the property
of sem:accessInfo.

5.1 Metadata for Access Control

Access permission to a triple is specified as metadata when the triple is added.
The permission is represented using sem:accessInfo property. It has a property
of sem:permission to denote the range of people who can access the given
triple. We currently consider the following options: sem:private, sem:public,
and sem:group. sem:private denotes a triple that only the owner (creator)
can access, and sem:public denotes that a triple can be accessed by anyone.
sem:group means that the triple can be accessed by a member who belongs to
the same group as the owner. To determine if a user belongs to the same group,
the user’s profile is used. The user profile, which is represented in FOAF, must
contain the information regarding the group to which the user belongs.

5.2 Query Rewriting for Access Control

Let us consider how to rewrite a query taking access control into consideration.
Using the example in the previous section, we assume user B (different from the
user who defined the triples in the example) makes a query to the RDF database.
To simplify the explanation, we do not consider version management here.

The original query, given as

SELECT DISTINCT ?type WHERE { :Kitty rdf:type ?type . }

can be rewritten as follows:

SELECT DISTINCT ?type WHERE {
:Kitty rdf:type ?type .
?r rdf:type rdf:Statement; rdf:subject :Kitty;

rdf:predicate rdf:type; rdf:object ?type;
sem:accessInfo ?access;

?access sem:ownedBy ?owner .
{ { ?access sem:permission sem:public .} UNION
{ ?owner foaf:name "B" .} UNION
{ ?access sem:permission sem:group .
?group foaf:member ?owner .
?group foaf:member ?member .
?member foaf:name "B" . } } }

In the rewritten query, the access condition is checked. If its permission is
sem:public or the owner is user B, the triple can be accessed. Alternatively,
if the owner and user B belong to the same group, the triple can be accessed.
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In the example in Fig. 2, if user B makes a query, triple (:Cat rdf:type
:Animal) cannot be accessed. Thus, the result of the query is :Cat. If user A
makes a query, triple (:Cat rdf:type :Animal) can be accessed, and the result
is :Cat and :Animal.

5.3 Updating Metadata

As in the case for version management, sem:accessInfo needs to be propa-
gated when a new triple is derived by the ontology rules. Following the previous
example, suppose that triple (:Kitty rdf:type :Cat) contains metadata for
access control and that they specify an owner as user B with the permission of
sem:private. In this case, triple (:Kitty rdf:type :Animal) cannot be de-
rived because the triples that match the left side hand of the rule are created
by different users with sem:private permission. In this case, only the metadata
for sem:accessInfo are created and there are no sem:permission data. As an-
other example, if user B specifies the range of access as sem:group instead of
sem:private and user B belongs to the same group as user A, then the metadata
for the newly derived triple can be accessed by user A, since it is assumed that
users A and B belong to the same group.

:Hobby_Ski

"Hobby 

Ski"

:Sports_Ski

"Sports 

Ski"
:Ski_Goods

"Ski  Goods" "Alpine  Skiing"

:Alpine_Skiing

sem:term

rdf:type

rdf:type

rdf:type

rdfs:label rdfs:label
sem:target sem:target

rdfs:labelrdfs:label

rdf:type

sem:targetsem:target

sem:almostSame

These links will 

be derived.

Fig. 4. Part of RDF topic database for “Easy-Free Conversation”

6 Application to Topic Database

The proposed mechanism is intended to be applied to the construction of a topic
database that contains a word list used in conversations with people with com-
munication handicaps such as aphasia. This topic database is converted from an
original word list called ‘Easy-Free-Conversation’ [12] into an RDF database [9].

In this topic database, words are basically connected based on a conceptual
hierarchy since the original word list was constructed in a tree hierarchy. During
conversation, a word is selected and presented from the topic database following
the links between the words. To facilitate conversation, links must be made be-
tween related words. If similar words are in the distant part of the tree hierarchy,
it is difficult to follow them without direct links that connect them. Moreover,
since the words often used in everyday conversations vary from person to person,
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the topic database should contain some personal words. Thus, the topic database
should be constructed by combining a database that has general words and a
personal topic database (word list).

In an RDF topic database, a word is represented as an instance of a sem:term,
and links are defined between them. The term has a rdfs:label property that
contains its string representation. The property sem:target represents the re-
lationship between terms to connect terms. Figure 4 shows a part of the topic
database.

In this example, term :Hobby_Ski, which is under the category of hobbies,
and term :Sports_Ski, which is under the category of sports, are shown. For
each term, using the sem:target property, related words (:Ski_Goods and
:Alpine_Ski) are connected. Here, ski under hobby (:Hobby_Ski) is not con-
nected to the related words of ski under sports (:Sports_Ski) and vice versa,
even though terms :Hobby_Ski and :Sports_Ski have similar concepts.

To define the relationship between these two terms, a new property
sem:almostSame is introduced. The property’s domain and range are sem:term.
In this example, :Hobby_Ski and :Sport_Ski are linked by this property to
reach more diverse terms so that we can handle a wider variety of conversation
topics. The sem:almostSame property adds the sem:target links as expressed
in the rule form below:

[(?x sem:almostSame ?y)(?x rdf:type sem:term)
(?y rdf:type sem:term)
-> (?y sem:almostSame ?x) ]

[(?x sem:almostSame ?y)(?x rdf:type sem:term)
(?y rdf:type sem:term)(?x sem:target ?term)
-> (?y sem:target ?term) ]

Here, the sem:almostSame property is defined to have a symmetry property
(shown in the first rule). These rules do not consider the metadata. As in the ex-
amples shown in the previous sections, the rules are extended to handle metadata
in the implementation.

Let us assume that user A adds the following statement in version :V1_1 and
grants access permission to the users who belong to the same group:

:Hobby_Ski sem:almostSame :Sports_Ski .

The query to obtain terms that can be accessed from the term :Hobby_Ski can
be written as follows:

SELECT DISTINCT ?term WHERE { :Hobby_Ski sem:target ?term . }

When user A makes a query for version :V1_1, this query is rewritten to include
the conditions for version management and access permission. The results are
:Alpine_Skiing and :Ski_Goods. When user B, who belongs to the same group
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as user A, the sem:almostSame property link becomes valid, and the same results
can be obtained. However, for user C, who does not belong to the same group
as user A, sem:almostSame property link does not hold, and only :Ski_Goods is
obtained as a result.

In addition, if user A makes a query for version :V1_0, only :Ski_Goods is
obtained as a result, since triple (:Hobby_Ski sem:almostSame :Sports_Ski)
defined above is not valid in version :V1_0. In this way, a user can verify the
effects of adding the property link of sem:almostSame.

7 Conclusion

This paper proposed a method for access control and version management for
an RDF database that exploits the reification of RDF statements to add meta-
data and implements statement-level access control and version management.
The application of the proposed method was described in the context of the
construction of a topic database for conversation support where constructing a
personalized database by combining several databases is useful. We are currently
implementing the proposed method in an editing tool for the topic database, and
we plan to evaluate the effectiveness of the proposed method in the development
of the topic database.
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Abstract. The paper presents general classification of knowledge elicitation 
methods first and continues with elaboration of each individual method. In this 
paper we attempt to blend together Russian knowledge elicitation methods and 
practices with internationally applied methods. We concentrate on the analysis 
of knowledge elicitation methods of qualitative research. The result is a more 
comprehensive classification of knowledge elicitation methods. The classifica-
tion further benefits from the authors’ rich practical experience of implementing 
these methods. 

Keywords: Knowledge management, knowledge engineering, classification of 
knowledge elicitation methods, practical application. 

1   Introduction 

Contemporary qualitative research methods are commonly perceived as developed in 
the Western society. They have indeed received broad practical application and be-
came fashionable both in Europe and the United States. This led to a proliferation of 
publications and an army of researchers working to further refine qualitative methods. 
This, however, has not happened until the 1970s.  

In a polarised world of the 20th century, qualitative methods were also actively de-
veloped behind the iron curtain. While Russian science has been traditionally per-
ceived as advanced in highly quantitative fields, such as physics, mathematics, or 
applied statistics used for construction and control of five year plans, social sciences 
have been similarly advancing.  

While a lengthier discourse into the social science development is certainly a very 
rewarding theme, this is not the focus on this paper. Here, we concentrate on a nar-
rower topic of knowledge elicitation methods used in qualitative research. 

2   Classification of Knowledge Elicitation Methods 

A process of knowledge elicitation involves interaction between analyst extracting 
knowledge and expert possessing it. Although this is a common form of knowledge 
elicitation, it is not the only one available. Various authors [1-5] suggest over 30 ver-
bal and computer-based methods of knowledge acquisition and processing. Such an 
abundance of methods seems to be somewhat excessive. In this paper we suggest a 
classification of commonly used methods of knowledge elicitation sorted by the 
source of knowledge they are dependent on (Fig. 1).  
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Fig. 1. Classification of knowledge elicitation methods and corresponding knowledge processes 

Generally, communication-based methods of knowledge elicitation explain various 
interactions with one or several experts possessing knowledge. Text-based methods 
provide procedures for knowledge elicitation from documents and professional publi-
cations. The distinction between the two does not imply their incompatibility — these 
methods are frequently used in combination, where literature review is followed by 
expert interviews or vice versa. 

Communication-based methods can be further divided into active and passive. Pas-
sive methods imply that the leading role in the knowledge extraction is passed on to 
the expert, where the role of the analyst is limited to observation and recording of 
expert’s explanations. Alternatively, the decision-making process demonstrated by the 
expert could be presented in a form of a lecture. Contrary to passive, active communi-
cation methods imply that the person acquiring knowledge is in a full control of the 
process, actively communicating with the expert through various methods — games, 
dialogues, round table discussions, etc. 

Both active and passive methods could be subsequently applied in one knowledge 
elicitation project. In a situation, where the person acquiring knowledge is less ex-
perienced in the field of the expert, he could first use passive methods, gradually 
applying more active techniques as he familiarises himself with the field.  

Passive methods could be mistakenly regarded as more simple they, however, re-
quire specific skills to become effective. This is predominantly the ability of the ana-
lyst to process the stream of information and rightly detect valuable pieces of knowl-
edge. The absence of a feedback loop significantly weakens passive methods, placing 
them as supplementary to active. 

Active methods in their term could be divided into two groups, depending on the 
number of experts contributing their knowledge. If there is more than one expert, it is 
reasonable to combine individual contacts with group-based interactions. The latter 
are instrumental in stimulating knowledge processes and triggering new and nontriv-
ial ideas. Nevertheless, individual-focused methods retain their dominance as  
the process of knowledge sharing is traditionally seen to be more efficient on a  
face-to-face basis. 
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3   Communication-Based Methods 

In line with the classification of the Figure 1, both passive and active methods of 
communication are analysed as follows.  

3.1   Passive Communication Methods 

The notion passive is used here to stress different nature of these methods compared 
to active methods. Passive does not mean that these methods are less labour intensive, 
on the contrary, they require substantial effort comparable to such in active methods 
(e.g. organising games). Passive methods imply that the dominant role in the knowl-
edge extraction is delegated to the expert, where the role of the analyst is limited to 
recording narratives of the expert throughout the decision making process.  

Observation 

The observation method implies that the analyst is located in the direct proximity to 
the expert, observing closely his professional activities or their imitation. Before a 
session is started the analyst should explain to the expert the purpose of the observa-
tion and ensure that the expert is commenting every decision he is making. 

The analyst should record actions made by the expert, his comments and explana-
tions. A video recording is usually helpful given that the expert has provided consent. 
The key precondition of this method is the avoidance of any intrusion by the analyst 
into the work of the expert. Due to this condition, the method is seen as the only 
“pure” method excluding interventions on the cognitive process by the observer. 

The observation method is applied for both real processes of decision making and 
their imitations. In fact, both processes are frequently used together to allow for a 
higher level of detail. At first, the analyst observes a real-life process, deepening his 
understanding of the knowledge area and memorising visual attributes of the decision 
making procedure used by the expert. This follows by the observation of the process 
imitation, which is again performed by the expert at his work place, however this time 
the entire sequence of actions is performed solely for the sake of demonstration. The 
advantage of the imitation process is in that the expert is less stressed compared to the 
real process, where he simultaneously has to perform his job and demonstrate it to the 
analyst. However, this advantage is of a mixed nature — precisely the relaxed state of 
the expert can influence his results — as the work is only a simulation, decisions 
could vary from the real ones.  

The scripts from the observation sessions should be transcribed in detail soon after 
the session and verified with the expert. In general, observation is one of the most 
common methods of knowledge elicitation on the earlier stages of this process. Its 
application is usually combined with the use of other methods. 

Improvised lecture 

The record of an improvised lecture is different from observation method in that  
the expert is asked to both comment on his actions and decisions and explain how 
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decisions were made, demonstrating logic used in decision making. While expert 
speaks, his “stream of thought” is carefully recorded, including pauses and exclama-
tions. The method is sometime also called verbal reporting [6]. Whether recording 
devices should be used for this method is debatable as the influence of recording on 
the expert could be negative. If this is the case, it destroys a personal touch and an 
atmosphere of trust created in a face-to-face communication. 

Transcript of protocols should be made by the analyst, observing the session. He is 
also the one correcting and refining the transcript after consequent sessions of knowl-
edge articulation. A successful protocol of an improvised lecture is one of the most 
efficient methods of knowledge extraction, as it allows the expert to freely reveal his 
thinking process. He is free to show his erudition, demonstrate depth of his knowl-
edge. Majority of experts considers this method as the most and pleasant. 

It is fairly common that the improvised lecturing method is combined with one of 
the active methods to enable a feedback loop. This allows the interpretation created 
by the analyst to be verified by the expert. 

Formal lecture 

Lecturing is probably the oldest way of knowledge transfer. The art of lecturing has 
been highly regarded in science and culture since ancient times. However, our focus is 
not on the abilities to prepare and conduct lectures but rather abilities to listen, tran-
scribe and understand it. As experts are usually available with or without experience 
and talent to lecture, the analyst has little influence over the choice of this method. If 
the expert has lecturing experience (e.g. he is a professor practicing in hospital or 
experienced manager of production facilities), the knowledge transfer in a form of a 
lecture could represent a concentrated and structured knowledge fragment. 

Lecturing also allows significant degree of freedom, however, the topic and objec-
tives of the lecture should be clearly formulated in advance. For instance, if the topic 
of a series of lectures is “Diagnosis of the flue”, the topic of a particular lecture is 
“symptoms analysis”, the objective — to teach audience how to diagnose the flue and 
forecast its development by using a set of characteristics listed by the expert. When 
the topic and objectives are provided, an experienced lecturer could structure his 
knowledge and refine the logic in advance.  

The analyst will need to diligently transcribe the lecture and ask clarifying ques-
tions. High quality transcript includes tracking main points, omitting superficial de-
tails, good structuring of paragraphs and subparagraphs, care in articulation of clear 
and logical sentences, ability to generalise.  

Good questions could also benefit both audience and lecturer. Thought-through 
questions could help gaining respect of the expert for the analyst.  

As most passive methods, lecturing is an efficient method to quickly immerse the 
analyst into the area studied. 

Comparative analysis of passive methods of knowledge extraction is provided be-
low (Table 1). 
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Table 1. Comparative analysis of passive knowledge extraction methods 

Observation Improvised lecture Formal lecture 
Advantages 

Absence of analyst’s influ-
ence. Maximum immersion 
of analyst into the knowledge 
area 

Freedom of expression for 
the knowledge expert. Logic 
of the expert is well exposed. 
Absence of analyst’s influ-
ence 

Freedom of expression for the 
knowledge expert. Structured 
narration. High level of knowl-
edge concentration. Absence of 
analyst’s influence 

Disadvantages 
Absence of a feedback loop. 
Knowledge fragmentation 

Absence of a feedback loop. 
Possibility of a diversion of 
expert’s narration from the 
desirable area of knowledge  

Abundance of details. Weak 
feedback loop. Good lecturers 
are rare 

3.2   Active Individual-Focused Communication Methods 

Active methods of knowledge extraction are most frequently used. They are em-
ployed in development of most knowledge areas and imply active participation of the 
analyst, who writes scenario and facilitates knowledge extraction sessions. While 
expert games differ substantially from other methods in this group, the remaining 
three methods exercise a high degree of similarity. They are also classified as ques-
tion-based. 

Questionnaire 

Questionnaire is a highly formalized method. The analyst formulates a list of ques-
tions in advance and provides them to a number of experts. The procedure could be 
organised in two ways.  

─ The analyst asks questions and records expert’s answers. 
─ Following an instruction session, the expert completes questionnaire independ-

ently.  

The choice depends on specific circumstances (e.g. questionnaire layout, clarity, 
readiness of the expert to spend time). The second method is usually favoured as it 
allows expert to spend unlimited time answering questions. 

The analysis of communication process allows distinguishing between its three 
components: participants, means of communication and situation of communication. 
The usage of questionnaire allows influencing two components - the situation and the 
means of communication (i.e. questionnaire). There are several general recommenda-
tions for composing a questionnaire. An impressive experience of questionnaire ap-
plication is accumulated in sociology and psychology [7, 8]. In the recent time, web-
based methods of organising questionnaires are becoming increasingly popular. The 
electronic tools help to simplify data gathering and processing but still demand very 
careful preparation and financial investment. 
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Interview 

Interview is a specific form of communication between the analyst and the expert, 
where analyst is asking a number of prepared in advance questions in order to gain 
better understanding of a specific knowledge area. Perhaps, the most comprehensive 
experience of interviewing is accumulated in journalism and sociology [9, 10]. 

The method of interviewing is close to the questionnaire method where the analyst 
records answers of the expert. The main distinction of the interviewing is in that it 
allows omitting some questions, adding new questions, changing pace of the inter-
view, and generally enriching the content of communication. The analyst is able to 
employ non-verbal communication, use his charisma and better engage the expert in 
the interviewing process, therefore, improving the overall quality of the interview. 

Unframed dialogue 

Unframed dialogue implies a discussion between expert and analyst, which does not 
follow any specific plan or questionnaire. This, however, does not free the analyst 
from a profound preparation. On the contrary, a free-style and easy-going dialogue 
requires exceptional professional and psychological preparation. While preparation 
could vary in length depending on skills and experience of the analyst, it remains 
obligatory as it prevents from using the most irrational method of trial and error.  

Profound preparation for the dialogue ensures that the analyst stays in control and 
skillfully directs communication. A well-planned discussion guarantees a smooth 
dialogue starting with a pleasant impression and a seamless transition to the main 
topics by installing interest and winning trust of the expert. The role of the analyst 
requires a very specific set of skills that have to be identified in the process of ana-
lyst’s preparation. Choosing the right pace is central for the unframed dialogue.  

Expert games 

The game is the simulation of the professional activity. Expert games like any of the 
business games need the extraordinary amount of professional maturity from the ana-
lyst. The game design, scenario, preparation are really creative work. But the result 
may be outstanding as the game activates expert’s mind and reveals his/her decision 
making procedures. 

One of most simple expert game is imitation of a peer-to-peer dialogue between 
two specialists, where analyst is plays the role of a partner-specialist. The preparation 
in this case is similar to the preparation for an unframed dialogue. 

Comparative analysis of active individual-focused methods of knowledge extrac-
tion is provided below (Table 2). 

3.3   Active Group-Based Communication Methods 

The group-based communication methods include role games, round table discussions 
and brainstorms. The main advantage of group-based methods is the simultaneous ac-
quisition of knowledge from a number of experts. Their interaction increases the quality 
of the outcome by clashing different viewpoints and positions. As these methods are 
somewhat less frequently used than individual-focused methods (which is explained by 
the complexity of their organization) they will be explained in more detail. 
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Table 2. Comparative analysis of active individual-focused knowledge extraction methods 

Questionnaire Interview Unframed dialogue 
Advantages 

Uniformed survey of several experts. 
Minimal effort from analyst on the 
stage of data collection  

Feedback loop 
(opportunity to 
clarify details and 
possible contradic-
tions) 

Flexibility. 
Strong feedback loop. 
Possibility to change 
scenario and form of 
communication 

Disadvantages 
Experience and skills in questionnaire 
compilation. Absence of interface 
between expert and analyst. Absence of 
feedback loop. Questions could be 
misunderstood by the expert 

Time consuming 
preparation of 
questions 

Substantial stress for the 
analyst. Absence of 
formalized methodolo-
gies. Difficulty in re-
cording the dialogue 

Round table 

The method of roundtable (the term is borrowed from journalism) prescribes a discus-
sion of a given topic held by a number of experts, each given equal rights. Com-
monly, participants are asked to outline their positions first and move to an active 
discussion afterwards. The number of participant could vary from three to five. Most 
recommendations provided earlier in this paper are also applicable to this method. 
However, there is also some variation associated with human behaviour in a group. 

The analyst is required to make additional effort of both organisational (e.g. prepa-
ration of location, coordination of time, place, quorum, refreshments, etc.) and psy-
chological kind (e.g. ability to input relevant comments, sense of humour, good mem-
ory for names, ability to buffer conflicts, etc.).   

The goal of the discussion is to analyse controversial hypothesis of the knowledge 
area collectively, from different viewpoints, under different research angles. In order 
to spice up the discussion, participants are invited from various scientific streams and 
generations. This limits the danger of obtaining one-sided knowledge. 

Brainstorming 

Active group-based methods are frequently used to revitalise the process of knowl-
edge acquisition. On their own, these methods do not allow to source complete 
knowledge. They are usually applied as complementary to traditional individual-
focused methods (e.g. observation, interview, etc.) to facilitate expert’s thinking. 

Brainstorming is commonly used to activate creative potential of participants. A 
brainstorming session does not last long (in the range of 40 minutes). Participants (up 
to 10) are invited to express their ideas of a given topic (no critique is allowed). An 
average number of ideas emerged in one session is about 50. Every participant has 
two minutes to express an idea. The most interesting part of the session is the point 
when the peak of the discussion is reached and ideas start to emerge at accelerated 
speed, leading to a simultaneous generation of hypotheses by many participants.  

The analyst facilitating brainstorming session should be in full control of the  
audience, is responsible for a selection of active and creative experts, he should not 
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discriminate bad ideas as these could trigger thinking. A good facilitator is able to ask 
questions, stimulating idea generation process. Questions serve as a hook that helps to 
extract ideas [11]. They could also stop talkative experts from dominating discussion 
and facilitate development of ideas of the rest of the group. The main slogan of a 
brainstorming session is “the more ideas, the better”. Sessions are usually recorded. 

Role games 

Role games imply participation of several experts. The game is played according to a 
given scenario, all roles are assigned in advance, each role has a description and per-
formance valuation matrix [12]. There are several methods of conducting role games. 
In some, participants decide what roles they want to play, in others they draw lots or 
receive assignments. A role is defined as a number of behavioral patterns, where each 
role is interlinked with the group behaviour within a game.  

The number of roles is usually limited to three/six. If the number of experts ex-
ceeds the desirable group limit, they could be divided into two groups. Here, the com-
petition between groups could further improve quality of the outcome. Enabling the 
right atmosphere for the game requires significant effort and creativity from the ana-
lyst. The game is considered a success if participants start identifying themselves with 
their roles.  

4   Text-Based Methods 

The group of text-based methods combines knowledge elicitation methods based on 
investigation of scientific texts, monographs, papers, and other written sources of 
professional knowledge. Among knowledge extraction methods, this group is least 
developed with little published instructions available. The following interpretation is, 
therefore, an introduction into these methods as it is seen by the authors. 

When analysing a text, the analyst has to decompose it into categories in order to 
select knowledge fragments, important for his work. The rigour of text interpretation 
is also in understanding of contexts surrounding the text. There are micro and macro 
contexts. Micro context is the nearest surrounding of the text, such as paragraph, 
chapter, etc. Macro context is the entire knowledge universe associated with the par-
ticular knowledge field. In other words, the knowledge becomes meaningful in the 
context of a larger knowledge. So how the process of understanding is organised? 
One of the possible answers is given below. In general, this scheme could be applied 
in any learning process. 

Main components of understanding a text are: 

─ Introducing initial hypothesis of the text’s meaning (foresight) 
─ Clarifying terminology  
─ Formulating general hypothesis of the text’s context (knowledge) 
─ Further elaborating meaning of terminology and interpreting text’s fragments 

using general hypothesis (deduction technique) 
─ Forming initial logic of the text by building intrinsic connections between key 

words and fragments, as well as by introducing abstract notions, generalising 
specific knowledge fragments 
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─ Correcting general hypothesis according to the knowledge fragments sourced in 
the text (induction technique) 

─ Acceptance of general hypothesis. 

The understanding of a text implies use of both deduction and induction techniques. 
Such a twofold approach allows seeing the text as a knowledge unit of special kind, 
with its main features being connectivity, wholesomeness, completeness. The key 
points of the process are forming the logic of the text by identifying key words and 
final connection of key words into a unified semantic structure. 

5   Knowledge Elicitation Session: Case Study 

The above described classification may be used as a practical guide for the knowledge 
engineer. Several years ago the authors participated in a project which was aimed at 
developing expert system for the forecast of a possible blow in mining industry. The 
expert was a well-known in Russian doctor of Science Prof. Buch (83 years old), who 
had done a lot of successful expertise in this field.  

The Russian specifics of professional dialogues comprise several features: 

─ All the unframed dialogues are normally very informal 
─ There are very few experts ready to share knowledge 
─ Expert has no honorarium for the interview 
─ Group-based methods are nor very popular 

Taking into consideration all this factors knowledge engineers have to combine a 
bunch of methods to reach the goal.  

First step (3 weeks) was devoted to the text-based methods targeted at superficial 
comprehension of domain and its specifics. The bibliography was recommended by the 
expert. The book texts are usually written with a focus on specific audience. Therefore, 
if the text is not aimed at a general audience, one would require some preparation in 
order to understand such a text. In this case, the path to the knowledge lengthens by one 
more step. Therefore, although text-based methods are practiced as a preparation for 
active knowledge extraction, they on their own require solid preparation.  

Then the expert was asked to provide several forecasts based on the detailed maps 
of mines from Siberian region using improvised lecturing (5 days). These lectures 
were followed by series of interviews and unframed dialogues (2-3 weeks).  

All sessions were tape recorded and then notes and protocols were transcribed and 
worked-out. They were discussed with the expert and later the expert system was 
developed. It should be noted that the knowledge base was very subjective and this 
system was called “Buch’s forcast”. 

6   Conclusion 

The methods discussed in this paper form a comprehensive collection of tools for 
knowledge elicitation procedures. Many of these methods have been observed and 
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practiced by the authors for decades. Interestingly, some of them are more popular in 
Russia while others are more broadly practiced in Europe and the United States.  

Among methods traditionally used in Russia are passive methods of observation 
and lecturing and active individual-focused methods of questionnaires and interviews. 
While active group-based methods have also been practiced in Russia, they have not 
been formalised as a research method. It is only in the last two decades when the 
active group-based methods have been consistently promoted and implemented in 
Russia.In general, there is no clash between Russian and Western qualitative research 
methods. They share common sources of origin and seem to be highly compatible. 
The differences between these methods are only discernible in details. 

In this paper we have attempted to provide a comprehensive classification of 
knowledge elicitation methods. By definition such methods are focused on the proc-
esses of knowledge externalisation. This makes the analysis provided in this paper 
somewhat limited. While both tacit and explicit knowledge and related processes have 
been considered, the emphasis remained on explicit knowledge. This limitation 
should be addressed in future studies. The authors believe that practical application of 
the spectrum of methods outlined in this paper will lead to further extension and re-
finement of the classification.  
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Abstract. The disambiguation of a declarative visual model is a crucial step 
towards the generation of its geometric equivalents. Any abstract description 
has to be ultimately translated into a concrete set of values or relevant con-
straints, solely relying on quantifiable model characteristics. To this day, there 
is no general consensus with respect to a unified, formally defined model for 
this disambiguation process or the desired quantified outcome. The current 
work sets the basis for a uniform transformation process and the corresponding 
formal constraint model, inclusive of a number of already existing approaches 
for declarative modelling. The applicability of the proposed framework is ex-
hibited in an existing declarative modelling environment, explicitly demonstrat-
ing its implementation in the specific context. 

Keywords: Declarative Modelling, Geometric Modelling, Constraints, Design.  

1   Introduction 

Declarative Scene Modelling [16] represents an early-phase design methodology 
where a scene is described using abstract and, typically, ambiguous terms instead of 
concrete geometric properties and values. It offers the advantages of a scene model 
based on terms closer to human intuition and the potential of unexpected innovative 
outcomes, its main drawback being the multitude of potential interpretations due to 
inherent model ambiguity and fuzziness. For the synthesis of the abstract model a 
number of alternative meta-models have been proposed, including but not limited to 
natural language, semantic networks and Horn clauses. 

Despite the fact that the declarative description per se is, at times, considered a 
means towards understanding, processing or communicating the individual properties 
and characteristics of a scene, in the majority of relevant works its construction is 
only the first step towards the eventual synthesis of the corresponding visual result(s). 
Hence, typically, the initial description has to become subject of the appropriate  
operations, regarding its enhancement or transformation, before its computational 
processing and respective generation of its graphical counterparts. All relevant  
transformation and enhancement stages take place in an environment supporting the 
corresponding operations. 
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The formalisation of the transformations a declarative scene description has to un-
dergo is presented in the current work, determining the conditions and implications 
inherent in its translation into a set of unambiguous constraints upon specific geomet-
ric properties. An explicit implementation of this formalisation is subsequently exhib-
ited in the context of an operating declarative modelling environment. 

2   State of the Art 

Two major approaches exist to modelling mechanisms, namely rule-based and im-
perative scene modellers. In rule-based modellers the user’s initial set of requirements 
is transformed with the aid of a set of rules [15] whereas in imperative modellers the 
user defines the construction of scenes through procedures following parameter val-
ues [10]. This is the case with the majority of commercial Computer-Aided-Design 
modellers, utilising a history-based model in order to represent complex scenes. The 
problem of both aforementioned approaches is the need, early during the scene de-
signing process, for low-level details not relevant to the creative phase, mainly due to 
the lack of abstraction levels that would allowing the user to validate ideas before 
resolving low-level issues. In declarative modelling, on the other hand, the initial 
abstract description is composed using intuitive terms provided by the scene design 
environment [16]. The geometric result(s) are automatically generated by mecha-
nism(s) observing the constraints implied by the description. 

The management and transformations of the initial description have various ap-
proaches in the context of declarative modellers. [2] proposes a meta-model incorpo-
rating a set of features, relations and specifications for the initial description serving 
as a semantic intermediate between the designer and the procedural level responsible 
for generating the corresponding virtual world. [18] presents an approach for terrain 
declarative modelling using five layers, each controlled by an initial intuitive user 
sketch, subsequently refined separately and automatically merged by a mechanism to 
produce a consistent detailed result. DE2MONS provides a general purpose modeller, 
where the user's description is translated in an internal model consisting of linear 
constraints [6]. PolyFormes is a specialised declarative modeller based on regular and 
semi-regular polyhedra where the user description is translated into an internal model 
which is expressed in terms of rules and facts, generating solutions through an infer-
ence engine applying rules to the facts, creating new facts and exploring the solution 
space [9]. MultiFormes [3], [16], [17] is based on declarative modelling by hierarchi-
cal decomposition (DMHD) [16] where the scene descriptions are input through  
dialog boxes allowing composition of a tree-like structure. A declarative design envi-
ronment of NURB surfaces has also been proposed where an interfacing module is 
dedicated to translate one specific media into a structured semantic language by  
keywords extraction and knowledge organisation [4]. MultiCAD  is an intelligent 
environment for scene modelling and design [11]. The description of a scene is trans-
formed with the use of Enhanced Entity-Relational (E-ER) models combining the 
definition of a general enhanced ER model with certain notions of scene graphs. 
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3   Requirements Categorisation 

Typically, the requirements connected with a declaratively described scene fall into 
one of two categories: 

• Strict: This category includes requirements that are mandatory for all visual inter-
pretations of the declarative description. Thus, the mechanism responsible for the 
generation of these interpretations, i.e. the solutions, has to be aware of these re-
quirements and respect them during generation. This is generally achieved through 
a set of constraints reflecting these requirements. 

• Flexible: This category comprises requirements that represent desired characteris-
tics that are not critical for solution approval. The constraints reflecting these  
requirements usually suggest a partial ordering or classification of the solutions, 
according to performance against the specific constraint. The generation mecha-
nism may or may not be aware of these, since they may be considered observed 
qualities of the produced solutions. The main differences and characteristics are 
summarised in Table 1. 

Table 1. Requirements Categorisation 

Category Scope Result Typical Stage(s) 

Strict Requirements Mandatory Validity Generation 

Flexible Requirements Optional  Partial Order / Classification Generation / Visualisation 

 
The user-defined abstract description is often inadequate or extremely general for 

the generation of meaningful visualisations, since it is desirable to relieve the user 
from the incorporation of validating information and allow focusing on the user’s 
functional, creative or aesthetic aspirations. As an example, the paradigm of Architec-
tural design suggests that a declarative description of the user’s desired habitation 
may not contain obvious facts (e.g. the requirement that rooms should not be isolated 
but connected with each other) that ensure the definition of a valid building assembly. 
These requirements are also declarative in their definition and can, therefore, be in-
corporated in the declarative description. Hence, the initial user description has to be 
enriched with elements that reflect the domain knowledge, additional features ensur-
ing that the visual interpretation of the described scene will indeed represent a valid 
object. In addition, features of a specific subdomain may further enhance the descrip-
tion. For example, the description of a building supposed or expected to be in Naxos 
has to be enhanced with specific declarative elements reflecting the local architecture. 
Therefore, the description of an object in a specific knowledge domain may have to 
include elements of subdomain knowledge. 

Moreover, one or more qualitative characteristics may also be of interest with re-
spect to solutions generated and/or visualised according to given descriptions. These 
qualitative characteristics are typically connected with one or more measurable  
features of a solution for which the acceptable or preferred range of values may be 
dictated by user or other requirements. A summary of the aforementioned types of 
elements comprising an enhanced declarative description and example interpretations 
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are shown in Table 2. The task of generating alternative interpretations of a submitted 
description, possibly enhanced with additional requirements discussed in the previous 
section, requires a set of constraints connected with measurable properties of the 
scene’s visual interpretation(s). This set of constraints is a transformed version of the 
declarative description, appropriate for solution generation. Requirements from all 
types/categories of Table 2 have to be mapped to expressions explicitly containing 
measurable properties and operations among them. In the following we formalise 
these notions and demonstrate their implementation in a prototype declarative model-
ling environment. 

Table 2. Requirement types and examples from Architecture 

Requirement Type\Category Strict Flexible 
General Domain Knowledge Non-isolated spaces (Architecture)  

Specific Subdomain  
Knowledge 

Linear arrangement of spaces 
(Traditional Architecture) 

Oblong building  
(classification) 

Custom User Description Private/public zone separation (User) Area (ranking) 

Other Aspects  
Building Compactness 

(ranking) 

4   Description-to-Requirements Mapping Model 

We hereby propose a declarative description model necessary for the connection with 
the corresponding constraints. This model, due to its construction, allows for the ex-
pression and concretisation of constraints from alternative domains. We start by ex-
amining a typical declarative description and its structural elements and then proceed 
to incorporate additional capabilities which are desired in order to support the entire 
range of requirements presented in the previous section. The typical declarative de-
scription DD is a set of objects OD, their properties PD and associations among these 
objects AD, i.e.  

DD=(OD,PD,AD)                                                          (1) 

The initial declarative description is typically enhanced with additional features en-
dowing it with the domain and subdomain knowledge necessary to restrict the out-
comes within a desired locale, style, etc. Formally, three additional sets, OK,PK,AK 
enhance the original description, thus leading to: 

D=(O,P,A): O=OD∪OK, P=PD∪PK, A=AD∪AK                                  (2) 

Each of the aforementioned sets contains the entire set of objects, their properties and 
their associations of the enhanced description: 

O={o1,o2,…,om}, P={p1,p2,…,pk}, A={a1,a2,…,an}                          (3) 

If S(D) is the maximal set of geometric representations, each denoted by s, that fulfill 
D, then, by definition, it holds: 
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where s(oi) signifies object oi appears in solution s, s(pi) signifies declarative property 
pi is fulfilled by solution s and s(ai) signifies declarative association ai is fulfilled by 
solution s. In other words, all solutions in S comply with the requirements implied by 
D (in the subsequent section we elaborate on how this is achieved). This set of re-
quirements comprises strict requirements implied by D. We use the notation 

R(oi), R(pi), R(ai)                                                       (5) 

to signify the requirements for presence of object oi, fulfilment of property pi and 
fulfilment of association ai respectively. Based on the above, we denote 

• s(R) the fulfilment of requirement R by a solution s  
• RO(D),RP(D),RA(D) the sets of requirements implied by the description’s ob-

jects, properties and associations respectively 
• RST(D) the entire set of strict requirements posed by description D.  

In addition to the strict requirements, a typical declarative description may be en-
riched with additional requirements that rank or simply classify the solution space 
and, thus, aid the improvement in quality of produced or visualised solutions. Hence, 
a declarative description D is typically connected with a set Q of such qualitative 
characteristics that can be observed on its visual representations.  

Q=Qc∪Qr                                                                 (6) 

where Qc are classifying characteristics, aimed to offer partial order(s) of the solution 
space, applicable to every solution by definition of Q and Qr is the set of desired rank-
ing characteristics. If 

},,,{
21 jrrrr qqqQ …=

 
 (7)

we state that  

)()()(:
21 jrrr qsqsqsSs ∨∨∨∈∀ …   (8)

where )(
ir

qs  signifies the fact that the ranking qualitative characteristic 
ir

q is defined 

for solution s. We use )(
ir

qR  to signify requirement for fulfilment of restrictive quali-

tative characteristic 
ir

q  and )(
icqR to signify requirement for observation and classi-

fication by qualitative characteristic
icq . We denote the fact that solution s fulfils 

flexible requirement R by s(R) and RFL(D) the entire set of flexible requirements im-

plied by D. Hence, a declarative description is mapped to a set of requirements: 
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Similarly, based on the contents of the enhanced description and the corresponding 
requirements, the following mapping also holds: 

)()()()( DRDRDRDRD QAPO ∪∪∪→                                 (10) 

5   Requirements-to-Constraints Mapping Model 

To connect the aforementioned requirements implied by D with its solutions S(D), we 
use the set of metrics M(S) containing all uniquely measurable characteristics of the 
solutions in S(D). The domain of values for each metric with respect to a description 
D is the set containing all expected values for all possible solutions in S(D). Without 
loss of generality, we assume the expected range for every metric to be the set ℜ of 
real numbers, considering discrete values or subsets of ℜ as special cases. Hence,  

)(svs →  where ),...,,()( 21 nvvvsv =                                       (11) 

having n=|M(S)| and )(sv  containing, as dimensions, the values of each metric in 

M(S) for the specific solution s, i.e. each solution is mapped to a unique vector )(sv . 

We are now ready to define the transformation of any declarative description to a set 
of constraints that can be computationally processed towards the generation of the 
corresponding graphical representations. Formally:  

),( RR cfR →  where IVfR :                                          (12) 

i.e. each requirement is mapped to an ordered pair with V⊆ℜk, k≤|M(S)| and I⊆ℜt, t 
an arbitrary but specific positive integer. Notice that k≤|M(S)| and usually k<<|M(S)| 
for any R, in the sense that a typical requirement will generally refer to only a small 
subset of the solution’s metrics. cR represents the desired restriction with respect to 
the alternative values of constraint function fR. Thus, each requirement R is trans-
formed into an ordered pair comprising a multivariable constraint function fR which 
maps the space of solution vectors (of k dimensions) to an arbitrary number of custom 
indicator vectors (of t dimensions) and a respective set of restrictions cR for these 
indicators. For example, binary classification has t=1, fR yielding values within the 
minimal range {0,1}⊂ℜ1 and cR contains the restriction fR(s)=1 implying higher rank-
ing for solutions fulfilling it.  In case of a flexible requirement suggesting partial or-
dering, e.g. through a percentage where less is better, we would have t=1 and range 
[0,1] ⊂ℜ1, whereas cR would contain the ordering rule:  

)()( 2121 sfsfss RR
R

≥⇔≤                                               (13) 

where the first clause signifies that solution s1 is of poorer or at most equal perform-
ance to s2, according to requirement R, and the second clause signifies the quantified 
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expression of this partial ordering. Similarly to the case of metrics, we have assumed 
the maximal expected range for every indicator to be the entire set of real numbers. 
The ordered pair (fR,cR) for any requirement R is the tool that allows verification of 
requirement fulfilment by any solution or its partial ordering according to it. Hence, a 
declarative description D is ultimately mapped to a set of constraints: 

)},()...,,(),,{(
2211 NN RRRRRR cfcfcfD →                              (14) 

6   Constraint Functions: Practical Considerations 

There are two major cases for the constraint functions f that greatly influence the 
design and practical implementation of a declarative modelling environment. In the 
first case, the constraints suggested by all requirements Ri representing a declarative 
description, i.e. all pairs ),(

ii RR cf  of Eq.14 are well known by domain knowledge, 

literature or other explicit sources. This implies that the participating metrics, any 
formula(s) interconnecting them and the corresponding restrictions are well defined 
for all requirements related with the given declarative description. In such a case, it is 
relatively straightforward to create a computational mechanism able to (a) evaluate 
solutions against all requirements of the description, (b) generate solutions that fulfil 
all strict requirements and at least one flexible requirement and (c) partially order 
solutions according to ordering flexible requirements. A mechanism responsible for 
the generation and evaluation of solutions could implement CSP methodologies [13] 
(classical, dynamic, etc. taking advantage of known functions and restrictions), evolu-
tionary techniques [14] (taking advantage of f’s as fitness functions) or any other 
approach for the full or partial exploration of the solution space.  

In the second case, at least one f is unknown, not previously defined. In this case, 
we will have to assume that at least the minimal form of information regarding this 
constraint will be available: an adequate number of example and counter-example 
solutions (if Ri is a strict or restrictive flexible requirement) or solutions sorted ac-
cording to Ri (if Ri is a flexible classifying requirement). Hence, a machine learning 
mechanism may be assigned the task to learn requirement Ri, thus becoming itself the 

mapping function iRf . In general, the examples will be submitted to the learning 
mechanism in their full vector form. However, it may be the case that the total num-
ber of metrics is prohibitive of such an approach and, hence, pre-processing or addi-
tional information may be required to isolate the principal metrics contributing to the 
solutions’ performance against Ri. 

7   Example Implementation 

The aforementioned theoretical framework covers the needs of a fully functional 
declarative modelling environment [1],[5],[8],[11]. Example requirements of all cate-
gories are visualised in the following and expressed in a quantifiable manner, operat-
ing under the assumption that, for any given description D, we have 
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i.e. the metrics used for the quantification are the coordinates of the origin of every 
object in D as well as its length, width and height. The initial stage concerns the en-
richment of the user’s description according to domain-specific knowledge. In this 
case, the coherent description of a building demands several architectural constraints. 
The constraints are interpreted as restrictions in a building description, [7]. (Fig. 1). 
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Fig. 1. Requirement R and corresponding constraint (fR,cR) for space S that must belong to a 
building B, suggested by domain knowledge 
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Fig. 2. Requirement R and corresponding constraint (fR,cR) for Kitchen (blue-A) adjacent to 
dining room (red-B) (d is a constant suggested by subdomain knowledge) 

 0000

minmax

minmax

minmax

minmax

≤∨≤∨≤∨≤

−+

−+

−+

−+=
=

trq:pc

))(y)w(y

),(x)l(x

),(y)w(y

),(x)l(x(

:(p,q,r,t)f

R

prpupu

prpupu

puprpr

puprpr

R

 

R= Private zone separated 

Fig. 3. Requirement R and corresponding constraint (fR,cR): the rooms of the private zone have 
to be placed separated from the rest of the zones, according to user demands 
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During this stage the output from the aforementioned stage may include additional 
requirements originating by a specific subdomain of interest. For example, we provide 
a requirement apparent in spatial arrangement of buildings in Naxos [12]. The re-
quirement defines a declarative relationship, that “Kitchen must be adjacent to the 
Dinning room”, up to particular degree that it is defined by the constant d, (Fig. 2).  

bbbb

n

i

ii

R
lw

lw

f
⋅

⋅∑
=1:  where: 

n = |O| 
wbb=(max(xk+wk)-min(xj)), 
k∈{1,…,n},j∈{1,…,n} 
lbb= (max(yp+lp)-min(ym)), 
p∈{1,…,n},m∈{1,…,n} 
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R=Building Compactness 

Fig. 4. Requirement R and corresponding constraint (fR,cR) for Building Compactness (higher 
is better), suggested by aesthetic aspects 

The declarative description could bear particular user requests, e.g. “the rooms of 
the private zone to be placed separated from the other zones” (Fig. 3). The aesthetic 
appeal of a building also plays a crucial role in its final perception. A qualitative re-
quirement might be that of “building compactness”, (Fig. 4) where the outer bounding 
box should leave minimal empty space outside the limits of the rooms. 

8   Conclusions 

The current work proposes an integral framework towards the universal formalisation 
of the declarative model disambiguation process through a unified constraint model, 
applicable to any declarative modelling environment. Despite the crucial role it plays 
in the visualisation process, disambiguation has not been adequately addressed in the 
relevant literature mainly due to its close connection with domain and subdomain 
knowledge as well as each user’s personal interpretations and preferences. Depending 
on the domain and user concepts, this kind of knowledge is often available only in 
empirical or ad hoc forms thus rendering the disambiguation process difficult to 
automate and formalise.  

For this reason, we have defined the concrete set of transformations that have to 
take place and the minimal set of assumptions that have to be fulfilled in order to map 
a declarative scene description to a set of requirements. We have emphasised on the 
connection of these requirements with measurable result properties and have exam-
ined the role of the relevant existing knowledge in the construction of an appropriate 
solution generation mechanism. The applicability of the proposed framework has 
been demonstrated at several knowledge levels (domain, subdomain, user specific, 
other aspects) in an existing declarative modelling environment. 



356 G. Bardis et al. 

References 

[1] Bardis, G.: Intelligent Personalization in a Scene Modeling Environment. In: Miaoulis, 
G., Plemenos, D. (eds.) Intelligent Scene Modelling Information Systems. SCI, vol. 181. 
Springer, Heidelberg (2009) ISBN 978-3-540-92901-7  

[2] Bidarra, R., et al.: Integrating semantics and procedural generation: key enabling factors 
for declarative modeling of virtual worlds. In: Proceedings of the FOCUS K3D Confer-
ence on Semantic 3D Media and Content, France (February 2010)  

[3] Bonnefoi, P.-F., et al.: Declarative modeling in computer graphics: current results and fu-
ture issues. In: Bubak, M., van Albada, G.D., Sloot, P.M.A., Dongarra, J. (eds.) ICCS 
2004. LNCS, vol. 3039, pp. 80–89. Springer, Heidelberg (2004) 

[4] Estratat, M., et al.: An interfacing module using configuration for declarative design of 
NURBS surfaces. In: 3IA 2006, Limoges, pp. 85–96 (2006) 

[5] Golfinopoulos, V.: Understanding Scenes. In: Miaoulis, G., Plemenos, D. (eds.) Intelli-
gent Scene Modelling Information Systems. SCI, vol. 181. Springer, Heidelberg (2009) 
ISBN 978-3-540-92901-7 

[6] Kwaiter, G.: A General Approach to Constraint Solving for Declarative Modeling Do-
main. In: International Conference on Information Visualisation, vol. iv, p. 424 (1999) 

[7] Makris, D., et al.: Towards a domain-specific knowledge intelligent information system 
for Computer-Aided Architectural Design. In: 3IA 2003, Limoges, pp. 65–78 (2003) 
ISBN  
2-914256-06-X 

[8] Makris, D.: Aesthetic–Aided Intelligent 3D Scene Synthesis. In: Miaoulis, G., Plemenos, 
D. (eds.) Intelligent Scene Modelling Information Systems. SCI, vol. 181. Springer,  
Heidelberg (2009) ISBN 978-3-540-92901-7  

[9] Martin, D., et al.: PolyFormes: software for the declarative modeling of polyhedra. The 
Visual Computer, 55–76 (1999) 

[10] van der Meiden, H.A., et al.: Solving topological constraints for declarative families of 
objects. Computer-Aided Design 39(8), 652–662 (2007) 

[11] Miaoulis, G.: Contribution à l’étude des Systèmes d’Information Multimédia et Intelligent 
dédiés à la Conception Déclarative Assistée par l’Ordinateur – Le projet MultiCAD, 
Thèse de Doctorat, Université de Limoges, France (2002)  

[12] Michelis, P.: The Greek Traditional House. EMP Press, Athens (1981) 
[13] Miguel, I.: Dynamic Flexible Constraint Satisfaction and its Application to AI Planning. 

Springer Distinguished Dissertations Series (2004) 
[14] Mitchell, M.: An introduction to Genetic Algorithms. MIT Press, Cambridge (1998) 
[15] Muller, P., et al.: Procedural modeling of buildings. ACM Transactions on Graph-

ics 25(3), 614–623 (2006) 
[16] Plemenos, D.: A contribution to study and development of scene modeling, generation 

and display techniques - The MultiFormes project. Professorial Dissertation, Nantes, 
France (1991) 

[17] Ruchaud, W., et al.: Multiformes: A declarative modeller as a 3D scene sketching tool. In: 
ICCVG, Zakopane, Poland (2002) 

[18] Smelik, R., et al.: Declarative Terrain Modeling for Military Training Games. Interna-
tional Journal of Computer Games Technology 2010 (2010)  

 



A. König et al. (Eds.): KES 2011, Part I, LNAI 6881, pp. 357–366, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

User Movement Prediction Based on Traffic Topology for 
Value Added Services * 

Marin Vukovic, Dragan Jevtic, and Ignac Lovrek 

University of Zagreb, Faculty of Electrical Engineering and Computing,  
Department of Telecommunications, Unska 3, HR-10000 Zagreb, Croatia 
{marin.vukovic,dragan.jevtic,ignac.lovrek}@fer.hr 

Abstract. Value added services are based on user context awareness. Important 
context aspect is location, which could be extended to future locations if services 
had the ability to predict movement. We propose a model for user movement pre-
diction based on traffic topology. Benefits of the model are presented on example 
service, while the performance is evaluated on real user movement data.  

Keywords: Movement prediction, traffic topology, value added services. 

1   Introduction 

Next generation telecommunication networks are turning to value added services in 
order to attract more users and increase revenues. Value added services use core tele-
communication services, e.g. voice, data and messaging, for communication purposes 
but provide users with additional value, usually in form of user context related content 
and information. Important aspect of user context is location information while ob-
serving user locations over time results in awareness about user movement. Insight 
into user movement makes it possible to predict it as well, which opens up a whole 
array of new value added services and functionalities. The goal of this paper is to try 
and predict user movement in order to enhance value added services by extending the 
user context awareness to movement and movement prediction.  In this sense, a model 
for movement prediction based on traffic topology is proposed. 

In the scope of this work we examine outdoor user movement in urban and subur-
ban areas. User movement is to some extent conditioned by the environment in which 
the user is moving. Environment parameters that condition user movement can be 
classified as obstacles and traffic related regularities. Obstacles can be natural, such as 
lakes, rivers, etc., or human made, such as fences, buildings or railway lines. Traffic 
related regularities are defined by traffic topology consisting of roads, railways, sub-
way lines, bridges etc. Besides environment-conditioned movement, users also tend to 
move directionally, i.e. maintain their average movement direction. By gaining the 
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ability to estimate the user’s direction and by combining such information with 
knowledge of the user’s environment conditioned movement, it is possible to predict 
user locations and trajectories.  

Next chapter gives an overview of related work regarding user movement predic-
tion. Third chapter explains how traffic topology affects user movement and shows 
how it may be possible to predict user movement based on traffic topology and 
knowledge about user movement direction. User movement prediction model used for 
predicting locations and trajectories is proposed in fourth chapter. Since the proposed 
model targets value added services, chapter five gives an example of such a service 
and shows how it is possible to enhance services using movement prediction. Chapter 
six presents experimental evaluation carried out on real user movement data, while 
the last chapter concludes the work and discusses possible future work. 

2   Related Work 

The most common movement prediction application in mobile networks is prediction 
for reducing location management cost [1][2]. The goal is to predict where the users 
will move in order to reduce the need for frequent paging of user terminals thus re-
ducing signaling traffic. Movement prediction is also used for various value added 
services [3][4]. Since these services rely on knowledge of user context to some extent, 
the possibility to expand such knowledge with user future locations gives them the 
ability to eventually adapt and deliver content with regards to user’s future location. 

Movement prediction in mobile networks implies the use of network and, recently, 
mobile terminal positioning techniques, such as GPS. Prediction for reducing location 
management costs usually relies on network positioning techniques that are less pre-
cise. On the other hand, applying prediction to location services may rely both on 
network and terminal based techniques that may result in more precise locations [5]. 

According to research in the field, user movement can be predicted by knowing user 
movement habits or just by observing user movement parameters at the time of the 
prediction, such as direction, speed etc. Prediction based on user knowledge is usually 
more complex because it involves analysis of user movement in order to detect regulari-
ties on which the prediction is based [4]. In [6] authors discuss and compare individual 
mobility patterns and show that individuals do indeed display significant movement 
regularity. Besides single user movement prediction, it may be possible to predict 
movement by analyzing group of users. Such analysis would result in regularities that 
are specific to the examined group and would enable movement prediction for the com-
plete group at the time, although the prediction accuracy is expected to be considerably 
lower than single user based prediction. This is convenient for applications that need to 
predict movement for large number of users with lower requirements for prediction 
accuracy. However, both these concepts imply the existence of user movement data, so 
the user movement should be recorded for some period of time before the analysis and 
prediction is performed, which may raise privacy issues. On the other hand, movement 
prediction based solely on current user movement parameters has no such prerequisites, 
but also yields lower prediction accuracy.  

Prediction model presented in [7] uses user speed, direction and distance in order 
to predict where the user will move, while the model presented in [8] tries to predict 
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the future location entry time as well. Interesting models are presented in [9] and [10] 
where authors base the prediction on road topology. The authors of both papers pro-
pose similar models that focus on bandwidth reservation in mobile networks. Mobile 
terminals report their precise locations to their current base station that holds a road 
topology map of the coverage area. Base station performs the prediction by using 
conditional probabilities of mobile terminals moving along predefined road segments 
within the station area. The goal of both of these models is to detect possible hand-
overs to neighboring base stations in order to reserve or release bandwidth. 

Movement prediction usually incorporates various techniques, mostly depending 
on the complexity of prediction and the existence of user movement data. In case of 
prediction based on user knowledge the techniques used for detecting regularities 
belong to the field of data mining [11]. Examined prediction techniques from the field 
use probability models and/or artificial neural networks. Probability methods usually 
build Markov models [5] and transition probability matrices [12].  

An example of artificial neural network model is presented in [1] where authors 
distinguish three user categories based on whether it is possible to predict their 
movement. The prediction is done using multi layer perceptron (MLP) learned with 
backpropagation algorithm. Similar prediction concepts are presented in [13], where 
authors use two MLP networks; one for detection of regular movement and another 
for the prediction. On the other hand, authors in [12] used Bayesian learning for 
movement prediction and the model was evaluated on real user movement data from 
the Reality Mining project. Authors of [2] present a prediction model with the ability 
to group users based on their movement similarity, which is done using self organiz-
ing map (SOM), while the predictions are performed with MLP.    

3   Traffic Topology and Movement 

Traffic topology imposes various conditions on user movement, especially when user 
is moving along a street in a car, along a railway line in a train or similar. Obviously, 
pedestrians are the least conditioned by traffic topology, although it is expected that 
such users also move conditionally to some extent. In terms of movement prediction, 
we define roads, railway lines and similar traffic topology based paths as regular 
trajectories. Prerequisite for user movement prediction is the definition of such regu-
lar trajectories for geographical area in which the prediction is being done.  

Trajectory extraction and definition depends on traffic topology within each loca-
tion, which is relative to the location size.  Single location can contain multiple traffic 
trajectories, depending on it’s size. Trajectory Traji, spanning through locations 
{Loc1, …, Locm}, is defined as an array of consecutive transitions Trans between 
locations: 

Traji = {Trans1, ... Transn} 

where each transition is defined as a pair of source and destination locations, Transi = 
(Locj, Locj+1), and n is number of transitions defining movement along trajectory Traji 

in one direction. That given, n = m+1, where m is the total number of locations along 
the trajectory Traji.   
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By analyzing all trajectories contained within a geographic area a trajectory set is 
formed containing definitions of all significant trajectories within the area. Once the 
definition of trajectory set is complete it is possible to estimate the probabilities of 
user moving from one location to another, according to trajectories. Probability that 
estimates the certainty of user moving from location Loci at the current moment in 
time t to other locations in moment t+1 is defined as follows: 

Prob(Loci)t = { (Loc1, P(Loc1)), ... (Lock, P(Lock) ) }t+1 

where k indicates number of locations to which the user can move from location Loci, 
according to previously defined trajectories based on traffic topology.  

Furthermore, using the assumption that users are moving directionally makes it 
possible to estimate the probabilities of transitions from one location to another with 
more certainty. Insight into user direction is gained by knowing past (t-1) and current 
(t) location of user, defined by transition Transt, where Transt = {Loct-1, Loct}. In 
general, the most probable transition from Loct, based solely on directional move-
ment, is location Loct+1 if locations Loct-1, Loct and Loct+1 can be connected with a 
straight line, geographically observed. In scope of traffic topology directional move-
ment is referred to as movement along the trajectory derived from traffic topology. 
Combining the knowledge about user direction with topology based transition prob-
abilities makes it possible to estimate more precise transition probabilities from a pair 
of consecutive locations. 

4   Movement Prediction Model 

User movement prediction model is shown on figure 1. Location prediction is the 
basis of the model and is done by multi layer perceptron (MLP), artificial neural net-
work architecture with supervised learning. Neural networks are characterized by two 
phases: learning, in which the network learns input – output pattern’s relations, and 
application, in which the network applies the knowledge gained in the learning proc-
ess on input patterns. The movement prediction problem comes down to determining 
the future location for a given pair or single previous location. Since input and output 
patterns for this purpose are defined during the trajectory and probability definition 
process, supervised learning is used for this purpose. With supervised learning, it is 
possible to monitor and adjust the average prediction error during and after the learn-
ing process. This is important because it enables an adaptation mechanism, so the 
prediction model can be adapted to possible changes in traffic topology, e.g. road 
works and similar. The other important advantage of neural networks over conven-
tional methods is the network’s generalization property. In scope of movement pre-
diction, generalization enables that if a new pattern is placed as a network input, the 
network will try to predict the most suitable future location based on similarity of new 
pattern with specific pattern from the learning set. This property is necessary for sce-
narios where user is moving near or alongside the learned trajectory. 

The most important step before the learning of the network is input and output pat-
tern definition. The learning set patterns are defined as follows: 

Input pattern: Loct-1, Loct 

Output pattern: P(Loc1), ... P(Locn) 



 User Movement Prediction Based on Traffic Topology for Value Added Services 361 

where pair (Loct-1, Loct) denotes previous and current location, or previous transition. 
If there is no record of previous user location, the prediction is done with no regard to 
directional movement.  

As shown on figure 1, location prediction MLP input layer consists of 2⋅n neurons, 
where n is the number of locations used for prediction in the examined geographic 
area. Activation of each input neuron indicates that user was (t-1) or is (t) at a location 
specified by neuron’s ordinal in the input pattern. Output layer consists of n locations 
that correspond to locations in the input pattern. Output neuron activation indicates 
possible transitions, and the value of activation corresponds to the probability of a 
user moving to location specified by output layer neuron. Size of the hidden layer 
depends on complexity of total input-output pattern relations and is best determined 
experimentally. The learning was performed using the back propagation algorithm. 

 

Fig. 1. Movement prediction model 

After the learning process is complete, the network is able to predict user move-
ment in form of next probable location(s). Input patterns that are brought to the net-
work may identify single location or a pair of locations. Presentation of inputs as two 
consecutive locations yields higher prediction certainty because it uses information 
about user direction as well as traffic topology related trajectories.  

Knowing the user’s next location makes it possible to predict the user trajectory. 
This is done with proposed neural network model in such a way that the results of 
next location prediction in one iteration are used as inputs in next iteration. This re-
quires prior definition of the desired number of locations on a trajectory. Once trajec-
tory prediction is finished, the total probability of single trajectory is estimated by 
multiplying all transition probabilities contained within the trajectory. 

5   Service Example 

Service benefits from using movement prediction are presented on an example value 
added service. The service enables users to buy tickets for various events by using 
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their mobile phones. Users interact with service via short messages (SMS) in which 
they state their requests in form of completely free text. Some of the methods used for 
free text analysis are presented in [14]. The ticket is delivered to user’s mobile phone 
via multimedia message (MMS) as 2-dimensional barcode. Basic service usage is 
shown on figure 2, for example of buying a cinema ticket. The main request parame-
ters are the desired movie name, time, location and number of tickets. If any of these 
parameters are incorrect, missing or not applicable for the show, the service offers an 
alternative to the user thus engaging a dialogue. 

 

Fig. 2. Basic usage of Paperless Ticketing service 

While some parameters have to be explicitly defined by the user, such as movie 
name and number of tickets, some parameters can be suggested by the service if it is 
aware of the user context. If service has the ability to predict user movement, it may 
be able to suggest the location of the show. The service could try to examine user’s 
current location, predict next location or even predict possible trajectories in order to 
find the most appropriate cinema location.  

Table 1 depicts possible enhancements to the example service. In first scenario, 
service can predict where the user will be in next moment in time and suggest  
appropriate cinema location. Since the time of the show is not defined, the service 
concludes that the user wants tickets near to the time of the show. Second scenario 
represents a case where user enters time, movie name and number of tickets for the 
show. In this scenario, the service uses a trajectory prediction in order to find the most 
probable trajectory of the user in next hour, corresponding to time difference between 
the request and user desired time. 

Table 1. Example service messages 

User request and 
time 

Service response 
(usual) 

Service response  
(with movement prediction) 

19:00 - “2 tickets for 
Star Wars” 

“Please select loca-
tion. Star Wars is 
showing…” 

“You will buy 2 tickets for Star Wars at 
19:15 in (predicted future location)…” 

19:00 - “2 tickets for 
Star Wars at 20:00” 

“Please select loca-
tion. Star Wars are 
showing…” 

“You will buy 2 tickets for Star Wars at 
20:00 in (predicted location from  
trajectory)…” 

6   Experimental Evaluation 

Movement prediction model was evaluated using movement data of selected ten  
participants from the Reality Mining project [15]. The project was conducted at  
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Massachusetts Institute of Technology and its goal was to collect various user related 
data with an application installed on participant’s mobile phones. In the scope of this 
work, the most interesting data collected is movement data recorded as consecutive 
mobile network cell identifiers. 

The project participants were located in Boston, so the trajectories and probabilities 
should be based on Boston traffic topology. However, exact geographical positions of 
each cell recorded in the participant’s movement data are not available. This was 
resolved by using labeled locations from each participant’s movement record bound 
with transitions between such locations, extracted from participant’s movement re-
cords. Participants had an option to give labels, i.e. names, to each location they vis-
ited so they usually labeled locations, i.e. cells, in which they spend significant 
amount of time (e.g. work, home, etc.) or other significant locations (e.g. subway 
stations, squares, etc.). Furthermore, participants often labeled several cells as single 
location, which is the consequence of handovers between neighboring cells. Combin-
ing trajectories between labeled locations, extracted from participant’s movement 
records, and linking them to traffic topology results in a set of trajectories that are 
related to traffic topology and are applicable to all participants moving in the exam-
ined geographical area.  

 

Fig. 3. Location prediction results for participant 1 

Results of location prediction for participant 1 are presented on figure 3. Prediction 
results are shown per each week of user movement data, with values corresponding to 
average accuracy for the week. One line represents a case where the most probable 
predicted location is interpreted as a correct result. The other line represents a case 
when one out of three predicted locations was the actual next user location, because 
three neighboring cells, in average, often handover signal between each other, as 
observed from the recorded data. It is necessary to emphasize that interpretation of 
single, most probable, location as correct prediction result would always result in 
rather low prediction accuracy when mobile network cells represent locations. This is 
due to common handovers between neighboring cells in mobile networks, especially 
in urban areas where cell density is high. Grouping three possible cells as a positive 
outcome thus proves justifiable when evaluating prediction on data with high possibil-
ity of signal interference, i.e. handovers.   

According to results on figure 3, the examined participant’s movement is highly re-
lated to traffic topology included in the learning set. For example, 12th and 24th week 
show low accuracy, which leads to conclusion that the participant was not present in 
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the area included in the prediction. The average prediction accuracy over 40 weeks for 
participant 1 is 53%, when predicting three future locations.  

Figure 4 shows average prediction accuracy for selected participants, which is 
around 30%, when predicting three most probable locations, or around 15%, when 
predicting one most probable location. Participants 1, 4, 7 and 10 show similar predic-
tion results, which may point out a fact that they are moving along similar trajectories, 
given that the geographical area examined is rather small. During the project, partici-
pants filled in a questionnaire about their habits. These participants have all indicated 
they live near the faculty and go to work by foot or by subway, which supports the 
claim they actually move along similar trajectories. Furthermore, participant 8, with 
low prediction accuracy, indicated that he lives far from the faculty. This explains low 
accuracy, due to the fact that the area in which this participant moves was not taken 
into consideration during prediction. 

 

Fig. 4. Location prediction results for selected participants 

Figure 5 shows trajectory prediction accuracy for participant 1. Presented values 
correspond to average accuracy per week, totaling 40 weeks. Since trajectory predic-
tion is derived from location prediction, the presented results correspond to the results 
shown on figure 3. Obviously, the accuracy in this case is considerably lower, which 
is expected due to the iterative use of location prediction for this purpose. Very low 
accuracy is once again observed in 12th week. However, low accuracy from 22nd to 
24th week does not fully correspond to location prediction results. This may be due to 
user actually moving through the locations covered by the prediction model, which is 
indicated by high accuracy for location prediction in week 23, but not following the 
usual trajectories, expected from most users. The average trajectory prediction accu-
racy for the complete period is 28%.  

 

Fig. 5. Trajectory prediction results for participant 1 
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Figure 6 shows trajectory prediction results for selected participants. Once again, 
the results of trajectory prediction correlate with results of location prediction pre-
sented on figure 4, with worst results for participants 8 and 9. Prediction accuracy for 
all participants spans between minimum 5% and maximum 35 %, which is rather low. 
However, such results are expected because it is difficult to predict the precise trajec-
tory of users without knowledge about the users themselves. Besides that, trajectories 
may consist of a large number of locations and the results shown here relate to users 
moving along complete trajectory, e.g. street, which may not be the case in the real 
world.  

 

Fig. 6. Trajectory prediction results for selected participants 

7   Conclusion and Future Work 

The presented user movement prediction model is able to predict user locations and 
trajectories based on traffic topology. Possible benefits to value added services are 
presented on a service example and it is shown how such a model could enhance 
existing value added services. Experimental evaluation showed that it is indeed possi-
ble to predict real user movement with 30% success when predicting locations. It may 
be possible to increase the prediction accuracy but it would require a deeper insight 
into user movement habits, which may raise privacy concerns. In that sense, the ad-
vantage of presented model is that it does not require users to withhold their privacy 
any more than they already are by using wireless networks.  

Regarding future work, it is necessary to emphasize that the presented prediction 
results were based on a segment of geographical area in which the participants were 
moving. In this sense, the prediction accuracy may be more precise if larger geo-
graphical area and its topology was taken into consideration. The plan is to examine 
this issue by tracking several users in a limited geographical area. Nevertheless, the 
presented results may be satisfactory for the purpose of value added services because 
these services need the information about user movement only in the vicinity of their 
service locations, e.g. in the city where the movies from example service are offered. 

Another possible topic for future works relates to the process of acquiring traffic 
topology data, which may be complex for large areas. Thus, it is possible to select a 
group of users that are moving in the same area and anonymously track their move-
ment. By overlapping movement from different users it may be possible to acquire 
regularities conditioned by traffic topology, and this topic will be addressed as future 
work as well. 
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Abstract. Authors focus on the emotion of which common sense and
attempt to compose a method that judge the user’s emotions based on
utterances. Such system and method have already been developed. How-
ever, emotions might not be able to judge from the existing method
accurately because of the polysemy of the word. In addition, a lot of
resources are needed to make the existing method and to maintain a
knowledge base. Therefore, a method is not processing in meaning cate-
gories of words separately, but translating an utterance sentence into a
word is proposed in this paper. Herewith, both a polysemy problem and
the maintenance problem of the knowledge base are solved. The proposed
method uses knowledge base and an Association Mechanism. As a result,
the accuracy of the proposed method was improved approximately 18.4%
compare with an existing method.

Keywords: Emotion, Common Sense, Concept Base, Degree of
Association.

1 Introduction

Authors are conducting research aiming to develop new interfaces that follow
the mechanism of human communication, focusing on human common sense.
Humans, in such communication, are able to appropriately interpret ambiguous
information that they receive and carry on a smooth conversation. Common
sense is knowledge (ability) that only man has. The person can express feeling
either sense of incompatibility or unnatural by using common sense. Moreover,
the person can appropriately interpret when the sense of incompatibility and
unnatural are felt.

Especially, authors focus on the emotion of which common sense and attempt
to compose a method that judge the user’s emotion, based on the utterance. For
example, this system is able to output not an utterance which expressing sadness
as ”You are no good at anything” when a user say ”Because I failed in work, it
has been scolded by the superior” but a consoling utterance as ”The odds are in
your favor”. Thus, using this system can select an appropriate expression when
the content tries to provide the user contains expressions that are unpleasant or
remind the user of unhappy events.

A. König et al. (Eds.): KES 2011, Part I, LNAI 6881, pp. 367–376, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Such system and method have already been developed. The developed method
[1,2] judges user’s emotions, categorized into 10 types, from a sentence of the user
utterance, based on the four components of the sentence: ”subject”, ”modifier”,
”object word”, and ”action word”.

However, emotions might not be able to judge from processing accurately
because of the polysemy of the word. Thus, when meaning categories of object
words and action words are judged separately, the polysemy cannot interpret.
In addition, a lot of resources are needed to make the existing method and to
maintain a knowledge base.

Therefore, in this paper, a method which dose not processing separately in
meaning categories by object words and action words, but both object words
and action words which used semantic feature are proposed. As a result, both
a polysemy problem and the problem of the maintenance of the knowledge base
can be solved. The proposed method uses knowledge base and an Association
Mechanism.

2 The Existing Emotion Judgment System

The component parts of the utterance sentences are used to judge speaker’s
emotion were limited to four (”subjects”, ”modifiers”, ”objects” and ”action
words”)[1,2]. Figure 1 shows outline of the existing Emotion Judgment method.

A ”subject” is categorized into 3 attributes: liking (likes and dislikes), fa-
miliarity (closeness) and sociality (good and evil). These 3 attributes have 3
values. In short, ”subject” is categorized into 27 categories. The categorization
is processed using the knowledge base based on thesaurus[3].

A ”modifier” is an adjective or ”adjectival verb” that modify the ”object”
which follows the modifier. ”Modifiers” is able to omitted, as they were not

27 categories

Category of
action word

ObjectModifier Action word

Emotion of actor (“subject”)

Subject

Speaker’s emotion

Object word

203 categories 12 categories

Meaning category
of subject word

Meaning category
of object word

10 emotions

10 emotions

Fig. 1. Outline of the existing Emotion Judgment System
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always necessary in textual expression. The direct modification and dependent
modification types which divided into different groups having similar meaning,
according to the adjectives describes the modifiers, and they were registered in
the knowledge base for emotion judgment.

An ”object” is a noun that denotes subject’s action, behavior, or state. Ob-
jects were also classified according to their meanings using the 203 sense words,
which the Sense Judgment System[4,5] can judge. These 203 sense words share
the common meaning categories with the modifiers treat earlier. In addition,
”modifiers” and ”objects” refer collectively as ”object words”. In short, the 203
sense words are used for categorize the meanings of the object words.

Action words denote the speaker’s action, behavior, and state. It include verbs,
adjectives and adjectival verbs. For instance, the action word is in the sentence
”My stomach aches”, ”aches”. An action word converts the feature related to
the sense and perception that associated with an object word. Features which
expressed in terms of senses and perceptions are able to divided into positive and
negative expressions roughly. For example, positive word expressions include ”is
beautiful”, ”is important”, etc., and negative word include ”ache” and ”is dirty”.
Likewise, emotions can also categorize into two groups: positive and negative.
For instance, ”joy” and ”ease” belong to the positive feelings, and ”sadness” and
”anger” belong to the negative feelings. Therefore, four types of effect can found
in the action words (Figure 2).

The action words in [A] and [B] which shown in Figure 2 denote the unique
emotions, and they doesn’t depend on object words. Examples of words in [A]
include ”happy” and ”enjoy”, while those in [B] include ”grieve” and ”be afraid
of”. Words in [C] and [D] have different feelings depending on the meaning
category of the object word. A word in the [C] category generates an emotion
”succeeds” by the meaning category of the object word. In contrast, a word in
the [D] category creates an emotion ”opposite to” by the meaning category of the
object word. Examples of words in [C] are ”see” and ”get”, while the [D] group
includes ”lose” and ”throw away”. Hereafter, the action words in [A] and [B] will
be refer to ”unique-emotion” words and also those in [C] and [D] refer to ”object
word-dependent”. The ”unique-emotion” action words are further divided into

Object word             EmotionObject word             Emotion
[D] Object word-dependent (opposite)[C] Object word-dependent (succession)

Object word             EmotionObject word             Emotion
[B] Unique-emotion (negative)[A] Unique-emotion (positive)

Object word             EmotionObject word             Emotion
[D] Object word-dependent (opposite)[C] Object word-dependent (succession)

Object word             EmotionObject word             Emotion
[B] Unique-emotion (negative)[A] Unique-emotion (positive)

+                +
- - +                +

- -

+                +
- - +                +

- -
Fig. 2. Concepts of the four types of action word interaction
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10 sub-categories of emotions for the system to judge. For instance, words that
indicate ”happiness” are categorized in the ”happy” sub-category and ”sadness”
are categorized in the ”sad” sub-category.

This knowledge of action words was built with a thesaurus that systematically
arranged verbs, according to the actions and states they represent. Thus, the
knowledge base has registered all the self-sufficient verbs, as well as all 17,676
nouns indicating actions and states (those Japanese nouns that are frequently
turned easily into verbs with a suffix). This thesaurus of verbs enables the system
to classify large numbers of verbs with ease. In order to handle adjectives and
adjectival verbs, the system uses its knowledge of modifiers.

A sentential actor’s (”subject”) emotion was judged based on the ”object
words”, and ”action words”. With respect to the emotions that were generated,
those associated with a total of 406 pairs of the meaning categories of object
words (203 categories) and action words (2 categories of ”succession” and ”op-
posite”). They were manually defined and registered in the knowledge base.
Therefore, speaker’s emotion is judged by combination of attributes values (27
categories) of sentential actor (”subject”), and judged emotions of sentential ac-
tor. 270 rules are combination of 27 categories (attributes values) of sentential
actor and 10 emotions are registered in the knowledge base.

Some knowledge related to the ”generation of emotion”, the ”action words”,
and the ”modifiers” of the ”object words” are registered in the knowledge base.
Based on this, the system associated words and expanded its knowledge within the
range of common sense, making possible to handle many expressions. The word
association was realized by using the huge Concept Base[6,7] that was automati-
cally built from multiple digital dictionaries. A method to calculate the Degree of
Association[8] evaluates the relationship between words. Hereafter, this Concept
Base and the calculation method are called the ”Association Mechanism”.

3 Elemental Technique

3.1 Concept Base

The Concept Base is a large-scale database that is constructed both manually
and automatically using words from multiple electronic dictionaries as concepts
and independent words in the explanations under the entry words as concept
attributes. In the present research, a Concept Base containing approximately
90,000 concepts was used, in which auto-refining processing was carried out
after the base had been manually constructed. In this processing, attributes
considered inappropriate from the standpoint of human sensibility were deleted
and necessary attributes were added.

In the Concept Base, Concept A is expressed by Attributes ai indicating the
features and meaning of the concept in relation to a Weight wi denoting how
important an Attribute ai is in expressing the meaning of Concept A. Assuming
that the number of attributes of Concept A is N , Concept A is expressed as
indicated below. Here, the Attributes ai are called Primary Attributes.

A = {(a1, w1), (a2, w2), · · · , (aN , wN )}
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Because Primary Attributes ai of Concept A are taken as the concepts de-
fined in the Concept Base, attributes can be similarly elucidated from ai. The
Attributes aij of ai are called Secondary Attributes of Concept A. Figure 3 shows
the elements of the Concept ”train” expanded as far as Secondary Attributes.

train 0.36 locomotive 0.21 railroad 0.10 ... a i w i Primary Attributes 
train 0.36 locomotive 0.21 railroad 0.10 ... a i1 w i1 

locomotive 0.21 streetcar 0.23 subway 0.25 ... a i2 w i2 

: : : : : 
a 1j w 1j a 2j w 2j a 3j w 3j ... a ij w ij 

Concept 

train Secondary Attributes

Fig. 3. Example of the Concept gtrainh expanded as far as Secondary Attributes

3.2 Degree of Association Algorithm

For Concepts A and B with Primary Attributes ai and bi and Weights ui and vj ,
if the numbers of attributes are L and M , respectively (L ≤ M), the concepts
can be expressed as follows:

A = ((a1, u1), (a2, u2), · · · , (aL, uL))
B = ((b1, v1), (b2, v2), · · · , (bM , vM ))

The Degree of Identity I(A, B) between Concepts A and B is defined as follows
(the sum of the weights of the various concepts is normalized to 1):

I(A, B) =
∑

ai=bj

min(ui, vj)

The Degree of Association is calculated by calculating the Degree of Identity
for all of the targeted Primary Attribute combinations and then determining
the correspondence between Primary Attributes. Specifically, priority is given
to determining the correspondence between matching Primary Attributes. For
Primary Attributes that do not match, the correspondence between Primary
Attributes is determined so as to maximize the total degree of matching. Using
the degree of matching, it is possible to give consideration to the Degree of
Association even for Primary Attributes that do not match perfectly.

When the correspondences are thus determined, the Degree of Association
R(A, B) between Concepts A and B is as follows:

R(A, B) =
L∑

i=1

I(ai, bxi)(ui + vxi) × {min(ui, vxi)/ max(ui, vxi)}/2

In other words, the Degree of Association is proportional to the Degree of
Identity of the corresponding Primary Attributes, and the average of the weights
of those attributes and the weight ratios.
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3.3 Sense Judgment System[4,5]

The knowledge base for the sense and perception judgments has a structure like
a thesaurus. It contains sense and perception words that are associated with
typical nouns, which have been entered manually. In cases when an unknown
word was not registered in the Sense Knowledge Base, when it needs to be
processed, the system calculates the Degree of Association with those known
words registered in the knowledge base for the sense and perception judgments.
Then it chooses the one with the highest Degree of Association for processing.
This make the system obtain the rough corresponding sense and perception. In
addition, the system refers to the attributes register in the Concept Base to find
the sense and perception particular to that word. Due to its structure, these
attributes in the Concept Base contain some inappropriate words as senses and
perceptions to be associated. Thus, this system is carefully designed so correct
sense and perception is selected by using the Degree of Association.

4 Proposed Emotion Judgment Method

In the existing emotion judgment method, a sentential actor’s (”subject”) emo-
tion was judged based on the ”object words”, and ”action words”. With respect
to generated emotions, those associated with a total of 406 pairs of the mean-
ing categories of object words (203 categories). The action words (2 categories
of ”succession” and ”opposite”) were manually defined and registered in the
knowledge base. However, emotions might not be able to be judged from such
processing accurately because polysemy of the word. For instance, sentence ”I
hit a single” and ”I hit a wall” are expressed using same verb. The former is glad,
the latter is sadness. Thus, when meaning categories of object words and action
words are separately judged, the polysemy cannot be interpreted. In addition,
a lot of resources are needed by making exist emotion judgment method and to
maintain the knowledge base.

Therefore, a method dose not processing separately meaning categories of
object words and action words, but using both semantic feature of object words
and action words is proposed in this paper. Concretely, an utterance sentence
translated into a word that expresses semantic feature of object words and action
words. Then, the word is classified according to the meaning categories of object
words. In addition, emotions are judged using only a meaning category of object
words. As a result, both a polysemy problem and the maintenance problem of
the knowledge base are solved.

4.1 Proposed Method of Translating an Utterance Sentence into a
Word

Proposed method judges a word and it show a meaning of an utterance sentence
consist by object word and action word. Then, emotions are judged from the
category of the word.

Figure 4 shows the outline of the proposed method which translate an utter-
ance sentence into a word. Noun words, which related to the action word in the
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Input a sentence “ I lost  the  dream ”

Illusion
Infatuation

Desire
Despondency

Future

Concept BaseDegree of Association
0.23

0.06
0.34
0.68

0.15

Output a word

Primary Attributes

Fig. 4. Outline of conversion from a sentence to a word

sentence are selected from attributes using the Concept Base which mentioned
in section 3.1. Then, the Degree of Association which mentioned in section 3.2
is calculated between the noun words and the object word in the sentence. The
noun word having the maximal value in the Degree of Association, that shows
the meaning of the sentence. Moreover, emotions are judged from the category
of the word which judged by same method as the existing method.

4.2 Rebuilding of a Knowledge Base

Emotions are judged from the object words and the action words. With respect to
the generated emotions, they associated with a total of 406 pairs of the meaning
categories contains object words (203 categories) and action words (2 categories
of ”succession” and ”opposite”), and they were manually defined and registered
in the knowledge base. However, a lot of resources are needed for the existing
method to make and to maintain the knowledge base.

In the proposed method, emotions are judged from only the meaning cat-
egories of object words (203 categories). As a result, a big cost reduction is
achieved.

4.3 Selecting of the Meaning Categories Used for Emotions
Judgement

Figure 5 shows the outline of the proposed emotion judgement method. In the
existing method, object words and action words are categorized to each cate-
gory. However, in the proposed method, used category is selected by the category
of the action words that mentioned in chapter 2. In the case of category ”suc-
cession[C]” of action words, emotions are judged from the object words that
contain in meaning of category. In the other cases of category ”positive[A]”,
”negative[B]” and ”opposite[D]”, their emotions are judged by the proposed
method that mentioned in section 4.1.
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27 categories

Category of
action word

ObjectModifier Action word

Emotion of actor (“subject”)

Subject

Speaker’s emotion

Object word

203 categories 12 categories

Meaning category
of subject word

Meaning category
of object word

10 emotions

10 emotions

Selection of meaning category of 
object word by category of action word

1 category

Fig. 5. Outline of proposed Emotion Judgment System

5 Performance Evaluation of the Proposed Emotion
Judgment Method

In order to evaluate how valid emotions are generated by proposed emotion
judgment method, and 200 sentences were collected from 5 test subjects for using
as data for evaluation. Then, five test subjects were then asked to judge whether
the emotions generated by the proposed method are common sense. If four or
more of judges say generated emotion was a common sense emotion, the emotion
is considere as ”common sense” (correct answer). In cases when two or three
subjects say the emotion was ”common sense”, the generated emotion consider
for being ”not out-of-common-sense”. If one subject or no subjects considered
the generated emotion as ”common sense”, the emotion was thought of as ”out
of common sense” (an error). For cases when multiple emotions were generated,
they consider as ”common sense” (correct answer) if all of the generated emotions
were common sense ones. If any one of the emotions consider being ”out of
common sense”, particular generated emotion consider being ”out of common
sense” (an error). All others are regard being ”not out-of-common-sense”.

Figure 6 shows the results of the proposed emotion judgment method and
the existing emotion judgement method. As a result, the proposed method gave
the correct answer in 52.9% of cases. If the ”not out-of-common-sense” answers
were counted as part of the ”correct answers”, the correct-answer ratio rise up to
78.9%. The accuracy of the proposed emotion judgment method was improved
18.4% by comparing with the existing method. By the results of emotion judge-
ment were improved, we believe that the proposed method is effective. However,
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Result of proposed method

26.0%

21.1%

52.9%

Common sense
answer
(corect answer)
Not out-of-
common-sense
answer
Out of common
sense answer
(an error)

Result of existing method

43.1%39.5%

17.4%

Common sense
answer
(corect answer)
Not out-of-
common-sense
answer
Out of common
sense answer
(an error)

Fig. 6. Result of proposed Emotion Judgment method

metaphor expressions cannot be correctly interpreted by the proposed method.
It will be necessary to interpret such expressions in the future.

6 Conclusions

Authors focus on the emotion of such common sense and attempt to compose
a method to judge the user’s emotions based on utterances. Such system and
method have already been developed. However, emotions might not be able to
judge from the existing method accurately because of the polysemy of the word.
In addition, a lot of resources are needed for the existing emotion judgment
method to make and maintain a knowledge base. Therefore, a method was not
processing meaning categories of words separately, but translating an utterance
sentence into a word was proposed in this paper. Herewith, both a polysemy
problem and the maintenance problem of the knowledge base could be solved.
The proposed method used knowledge base and an Association Mechanism.

As a result, the proposed method gave the correct answer in 52.9% of cases.
The accuracy of the proposed emotion judgment method was improved approx-
imately 18.4% compared with an existing method. By the results of emotion
judgement were improved, we believe that the proposed method is effective.
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Abstract. Linguistic fuzzy expert systems provide useful tools for the imple-
mentation of Artificial Intelligence (AI) systems for computer games. However, 
in games where a large number of fuzzy agents are needed, the computational 
needs of the fuzzy expert system inclines designers to abandon this promising 
technique in favour of non-fuzzy AI techniques with a lower computational 
overhead. In this paper we investigated a parameterisation of fuzzy sets with the 
goal of finding fuzzy systems that have lower computational needs but still 
have sufficient accuracy for use in the domain of computer games. We devel-
oped a system we call short-cut fuzzy logic that has low computational needs 
and seems to have adequate accuracy for the games domain. 

Keywords: Fuzzy Logic, Fuzzy Control, Computer Games, Computational  
Efficiency. 

1   Introduction 

The use of linguistic fuzzy logic in computer games can help increase the quality of 
interaction in games [1]. Linguistic fuzzy logic rules can be quite human-readable. In 
fact if done with a view to human readability, such systems can be constructed so that 
the logic is quite human like and can provide a useful tool for the creation of a wide 
range of artificial intelligence systems suitable for computer games. The use of fuzzy 
logic rules of this nature helps to overcome the shortcomings of classical logic when 
dealing with imprecise linguistic semantics [2]. 

Although fuzzy logic overcomes linguistic issues, computational times become a 
critical issue [3] which has an impact on games attempting to compute AI responses for 
multiple agents within a short time frame.  Chen [3] reports two types of techniques to 
reduce the computational time, using singletons and table look-up in the if-part and 
using mathematical equations in the then-part. In this paper we present a parameterised 
fuzzy set representation as our solution to reducing computational times. 

There are many applications of fuzzy logic in games. Bourg and Seemann [4] give 
three examples of application; controlling bots, assessing threats to bots and classify-
ing bots. For our paper we consider controlling the movement of large numbers of 
bots and the avoidance of obstacles, both moving and static.  
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Linguistic fuzzy rules take the form of IF antecedent THEN consequent. The sim-
ple example rule below is from a wall-avoidance system in our test system, and shows 
how this syntax provides a useful way of converting expert human knowledge into an 
AI system. 

 
IF right-distance IS close AND top-distance IS closish 

THEN speed IS slow AND turn IS sharp-right 

2   Hypothesis 

Given that there are many possible parameterisations of fuzzy logic systems our hy-
pothesis is that the parameterisation proposed here has enough accuracy and perform-
ance for computer games involving large numbers of agents. Our goal is to test that is 
both computationally efficient and also preserves the human-readable form of linguis-
tic fuzzy logic. We take 'computationally efficient' to mean a parameterisation that 
minimises the use of real numbers and division operators, and also avoids computa-
tions using arrays. By selecting a parameterisation that has high efficiency designers 
of computer games will be able to increase the sophistication or number of PVE 
(player versus environment) bots without requiring vast amounts of processing power. 

3   Design of Our Parameterisation 

Fuzzy systems are built around evaluating rule sets having the general form ‘IF antece-
dent THEN consequent’. To evaluate these rule sets efficiently means that we need a 
computationally light antecedent and a computationally light consequent. In terms of 
consequent, Sugeno [5] proposed and demonstrated a low computational cost conse-
quent system using fuzzy singletons. Zarozinski [6] used lookup tables to reduce conse-
quent computational cost. In this paper we chose fuzzy singletons for the consequent. 
Only the antecedent part of the equation is considered for simplification in this paper. 

We note that others [7] have produced fast fuzzy controllers which depend on us-
ing a Field Programmable Gate Array (FPGA). However our target area is PC or 
Console based games, enabling the system proposed here to work on generic varieties 
of equipment available to game players. 

Our final design is a simplified fuzzy set which we call a Short-cut fuzzy (SCF) set 
with just seven parameters: Width at Height (WH), Height (H), Width at Base (WB), 
Centre (C), Base (B), World Constant (minimum world value) (WC), World Scale 
(maximum world value) (WS) (see Fig. 1). As a reference set we use a symmetrical 
isosceles trapezoid. By adjusting the parameters we can create a range of set shapes 
such as rectangular, triangular, vertical and horizontal lines. We can also create trun-
cated versions of these set shapes. 

With our SCF parameterisation it is not possible to create the traditional operators 
AND and OR [8] that function on our SCF sets. However, by using Sugeno’s method 
for the consequent there is no requirement to perform AND and OR on SCF sets only 
on singletons (normal Sugeno accumulator). Since in the antecedent, AND and OR 
can be done after fuzzification on the fuzzified values, then there is no need to AND 
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and OR the fuzzy sets. In most fuzzy systems, as described in Negnevitsky [9], the 
antecedent sets tend to be relatively straight forward meaning that in many cases there 
is no computational consequence in using our short-cut sets. Therefore it is possible to 
create intricate fuzzy systems which do not use AND and OR on the fuzzy sets. 

 

 

Fig. 1. Visual Representation of Our Parameterisation 

Our short-cut system needs to be compared against a more traditional system. We use 
Mamdani-style inference [9] (using piecewise linear functions) where an equivalent 
fuzzy set would have a 12 parameter representation. The 12 parameters would be WC, 
WS, the y coordinates for WC and WS, and the (x, y) coordinates for points 1, 2, 3 and 
4 (see Fig. 2). We are aware that a very small set such as a single line would have less 
parameters than the system we are proposing. However in general, piecewise linear sets 
would use more parameters than the short-cut fuzzy sets we are proposing. 

 

Fig. 2. Visual Representation of a Piecewise Linear Set 

H 

C 

WH 

WB 

B 

WC WS 



380 L. Jones, R. Cox, and S. Alghowinem 

4   Method 

The broad methodology was to construct a fairly traditional collision avoidance sys-
tem using piecewise linear fuzzy sets and hand-optimise it without regard to set shape 
(i.e. to build the best system we could). The collision avoidance system we imple-
mented is similar to that used by Gerdelan & Reyes [10] in that we used three ranges 
when determining turning behaviour. We then converted the system to use the lower 
computational cost short-cut system. In this conversion all fuzzy rules were retained 
and only the fuzzy sets changed.  

4.1   The Experiments 

We ran two sets of experiments. For each set we increased the number of moving 
objects from 25 to 150 in steps of 25. We performed 40 runs each of 500 turns creat-
ing a new set of random obstacles for each run. For each set we kept the number of 
static object constant - 10 for the first set and 40 for the second. 

We used three measures to compare the accuracy of each system:  

• Collision with static objects, 
• Collision with moving objects, and  
• Collisions with game-edge boundaries (referred to hereafter as walls). 

We used two measures to compare the efficiency of each system: 

• Time in seconds to complete the 500 turns, 
• Average frames per second (FPS) for the runs 

We wanted to simulate the ‘hustle and bustle’ of a typical RTS (Real Time  
Strategy) game hence the use of a multi agent system (see Fig. 3). 

 

Fig. 3. Screen Shot Showing the Agents in the System 
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Both our baseline model implementation and the SCF implementation used a 
Sugeno accumulator consequent with defuzzification also using the Sugeno method.  

We aimed to show that the short-cut fuzzy implementation would use less compu-
tational time such that when used in mass agent control systems performance (i.e. 
frame rate) would be enhanced without creating a significant loss in accuracy, which 
is a desired outcome for fuzzy control of agents in computer games. 

4.2   Construction of the System 

To test our hypothesis, that the short-cut fuzzy parameter sets allow agents to be con-
structed that are more computationally efficient in large numbers, we built a complex 
system simulating the movement of multiple sprites that needed to avoid collision 
with each other. The baseline model was constructed using traditional fuzzy logic 
with piecewise linear parameterisation requiring (typically) 12 parameters. We then 
optimised the system without regard to the shape of the fuzzy sets as if it was a tradi-
tional fuzzy controller. The system and its sets were created manually using trial and 
error until an acceptable result was achieved. The test program counted the number of 
collisions for a given number of movement events (in our case 500 turns), each turn 
of which involved a movement event for each agent in the simulation.   

Set Replacement Process. To implement the SCF model we replaced the final 
piecewise linear sets with similar short-cut fuzzy sets. Since short-cut fuzzy sets do 
not cover the same range of possibilities as normal fuzzy sets, the resultant sets were 
not always identical. For example, a normal asymmetrical triangular set was replaced 
by an isosceles triangle set in the short-cut implementation (see Fig. 4). Note that in 
normal circumstances you would use SCF sets to create your system from the start – 
no replacement process would be necessary. 

 

Fig. 4. Single Replacement from Normal to Short-cut Fuzzy Set 

However, several methods could be used to overcome this kind of conversion, such 
as creating two equilateral triangles to reduce the error rate (see Fig. 5).  

Rules. Our fuzzy rule sets were grouped into two categories. Firstly, the object-
avoidance rules controlled how moving agents reacted to other moving and stationary 
agents at three different ranges (very close, close and far) to avoid such objects. Sec-
ondly, the wall-avoidance rules controlled how moving agents reacted to the walls 
and corners of the environment by moving the agent towards the centre of the nearest 
wall and away from the corner. Both sets of rules were used for the traditional and the 
short-cut implementations without modification. 

 

Normal Fuzzy Set 

Replacement Short-cut Fuzzy Set  
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Fig. 5. Multiple Replacement from Normal to Short-cut Fuzzy Sets 

Object-avoidance Rules. 

IF distance IS very close AND angle IS far Left  

THEN speed IS slow AND direction IS sharp right 

IF distance IS very close AND angle IS far Right  

THEN speed IS slow AND direction IS sharp left 

 

IF distance IS close AND angle IS close Left  

THEN speed IS mod AND direction IS right 

IF distance IS close AND angle IS close Right 

THEN speed IS mod AND direction IS left  
 

IF distance IS far AND angle IS dangerous Left  

THEN speed IS fast AND direction IS slow right 

IF distance IS far AND angle IS dangerous Right  

THEN speed IS fast AND direction IS slow left  

Wall-avoidance Rules. 

IF right distance IS close AND top distance IS closish  

THEN speed IS slow turn sharp right 

IF right distance IS close AND bottom distance IS 
closish  

THEN speed IS slow turn sharp left 
 

IF left distance IS close AND top distance IS closish  

THEN speed IS slow turn sharp left 

IF left distance IS close AND bottom distance IS 
closish  

THEN speed IS slow turn sharp right 

 

Normal Fuzzy Set 

Replacement Short-cut Fuzzy Sets  
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IF top distance IS close AND right distance IS closish  

THEN speed IS slow turn sharp left 

IF top distance IS close AND left distance IS closish  

THEN speed IS slow turn sharp right 

 

IF bottom distance IS close right distance IS closish  

THEN speed IS slow turn sharp left 

IF bottom distance IS close left distance IS closish  

THEN speed IS slow turn sharp right 
 

Note: after processing all rules, the possibility of a collision still exists, since rule 
interactions of moving objects with stationary objects and walls can still result in a 
movement vector that results in a collision. It is these collisions that we count. When 
such acollision occurs, any moving agents involved are stopped and rotated until a 
“safe” direction is found then they continue moving. 

5   Results 

All statistical tests were two tailed t-tests for two samples assuming equal variances 
and p=0.05. 

For the 10 static objects test set there were no significant differences in the number 
of static and moving collisions for the full range of moving objects from 25 to 150 
objects. For run time and average frame rate there were no significant differences for 
25 to 75 moving objects. There were significantly better results for the SCF sets in 
run time and average frame rate for 100, 125 and 150 moving objects. 

Likewise for the 40 static objects test set there were no significant differences in 
the number of static and moving collisions for the full range of moving objects from 
25 to 150 objects. For run time and average frame rate there were no significant dif-
ferences for 25 to 75 moving objects. There were significantly better results for the 
SCF sets in run time and average frame rate for 100, 125 and 150 moving objects. 

There was a trend for the number of wall collisions to be significantly higher for 
the normal implementation declining in significance up to 100 moving objects.  While 
the chart 'Wall Collisions' in Figure 6 does not make this obvious the t-test does show 
the significant differences.  

Interestingly there were no significant differences in the number of moving and 
wall collisions between any combination of normal or short-cut technique and 10 or 
40 static objects. There was a significant difference in the number of static collisions 
between the 10 and 40 static object runs. 
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Fig. 6. Charts of Collision Results 
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Fig. 7. Charts of run time and Average FPS results 

6   Analysis of Results 

The results support two main points. Firstly, there was no significant loss of accuracy 
in using short-cut fuzzy sets as opposed to normal sets in the design of the testing 
system no matter how many moving objects we used. Secondly, there was a signifi-
cant loss of performance for normal fuzzy sets when used with large numbers of mov-
ing objects (from 100 onward). 

These two points support our hypothesis that a parameterisation of fuzzy sets exists 
that maintains performance without major loss of accuracy when used with large 
numbers of agents. In fact the SCF set implementation using both 10 and 40 static 
objects performed better than both normal implementations. 

The significant difference in wall collisions was only apparent for low numbers of 
agents and does not refute our hypothesis. It is entirely consistent with the set re-
placement process as described in section 4.2. The SCF sets in this case seem to be 
slightly better than the ones in the normal implementation. 

In the results we noted that with 40 static objects the number of moving and wall 
collisions was similar but the static collisions changed significantly. Two explanations 
come to mind. Firstly, the number of static objects has increased and the increase is 
enough to create more static collisions but not enough to cause a significant decrease 
in moving and wall collisions. Secondly, the rules for avoiding static and moving 
objects are evaluated at the same time, however, with two moving objects both are 
trying to avoid a collision whereas with a static and moving object only the moving 
object is trying to avoid a collision. So with more static objects, it becomes harder to 
avoid a static collision. If we increase the number of static objects greatly the screen 
will become so congested that even moving and wall collisions will be significantly 
less avoidable.  
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7   Conclusion 

The results indicate that fuzzy systems can be built with fuzzy sets that are limited to 
the parameterisation we propose. Clearly, such systems do not embody the same 
range of functionality that a fully parameterised system would permit. However, as 
discussed in the analysis, the short-cut system we propose is computationally faster, 
as shown by the better run times and average frame rates when operating with large 
numbers of agents. We suspect that for RTS games with large numbers of agents, 
these savings would be significant. 

8   Further Research 

It became apparent that with only five parameters that require optimisation, such sets 
offer the prospect for machine optimisation and are better suited for machine optimi-
sation than the piecewise linear counterpart.  
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Abstract. This paper presents a Bayesian network representation of
the function-behavior-structure (FBS) framework [10], which is used to
guide salespersons through conceptual design tasks in lead qualification
situations. After we outline the lead qualification situation and state the
need of design support for salespersons, a review of the related works
shows the necessity for a knowledge representation, which explicitly ad-
dresses the uncertainty of design decisions. In the remainder we propose
a representation, which is capable of this, and close with an application
example for sales call support.

Keywords: Knowledge modelling, Bayesian networks, design comput-
ing, conceptual design, lead qualification, function-behavior-structure
framework.

1 Introduction

Increasing customer-oriented project delivery and implementation has been rec-
ognized as an important change in the context of organizational buying (B-to-B)
[13]. For industries that offer customized solutions, fluid less structured knowledge
is important for getting a shared understanding between customers and vendors.
Typical examples of highly customer-oriented projects are office fit-out projects,
as they may have an substantial impact on the customer’s business operations [20].
They deal with the design and construction of the scenery and settings of office ac-
commodation, aligned with the customer’s very own aims, needs, structure and
identity [2]. In the very first project phase, called lead qualification, the sales force
is required to evaluate the readiness, willingness, and ability of a customer to buy
an offer. With increasing customer-orientation this changes to a consultative “so-
lution selling” task [18], demanding creative problem-solving skills [26], or in other
terms conceptual designing experience. In this paper we propose a computational
representation of office design knowledge and a method for knowledge reuse, to ef-
ficiently guide salespersons through the conceptual design processes in lead qual-
ification situations for office fit-out projects.

A. König et al. (Eds.): KES 2011, Part I, LNAI 6881, pp. 387–396, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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2 Problem Statement and Approach

Lead qualification can be conceptualized as a principal-agent situation, where
the vendor delegates the tasks carried out in lead qualification to a salesperson
(cf. [4]). The beginning of lead qualification is characterized by an information
asymmetry that reflects a situation in which the company has insufficient infor-
mation about what the lead (potential customer) desires [25]. The salesperson
acts as an intermediator establishing a form of corporate communication be-
tween lead and vendor to reduce information asymmetry. This is mostly done
iteratively in several sales calls with representatives of the lead. The salesperson
uses the meetings to identify problems of the lead that can be solved by the
vendor’s goods and services. These perceptions are then reported back to the
vendor where the information is used to evaluate the chances for business, and,
if necessary, prepare adequate offerings. Since the accuracy of these perceptions
depends only on the salesperson himself, his individual performance critically
determines the outcome of the vendor’s consultancy efforts [12,22].

A crucial issue in this setting is given by salespersons asking the wrong ques-
tions, i.e. they fail to gather right information in sales calls and thus miss im-
portant business opportunities. Following the notion that a solution is not only
a mere consequence of a stated problem but also helps to (re-)structure a prob-
lem [6], salespersons should be aware of possible solutions to efficiently interview
leads about their business needs. This in turn requires sophisticated conceptual
design knowledge considering the characteristics of a solution (cf. [24]).

Our approach is to provide mechanisms to formalize the required design
knowledge and reuse it by means of a dynamic questionnaire that will adapt to
the current lead qualification situation when provided with answers. Considering
the information that has already been gathered on the lead, the design knowledge
is used to estimate a current state of the problem/solution space as seen from the
vendor’s point of view. Given this estimation we highlight those questions that are
most insightful in the current situation. The answers provided by the salesperson
are then used to restructure the problem/solution space and in consequence high-
light consecutive questions. Embedded in an information system (IS) the question-
naire will guide the salesperson’s preparations for sales calls.

3 Related Work

To the best of our knowledge, there exist no systems that explicitly support
the lead qualification for office fit-out projects. But viewing the problem from a
lead’s perspective there have been several approaches that deal with the problem
of contractor pre-qualification, i.e. the screening for capable vendors (cf. [8]).
Furthermore, looking at the domain of project tendering, which can be seen as
a downstream process to lead qualification, different decision support systems
have been proposed to assist the vendor in estimating whether it is feasible or
not to tender, the so called bid/no-bid problem (cf. [17]). Both are formulated
as classification problems trying to measure the fitting of the lead’s problems
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with the vendor’s problem solving capabilities. But reconsidering the solution
selling aspect, an adequate model for lead-qualification should not only allow for
classifying different states of the problem/solution space but also be capable of
generating this space.

A promising modeling approach comes from the field of design research: Func-
tional concept ontologies provide a holistic view on the problem/solution space
and may be used to assist people to deal with the complexity of conceptual
design [3]. For a comprehensive review see [9]. The (situated) function-behavior-
structure (FBS) framework [10] seems especially appropriate, as it focusses on
the design object generation processes and intrinsically supports the notion of de-
mands and offers. Even though the authors do not propose a formalized method-
ology to decompose the functions or to associate the functions with behaviors
and structure [9], other works implemented computational representations of
the FBS framework. In [15] a UML class diagram scheme of the FBS model is
used to represent the interrelations of processes, products, resources and exter-
nal effects in product life-cycles. [5] took a similar entity-relationship approach
and provided an ontological FBS representation for conceptual design. Other
approaches of functional concept ontologies have been implemented by means of
some notion of a state transition system (e.g. [11]), where the state space provides
a configurational description of the design object. Further, models for designing
are defined to put constraints on the operations carried out in the state space,
i.e. state transitions and production/association rules for design object entities
(e.g. [27,28]).

However, none of these models provide a formal mechanism to specifically ad-
dress the uncertainty of a design decision. Common theories of the management of
uncertainty indesigndecisions are reviewed in [19].Theauthors suggestprobability
theory as an appropriate approach, given the premise that probabilities for the out-
comes of different design decisions can be defined from data (objective probability)
or judgement (subjective probability). I.e. relevant design concepts are conceived
as random variables, which define a state space whose realizations are more or less
probable with respect to the objective frequency of past observations or to the sub-
jective beliefs of an individual. Bayesian networks (BN) provide a well known con-
ceptual framework to integrate multiple random variables to form a dependency
network of conditional probabilities. These conditional probabilities are often used
to express casual relations between concepts [21], likewise the associations inherent
in a FBS model. Beside more general applications for information retrieval [7] BNs
have been applied for design reasoning [16,23].

The idea of reasoning from a functional concept ontology defined in form of
a BN shouldn’t be seen as counterintuitive to the idea of case-based reasoning
(CBR) [1], but as “soft computing” component in the technology stack for hybrid
intelligent (design) systems (cf. [29]). In fact it can be used to implement the
retrieve, reuse, revise and retain steps, as shown in [1]. Their BN-based CBR
implementation not only considers experience from previous cases by using data
mining (objective probabilities). It also integrates human generated design beliefs
defined in domain ontologies (subjective probabilities).



390 J.R. Eichhoff and W. Maass

In the remainder of the paper we present a novel BN-approach to operational-
ize the FBS framework, specially designed to cope with the uncertainty inherent
in the vendor’s view on the problem/solution space.

4 Representation of Office Design Knowledge

In the FBS framework a design object is described by (ranges of) values for three
sets of variables, which define the problem/solution space (cf. [10]): Function (F)
variables “describe the teleology of the object, i.e. what it is for” [10]. To cast
this notion of Function in to the domain of office fit-out projects one should
consider the project’s value proposition. From the lead’s perspective two factors
contribute to this value proposition, the generation of benefits (e.g. flexibility
to deal with changes in staff personnel, or represent corporate image) and the
avoidance of costs (e.g. reduce vacancy rates, or lower operating costs) (cf. [2]).
Structure (S) variables describe the components used for implementation. Re-
garding an office fit-out project this includes all goods, such as furniture and
other interior elements, as well as services, like design, construction and project
management, provided to the lead. Behavior (B) variables have a special role as
they provide links between Function and Structure variables. Behavior variables
are conceptualized as observable attributes that are exhibited by a solution (e.g.
storage capability, adjustability of workplaces, degree of privacy). These vari-
ables hold two values (or ranges of values). Beside the value that is derived from
a given Structure (Bs) representing the vendor’s offer, they may also have an ex-
pected value (Be) representing the Behaviors demanded by the lead. The latter
is derived from the defined Function variables. In this sense the FBS framework
provides an integrated view on design objects, combining the problem and solu-
tion domain to form a combined space. The act of designing can be represented
as a set of operations modifying this space by adding or removing variables and
assigning (ranges of) values to the variables.

As mentioned the FBS framework is represented as BN to facilitate its com-
putational use. BNs are instantiated to define the problem/solution space of a
specific lead qualification situation. Instantiations are generated upon a prede-
fined template called the FBS Network Template (FBS-NT), which encodes the
vendor’s design knowledge by means of conditional probabilities. Since BNs are
generative probability models, we can compute estimates for all variables in the
problem/solution space via Bayesian inference. These probability estimates are
conceptualized as a vendor’s guess of the problem/solution space given his design
knowledge.

In a FBS-NT (cf. Def. 1) Functions, Behaviors and Structures are represented
as random variables, which define the nodes of a directed acyclic graph (DAG).
All random variables are discrete to simplify the computation of the Bayesian
inference later on. Their states define the possible configurations of the prob-
lem/solution space. Connections between these variables are defined as condi-
tional probability distributions represented by the graph’s edges. Possible rela-
tions are F → B (Function expects Behavior) and S → B (Structure exhibits
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Behavior) as well as relations denoting implications within a variable group, i.e.
F → F , B → B and S → S. Further all variables are assigned to a distinct as-
pect of the problem/solution space (e.g. Project, Business, Office, User), termed
Perspective. A Perspective may be related to other Perspectives to express de-
pendencies like “Users can be related to Offices”.

Definition 1 (FBS Network Template). Let G = (U, E) be a directed acyclic
graph (DAG), and let X = (Xu)u∈U be a set of random variables indexed by
nodes U , and let P (X) be the joint probability over all variables with edges E
representing the conditional dependencies, and let GPers = (VPers, EPers) be an
undirected graph with nodes VPers representing Perspectives and edges EPers

expressing canBeRelatedTo relations among the Perspectives, then (X, GPers) is
a FBS Network Template (FBS-NT), given the properties:

Partitioning. Every variable X ∈ X is assigned to a Perspective v ∈ VPers

with inPerspective : X → VPers.
Variables. Let ΩX be a set of possible states for a discrete random variable X ,

then:
– Every Function is defined as F : ΩF → [0, 1] ∈ F,X.
– Every Behavior is defined as B : ΩB → [0, 1] ∈ B,X.
– Every Structure is defined as S : ΩS → [0, 1] ∈ S,X.

Factorization. Preserving the DAG property of G the joint probability P (X)
may be arbitrarily factorized with conditional probabilities P (X | Pa (X))
of the following types, where Pa (X) is the set of parents of X :
– X ∈ F and Pa (X) ⊆ F \ X (Function implicates Function)
– X ∈ B and Pa (X) ⊆ F (Function expects Behavior)
– X ∈ B and Pa (X) ⊆ B \ X (Behavior implicates Behavior)
– X ∈ B and Pa (X) ⊆ S (Structure exhibits Behavior)
– X ∈ S and Pa (X) ⊆ S \ X (Structure implicates Structure)

The formalized design knowledge provided by a FBS-NT is used to instantiate
a FBS Bayesian Network (FBS-BN, cf. Def. 2) for a specific lead qualification
situation (cf. Fig. 1). The Perspectives of the FBS-NT frame the possibilities for
instantiation. In a FBS-BN there may be multiple instances of these Perspectives,
called Views. Every View stands for a complete duplicate of a Perspective’s
variables and their assigned relations, given a slight difference: All variables in
B are represented twice in an FBS-BN, i.e. Be variables stand for the expected
value of a Behavior, and Bs variables represent the value derived from Structure.
Further additional Bc nodes are used to compare the Be and Bs values to
measure their match. By defining P (Bc = true|Be = Bs) def= 1 and 0 for all
other cases we rigidly couple the problem and the solution space. By means
of Bayesian inference, this property allows us to select a Structure that fits a
defined Function or vice versa discover the Functions that are provided by a
given Structure.

Definition 2 (FBS Bayesian Network). Let G′ = (U ′, E′) be a directed
acyclic graph (DAG), and let X′ = (X ′

u′)u′∈U ′ be a set of random variables
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Fig. 1. Instantiation Concept

indexed by nodes U ′, and let P (X′) be the joint probability over all vari-
ables with edges E′ representing the conditional dependencies, and let GV iew =
(VV iew , EV iew) be an undirected graph with nodes VV iew representing Views and
edges EV iew expressing isRelatedTo relations among the Views, then (X′, GV iew)
is a FBS Bayesian Network (FBS-BN) with respect to a FBS-NT (X, GPers),
given the properties:

Partitioning. Every variable X ′ ∈ X′ is assigned to a View v′ ∈ VV iew with
inView : X′ → VV iew.

Instantiation. Every View v′ ∈ VV iew is assigned to a Perspective v ∈ VPers

with instanceOf : VV iew → VPers.
Variables. For every View v′ ∈ VV iew with instanceOf(v′) = v:

– There is a random variable F ′ ∈ F′,X′ with inView(F ′) = v′, where F ′ is
a duplicate of the FBS-NT’s Function F with inPerspective(F ) = v.
– There are two random variables Be ∈ Be,X′ and Bs ∈ Bs,X′ with
inView(Be) = v′, inView(Bs) = v′, where Be and Bs are duplicates of the
FBS-NT’s Behavior B with inPerspective(B) = v. Further there is an extra
random variable Bc : {true, false} → [0, 1] ∈ X′ with inView(Bc) = v′ and
P (Bc | Be, Bs), where Bc = true denotes a match and Bc = false denotes
a mismatch of Be and Bs.
– There is a random variable S′ ∈ S′,X′ with inView(S′) = v′, where S′ is
a duplicate of the FBS-NT’s Structure S with inPerspective(S) = v.

Factorization. Given a conditional dependency P (X | Pa (X)) in P (X), let
AX∪Pa(X) = {v1, . . . , vn} be the set of mutually distinct Perspectives of
variables X ∪ Pa (X), and let A′

X∪Pa(X) = {(v′1, . . . , v′n) | instanceOf (v′1) =
v1, . . . , instanceOf (v′n) = vn vi ∈ AX∪Pa(X)} be the set of all possible
corresponding View tuples (n-ary Cartesian product), there are duplicates
P (X ′ | Pa (X ′)) of the FBS-NT’s P (X | Pa (X)) of the following types for
every tuple (v′1, . . . , v

′
n) in A′

X∪Pa(X) that forms a path in GV iew :
– X ′ ∈ F′ and Pa (X ′) ⊆ F′ \ X ′ (Function implicates Function)
– X ′ ∈ Be and Pa (X ′) ⊆ F′ (Function expects Behavior)
– X ′ ∈ Be and Pa (X ′) ⊆ Be \ X ′ (Behavior implicates Behavior)
– X ′ ∈ Bs and Pa (X ′) ⊆ Bs \ X ′ (Behavior implicates Behavior)
– X ′ ∈ Bs and Pa (X ′) ⊆ S′ (Structure exhibits Behavior)
– X ′ ∈ S′ and Pa (X ′) ⊆ S′ \ X ′ (Structure implicates Structure)
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Table 1. Concepts of the FBS-NT

Type Perspective Name States

Function Office Being Flexible Important, Unimportant
User Being Efficient Important, Unimportant

Behavior Office Adjustability High, Low
Enclosure High, Low

User Distractions High, Low
Quiet Work Plenty, Moderate

Structure Office Layout Open-Plan Office, Cell Office
Office Partitions Cubicle, Acoustic Curtain, Solid Walls

5 Application for Sales Call Support

Consider the following example of our domain of interest: Flexibility in dealing
with office changes, e.g. staff churn, is a frequent requirement in office fit-out
projects. “Organisations are constantly required to deal with change, so office
facilities need to be designed to be flexible to adapt to future changes“ [2]. An
open-plan office layout may offer the required adaptability. But the type of office
layout may also influence the occupant’s efficiency. Depending on their work type
occupants need a distraction-free environment for doing concentrated quiet work.
“An acceptable acoustic environment may be achieved in an open-plan setting
for some of those behaviour patterns, but not all“ [20]. An office designer may
address this by providing a proper enclosure, such as solid walls or noise reducing
curtains, to those workspaces that have high demands on acoustic privacy.

To formalize this knowledge in an FBS-NT we first define the problem/solution
space, by providing a set of Function, Behavior and Structure variables and as-
sign these to Perspectives as shown in Table 1. Building on the defined variables
we connect the problem and solution parts with conditional probabilities. In the
same manner as depicted in Table 2, we encode the following statements as prob-
ability tables: P (B1 | F1) to be flexible with respect to future changes, an office
should be highly adjustable; P (B3 | F2) to work efficient, users should not be
distracted; P (B1 | S1) open-plan offices are highly adjustable, while cell offices
are rather rigid; P (B2 | S1, S2) given an open-plan office, acoustic curtains pro-
vide a better enclosure than cubicles, and solid walls provide the best enclosure,
but these are only available in cell offices; P (B3 | B2, B4) if a user group has a
high amount of quiet work to do, but has not a sufficiently enclosed workspace,
distractions will be high.

Now imagine a lead qualification situation where the lead requires the new
office to accommodate two user groups with different needs in doing quiet work,
e.g. a project management and a software engineering department. The instan-
tiated FBS-BN is shown in Fig. 2. While users of the software engineering group
spend most of their time with concentrated computer work, project managers
are more concerned with communicative acts, like meetings and phone calls (cf.
[20]). Given that both flexibility and efficiency are important goals for the lead,
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Table 2. Encoding of “to be flexible with respect to future changes, an office should
be highly adjustable” as probability table

Being Flexible F1 Adjustability B1 Probability P (B1 | F1)

Important High 1.0
Important Low 0.0
Unimportant High 0.5
Unimportant Low 0.5

the preferable solution would be to have an open-plan office with acoustic cur-
tains. Bayesian inference on the FBS-BN will exactly express this in terms of a
higher probability for the state Acoustic Curtain of variable Partitions P (Sv′

1
2 =

Acoustic Curtain), if we set the probabilities to 1 for Being Flexible P (F v′
1

1 =
Important), and Being Efficient P (F v′

2
2 = Important), P (F v′

3
2 = Important), and

Quiet Work P (Be
v′
2

4 = Moderate), P (Be
v′
3

4 = Plenty), and 0 in all other cases.
These probabilities represent answers given to the questionnaire.

To highlight those variables that are important in determining the prob-
lem/solution space but have not been answered yet, we use a scoring function
based on the inferred probabilities. We define a measure of uncertainty S[P (X)]
as the Kullback-Leibler divergence [14] of P (X) with respect to a discrete uni-
form distribution of the same size n and normalize it to [−1, 0]:
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This score is high (close to 0) if the inferred probabilities of X show a high
ambiguity and are close to the uniform distribution, i.e. the variable’s state
is unknown and should be assessed by the salesperson. By rating all variables
X ∈ F′ ∪ Be ∪ S′ with S [P (X)] we can generate a ranked list of concepts.
Questions that ask for these concepts are then presented to salesperson in form
of a questionnaire, specifically highlighting higher rated concepts.

6 Conclusions and Future Work

We have presented a computational representation of the FBS framework, which
specifically addresses the uncertainty inherent in the vendor’s perceptions of a
lead’s demands. It is used to assist lead qualification by highlighting requirements
and solution components that should come to speak in sales calls.

Currently we are integrating this representation in an prototype application,
that resembles a questionnaire for sales call preparation. We expect this system
to have a positive effect on a salesperson’s performance in lead qualification
situations, and look forward to test this assumption empirically.
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Abstract. Since the availability of large digital image collections the
need for a proper management of them raises. New technologies as an-
notations or tagging support the user by doing this task. However, this
task is time-consuming and, therefore, automatic annotation systems are
requested. Working outside of controlled laboratory environments this
request is challenging. In this paper we propose a system automatically
adapted to the user’s needs, providing useful annotations. We utilize
Wikipedia to learn instances and abstract classes. With an evaluation in
a complex use-case and dataset we show the possibility of such an at-
tempt and achieve practical recognition rates of 26% on specific instance
and 64% on abstract class level.

Keywords: SIFT, shape model, SVM, image management, specific ob-
ject recognition, generic object recognition.

1 Introduction

The request for semantic management of images raises, since the the number
of digital images increases rapidly. With such semantic management approaches
the content, topics, events etc. of images can be expressed in a multi-dimensional
way. This is much superior as compared with classic folder structures available
on desktop computers. By naming these semantic concepts the concrete images
can be found easily. The burden of this solution is that the user has to provide all
this information by hand. For text documents automatic tools like iDocument [1]
are available. By analysing the full text content, this system performs an entity
recognition to close the gap between low-level content and high-level semantic
concepts.

Text documents are well researched concerning the automatic generation of
meta-information. Working with images this aspect is rather complex. On the
market available systems like iPhoto, Picasa or Flickr introduce image manage-
ment with the help of tags. These systems also introduce face recognition to
categorize images showing a certain person. However their recognition perfor-
mance is often low resulting in much hand work. Additionally, for more generic
objects, for example cars, the tags must be provided by the user manually which
is time-consuming when facing thousands of images.

A. König et al. (Eds.): KES 2011, Part I, LNAI 6881, pp. 397–406, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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To acquire semantic information for images, image processing and especially
object recognition is applied. Although humans are exceptional in recognizing an
object, computers can simply compare pixel by pixel. If two images are showing
the same content but under different resolutions, the pixel information is not
identical.

Therefore, it is common to introduce higher level features which abstract
from the pixel information. SIFT features [6] have been proposed and remark-
able results were achieved concerning various problems, such as changes in the
resolution or lighting conditions. SIFT features are a powerful means to match
information between images. However, no human understandable information
can be inferred from their mathematical values.

In this paper we present a system providing semantic concepts automatically
closing the semantic gap between images and their content description. We pro-
pose the use of adapted recognition systems on instance level and flexible support
vector machines on generic level. Our system utilizes Wikipedia and a Semantic
Desktop to link the images with the concepts of the user and keeping the addi-
tional work low. In an evaluation on a difficult dataset our proposed system still
achieves meaningful recognition rates of 29% on instance level and 64% on more
abstract levels.

2 Related Work

Datta et al. survey in their article [3] almost 300 contributions in the field of
content-based image retrieval. Most of these systems working purely deriving
high-level semantics, e.g. events, or persons from plain image information. How-
ever, the information such systems can utilize is limited to the ability to organize
the image data [10].

Sandhaus et al. discovered in [9] a new trend in recent years. With the avail-
ability of social networks with image sharing like Flickr, Facebook or LableMe
large annotated image collections are available. By using the infomration how
images are already integrated and used, high-level meaningful semantic annota-
tions can be generated.

Overall the use of ontology for image management is quite frequently applied
from many different viepoints. Kong et al. proposed such a system for the private
image collection [5]. However, the user has to integrate all his images by hand
into the ontology which makes such approaches a time-consuming task. One
step in direction of automatic annotation of images was done by Yang et al. [11].
With the help of image processing strategies they are able to arrange a set of
images automatically. However, still one link is missing. The classifier must be
pre-learned by hand provided training images.

Learning such classifiers in an automatic way was considered by Renn et
al. [7]. They utilized the provided images and annotation from Flickr for a tagging
system and compared the performance with a professionally annotated image set.
Their results from such community-driven image databases were not satisfying,
since the annotations are subjective or non-relevant. Flickr was also utilized by
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Rohrbach et al. [8]. The objective of Rohrbach et al. is to use these annotations to
recognize new, unseen objects for which no training image is provided. Rohrbach
et al. did not present these annotations to the user, leaving the question about
their quality and relevance. Additionally, the authors simultaneously use six
different feature descriptors making it difficult to compare their approach with
other systems.

In our system we integrate different approaches to provide helpful annota-
tions. As in the spirit of Renn et at. the system also uses automatically mined
annotations and trains the classifier based on the images downloaded from the
Internet. However, we do not utilize Flickr, since the quality of the provided la-
bels is not high enough. We utilized Wikipedia and DBPedia which create a well
organized ontology. We embed our recognition system into a Semantic Desktop,
giving us the ability to utilize social aspects as discovered by Sandhaus et al.
However, the main focus of this paper is to address the challenging problems
by working in community driven image collections and annotations. The nov-
elty lies within the object recognition especially adapted for this complex and
challenging task.

3 Overview

With this section we setup the vocabulary for this paper. We start with RDF
in section 3.1 which we use to represent knowledge and then we discuss about
different types of knowledge in section 3.2.

3.1 Resource Description Framework

The Resource Description Framework (RDF) is an international standard of the
W3C and has become the base of the semantic web. With the help of RDF
statements information about entities can be expressed. Such a statement can
be seen as a simple sentence in natural language with subject, predicate and
object. As example we can give: KES 2011 is a conference or KES 2011 is held
in Kaiserslautern.

3.2 Knowledge in Image Processing

In recent research the use of knowledge in image processing becomes more and
more attractive. Knowledge is often applied to increase the recognition perfor-
mance or to enable new use-cases. This semantic information varies from simple
tag information to related parts-models describing the structure of an object.
For all these systems the semantic information is modelled by hand and used
for recognition purposes. However, these systems are often build for a certain
interest and context (recognition of baseball players, sailing ship on the ocean,
etc.). Generic applications of such systems are hardly possible. Our utilization of
knowledge is different and, therefore, we separate between inside and contextual
knowledge.
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Inside Knowledge. As inside knowledge we categorize all information used in
the system internally. This information is used only by the system for recognition
purposes and can become as technical as the system requires and not intended
to be seen or provided by the user. This can be annotation data for images as for
example used in [8] or part relation models as proposed in [12]. Characteristic
for this knowledge is that it has no use outside of the system to present it to the
user nor can it be provided by the user.

Contextual Knowledge. A different way of utilizing semantic information is
to communicate with the system and provide information for the training and
recognition process dynamically. To give an example: It is hard to name a certain
guitar in an image without knowing something about its context. However, with
the knowledge that the images was taken during Ben’s birthday it becomes
simple to name the guitar as “Ben’s guitar”. In that example even a human
would have the same problems as a computer. As natural it sounds, the problem
would be how to acquire such contextual knowledge. The user could provide
such information directly. The result would be that the user could also directly
name the guitar rather than telling the system about Ben’s birthday. The use
of this contextual knowledge is the motivation of top-down image processing
approaches as explained with the next sections.

4 Proposed Method

The major concern of systems supporting a non-professional user with the man-
agement of image data is time. The user wants to get a time benefit and is not
willing to train a system over long time, nor he is patient enough to wait several
hours until the system has finished its work. If the system needs more time to
setup as the user would need to annotate the images by hand, there is no reason
to use such a system.

This does not effect the processing time of the system, since computers become
faster every day. The problem is the training of the system to recognize the
concepts of the user’s interest. Available annotated images are normally not well
prepared for object recognition which means, the object is not segmented from
the background. Existing systems often rely on this fact.

We avoid this problem of the training by utilizing Wikipedia. The user has
only to name a category of interest, e.g., “Sightseeing in Japan” and the sys-
tem access Wikipedia and learn its classifiers from the provided images. In the
following sections we discuss the core problem in object recognition and present
our solution.

4.1 Problem for Object Recognition

By working on such unprepared image data not especially prepared for object
recognition purposes, erroneous matching of information is the core problem.
This means different objects have a high similarity to each other. This is the case,
if information provided during training is characteristic for different classes one



Generic and Specific Object Recognition for Semantic Retrieval of Images 401

wants to distinguish among. This is often the result, if the images are not well
segmented and contain background. Objects appearing in the background are
often shared between different classes of objects. By taking images of sightseeing
spots it will immediately become clear. An image of the Eiffel Tower might
contain persons somewhere. For other spots it could be a tree.

If the information of the background overweight the information from the
object of interest, no reliable recognition can be performed. One has to find a
way to decide the images into parts belonging to the object or the background.
One approach could be to take many images of the same object and extract
the common information. This relies on the condition that also the background
changes in the images. From our given example it is obvious that this can not be
guaranteed. Second, in our purpose of learning in an automatic way, we can not
be sure to always have many images. In the case of only one image of the object,
the separation from the object must be done in a more sophisticated way.

4.2 Proposed Solution on Instance Level

We address the above stated problem by observing that:

Information from the background of different images matches in an un-
structured manner.

Unstructured means that even if background objects are shared among different
images, their relative location to each other and the object of interest are differ-
ent. Cars do not appear always at the same position, trees do not always have
the same structure.

The benefit of this observation is that one training image is already enough to
address the problem of background clutter. Suppose we have matching informa-
tion, in our case local features, the question would be how to identify whether a
certain match is structured or not. We construct a model of the local arrangement
of features to express these structures. Defining a model is not straightforward.
One could think of constructing a graph defining the relative position of the
features to each other as expressed in Fig. 1(a) with solid lines. In such a model
features of the object and the background are part of the same graph. A verifi-
cation of the structure becomes hardly possible, since the background features
are unstable in their position.

For the details on the implementation we have to refer to the work [4], since
in this paper we can only summarize our model. To solve the problem with one
approach alone is difficult. Ridged object can be described based on its details or
its global appearance. Working with details the exception concerning correctness
is high; the eyes are not at the place of the mouth. Considering the global shape
this exception is lower; the windows and doors of a house can be at different
locations. Therefore, in a local region the model should be stricter and in a global
view more flexible. Figure 1(b) gives a picture of this consideration. Solid lines
again visualize hard relative positions between features. A small agglomeration
of such features forms something like an island. Indicated with dashed lines are
flexible bridges (connections) between these islands.
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(a) Fixed graph of local features. (b) Flexible graph by building
bridges (dashed lines).

Fig. 1. Comparison between global strict model and global flexible and local strict
model. Squares indicate features from the object, circles from the background. Used
relative positions between local features are shown by solid lines. Dashed lines show
relative positions of graphs.

For the local shape we utilize a shape context [2] consisting of a log-polar
histogram, segmenting the surrounding are in clear defined sectors. To build the
bridges we work with a common reference point. Concerning this point the po-
sition of the local parts are expressed. In this model the influence of background
is limited to the islands.

4.3 Proposed Solution on Class Level

The above presented solution is considerable on instance level or in other terms
on specific object level. However, if the concrete instance is not a part of the
database, a correct result can hardly be returned. However, we still want to
present the user meaningful annotations. In former solutions we utilized the class
hierarchy of Wikipedia for this task. By browsing from the learned instance up in
the categorization we could present the user annotations on abstract level. How-
ever, this is only possible for one or two levels, since the categories become soon
meaningless, as for example place, person or Religious organizations established
in the 1320s.

Multiple Categorization. Annotation on the base of instances, as on specific
object level, has no needs for any discussion. Working with abstract classes it is
worth to discuss meaningful annotations. One has to consider that different users
have different views and opinions about which annotations are proper and which
not. If the user has a certain interest in cars, he will model his knowledge very
detailed by providing many classes as companies (Toyota, BMW, etc.), types of
cars (van, sports car, truck, etc.). This results in a very detailed and professional
view leaving general annotations behind as for example car.

If the user does not have such an interest in cars, since he is not such a profes-
sional, he will not understand such detailed annotations.He would be satisfiedwith
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one simple annotation car. However, since this information is obvious and is not
provided by the first user, the non-professional user will not find any “car” related
information. To address this problem, the annotations should not only be provided
in the form of keywords. The annotations should contain information about them-
selves and be organized in a structure ranging from detailed to abstract.

Letting one user model his knowledge about certain aspects will always miss
some information. Also different users have different point of views. Therefore,
the system must be able to handle multiple views or categorizations for the
objects. The difficult question is, how to collect this knowledge in advance to
present it to the user. We utilize for this task Wikipedia. An object is categorized
in a general structure, for example, building or car. Furthermore, users provide
more detailed information about the objects, as related persons, epoch, history,
etc. Our system works autonomously in collecting all this data from Wikipedia
without any human made selection. Limitations are only set by memory and
calculation capacity to handle millions of images and annotations.

Other information sources are difficult to utilize. Databases like Imagenet are
only keyword based and, therefore, important information is missing. Equivocal
objects as for example “head” will bring the head of animals, hard-disks, tools,
nails, a company etc. Arranging these different type of objects to form one
classifier will not lead to meaningful results. The classifier is more randomly
guessing whether an image is showing a “head” or not. A selection of proper
annotations and their examples would be needed and has to be done by a human.
Additional, only one hierarchy is provided for the categorization of a certain
object. As discusses in the previous paragraphs, this is not sufficient enough to
provide useful annotations for all users.

In this paper we present the first step by working on Wikipedia with a selected
number of classes, to keep the problem solvable with the available scientific
environment.

Implementation Details. In this paper we utilize a support vector machine
(SVM) on abstract levels. The system is using the information available from
Wikipedia to construct classes on abstract level. The instances are grouped by
their types and topics. The system re-use the same local features as in the
previous section. These features are cast to their nearest visual word which
results in a frequency histogram for each image. In experimental evaluations we
observed that a number of 2000 visual words leads to practical results. With a
larger number of visual words, the trained SVM becomes over-specific, since the
histograms are too sparse.

With a Gaussian kernel we are not able to achieve reliable results. The images
as provided by Wikipedia are too various. Also the number of images available
per category is quite limited. With around ten images per instance and normally
not more than ten instances per class, the system has to train the classifier with
only around 100 images. Keeping in mind the high variance of the images so is
this number very low. In our preliminary done experiments, a χ2-kernel is most
promising. Via grid search on the typical parameter setting we found the kernel
bandwidth of 40 is practical for this kernel.
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Fig. 2. Example query images from the temple data set. From left to right two images
of Kinkaku-ji, two images of Ginkaku-ji and two images of Kiyomizu-dera are shown.

Table 1. Results for the temple dataset. Shown is the mean average precision (mAP) in
percentage. SIFT utilize only PCA-SIFT features, WGC refers to the weak geometric
consistency, PM our former proposed method for instance level and SVM for class level.

instance class
SIFT WGC PM SVM

Ginkaku-ji 17.13 15.23 25.39 69.05
Kinkaku-ji 23.13 26.04 29.05 47.77
Kiyomizu-dera 18.92 24.37 23.21 76.19

overall 19.72 21.87 25.81 64.34

5 Experiments

Publicly available datasets are not suited to evaluate a system with our moti-
vation by learning from public databases as Wikipedia. Available datasets have
a certain emphasis on a certain interest in the images. This results in limited
classes, e.g., only detecting horses, or images for learning and testing looking
quite similar.

Therefore, we prepared our own database by utilizing Wikipedia as training
base. For this task we downloaded all images provided for the categories “world
heritage sites in japan” and “national treasures in japan”. From the 1680 images
provided for 126 objects in the category the system creates a database. Working
on this database, the objects look quite similar, since they were mainly temples
and shrines. Even humans have problems correctly naming the shown objects
or class. All images of a certain instance are used to train the specific object
classifier as explained in section 4.2. For the generic level the system analyses
the rdf type property. All instances belonging to a certain type were grouped to
one class, e.g., temple or castle.

In our evaluation the query dataset consists of images from temples and shrines.
These images were not taken for the propose of object recognition and simulate the
behavior of an tourist. The objects are shown with the surroundings and people in
front of them. Figure 2 shows an example sequence of these images.

The results are shown in Table 1 split for the different objects. SIFT refers to
a system only utilizing local features. In this approach erroneous matching is the
major problem. The weak geometric consistency (WGC) proposed by Jegou et al.
has achieved only a minor improved overall performance. The shape information
utilized in the WGC can address the problems of erroneous matching in a limited
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way. From this results on instance level we can conclude that in this complex recog-
nition problem our proposed method performs better than existing systems. How-
ever, with 30% the recognition is relative low. Keeping in mind that the system is
trainedautomatically on images asprovidedbyWikipedia,withoutany interaction
of the user, the system still support him with his image annotation.

From the generic class recognition we can draw the main conclusion. Even if
the scope of the experiment is limited, the results look promising which leads
to the hypothesis that the classes organized by Wikipedia are of high quality.
So even if the system fails to recognize the concrete instance (not a part of the
database or confusion with different objects), the possibility is high to return the
correct class. Under such conditions, were the systems rely only on a community
for training, we could provide a proof-of-concept with this paper. It is possible
to achieve meaningful recognition rates and annotations by collecting data from
Wikipedia without any filtering done by human.

6 Conclusion

In this paper we developed a prototype aiming to support non-professional users
managing their image collections. We integrated image processing technologies
working on instance as well as on class level to recognize objects and propose an-
notations. For this task the system steps into online information sources, namely
DBPedia and Wikipedia and learns categories depending on the user’s interest.
Compared to existing systems we train the classifier completely based on the
images from Wikipedia, rather than using them to extend well prepared train-
ing sets. To our knowledge we are also the first providing the concepts from
Wikipedia as annotations to the user. Former systems used them internally for
recognition purposes. The possibility to perform all required steps setting up
the recognition system automatically is the major advantage of our proposed
system. With an evaluation on a difficult dataset we have shown that in such a
difficult use-case, practicable performance of 26% on specific instance and 64%
on abstract class level can be achieved.

Future work will focus on an extensive evaluation and deeper analysis of the
knowledge available from Wikipedia. Furthermore, the integration of a top-down
approach in object recognition will be considered. The needed data for this task is
provided by the Semantic Desktop in which we integrated our recognition system.
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Abstract. In driver assistance systems, lane detection and tracking are very cru-
cial treatments to locate the vehicle and to track its position on the road. The 
aim of this study is to propose lane detection and tracking method. The first 
step in this method detects road limits on the first acquired image. The detected 
limits would be the input for the second step, namely the “tracking step”, which 
consists in providing a continuous detection of the limits in all frames by updat-
ing the previously detected limits. Lane departure is also analyzed for the lateral 
control of the vehicle. The approach presented here was tested on video  
sequences filmed by the authors on Tunisian roads, on a video sequence  
provided by Daimler AG as well as on the PETS2001 dataset provided by the 
Essex University. 

Keywords: Lane detection, Lane tracking, kalman filter, Lane departure.  

1   Introduction 

Accidents caused by involuntary lane departure continue to represent an important 
part of accident-prone traffic conditions. Seeing the importance of their application, 
many driver assistance systems (mainly in the US, Japan and Europe) have been de-
veloped [1-2]. Their main objective is to assist the driver by discharging him/her from 
some tasks. An important component of these systems is the analysis of image se-
quences recorded with cameras mounted on the moving vehicle. These image se-
quences are analyzed in order to support the driver in real traffic situations.  

To avoid accident-prone situations, our suggested lane departure warning solution 
is based on two steps: lane detection and tracking. Since the majority of roads have 
lane markings on both sides, we are interested in roads where markings are presented 
in the form of two parallel linear or curved ribbons, with continuous or dashed lines. 

This paper is organized as follows: Section 2 describes the different steps of typical 
lane detection and tracking process. Section 3 details our proposed method. Section 4 
presents a set of experimental evaluation and comparison results. Section 5 concludes 
by summarizing the major contributions of the present work. 
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2   Lane Detection and Tracking Process 

The aim of lane detection and tracking based on image processing is, first, to locate in 
the first sequence frame the Lane Limits (LL) of the road in which the vehicle is en-
gaged and then, to track these limits in the remaining frames.  

2.1   Lane Detection 

Various lane detection methods have been proposed in the literature (cf., Table 1). 
These methods can be broadly grouped in two approaches, namely the model-based 
approach [3-8] and the feature-based approach [9-13]. 

Table 1. Lane detection methods 

 Method Description Technique References 

Hough transform [3,4] 
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Represent the lane boundaries using few 
parameters. They are robust with the noises 
but only the lanes whose shape is described in 
the model can be detected. linear functions 

 
[5, 6] 
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Detect different shapes of road. However, the 
segmentation result depends enormously on 
the initialization of the model, they present 
great sensitivities to noises and require 
considerable execution times. 

B-snake [7, 8] 
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ds

 Search the forms similar to those of lane 
marking limits according to user-defined 
classification rules. 

user-defined 
classification rules 

[9,10] 

decision tree 
classifier 

[11] 
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 Produce the classification rules automatically 

based on a training dataset images to search 
the forms similar to those of lane marking 
limits. 
 

multi-layer 
perceptron neural 
network 

[12] 

F
ea

tu
re

 b
as

ed
 a

pp
ro

ac
h 

T
ra

ck
in

g 
m

et
ho

ds
 Consider iteratively, from a starting point, 

different segments from which the segment 
which corresponds best to the required 
structure is kept. 

Markov process [13] 

 
With the feature-based approach, the road is assumed to have a very clear marking 

with contrasted edges in order to obtain good results, which is not usually the case. 
Moreover, this type of approach is sensitive to noise and partial coverage of markings 
by obstacles. On the other hand, a model-based approach is more robust against these 
problems. With this type of approach, lane limits can be modelled using parametric or 
explicit models.  
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2.2   Lane Tracking 

The lane tracking step is required to minimize the noises, to minimize the execution 
time and also to predict the position of the limits in the following frames. 

Different methods have been proposed to perform this tracking. These methods can 
be classified into two approaches, namely the deterministic approach [14-17] and the 
stochastic approach [13, 18].  

Deterministic approach. The principle of the deterministic approach is that, under an 
initial state in the current frame, a unique possible future state will corresponds to 
each following frame. This approach includes different methods, such as filtering 
based methods [14, 15] and active contour based methods [16, 17]. These methods 
search for the nearest model to the extracted characteristics of the image while 
optimizing a performance measure. For the filtering based methods, tracking with 
Kalman filter [14] and Extended Kalman filter [15] are the most used techniques. For 
active contour based methods we can denote the use of the Bspline [16] and the 
gradient vector flow [17]. 

Stochastic approach. The stochastic approach is adopted for lane tracking when 
there are uncertainties in the observations due to two sources: the noise of the 
cameras, and/or incomplete information. In these cases, a probability function tracks 
the LL more correctly. This approach includes various methods, such as the 
Observable Markov Model based methods [13], the Hidden Markov Model based 
methods [18]. 

The tracking step allows controlling the lateral navigation of the r through a lane de-
parture warning module. This module is an important part in a driver assistance system; 
it controls the lateral navigation of the vehicle and alerts the driver when he begins to 
move out of his lane without activating the turn signals. In this context, different sys-
tems where proposed. These systems can be classified in two types: lane departure 
warning systems (LDWS) and lane keeping systems (LKS). The first type warns the 
driver if the vehicle is leaving its lane using visual, audible, and/or vibration warnings. 
The second type warns the driver and if no action is taken, then the system automati-
cally takes steps to keep the vehicle in its lane. Citroën1  was the first in Europe to offer 
such a module on their 2005 C4, C5 and C6 models. This system uses infrared sensors 
to monitor lane markings on the road surface. A vibration mechanism in the seat alerts 
the driver of deviations. In 2009, Mercedes-Benz1 offered a lane keeping assistance 
function on the new E-class that warns the driver with a vibrating steering wheel if the 
vehicle starts to leave its lane. In 2010, Kia Motors1 has offered the 2011 Cadenza pre-
mium sedan with an optional lane departure warning system. The system works by 
using an optical sensor on both sides of the car. It uses a flashing dashboard telltale and 
emits a warning when a lane marking is being crossed. The system used by General 
Motors in 2007 uses the core technology from Mobileye2 based on camera images 
analyses that detect lane boundaries, measures the position of the vehicle relative to 
lanes, and provide indications of unintentional deviations from the roadway. All these 
systems are canceled when a turn signal is operating. 
                                                           
1 http://media.daimler.com 
2 http://www.mobileye.com 
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3   Adopted Method for Lane Detection and Tracking  

In our previous works [19, 20], we treated the lane detection step. Our algorithm is 
based on Hough transform and linear parabolic fitting. Based on this algorithm, we 
obtained good results in normal road conditions. Its effectiveness decreases in com-
plex circumstances. This section extends this work by improving the lane detection 
results and by incorporating the tracking step allowing us controlling the lateral posi-
tion of the vehicle through a lane departure warning step. Our proposed lane detection 
and tracking process is illustrated in Figure 1.  
 

 
 
        

Fig. 1. Lane detection and tracking process 

In the lane detection step, we detect the effective limits on the first acquired image. 
In the lane tracking step, we update in every new acquired image, the last detected 
limits to have a continuous detection within all the video sequence. The tracked limits 
allow us controlling the lateral navigation of the vehicle carrying the camera based on 
the lane departure warning step. 

3.1   Lane Detection 

Similar to the typical process, our proposed lane detection method adopts three steps: 
pre-processing, extraction of approximate pixels and lane detection steps. 

In the pre-processing step, we apply a list of transformations to delimit the region of 
interest and to improve the contrast of the image. We delimit two rectangular regions to 
detect the linear portions of the road: ROIr to detect the right limit, and ROIl to detect 
the left limit (cf., Figure 2.a).  The improvement of the contrast is done by firstly apply-
ing the top hat transformation to extract the clear regions regardless of background 
variations (cf., Figure 2.b) and secondly by enhancing the contrast by determining either 
the square or the cubic of the intensities according to the mean value of the pixels of the 
original image (cf., Figure 2.c). For the extraction of approximate pixels step, we seg-
ment the image to extract the approximate regions of lane limit’s markings, and then we 
select their edge pixels (cf., Figure 2.d). In the lane detection step, we apply the Hough 
transform considering its rapidity and its robustness in the presence of noises and partial 
coverage of markings. In Hough transform, each line is a vector of parametric coordi-
nates that are the orientation θ and the intercept to the origin P. Among the lines pro-
vided by this technique, we retained the segment with the maximum length in each 
region (cf., Figure 2.e). Finally, we project the two retained limits up to the upper and 
lower sides of ROIr and ROIl (cf., Figure 2.f). 

Lane detection Lane tracking Lane departure 
warning 
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Fig. 2. Lane detection step 

3.2   Lane Tracking 

We track the detected limits in the near region to have a continuous detection of the 
limits during all the frames and then to control the lateral trajectory of the vehicle. We 
don’t take into account the tracking in the far region because the curvature measure-
ment can be unreliable especially during rain, fog or occlusions by obstacles. Thus, 
the stability of the tracking method can never be guaranteed; which is not allowed for 
the tracking of the vehicle trajectory in such a driver assistance system. We apply the 
kalman filter to perform the tracking.  

The Kalman filter is an estimator with a linear model, which allows estimating, re-
cursively and at each moment, the state vector tX of a dynamic system characterized 
by a process and a measurement equations. These equations are: 

tt1t wXFX +=+  (1) 

ttt vXHZ +=  (2) 

where F is the transition matrix taking the state vector tX from time t to time t+1. 
The process noise wt is assumed to be Gaussian, with zero mean and with covariance 
matrix Q. tZ is the observable at time t and H is the observation matrix. The meas-
urement noise vt is assumed to be Gaussian, with zero mean and covariance matrix R. 

As a result of the lane detection step, each lane limit l in the near region is charac-
terized by two parameters that are the orientation θ and the intercept to the origin  
P. In a new acquired image, the lane limit position will have a low variation compared 
to the previous image with the change rates )P,( ΔθΔ . Therefore, we use two kalman 
filters in order to estimate and update these parameters for the right and the left  

limits separately. We take as state vector T
t ]PP[X ΔθΔθ= ,T’ returns the  

transpose of Xt, the observation matrix ]P[H θ=  is the measure of these parameters 
from the image. 

 

(a) 

(a) (b) (c) 

ROIl             ROIr             
 

(d) (e) (f) 
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3.3   Lane Departure Warning  

Based on the tracked limits, we control the lateral trajectory of the vehicle based on 
two indicators to know the steering angle and the lateral offset [1, 2]. The first indica-
tor corresponds to the angle formed between the longitudinal axis of the vehicle and 
the lane. It is defined by: 

Steering Angle: 18021 −+= θθδ  (3)
 

 

where θ 1 andθ 2 correspond to the orientations of the right and the left lane limits. 
The second indicator corresponds to the lateral offset dΔ of the vehicle compared 

to the middle of the lane. It can be obtained based on the vertical position h of the 
vanishing point:  

)tan(δ×=Δ hd  (4) 

4   Experimental Results and Performance Evaluation 

In order to evaluate the performance of our proposed method, we carried out a series 
of experiments on various sequences. The test dataset is composed by several video 
sequences divided in three sets. The first set (S1) contains four video sequences which 
we had captured in Tunisian roads. The second set (S2) contains a night vision stereo 
sequence provided by Daimler AG3 (Germany). The third set (S3) contains the video 
sequences of the PETS20014 dataset provided by the Essex University (England). 

In order to clarify the experimental conditions, the following sections will start by 
providing a brief overview of the test dataset and then proceed to present the experi-
mental results and performance evaluation.  

4.1   Evaluation of Lane Detection Step 

In order to evaluate the performance of our method, we have implemented, for 
comparison, three proposed lane detection algorithms of the most known methods, 
including the Canny/Hough Estimation of Vanishing Points ‘CHEVP’ algorithm 
proposed by wang [7] and adopted by Tian [8] that is based on a local parametric 
detection method (Method A), the global parametric detection method (Method B) 
based on the model approach [6] and the tracking method (Method C) based on the 
feature approach [13]. We also present the detection results based on our previous 
work [19]. Table 2 illustrates the detection results of the different methods in different 
environment conditions.  

The robustness of our method in comparison with our previous work and the three 
others is seen in frames presenting a combination of strong shadow, too spaced 
blurred lane markings, illumination variation and intense lighting (cf., Figures a, c and 
g) due to the efficiency of our pre-processing step. Our method gives, as for the 
Method C, good results in the presence of a heavy rain (cf., Figure c). Furthermore, it 

                                                           
3 http://www.mi.auckland.ac.nz 
4 ftp://ftp.cs.rdg.ac.uk 
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detects efficiently the limits in case of curved lanes (cf., Figures b and e) and in the 
presence of obstacles (cf., Figure f). There remain few cases where the detection fails 
with our method and the others such as the presence of sharp curved lane, non flat 
road, congested road and also in case of intense raining as illustrated in Figure (h). 

Table 2. Comparative evaluation of the lane detection step 

 Environment 
condition 

Original 
Image 

Proposed 
Method 

previous 
work Method A Method B Method C 

Strong bridge 
shadow +  
objects 
reflection 

 
a 

 

 
b 

Cloudy day 

 
c Heavy Raining 

 

 
d Night time 

 e 
Normal 
condition 

 
f Obstacles 

 
g 

Strong trees  
shadow 

 
h 

 
Intense raining 

 

 
In order to further evaluate our lane detection method, we compared its detection 

performance with our previous work and with the three methods in terms of Recall, 
Precision and F-measure. We performed this evaluation on the set S3 since it is a 
known dataset and to provide our lane detection rates for comparison with other re-
searches. This set is formed by a sequence (Video1) composed of 2866 frames and a 
sequence (Video2) composed of 2867 frames. We have manually detected the limits 
of 1000 frames: the first 500 frames of Video1 and the first 500 frames of Video2.The 
performance measure of the different methods is illustrated in Figure 3.  

Based on our proposed method, we obtained an average rate of 92.04% for the Re-
call, 91.53% for the Precision and 91.76% for the F-measure. Our results are almost 
equal to the Method C. However, this method is characterized by its sensitivity to 
noises which lead it to present more cases of false detections than our method. On the 
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Fig. 3. Comparative performance evaluation of the five methods 

other hand, our previous work, Method A and Method B give lower rates especially 
because of the presence of strong shadows and intense lighting in some frames. 

4.2   Evaluation of Lane Tracking Step 

To evaluate the lane tracking step, we compared the proposed method with the ob-
servable Markov model method (Method OMM) proposed by [13] that is based on the 
stochastic approach. To illustrate the tracking performance, we compared the obtained 
θ and P values of the right limit, based on our method and the Method OMM, to the 
ones we calculated on the reference lane limits for the first 500 frames of Video2 (cf., 
Figure 4). In these figures, the thick curves illustrate the evolution the parameters 
according to the reference detected limits. The thin curves represent the results of our 
tracking method, and the dashed curves represent the results of the Method OMM.  

    

Fig. 4. Evolution of θ  (a) and P (b) parameters of the right limit (Video 2) 

In order to evaluate our lane tracking method, we compared the noise vari-
ance (Var) between the values obtained by each method and the ground truth. It is 
defined by: 

                   
hgroundTrutmethodnoise yyy −=

 
2

noise )y(std)y(Var =  

(5) 

 

(6) 

where y corresponds to θ or P values. 

(a) (b) 
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According to Figure 4.a, we obtained the variances 5.38 and 5.32 for θ parameter 
based on our proposed method and the Method OMM respectively. Similarly, accord-
ing to Figure 4.b, we obtained the variances 21.41 and 27.57 for P parameter based on 
our proposed method and the Method OMM. Based on the obtained results, we can 
notice that the tracking with the Kalman filter provides a better prediction of the pa-
rameters than the Method OMM and it allows a good tracking of the lane limits.  

4.3   Evaluation of the Lane Departure Warning Step 

By tracking the lane limits, we control the lateral trajectory of the vehicle in order to 
prevent the driver from potential lane departure. To evaluate this control, we illustrate 
the evolution of the steering angle (cf. Figure 5.a) and the lateral offset (cf. Figure 
5.b) of the vehicle for the whole frames of Video 2. 

 

           

Fig. 5. Evolution of the steering angle (a) and the lateral offset (b) 

As illustrated in Figure (5.a), positive values of the steering angle indicate that the 
vehicle is driving with a deviation of its axis to the right side of the road relative to 
the middle axis of the lane. On the other hand, negative values indicate a deviation to 
the left side. The increase of this parameter indicates that the vehicle starts to leave its 
lane, in which case a warning must be emitted to inform the driver that he is in a 
prone-situation. The lateral position control is performed also based on the evolution 
of the lateral offsets of the vehicle, compared to the middle of the lane, as illustrated 
in Figure (5.b). In this figure, the upper curve corresponds to a remoteness of the 
vehicle to the right limit and the lower one corresponds to remoteness to the left limit.  

Based on these two indicators, a warning must be emitted shortly before the vehi-
cle crosses the line limits. As illustrated in Figure 6, the vehicle began to move out of 
the lane from the right by the frame number 66 of Video2, thus, a warning must be 
emitted to alert the driver.  

         

Fig. 6. Lane departure warning (Video 2) 
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5   Conclusion 

This paper has a two-fold objective. The first objective is to present an overview of 
existing approaches to deal with the typical lane detection and tracking steps. Its sec-
ond objective is to propose a new method and compare its performance with respect 
to other approaches. Our experimental evaluation showed that, with our method, we 
can detect lane limits in the majority of the images. With the tracking step, we were 
able to track the limits during all the frames and to control the lateral position of the 
vehicle. The findings of the present study are promising. For this reason, studies are 
currently underway in our laboratories to investigate the detection of obstacles within 
the tracked lane. 
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Abstract. In this article effective method of TV advertising block di-
vision into single commercials using only audio signal is presented. Mul-
tidimensional orthogonal signal parametrization scheme was used to set
correlation connections in the analyzed signal. Choosing initial potential
start/end points of a commercial a computable power was minimized for
on-line proposed solution using.

Keywords: commercial separation, orthogonal filter, multidimensional
signal representation.

1 Introduction

Jump of the number of the transmitted advertising blocks, in television also,
enforce media market researching companies for effective finding of the instru-
ments on forceful separation of a single commercial from the block and its iden-
tification. This article deals with the problem of the television advertising break
distribution on the single spots. This question is treated in literature as a audio
scene separation, understood as a package of sounds about similar characteristic
[1],recorded from transmission audio path. For classification of a given signal
the following parameters or the group of the parameters are used: amplitude,
energy, subband energy, zero crossing rate, cepstrum, melcepstrum coefficients,
etc. [2][3][4]. These features are used for signal classification to one of the fol-
lowing classes: speech, music, silence, noise [5] or to distinguish between five
different broadcast genres for which semantic borders can be determined [6].
Mentioned methods act with different efficiency and they require computational
heavy stock.

Proposed solution uses multidimensional orthogonal audio signal parametriza-
tion for features extraction. To minimize computational consumption preprocess-
ing stage is made which finds the start/end single commercial potential points.

2 Proposed Solution

Television advertising block, which consists of the succeeding commercials, can
be characterized by the following properties:
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– a) there is a short break (about 30ms) after each commercial,
– b) duration of the commercial is a multiple of 5 s (99% cases),
– c) there is one commercial teller (99% cases),
– d) musical cushion is the same melody (99% cases).

Using mentioned properties the algorithm for single commercial separation con-
sist of the following steps:

– step 1: preprocessing - preliminary analysis of signal audio, which detects
the silence fragments of the signal (small energy value) which can be the
potential start/end point of the commercial

– step 2: signal parametrization around silence fragments
– step 3: around silence periods signal parameters analysis for establishing

start/end point of the commercial
– step 4: final acceptance of chosen time points through analysis of distance

among chosen in step 3 points ( multiplicity 5 second ).

2.1 Silence Points Detection

To detect the potential start/end points of a single commercial low short-time
energy ratio- LSTER) is used, which is defined as:

LSTER =
1
N

N−1∑
n=0

(beta ∗ sE − E(n)) (1)

where beta (parameter) is a threshold value and

sE =
1
N

N−1∑
n=0

E(n) (2)

is a mean energy value for the N 25 ms long frames ,and

E(n) =
k0+(n+1)∗K−1∑

k=k0+n∗K

x(k) ∗ x(k) (3)

where k0 is a starting point of the analyzed signal fragment, K is a number of
x(t) samples in 25 ms period.

LSTER coefficient means how many of the N frames have the energy below
the mean energy value multiply by beta parameter. If LSTER is high sufficiently
one can say that silence period has taken a stand in analyzed fragment of the
signal.

Of course not every detected silence point means start/end point of the com-
mercial. So the steps 3 and 4 are made to avoid faulty detections.
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2.2 Signal Parametrization and Start/End Point of a Commercial
Selection

Multidimensional orthogonal signal parametrization around silence periods is
used for parameters extraction.

Given a vector |x >T of samples {x0, . . . , xT } of a time-series (a voice+music
signal), observed on a finite time interval {0, . . . , T}, the estimate of x signal

|x̂{M}
N >T � P(ST )|x >T (4)

is the orthogonal projection of the element |x >T on the space ST spanned by
the following set of the linear and nonlinear observations

|X >T = [|1X >T |2X >T . . . |MX >T ] (5)

where

|mX >T = [|xi1 . . . xim >T ; i1 = 0, . . . , N,

i2 = i1, . . . , N, . . . , im = im−1, . . . , N ] (6)

for m = 1, . . . , M . The orthogonal projection operator on |X >T is defined as

P(ST ) � |X >T < X |X >−1
T < X |T (7)

If an ON (generalized; i.e., multidimensional) basis of the space ST is known,
the projection operator on ST can be decomposed as

P(ST ) =
N∑

j1=0

P(|rj1
0 >T ) + . . . +

N∑
j1=0

. . .

N∑
jM =jM−1

P(|rj1,...,jM

0 >T ) (8)

where P(|rj1,...,jm

0 >T ) stands for the orthogonal projection operator on the one-
dimensional subspace spanned by the element rj1,...,jm

0 , m = 1, . . . , M of an ON
basis of the space ST . Since

P(|rj1,...,jw

0 >T ) = |rj1,...,jw

0 >T < rj1,...,jw

0 |T (9)

the orthogonal expansion of the estimate of the desired signal can be written as

|x̂{M}
N >T = P(ST )|x >T =

N∑
j1=0

|rj1
0 >T < rj1

0 |x >T +

+ . . . +
N∑

j1=0

. . .
N∑

jM =jM−1

|rj1,...,jM

0 >T < rj1,...,jM

0 |x >T (10)

The estimation error associated with the element |x̂{M}
N >T is then

|xε
{M}
N >T � P(S⊥

T )|x >T = |x >T −|x̂{M}
N >T ⊥ ST (11)
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The multidimensional signal parametrization problem can be solved by the
derivation of a (generalized) ON basis of the estimation space ST (i.e. calcu-
lation of the orthogonal representation (the generalized Fourier coefficients) of
the vector |x >T in the orthogonal expansion (10)).

To derive the desired ON basis of the estimation space ST , we employ (con-
sult) the following

Theorem 1. The partial orthogonalization step results from the recurrence re-
lations

|ej1,...,jw

i1,...,iq
>T = [|ej1,...,jw−1

i1,...,iq
>T +|rj1,...,jw

i1,...,iq+1 >x
T ρj1,...,jw

i1,...,iq ;T ](1 − (ρj1,...,jw

i1,...,iq ;T )2)−
1
2

(12)
|rj1,...,jw

i1,...,iq
>T = [|ej1,...,jw−1

i1,...,iq
>T ρj1,...,jw

i1,...,iq ;T + |rj1,...,jw

i1+1,...,iq+1 >T ](1− (xρj1,...,jw

i1,...,iq ;T )2)−
1
2

(13)
where

xρj1,...,jw

i1,...,iq ;T = − < ej1,...,jw−1
i1,...,iq

|rj1,...,jw

i1,...,iq+1 >T (14)

Proof can be found in [9].
The above relations make it possible to construct an orthogonal parametriza-

tion (decorrelation) filter, operating directly on the signal samples. Thecoeffi-
cients

ρj1,...,jw

0;T (15)

are the generalized (multi-dimensional) Fourier [9](i.e. Schur-type) coefficients
and r0 are the orthonormal basis of the x(t) signal elements.

Schur parameters xρ can be interpreted as a correlation coefficients of the
parametrized x(t) signal frames around the silence point [9]. Low value of the xρ
for a point k means the frames correlation absence, which can be interpreted like
a acoustic scene changing or like a start/end point of the commercial (properties
c) and d) of the advertising block allow for such interpretation).

Analyzing the histogram values of the xρ coefficients for next moments of times
(step 3 of the algorithm) start/end points of the commercial can be established
(many small values of the xρ determine that point).

Established start/end points are analyzed according to the distances between
them, which should be the multiple of 5 s. (property b) of the advertising block).
After this step (step 4) the algorithm finishes its operations.

3 Simulation

Presented solution was implemented in C language for PC computer. Digital
satellite TV platforms (POLSAT, CANAL +, PREMIERE) were used for ad-
vertising blocks (63 blocks consist of 672 spots) collecting. Signal parameters:
sampling frequency 11025 Hz, 8 bits/sample and beta = 0.3 were used.

Two error measures were used for proposed algorithm efficiency: 1) number
of wrong start/end points identifications (M1), 2) number of omitted start/end
points (M2)
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Table 1. Influence of the filter parameters on the identification effectiveness

Filter parameters M1 [%] M2 [%]

N=10, M=1 4.4 4.3

N=10, M=2 4.1 4.0

N=40, M=3 2.3 2.7

N=50, M=5 3.3 3.2
N - filter order, M - degree of nonlinearity

Table (1) shows influence of the filter parameters (filter order N and nonlin-
earity degree M) on identification effectiveness. Increasing values of the filter
parameters above some values does not correct the recognition effectiveness, but
can make it worse.

For N = 40 and M = 3 values of parameters the measure M1=2.3% and
M2=2.7%. Figures below show audio signal example, LSTER coefficient in time
and the histogram of the xρ parameters in time.

Fig. 1. Audio signal sample Fig. 2. LSTER value in time for signal

Fig. 3. The histogram of the xρ in time

Initial signal (figure 1) analysis allowed to detect the silence points (values
greater than zero in figure 2). Realized signal parametrization, the xρ coefficients
calculated and their histogram in time established (figure 3) allowed to choose
the start/end points of the single commercials (distinctly visible pins on the
figure 3). Pins around 80 s detect TV station jingle for advertising block.

In order to compare the proposed solution with existing audio signal identi-
fication methods one selected to test the following audio signal parametrization
algorithms: Normalized Spectral Subband Moments (NSSM) [8] , Mel-Frequency
Cepstrum Coefficients (MFCC) [7]. These methods are based on a spectral sig-
nal analysis. Selecting N = 40, M = 3 for presented algorithm the results for
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Table 2. Comparison of selected methods

Method M1 [%] M2 [%]

NSSM 3.8 6.27

MFCC 4.5 7.36

Proposed method 2.3 2.7

the measures M1 and M2 are shown in table (2). The best identification was
obtained for the proposed solution. For poor quality signals (fs = 11.025 kHz
8-bits/sample) algorithms NSSM and MFCC have fared much worse.

4 Conclusion

The presented results allow for the following conclusions:

– efficiency of the algorithm is about 95%.
– proper parametrization filter parameters selection is necessary for the high

separation effectiveness
– the algorithm can be used on-line for the TV broadcasting due to the low

computational power consumption
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Abstract. This paper presents a novel approach to depth camera based
single-/multi-person eye localization for human-machine interactions. In-
tensity and depth image frames of a single depth camera are used as
system input. Foreground objects are segmented respectively from the
depth image by using a novel object segmentation technique based on
2-D histogram with Otsu’s method. Contour analysis with ellipse fit-
ting is performed to locate the potential face region on the detected
object. Finally, an eye localization algorithm based on a predefined eye
template and geometric features is applied on the extracted facial sub-
images, which is a hybrid solution combining appearance and feature
based eye detection methods using SVM classification to gain robust-
ness. Our goal is to realize a low-cost and robust machine vision system
which is insensitive to low spatial resolution for eye detection and track-
ing based applications, e.g., driver drowsiness detection, autostereoscopic
display for gaming/home/office use. The experimental results of the cur-
rent work with ARTTS 3-D TOF database and with our own Kinect
image database demonstrate that the average eye localization rate per
face is more than 92% despite of illumination change, head pose, facial
expression and spectacles. The performance can be further improved with
the integration of an effective tracking algorithm.

Keywords: single-/multi-person eye localization, depth camera,
human-machine interactions, foreground object segmentation, geomet-
ric features, SVM classification.

1 Introduction

Eye localization has been applied in a wide range of application fields, e.g.,
autostereoscopic display [21], driver drowsiness detection [20], intelligent video
surveillance, human-machine interaction, etc. Traditional eye localization tech-
niques rely on a single data source – intensity (gray-scale) or color image, which
have strong dependence on the lighting condition and object reflectivity. For
general indoor scenarios foreground object segmentation is another issue which
has big impact on the performance of eye localization methods. Stereo imaging
system is able to bring distance information to the two dimensional image so

A. König et al. (Eds.): KES 2011, Part I, LNAI 6881, pp. 424–435, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



Robust Depth Camera Based Eye Localization 425

as to facilitate the segmentation procedure. However, stereo imaging has several
intrinsic limitations such as correspondence problem (stereo matching) which re-
quires complex algorithm and high computational cost to compensate and stereo
imaging itself is also sensitive to illumination change. Current eye localization
approaches can be classified in model-based [17], feature-based [16], appearance-
based [18] approaches and the combination thereof [15]. Most of the methods
are applicable only on (near frontal) facial images, which means extra effort,
e.g., for head/face detection, is required to obtain facial images. Facial feature
based method such as Gabor response analysis is computational intense. Model-
based or appearance-based methods usually can be misguided by the variation
of lighting condition.

The motivation of the proposed approach to eye localization has the following
aspects: (1) we intend to underline the potential of depth camera in eye detec-
tion and tracking based applications and set up an emerging framework for 3-D
smart cam based human-machine interactions. (2) We want to utilize depth cam-
era, which is robust to ambient lighting variations, to cope with the problems
of conventional intensity-/color-based image segmentation and to substantially
facilitate the eye localization procedure.

After a brief introduction, an overview of the state-of-the-art depth cameras
is addressed in section 2. The proposed approach to eye localization is discussed
in section 3, where we firstly review and motivate depth-based foreground ob-
ject segmentation and demonstrate the results of our method followed by the
detection of potential face region. Then a novel eye localization method based
on predefined eye template and geometric features is introduced. The proposed
method is validated by presenting the experimental results in section 4. Finally,
the current work is concluded in section 5.

2 State-of-the-Art Depth Cameras

In the last decade a type of solid state sensor based on Time-of-Flight (TOF)
principle [7,8] has gained more and more attention in machine vision applica-
tions. A TOF depth camera with active illumination is capable of simultaneously
perceiving reflectance and distance information of objects in a scene at real-time
video frame rates. The obtained intensity image and depth image are registered
pixel by pixel accordingly and do not require extra effort for image matching
which is crucial in conventional stereo imaging systems. In addition, Microsoft
launched in 2010 a new depth camera – Kinect for its Xbox 360 video game
platform. Similar to TOF depth camera, Kinect has dual image output, i.e.,
depth and color (RGB) images, which are pixel-aligned through a so-called Reg-
istration procedure. Depth measurement of Kinect is based on active IR Light
CodingTM technology of PrimeSense which is claimed to be immune to ambient
light [24]. Due to the standard CMOS technology Kinect becomes a popular
mass-production consumer electronics device while maintaining low cost. Hence
Kinect is of particular interest for accomplishing our goal. The specifications of
several state-of-the-art depth cameras are summarized in Table 1.
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Table 1. Specifications of State-of-the-Art Depth Cameras

Manufacturer Model Depth Frame Operation Illumination Output
Name Accuracy Rate1 Range Type Resolution

MESA Imaging SR4000 1cm 50 fps 0.8 − 8m NIR 850nm 176 × 144

PMD Tech CamCube3 1cm 80 fps 0.3 − 7m NIR 870nm 200 × 200

Fotonic B702 0.3 − 1.5cm 75 fps 0.1 − 7m NIR 808nm 160 × 120

Panasonic D-Imager 3 − 14cm 30 fps 1.2 − 9m NIR 850nm 160 × 120

Optrima DS10k-A 1 − 3cm 50 fps 1 − 10m NIR 870nm 120 × 90

MESA Imaging SR30003 1cm 25 fps 0.8 − 8m NIR 850nm 176 × 144

Microsoft Kinect4 1cm 30 fps 0.8 − 3.5m NIR 640 × 480

1. maximum frame rate
2. the depth camera is based on Canesta Jaguar sensor chip
3. images of ARTTS public database are acquired by SR3000 TOF depth camera
4. Kinect (not TOF based) is used to create our own database

3 Approach to Single-/Multi-Person Eye Localization

The proposed algorithm is outlined in Fig. 1. After a denoising procedure with
median filter, foreground object segmentation is performed on the input depth
image to extract individual objects from the foreground. Contour analysis is
applied on the detected object regions to find potential faces in the scene. Facial
sub-images are extracted from the input intensity image based on the face region
masks obtained from the previous stage. Eye candidates are further located and
paired in group in the normalized face region. In addition, the geometric features
of the eye pair candidates are extracted based on an extended eye template. A
SVM classifier is employed to classify the eye pair candidates. Finally, the eye
location in the facial sub-image is given by the verified eye pair. The eye location
in the original image is also retrieved.

3.1 Foreground Object Segmentation Based on Depth Image

Intensity-/color-based object segmentation is vulnerable to the variations of am-
bient light. Depth-based object segmentation is able to overcome the problem by
using active illumination, hence it is less sensitive or even immune to the back-
ground illumination. Due to the depth information the segmentation method
can achieve better discrimination of different objects. Some well-known object
segmentation techniques for depth images are depth histogram based adaptive
thresholding [10], region growing and clustering, edge-based methods, mean-shift
[6] and kmeans algorithms. First of all, the region growing and clustering meth-
ods involve large number of iteration thus result in high computation overhead.
Edge-based methods often require closed boundaries of objects which are usually
disconnected or fragmented. Also edge-based methods may not be able to seg-
ment objects with curved surfaces. Adaptive thresholding on depth histogram is
an intuitive solution with low computational cost. However, due to the loss of
two dimensional spatial information depth-thresholding is not effective in case
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that multiple objects have similar distance away from the camera. Mean-shift
and kmeans algorithms are also iterative in nature and have relative strong de-
pendence on parameter settings. In addition, [11] proposed a novel method based
on optimal virtual viewpoint finding to segment objects from a depth image with
complex scene. This algorithm explores the virtual viewpoint and separate ob-
jects from each other iteratively. However, an optimal viewpoint is not always
guaranteed. Similar to [11] point cloud segmentation with kernel density esti-
mation [9] intends to utilize spatial information to partition the foreground into
different object regions. In this algorithm searching a proper projection plane
and the kernel parameter for density estimation as well as the probability thresh-
old for clustering are crucial. Considerable time of iteration is again required for
density estimation and region clustering.
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Fig. 1. The processing pipeline of the
proposed algorithm
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Fig. 2. Flow chart for foreground ob-
ject segmentation in Fig. 1. δ denotes
the maximum value of the updated 2-D
histogram, thresh denotes the termina-
tion threshold.

In this paper we propose a novel method aimed at foreground object segmen-
tation. At first, if the depth camera is tilted in vertical direction the depth image
will be normalized to ensure the foreground objects remain perpendicular to the
viewpoint of the camera (see Block 1-2 in Fig. 2). Then the depth image being
represented as point cloud is projected on the z − x plane (see Block 3 in Fig.
2), where z indicates the depth value of a single pixel (x, y) in the image.

Large volumetric solid dense objects, e.g., people in the foreground tend
to form clusters on the projection plane, while sparse distributed particles,
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Fig. 3. Foreground object segmenta-
tion for ARTTS image left to right
and top to bottom, original depth im-
age, original intensity image, point
cloud projection on the z − x plane
(see Block 3 in Fig. 2), labeled objects
(Block 11 in Fig. 2), object masks for
two persons in the scene

Fig. 4. Foreground object segmenta-
tion for Kinect image left to right and
top to bottom, original depth image,
original RGB image, point cloud pro-
jection on the z − x plane (see Block 3
in Fig. 2), object masks for three per-
sons in the scene

e.g., randomly distributed noise or little volumetric objects in the background
will remain sparse. Afterwards a 2-D histogram is computed from the projected
depth image for further processing (see Block 4 in Fig. 2). This 2-D histogram is
able to give globally estimated probability of object positions while preserving
the spatial information of object distribution on the projection plane. In our al-
gorithm, Otsu’s method is applied on the 2-D histogram of the projected depth
image to separate the foreground objects automatically (see Block 5 in Fig. 2).
Otsu’s method is a nonparametric and unsupervised effective algorithm for in-
tensity (gray-scale) image thresholding [1]. This algorithm assumes that there
are two classes of pixels in the image regarding their intensity values and ex-
haustively searches for the threshold to minimize the intra-class variance. After
applying Otsu’s method on the 2-D histogram, a global threshold to distin-
guish densely populated objects and sparse populated particles has been found.
This procedure can segment the major objects including the background (if it
is densely populated) from the scene. A depth threshold (in z−dimension) is
determined by the estimated position of background objects on the projected
depth image. The background needs to be removed from the 2-D histogram to
avoid misguiding the object segmentation in the foreground region (see Block
6-7 in Fig. 2). The 2-D histogram is then updated by setting the values of seg-
mented regions to zero. The succeeding segmentation procedure is performed in
a hierarchical manner that foreground objects are separated by thresholding the
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updated 2-D histogram with Otsu’s method iteratively (see Block 9-13 in Fig.
2). A certain threshold inferring the object size is set to terminate the itera-
tion which means after segmenting the major parts of the foreground scene the
segmentation procedure stops automatically (see Block 9 in Fig. 2). In our ex-
periment, the termination threshold is empirically set to 0.05% of the total pixel
count of the depth image. This threshold works properly with both databases.
Finally, small size of spurious object regions in the foreground will be discarded.
The proposed algorithm for depth-based foreground object segmentation is sum-
marized in Fig. 2. Examples for the segmentation results are demonstrated in
Fig. 3 and Fig. 4.

The advantages of the proposed method over state-of-the-art techniques are:
(1) the algorithm does not exhaustively search an optimal projection plane which
is not always guaranteed. The z − x projection is an efficient solution for most
indoor scenarios. (2) The algorithm utilizes thresholding-based method on 2-
D histogram to achieve fast segmentation rate. Since multiple objects can be
segmented from the scene within a single iteration loop, the overall computa-
tional cost is reduced remarkably. In our experiment, the foreground objects in
most depth images can be segmented in two iterations despite of slight over-
segmentation.

3.2 Face Region Detection and Normalization

Potential face region is detected by applying contour analysis on the object
mask generated by the segmentation procedure addressed in section 3.1. Firstly,
the concave corners are detected on the object contour. The contour is then
split into several fragments between two concave corners. We choose contour
fragments from top to bottom of the object mask and apply direct least squares
ellipse fitting [12] to locate the face region from the object mask. Constraints
such as face size, aspect ratio are applied to verify the potential elliptical region
on the mask. Validated elliptical region candidate is marked as face to extract
the facial sub-image from the original intensity image.

Generally the extracted facial sub-images have different scales depending on
the distance between the user and camera. To apply the predefined template for
eye candidates searching the face size normalization is required. Since the original
image output of Kinect is with 640 × 480 spatial resolution, we normalize the
facial sub-images in the size of 60 by 50 pixels. The ARTTS images have lower
spatial resolution of 176 × 144, hence the normalized size of face is determined
as 24 by 24 pixels. The located eyes on the normalized facial sub-image through
the succeeding processes addressed in section 3.3 and 3.4 can be mirrored back
to the original image based on the scale factor as determined here.

3.3 Eye Candidates Searching Based on Predefined Eye Template

In this work a predefined eye template (see Fig. 5) is employed to search the left
and right eye candidates in the facial intensity image obtained in section 3.2. The
design of the eye template is based on the fact that the iris is darker than the
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surrounding sclera in the eye region. Unlike the eye template proposed in [14],
the template in our method does not involve the width and height parameters for
the eye window due to the low spatial resolution of the face image. In addition,
our template highlights the bilateral symmetry of a pair of eyes with respect to
the pixel intensity (eye pairs are expected to appear in the scene and occlusion
of eyes is not considered here). Thus the facial sub-image is divided in two sub-
regions, i.e., the left and right sides, along the major axis (symmetry axis) of the
fitted ellipse. The implementation of the eye template is inspired by Monotonie-
Operator [3], Harris [4] and SUSAN [5] corner detectors and is defined as follows

Mi(x, y) =
{

1 ∀Ij , I(x, y) < Ij

0 otherwise i = 1, 2 j = 1, ..., 5 (1)

where I(x, y) corresponds to the intensity value of the current pixel (x, y), Ij

represents the intensity value of its five neighbors. M1(x, y) and M2(x, y) are the
output maps of eye candidates on the left and right sides of the face, respectively.
A final map M for all the eye candidates are generated as

M =
⋃

Mi i = 1, 2. (2)

To rule out the spurious eye candidates with high intensity values we only con-
sider 50 candidates with the lowest intensity values for the Kinect images and 30
candidates for the ARTTS images, accordingly. In addition, the valid candidates
should be located in the upper 3

4 part of the candidate map M considering pos-
sible head pose. Then the following rules are applied to group the eye candidates
in pairs: (1) the distance between eye candidates should be greater than 1

5 face
width and less than 3

5 face width (face width is defined by the length of ellipse
minor axis). (2) The distance of eye candidates away from symmetry axis should
be within a certain threshold, here 1

5 face width (symmetry axis is defined by
the ellipse major axis). (3) The angle of the connection line of two candidates
should be within [−20, +20] degree from the ellipse minor axis. Examples for the
paired eye candidates are shown in Fig. 8.

3.4 Computation and Extraction of Geometric Features

The mean (H) and Gaussian (K) curvatures are well-known measures for surface
classification. According to the sign of the computed H and K surface curva-
tures image pixels can be classified as one of the eight different surfaces, i.e.,
peak, pit, flat, minimal, ridge, valley, saddle ridge and saddle valley. Generally
H and K surface curvatures are computed from depth images. Due to the surface
coherency property inferred by reflectance information the curvatures may also
be estimated from the intensity image [19]. In this work the depth images of
the ARTTS and Kinect databases all exhibit poor discrimination among facial
components. Hence we prefer to estimate the surface curvatures from intensity
images and use the curvature measures as local features for the classification
of eye candidates. We simply employ an alternative with e0 and e2, which is
proposed in [2], to H and K curvature measures. Here e0 and e2 represent the
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geometric features (the so-called generalized eccentricities) that correspond to
six surface types as depicted in Fig. 7. Since the iris region of an eye tends to be
a local minimum regarding the pixel intensity, it is expected to be classified as
pit in the feature space (see Fig. 7).

After face region detection in section 3.2, a geometric feature map is computed
from the intensity values of the facial sub-image using the method implemented
in [2]. This procedure can be performed in parallel with eye candidates searching
described in section 3.3 to achieve higher processing speed. In this work we
select a region based on the original eye template, where 18 pixels are involved
including the eye candidates themselves, or based on an extended eye template
with 45 pixels in total (see Fig. 6) to extract features for classification purpose.
The extended eye template consists of prominent regions corresponding to the
potential eyes and nose. The comparison of two feature extraction schemes is
addressed in section 4.

1 2

3

5 4

12

3

54

Fig. 5. The predefined
eye template for candi-
dates searching

Fig. 6. The extended
eye template for fea-
ture extraction

saddle

peak pit
planar

ridge valley

e2

e0

Fig. 7. Six surface types pit,
valley, saddle, ridge, peak and pla-
nar within the feature space deter-
mined by e0 and e2 [2]

4 Experimental Results

We use the following databases to evaluate the proposed algorithm: (a) face
detection dataset of ARTTS 3-D TOF database [22] containing 260 facial images
of 10 different faces with illumination change, (constrained) head pose and facial
expression; (b) the Kinect image database created in our institute, which consists
of 366 facial sub-images in 171 image frames involving 10 persons with variations
in illumination, skin color, head pose, facial expression and spectacles. It should
be mentioned that a sensor calibration procedure is required to compensate the
misalignment between depth and RGB images of Kinect before performing the
proposed algorithm.

The SVM classifier is trained in a supervised manner with hand labeled eye
pairs and non-eye-pair candidates (ground truth). Depending on the selected
template for feature extraction (see Fig. 5 and Fig. 6) and the parameter setting
of the SVM classifier the average detection accuracy (ACC) of eye pairs in 30
runs is ranging from 80.44% to 92.08% for ARTTS images. The experimental
results are summarized in Table 2.

In the Kinect image database different faces are extracted from images with
one up to three persons in the scene by using the method addressed in section
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Table 2. Results of Eye Localization with the ARTTS database

Kernel Parameter Feature ACC of False Pos. False Neg.
Function Setting Extraction 30 runs Rate Rate

Polynomial order = 3 eye template 80.44% 28.79% 10.33%
Function ext. eye template 87.88% 20.77% 3.46%

Gaussian σ = 3 eye template 89.88% 11.38% 8.85%
Function ext. eye template 92.08% 6.18% 9.67%

3.1 and 3.2. Here, a dataset consisting of 575 true and 575 false eye pairs is
selected from the results of eye candidates searching addressed in section 3.3.
For holdout validation half of the dataset is randomly picked as training set.
The rest of the dataset is regarded as test set. The average detection accuracy
for Kinect images in 30 runs has been improved to 94% due to the higher spatial
resolution compared to ARTTS images. Multiple pairs of candidates indicating
the same eye pair can be detected (see results in Fig. 8) which may be merged
within an eye tracking scheme in future work. The experimental results for the
Kinect database are summarized in Table 3.

Table 3. Results of Eye Localization with the Kinect database

Kernel Parameter Feature ACC of False Pos. False Neg.
Function Setting Extraction 30 runs Rate Rate

Polynomial order = 3 eye template 89.12% 14.43% 7.33%
Function ext. eye template 90.08% 12.94% 6.90%

Gaussian σ = 3 eye template 86.58% 18.91% 7.93%
Function ext. eye template 94.38% 7.92% 3.32%

The processing pipeline of the proposed eye localization method is depicted
in Fig. 8 with an example from the Kinect image database. The RGB image is
converted to intensity image due to the intensity-based eye candidates searching
scheme addressed in section 3.3. Eventually, color-based eye detection techniques
can be combined with the current method in future work. Fig. 9 illustrates the eye
localization rate per frame for a given Kinect image sequence with two persons
in the scene. Due to the imprecise face region detection spurious eye candidates
at the neck are misdetected in face 1 of frame No. 13 in the sequence (see Fig.
9 left). Hence the false positive rate (FPR) is high. However, the corresponding
false negative rate (FNR) is zero, which means the true eye pair is also detected.
For a viable tracking scheme more intelligence is required here to rule out the
misdetected eye pair. In face 2 of frame No. 2 the FNR is 100% while the FPR
is zero. This problem can be compensated by a predictable tracking algorithm.
The worst case with both high FPR and FNR does not occur in our experiment.

To evaluate the intermediate results for face region detection we apply the
Viola-Jones face detection method [13] on all 171 Kinect intensity images for
comparison purpose. Due to the tilted head pose Viola-Jones face detection
yields inferior results. In addition, 40 Kinect images with 61 faces in total, which
are different from the train/test set mentioned above, are used to compare the
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Foreground
Segmentation

Contour Analysis

System Input
(Depth and RGB)

Face Extraction and Normalization

RGB to Gray

Face Masks
Eye Candidates Searching

and Pairing

Feature Computation* and Extraction
with Extended Eye Template

SVM
ClassificationClassified Eye Pairs

* Only feature map e0 is shown,

e2 is omitted here.

Fig. 8. Experimental results in the processing pipeline with Kinect image. The valid
eye pairs are marked with red crosses in the final stage while the solid blue squares in
line represent the false positive results.

Fig. 9. Eye localization rate per frame for a given Kinect image sequence left to right,
average detection accuracy of two faces, FPR/FNR of two faces

eye localization results. Lower tolerance ratio requires higher precision of the
detected eye pair position. The proposed algorithm outperforms Ren et al.’s
method [14] in all cases due to the insensitivity to low spatial resolution and
the SVM classification. The comparison results for face region detection and eye
localization are summarized in Table 4.
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Table 4. Comparison Results for Face Region Detection and Eye Localization

Face Region True Pos. False Pos. Eye Tolerance Tolerance
Detection Rate Number Localization = 0.7 = 2

Proposed 92.62% 72 Proposed 84.43% 86.89%
Algorithm Algorithm

Viola-Jones 66.39% 180 Ren et al.’s 14.75% 50.82%
Algorithm Algorithm

5 Conclusion

In this paper, we present an emerging framework for 3-D smart cam based
human-machine interactions, e.g., driver drowsiness detection, autostereoscopic
display for gaming/home/office use. In this context, we propose an approach to
depth camera based single-/multi-person eye localization and future tracking. A
novel algorithm for foreground object segmentation is proposed which achieves
comparable results to the state-of-the-arts with lower computational cost. The
proposed eye template is in particular suitable for images with low spatial reso-
lution. The average detection accuracy of eye pairs on different databases with
one up to three persons in the scene is more than 92% despite of the simplified
scheme for face detection. False detection of eye pairs can be compensated by
an effective tracking algorithm. Potential parameter sensitivity of the proposed
algorithm will be addressed in future work. Also, there are several aspects that
have potential to further improve the performance of our approach: (1) optimiza-
tion of the template for feature extraction with regard to geometry properties of
the facial components; (2) combination of the geometric features with other local
features to achieve better discrimination among the candidates; (3) integration
of eye candidates searching with the classifier.
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Abstract. The paper presents a novel approach to face recognition using Local 
Binary Patterns (LBP) with the novel soft chi square and soft power metrics. 
Results of intensive experiments on two public databases, FERET and AT&T, 
show that these new metrics are efficient and flexible for real-time face recogni-
tion applications. They can reduce time performance and also achieve high rec-
ognition rate.  
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1   Introduction 

Face recognition is one of hot topics in computer vision that is interested by many 
researchers as it has a variety of potential applications such as video surveillance. 
Like other recognition problems, face recognition has two main stages which are 
feature extraction and recognition. Feature extraction is very important as a face rec-
ognition system could achieve high performance on both time and accuracy if suitable 
features are selected. In early works [1-8], intensity or grey values of pixels are used 
as features. These features are quite simple so the system is easy to be implemented 
and often has good time performance. However, these features would be sensible to 
changes in illumination and pose. As a result, it can reduce the accuracy of the sys-
tem. To deal with this issue, Gabor features have been included. To some extent, 
Gabor filter is a simple model of eye, so it is robust to illumination and pose. The 
works in [8-10] reported that their experiments using Gabor features achieved better 
results compared to those using traditional features. However, they would be complex 
and need huge system resources such as memories to store them and take significant 
computation time. Therefore, it is hard to apply Gabor features to real-time face rec-
ognition applications.  

In 1994, Ojala et al. [11] proposed a novel texture descriptor called Local Binary 
Patterns (LBP) to analyse the structure of textures. Some years later, they continued to 
propose the improvement for these features [12, 13]. Since then LBP has become one 
of the powerful features for texture classification due to its robust and stable proper-
ties to illumination and pose. In 2004, Ahonen et al. [14] applied LBP into the face 
recognition problem. In their study, a face image will be divided into small regular 
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regions and the histogram of LBPs is computed. To measure the similarity between 
two face images, they used chi square metric. Their experimental results on FERET 
dataset well outperformed other approaches at that time.   Recently some authors [15, 
16] have proposed a method to combine LBP and Gabor features. It means that LBP 
operator will be performed on Gabor images. They reported that they achieved excel-
lent results on FERET dataset. However, it inherits the disadvantages of Gabor fea-
tures. It costs plenty of time to compute those features. Based on these analyses, we 
would focus on LBPs of grey images in our study. 

There are powerful methods available for face recognition. Principal Analysis 
Component (PCA) proposed by Turk et al. [1, 2] is the well-known subspace method. 
It would be the de factor baseline and be a simple method to reduce the number of 
features. There are no strong evidences to support that it would improve the recogni-
tion rate. Linear Discriminant Analysis (LDA) proposed by Belhumeur et al. [3] is 
another subspace method. It is used to find the best subspace which can separate 
classes of individuals. Bayesian method proposed by Moghaddam et al. [4] is the first 
method which applies statistics to face recognition. It was one of the best methods in 
independent test FERET 1996 [17]. These popular methods measure the similarity 
score between two face images for recognition purpose. Euclidean and its general 
Mahalanobis distances are popular scores in these approaches. However, it is really 
interesting that these metrics do not give good results for LBP Histogram features (see 
experiments in Section 5). A better metric used by Ahonen et al. was Chi Square 
metric [14]. However, it takes plenty of computation time. This drawback would limit 
the performance of a face recognition system. To some extent, it is a “hard” or “non-
linear” metric. Specifically, it is hard to apply metric-based learning methods [18, 19] 
to the Chi Square metric because most of them are based on the Mahalanobis metric. 
Therefore, we propose two new metrics to overcome this problem. The first one is 
soft chi square metric which is the generalised chi square metric and the second one is 
soft power metric which is used to transform features in Chi Square dominated feature 
space into new feature space based on Euclidean metric which is appropriate for met-
ric metric-based learning methods. It also has another advantage that can save time 
performance because Euclidean metric is efficiently implemented in computing soft-
ware tools such as MATLAB.   

The remainder of the paper is organised as follows. The second section will give a 
brief on LBP and its application in face recognition. The two next sections will pre-
sent our proposed Soft Chi Square and Power metrics. The fifth section will present 
details of experimental design and results on two public datasets which are FERET 
and AT&T. The final section will give brief on our approach and future work. 

2   Local Binary Patterns, Histogram Feature and Common 
Metrics  

In this section, we present LBPs and their histogram features. We also mention com-
mon metrics which are used for these features. 

As mentioned above, LBP operator is a powerful tool to encode the micro-structure 
of texture. LBP contains a rich of information on local discriminant features. It is 
assumed in [14] that each region of individual has a specific structure of texture.  



438 L. Bui et al. 

Figure 1 illustrates how to compute the basic LBP for the central pixel having grey 
value of 135. In our study, we used extended LBPs called uniform patterns. We use 
their notation for LBP operator, 2

,
u

P RLBP  (see [11, 12, 14] for more details). 

0 1 1

0 1

1 1 0

130 140 143

134 135 137

141 139 132

011101102

gray values
of pixels

local binary 
patterns

local binary 
pattern value  

Fig. 1. Illustration of computing LBP label of central pixel 

However, aligning points is still a big problem in face recognition. Instead of com-
paring a point with another, most of researchers compare regions. The statistics or 
histograms of regions are used as features to measure the similarity between two local 
regions.  

{ }, 1...iH i n= =H is a histogram of a region R of LBP image. It can be defined as 

( ){ }
( ),

,i
Rx y

H LBP x y i
∈

= =∑  (1)

Figure 2 illustrates the framework of feature extraction using LBPs. Firstly, LBP 
image of an input image is computed. Next, the area of LBP image will be divided 
into small non-overlapping rectangular regions and histograms of those LBP labels 
are computed using Equation 1. Each bin of histogram characterises the number of 
specific LBP labels.  In order to measure the similarity between two histograms of 
regions, the Min (Eq. 2) and Chi Square (Eq. 3) metrics are used. However, the lack 
of suitable metrics makes the approach less flexible to combine with other recognition 
methods. 

input image LBP image
Local histogram 

of LBPs  

Fig. 2. Illustration of computing histogram of LBP labels of an image 
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3   Proposed Soft Chi Square Metric 

In this section, we present our proposed soft square metric to solve the limitation of 
Chi Square distance. As mentioned before, it is noted that there are a lot of metrics 
available. However, only Min and Chi Square metrics can be successfully applied to 
face recognition or texture recognition. In fact, the popular Euclidean distance in Eq. 
4 usually gives low recognition rates. There is a major difference between Euclidean 
and Chi Square metrics. The Euclidean-based similarity between two patterns de-
pends only on the difference between features of two patterns. For the Chi Square 
metric, it depends on not only the difference of features but also their magnitudes. 
However, there is no mathematical proof to prove that Chi Square is the best metric. 
Therefore, we propose a novel metric called Soft Chi Square metric defined in Eq. 5. 
Our metric is a generalise of Chi Square and Euclidean metrics. If k = 0, it is Euclid-
ean metric and if k = 1, it is Chi Square metric. By using the validation technique on 
training set D, we can find the suitable k for optimal soft score in Eq. 6.  
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4   Proposed Soft Power Metric 

Computing the Chi Square similarity score is a hard task. It takes plenty of time for 
computation. To deal with this problem, we propose a new metric which is called Soft 
Power. In fact, we transform histogram feature space into new feature space such that 
Euclidean metric in this space has the same characteristic of Chi Square metric in 
histogram feature space, and the more magnitude of histogram, the less dissimilarity 
of patterns. We can choose any function which can keep this characteristic, for exam-
ple a logarithmic function. In our study, we select the power function defined in Eq. 7 
for feature transformation, and the Soft Power score is defined in Eq. 8. Note that our 
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Soft Power metric is also a generalised Euclidean metric, if k=1, it is Euclidean met-
ric. Using the validation technique on training set D, we also find the best k for opti-
mal soft score (Eq. 9) 

( ) [ ], 0,1ky f x x k= = ∈  (7)
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5   Experiments 

In this section, we present our experiments on two public databases which are AT&T 
and FERET. We implemented them on MATLAB 2010a and run on our server using 
Intel Xeon CPU. 

5.1   Experiments on AT&T Database  

The AT&T database was taken at the University of Cambridge. It contains 400 im-
ages of 40 individuals, 37 males and 7 females. One of them has 10 images with a few 
variations in illumination, pose and expression. We randomly divided the database 
into two separate subsets for training and testing. The number of images of each set is 
200 and each individual has 5 images. We repeated this task four times and deter-
mined the average of recognition rates. Overall, we conducted five experiments with 
different purposes. 
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Fig. 3. Recognition results in Experiment 1 

Experiment 1: We compared histogram features of LBPs with intensity features in 
four sub tasks. Task 1 used raw images and Euclidean distance to measure the similar-
ity. Task 2 used PCA (see [1, 2] for more details) to reduce the dimension of  images 
and Mahalanobis distance to compute similarity scores. Tasks 3 and 4 used histogram 
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of LBPs with operator 2
8,2
uLBP  and window size of 20 by 20, and two metrics Min and 

Chi Square. Fig. 3 shows the results and it can be seen that the accuracy for using 
histogram features of LBPs is better than that for using intensity features. 

Experiment 2: The size of sub-window has strong effect to the recognition rate. We 
conducted the experiment to investigate the effect of window size to find out the op-
timal size. Fig. 4 illustrates recognition results of the experiment. We can see that the 
optimal size for window is 20 by 20. 
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Fig. 4. Recognition results in Experiment 2 

Experiment 3: We conducted an intensive experiment to investigate the ability of 
Soft Chi Square metric. We used 20 by 20 windows and 2

8,2
uLBP  for this experiment 

and the next two experiments. Fig. 5 shows the results. Note that if k = 0, Soft Chi 
Square distance becomes Euclidean distance; and if k = 1, it is Chi Square distance. It 
proves that we can get the better results with k = 1.4.  
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Fig. 5. Recognition results in Experiment 3 
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Experiment 4: The effect of Soft Power metric is investigated. Fig. 6 illustrates the 
results. Note that if k = 1, it becomes Euclidean metric. According to the results, Soft 
Power metric can achieve the results of traditional Chi Square metric with k = 0.5. 
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Fig. 6. Recognition results in Experiment 4 

Experiment 5: We conducted this experiment to compare the time performance of 
Min, Chi/Soft Chi Square and Power metrics. It is the average of time to compute the 
similarity between test set and training set. 

Table 1. Time performance (unit: second) 

Metric Average time 
Chi/Soft Chi Square 2.187 
Min 0.502 
Soft Power 0.017 

 
Table 1 contains the results of Experiment 5. The time for Soft Power metric in-

cludes the time to do feature transformation using Power function. Obviously, its 
speed is outperformed other metrics. The reason is that Soft Power metric is Euclid-
ean metric which has efficient implementations on MATLAB. 

5.2   Experiments on FERET Database  

Grey scale FERET is a standard data set and is widely used for evaluation. There are 
about 14000 images of more than 1000 individuals. However, we used only five sub-
sets which are Gallery, FB, FC, DUPI and DUPII.  

− Gallery or FA subset contains frontal 1196 images of 1196 people. 
− FB subset contains 1195 images. The subjects were asked for an alternative facial 

expression in FA photograph.  
− FC subset contains 194 images. Its images were taken under different lighting 

conditions.  
− DUPI subset contains 722 images. The photos were taken later in time.  
− DUPII subset contains 234 images. This is a subset of the DUPI containing those 

images that were taken at least a year after the corresponding gallery image. 
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Based on the information containing in ground truth files, we cropped, aligned to 
normalize images (158 by 186) and apply histogram equalization on them. 

Ahonen et al. conducted exhaustive experiments on effect of window size and re-
ported the optimal window size and LBP operator. We used these parameters in our 
experiments. We conducted three experiments on FERET dataset. 
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Fig. 7. Recognition results in Experiment 1 
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Fig. 8. Recognition results in Experiment 2 
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Experiment 1: It measured the ability of Soft Chi Square metric. Fig. 7 shows the 
results of Experiment 1 on four probe subsets. It again proves that Chi Square metric 
is not an optimal one. 

Experiment 2: It investigated the effect of Soft Power metric. Fig. 8 illustrates the 
results of Experiment 2. It also proves that Soft Power metric gets as good results as 
Chi Square metric. 

Experiment 3: It measured the speed of computation for the following metrics: Min, 
Chi/Soft Chi Square and Soft Power. 

Table 2. Time performance (in seconds) 

Metric FB FC DUP1 DUP2 
Chi/Soft Chi Square 202.984 32.808 124.903 39.27 
Min 52.307 8.044 31.268 9.733 
Soft Power 0.52 0.19 0.371 0.192 

6   Conclusion      

In summary, we have proposed two novel metrics which are Soft Chi Square and Soft 
Power to deal with problems of time performance and ability of integration due to the 
lack of metrics. According to our experiments, the results confirmed that both Chi 
Square and Min metrics are not optimal for LBP histogram features. We have found 
the optimal metric using Soft Chi Square metric. Especially, Soft Power metric could 
achieve not only good results but also very high speed on computation. In our future 
work, Soft Power metric will be combined with metric-based learning methods to get 
better recognition results. 
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Abstract. This paper presents an unsupervised scene classification
method based on the context of features for semantic recognition of
indoor scenes used for an autonomous mobile robot. Our method cre-
ates Visual Words (VWs) of two types using Scale-Invariant Feature
Transform (SIFT) and Gist. Using the combination of VWs, our method
creates Bags of VWs (BoVWs) to vote for a two-dimensional histogram
as context-based features. Moreover, our method generates labels as a
candidate of categories while maintaining stability and plasticity to-
gether using the incremental learning function of Adaptive Resonance
Theory-2 (ART-2). Our method actualizes unsupervised-learning-based
scene classification using generated labels of ART-2 as teaching signals
of Counter Propagation Networks (CPNs). The spatial and topological
relations among scenes are mapped on the category map of CPNs. The
relations of classified scenes that include categories are visualized on the
category map. The experiment demonstrates the classification accuracy
of semantic categories such as office rooms and corridors using an open
dataset as an evaluation platform of position estimation and navigation
for an autonomous mobile robot.

1 Introduction

A new lifestyle, including the coexistence of humans and robots in various en-
vironments in homes and offices, is anticipated in the near future. For robots
to be useful and valuable for the existence of humans, it is necessary that they
attain the ability not only to move according to programs installed previously,
but also to behave autonomously in many situations and in constantly chang-
ing environments. An approach using Simultaneous Localization And Mapping
(SLAM) [1] is the mainstream method used to guide automobile movements for
a robot to create a map with no human assistance and to estimate its position
simultaneously using various sensors to obtain range information: infrared rays,
sonar, laser range finders, etc. However, because these sensors can only obtain
� This work is supported in part by a Ministry of Education, Culture, Sports, Science

and Technology (MEXT), Grant-in-Aid for Young Scientists (b), No. 21700257.
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range data from objects, walls, and obstacles in an environment, it is a chal-
lenging task for SLAM-based methods to recognize semantic categories such as
kitchens, living rooms, and corridors [2]. We regard the combination of SLAM
and semantic scene category recognition as presenting the possibility of creating
intelligent and autonomous behavior. Therefore, semantic scene category recog-
nition has attracted attention as an interesting research subject in computer
vision and robot vision studies [3].

In computer vision, various methods have been proposed to recognize se-
mantic categories from numerous scene images collected through the internet
[4]. However, classification targets are mainly static images of an outdoor envi-
ronment. Therefore, recognition accuracy drops dramatically for most common
indoor scenes when existing methods for outdoor scene classification are tested
on indoor scene categories [5]. Human-symbiotic robots are expected to become
common in our daily life in the near future. For application of these robots, it
is desirable to improve the recognition accuracy against indoor scene categories
in our living environments. Robots must have ability based on learning to adapt
to an environment that is changed dynamically and momentarily according to
human activities and lifestyles. In scene classification and recognition, general
and adaptive methods based on machine learning have been proposed according
to the progress of computers’ calculation performance.

Machine learning is classifiable as supervised learning and unsupervised learn-
ing. Training datasets with teaching signals are necessary for supervised learning.
The load to collect teaching signals is heavy for robot users. In contrast, unsu-
pervised learning requires no teaching signals during the learning phase. Robots
learn the environment by organizing information about the environment: infor-
mation obtained from various sensors. Users provide semantic information that
is assigned to learning results. In contrast to supervised learning, the load for a
user is lower when using unsupervised learning. Moreover, robots can discover
knowledge from organized information through unsupervised learning. Advanced
communication and interaction between robots and humans can be actualized
using unsupervised-learning-based methods [6].

This paper presents an unsupervised scene classification method that is based
on the context of features. This study is intended to achieve semantic recognition
of indoor scenes for an autonomous mobile robot. Our method creates Visual
Words (VWs) of two types using Scale-Invariant Feature Transform (SIFT) and
Gist. Using the combination of VWs, our method creates Bags of VWs (BoVWs)
to vote for a two-dimensional (2D) histogram as context-based features. More-
over, our method generates labels as a candidate of categories while maintaining
stability and plasticity together using the incremental learning function of Adap-
tive Resonance Theory-2 (ART-2). Our method realizes unsupervised-learning-
based scene classification using generated labels of ART-2 for teaching signals of
Counter Propagation Networks (CPNs). Spatial and topological relations among
scenes are mapped on the category map of CPNs. The relations of classified
scenes including categories are visualized on the category map. The experiment
demonstrates the classification accuracy of semantic categories such as office
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rooms and corridors using an open dataset as an evaluation platform of position
estimation and navigation for an autonomous mobile robot.

2 Related Work

In context-based scene recognition, features of whole scenes are described after
compression in a low-dimensional space based on mechanisms that humans use
to recognize scenes. For this approach, the effect of the presence of objects or
the precision of segmentation is low because whole-scene information can be de-
scribed roughly as context. Oliva et al. [7] proposed Gist as a feature to describe
global features of a scene. Gist is used popularly in context-based feature de-
scription. As scene classification using Gist, Torralba et al. [8] proposed a scene
classification method that allocates the number of states on Hidden Markov Mod-
els (HMMs) as scene categories. In contrast, Quattoni et al. [5] reported that
recognition accuracy drops dramatically for most common indoor scenes when
existing methods for outdoor scene classification are tested on indoor scene cate-
gories. They specially examined the classification of indoor scenes and proposed
a method to improve classification accuracy for indoor scenes. Their method uses
a metric function for classifying SIFT features obtained from Regions Of Inter-
est (ROI) and features of Gist on the whole image. However, search results of
ROI depend strongly on the classification results because their method requires
manual annotation.

3 Context-Based Unsupervised Scene Classification

Figure 1 presents the network architecture used for our method. The procedure
consists of the following five steps:

1. feature point detection and description using SIFT,
2. feature description in each block using Gist,
3. creation of 2D histograms,
4. generation of labels using ART-2,
5. and creation of category maps using CPNs.

F2

F1

Vigilance Parameter Grossberg Layer

Kohonen Layer

Input Layer

Labels

5) CPNs4) ART-2

Datasets

1) SIFT

2) Gist

3) 2D histogram

Fig. 1. Overall architecture of our method
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Steps 1–3 correspond to creation of BoVWs based on context using SIFT and
Gist. Steps 4–5 correspond to unsupervised-learning-based scene classification.
Detailed procedures in each step are described as follows.

3.1 Description of SIFT Features

In generic object recognition, SIFT is widely used for describing local features [9].
In object-based scene classification, features of objects in a scene are described
using SIFT [4]. Our method uses features obtained using SIFT as foreground
features for describing the context.

The SIFT algorithm consist of two steps: feature point extraction and feature
description [10]. Actually, Difference of Gaussian (DoG) is used for feature point
extraction. A pixel is detected as a candidate of feature points if the attentional
pixel that is compared with pixels of 26 neighboring pixels using DoG is selected
for the extreme value. Detected feature points as candidates are refined because
numerous feature points are included on linear edges. Subsequently, weighted
orientation histograms are calculated from the gradient intensity and orientation
on surrounding regions of a feature point. In the step of feature description,
histograms of eight directions are created in the region of 4×4 blocks. Therefore,
128 dimensional features are calculated. Features of all points are calculated
using this procedure.

3.2 Feature Description of Gist

Gist is a general term of semantic scene categories, layout of contained objects,
and attribution and knowledge related to primary objects in a scene [11]. The
Gist of a scene is characterized as a context that exists for an object in a scene
[12]. Our method uses features obtained using Gist as background features for
describing context.

Gist is a feature extraction method proposed by Oliva et al. [7]. Primarily,
Gist is used for describing structural features in outdoor scenes such as roads,
mountains, and buildings. In Gist, frequencies in each block are analyzed using
Fourier transformation for dividing regions to n × n blocks in an image. More-
over, filtering is conducted in each block with cut-off frequencies. Features are
extracted to calculate of intensity of arbitrary directional filters for the block
after filtering. In our method, we set the number of blocks n is four blocks. The
cut-off frequencies are 1, 2, and 4 cycles/image. Orientation filters are 8, 8, and 4
directions in each cut-off frequency. Features are calculated in each color space.
Therefore, the feature dimensions per block are 60 dimensions in our method.

3.3 Creation of 2D Histograms

We create 2D histograms as BoVWs. Fig. 2 portrays the procedure for creating
2D histograms. The vertical and horizontal axes respectively portray VWs of
Gist and VWs of SIFT. Herein, xi is an x-coordinate position of a VW on the
i-th SIFT feature point. The block of Gist on which the i-th point is located is
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Fig. 2. Generation of a two-dimensional histogram

specialized. Subsequently, yi is a y-coordinate position of a VW on Gist features.
The 2D histogram is created with voting the position of (xi, yi) for all SIFT
feature points in each image. Our method can describe local and global features
as contexts using part-based description of objects as a foreground region and
its global feature description as a background region.

Nagahashi et al. [13] proposed a context-based feature description method
using 2D histograms. Using their method, using SIFT, foreground features are
extracted from annotated object regions and background features are extracted
from the region of the scale of six times from each foreground feature. However,
their method requires boundaries between foreground and background regions in
advance. In contrast, our method can apply images without boundaries between
foreground and background regions for mapping SIFT as foreground features
and Gist as background features.

3.4 Creation Labels Using ART-2

Actually, ART-2 proposed by Carpenter et al. [15] is a theoretical model of
unsupervised neural networks used to form categories for time-series datasets
while maintaining stability and plasticity together. Additionally, ART-2 creates
labels as a candidate of categories. View images obtained from a mobile robot are
changed dynamically according to its movements. We considered that application
of ART-2, which can additionally learn time-series datasets is useful for scene
classification by a mobile robot.

The network of ART-2 consists of two fields: Field 1 (F1) for feature represen-
tation and Field 2 (F2) for category representation. The F1 consist of sub-layers.
The sub-layers actualize Short Term Memory (STM), which enhances features
of input data and removes noise for a filter. The F2 actualizes Long Term Mem-
ory (LTM) based on finer or coarser recognition categories In this study, we use
these categories as labels.

The learning algorithm of ART-2 is the following. Points F1 and F2 are con-
nected via the sub-layer pi. Input data Ii are presented to F1. After propagating
F1, the maximum active unit TJ is searched as

TJ(t) = max(
∑

j

pi(t)Zij(t)). (1)
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Then top-down weights Zji and bottom-up weights Zij are updated as shown
below.

d

dt
Zji(t) = d[pi(t) − Zji(t)] (2)

d

dt
Zij(t) = d[pi(t) − Zij(t)] (3)

The vigilance threshold ρ is used to judge whether input data correctly belong
to a category.

ri(t) =
ui(t) + cpi(t)

e + ||u|| + ||cp||
ρ

e + ||r|| > 1. (4)

The active unit is reset and goes back to the searching step again if eq. 4 is true.
Repeat propagation in F1 until the change of F1 is sufficiently small if eq. 4 is
not true.

3.5 Category Map Formation Using CPNs

The CPNs proposed by Nilsen [16] are supervised and self-organizing neural net-
works combine Kohonen’s competitive learning [14] algorithm and Grossberg’s
outstar learning algorithm. The network comprises three layers: an input layer, a
Kohonen layer, and a Grossberg layer. Our method uses CPNs for unsupervised
learning to provide labels created by ART-2 for teaching signals to the Grossberg
layer. The CPNs perform automatic labeling with this mechanism. Our method
can create labels as a candidate of a category without setting the number of cat-
egories in advance. Moreover, our method can visualize spatial relations among
categories based on their similarities.

The CPN learning algorithms are the following. ui
n,m(t) are weights from an

input layer unit i(i = 1, ..., I) to a Kohonen layer unit (n, m)(n = 1, ..., N, m =
1, ..., M) at time t. Therein, vj

n,m(t) are weights from a Grossberg layer unit j to
a Kohonen layer unit (n, m) at time t. These weights are initialized randomly.
The training data xi(t) show input layer units i at time t. The Euclidean distance
dn,m separating xi(t) and ui

n,m(t) is calculated as

dn,m =

√√√√ I∑
i=1

(xi(t) − ui
n,m(t))2. (5)

The unit for which dn,m is the smallest is defined as the winner unit c as

c = argmin(dn,m). (6)

Here, Nc(t) is a neighborhood region around winner unit c. In addition, ui
n,m(t)

of Nc(t) is updated using Kohonen’s learning algorithm, as

ui
n,m(t + 1) = ui

n,m(t) + α(t)(xi(t) − ui
n,m(t)). (7)

In addition, vj
n,m(t) of Nc(t) is updated using Grossberg’s outstar learning algo-

rithm as
vj

n,m(t + 1) = vj
n,m(t) + β(t)(tj(t) − vj

n,m(t)). (8)
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Table 1. Settings values of parameters on ART-2 and CPN used in the experiment

SIFT Gist Our Method

ART-2 θ 0.1 0.1 0.1
ρ 0.80 0.80 0.95

α 0.5 0.5 0.5
CPN β 0.5 0.5 0.5

I 10,000 10,000 10,000

In that equation, tj(t) is the teaching signal to be supplied to the Grossberg
layer. Furthermore, α(t) and β(t) are the learning rate coefficients that decrease
concomitantly with the learning progress. The learning of CPNs repeats up to
the learning iteration that was set previously.

4 Experimental Results Obtained Using KTH-IDOL
Datasets

The Image Database for rObot Localization (KTH-IDOL) dataset [17] is an
open image dataset used for navigation, localization, and position estimation for
a mobile robot in an indoor environment. This dataset is used as a benchmark
dataset in indoor scene recognition. Moreover, this dataset is used as a part of
Image Cross Language Evaluation Forum (CLEF) 2009 [18]. In this experiment,
we evaluated the classification accuracy of semantic scene categories using this
dataset.

4.1 Experimental Conditions

The KTH-IDOL dataset comprises time-series images of three weather and illu-
mination conditions: cloudy, night, and sunny. The images were obtained using
two robots: Dumbo and Mannie. Mannie is taller than Dumbo. We used images
obtained using Mannie under sunny weather conditions. Target scenes are of five
categories: Printer Area (PA), One-person Office (EO), Two-person office (BO),
Kitchen (KT), and Corridor (CR).

For this experiment, we compared the classification accuracy obtained using
three feature representation methods: BoVWs with SIFT, BoVWs with Gist,
and BoVW with SIFT and Gist. Table 1 portrays parameters of ART-2 and
CPNs used for the three feature representation methods. We set the same values
of the initial values of learning coefficients α and β and learning iteration I. We
set the common setting value for parameter θ related to the noise rejection of
ART-2. Based on preliminary experiments, we set each value of the vigilance
parameter ρ that controls the classification granularity.

4.2 Category Formation Results

Figure 3 depicts label formation results with ART-2 for each feature represen-
tation. Vertical and horizontal axes respectively show frames of input images
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Fig. 3. Results of generated labels using ART-2

and labels of ART-2. The upper part of the graph shows Ground Truth (GT)
categories in each scene. The total quantities of labels created by ART-2 are: 50
labels for SIFT, 9 labels for Gist, and 14 labels for Our method. The result for
Our method is that labels were generated step-by-step according to semantic cat-
egories of scenes. Redundant labels are generated as a result of SIFT. Especially,
labels of BO and KT are overlapped. In the Gist result, numerous overlapped
labels are generated, although the labels are fewer than those obtained with the
result of Our method. Features using Gist alone can not describe indoor scenes
because of the global description.

Figure 4 depicts category maps in each feature representation. We set the
category map size as 30 × 30 units. In the SIFT result, labels on the category
map are confused because the generated labels are numerous. In the Gist result,
scene images that are distributed in several regions produce a confused distribu-
tion, although the labels are only nine labels. In contrast, our method formed a
category map according to local scenes based on semantic categories. Moreover,
no independent labels or confused labels are apparent when using our method.

(b) Gist (c) Our Method(a) SIFT

Fig. 4. Comparison of category maps’ results obtained using SIFT, Gist, and Our
method
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Table 2. Comparison of recognition accuracy results.

Method PA EO BO KT CR

SIFT 92% 72% 0% 0% 40%

Gist 60% 54% 53% 24% 37%

Ours 96% 98% 67% 86% 78%

4.3 Classification Accuracy

Herein, we use the following recognition accuracy for quantitative evaluation of
the classification performance of our method.

(RecognitionAccuracy) =
(CorrectData)

(AllData)
× 100. (9)

Table 2 portrays a comparison of classification accuracy results. The classifi-
cation accuracy of our method is higher than that of either of the other two
methods. The classification accuracy of PA and EO respectively reached 96%
and 98%. The classification accuracies of BO and CR respectively remain at
67% and 78%. The mean classification accuracies for each feature representation
of SIFT, Gist, and Our method are, respectively, 41%, 46%, and 85%. The result
obtained using our method is 44% higher than that of SIFT and 38% higher than
that of Gist.

5 Conclusion

This paper presented an unsupervised scene classification method using SIFT
and Gist features as a context for semantic recognition of indoor scenes using
an autonomous mobile robot. Our method represents spatial relations among
categories for mapping neighborhood units on category maps of CPNs while
maintaining sequential information using labels generated from ART-2. In the
scene classification experiment using the KTH-IDOL dataset, the result of our
method using 2D histogram created by SIFT and Gist is superior to the results
obtained using SIFT or Gist separately. Our method is effective for indoor scene
classification in robot vision.

We will decide a suitable number of categories from extracting category bound-
aries from the category map on CPNs. Moreover, we must extend the application
of our method to a dynamic environment and an environment in which numerous
pedestrians work and live.
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Abstract. Emotion recognition based on speech characteristics gener-
ally relies on prosodic information. However, utterances with different
emotions in speech have similar prosodic features, so it is difficult to
recognize emotion by using only prosodic features.

In this paper, we propose a novel approach to emotion recognition
that considers both prosodic and linguistic features. First, possible emo-
tions are output by clustering-based emotion recognizer, which only uses
prosodic features. Then, subtitles given by the speech recognizer are
input for another emotion recognizer based on the “Association Mecha-
nism.” It outputs a possible emotion by using only linguistic information.
Lastly, the intersection of the two sets of possible emotions is integrated
into the final result.

Experimental results showed that the proposed method achieved
higher performance than either prosodic- or linguistic-based emotion
recognition. In a comparison with manually labeled data, the F-measure
was 32.6%. On the other hand, the average of F-measures of labeled data
given by other humans was 42.9%. This means that the proposed method
performed at 75.9% in relation to human ability.

Keywords: Emotion recognition, prosodic feature, linguistic feature,
association mechanism.

1 Introduction

In recent years, various speech recognition systems have been developed (e.g.
[11, 1]). These systems can process a diverse vocabulary, grammatical structure
and common expressions in order to understand the meaning of utterances.
Moreover, advanced robotics technology has brought us closer to the day when
we can converse with humanoid robots.

However, these systems only understand the words that the speaker is us-
ing. In human communications, the listener can understand what the speaker
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is saying plus what he actually means as well as what he is feeling. Speech sig-
nals augment the linguistic information with para-linguistic and non-linguistic
information [5], which helps the listener to better understand the intention of
the speaker. This process is very important for natural conversation. Thus, to
realize a more natural conversation between humans and robots, focus is placed
on emotion recognition from speech signals.

In many of the emotion recognition systems that have been developed (e.g.
[6,14]), recognition is based on extracting the prosodic features from the speech
signals, and then estimating the emotion using statistical models. It is well known
that prosodic features are strongly related to the speaker’s emotions. For exam-
ple, “hot anger” changes the prosody to a higher pitch, louder voice, and more
rapid utterance. “Sadness” changes the prosody to a higher pitch, but a softer
voice and slower speaking.

However, different emotions can have the same prosodic features. For ex-
ample, the prosodic features of “excitement” are very similar to those of “hot
anger.” “Fear” is similar to “sadness.” There are many emotions, but a relatively
small number of differences in prosody, which makes it difficult to recognize the
speaker’s emotions based only on prosodic features.

In the meantime, extensive research is also being conducted on emotion recog-
nition based on linguistic text (e.g. [16, 9, 22]). There are many key phrases
corresponding to emotions in text. For example, “happy,” “enjoy,” and “win”
correspond to the emotion “joy”, and “sad,” “lose,” and “make a mistake” cor-
respond to “sadness.” An emotion recognition system finds the key phrases from
the input text, and estimates the final emotion by considering the emotions of
key phrases, negative words, conjunctions, and other linguistic information.

However, the estimation performance of this type of system is low because the
emotion in a sentence can be different from what is depicted by its emotional
key phrase. For example, what emotion is indicated by “You are the winner”?
If the words are spoken rapidly and at a higher pitch and slightly loud, then
the emotion is “joy.” However, if the words are spoken softly and slowly and
at a lower pitch, because the speaker happens to be the losing opponent, then
the emotion is “sadness.” Thus, it is difficult to recognize the speaker’s emotion
based only on linguistic information.

As noted above, the use of either prosodic or linguistic features alone can-
not perfectly estimate the speaker’s emotions. However, their integration can
compensate for each system’s shortcomings. Emotions with the same prosodic
features can be differentiated using emotional key phrases, and ambiguity of
emotions in linguistic information can be resolved by using prosodic features.

Emotion recognition systems designed to use both prosodic and linguistic
information can be classified into two types according to the integration method.
The first type [21, 18] uses “feature level” integration. Two feature vectors are
calculated from the prosodic and linguistic information independently, and these
vectors are concatenated and input into the classifier. In this type of system,
linguistic information must be represented by a vector. This means that only
low-level features (e.g. Bag-of-Words, n-gram statistics, key phrase frequency)
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can be used. It is difficult to use a “deep” estimation method, such as rule-based
deduction or concept-based analysis. Moreover, this type requires a huge amount
of training samples for the final classifier because the training data should contain
all combinations of prosodic and linguistic variations.

The other type of system [17,19,12] uses “result level” integration. Confidence
scores for each emotion are calculated according to prosodic/linguistic emotion
recognition independently, and the two scores are combined to select the final
result. This integration type is reasonable, but it is important how the scores
are combined. Multilayer perceptron has been used for combination [17,19], but
this also requires a huge amount of training data as same as the first integration
type of system.

The product of the two scores has been used as the final score [12]. How-
ever, this score does not consider the characteristics of the linguistic score. As
mentioned above (example “You are the winner”), a key phrase is related to a
emotion, but it can be used with different emotions. Therefore, linguistic-based
emotion recognition outputs a very low score for other emotions, even though
prosodic-based emotion recognition outputs a high score for several emotions.
As a result, it is not reasonable to use the average score of the two outputs for
the final score.

In this paper, we propose a novel approach to emotion recognition based on
speech signals. Both prosodic and linguistic features are extracted, and possible
emotions are estimated from the two types of features independently. Finally,
the two estimated results are combined into the final result by considering the
characteristics of linguistic-based emotion recognition. The proposed method
decreases the ambiguity of emotions by combining both prosodic and linguistic
information.

2 Emotion Recognition Based on Prosodic and Linguistic
Features

The proposed emotion recognition process has four parts (Fig. 1). First, the
speaker’s utterance is input to the prosodic-based emotion recognition agent
(EMp). The prosodic features are calculated and the possible emotions are out-
put. At the same time, the utterance is also input to the speech recognizer
and the results are transferred to the linguistic-based emotion recognition agent

Emotion recognition
from prosodic features

from linguistic features
Speech

Utterance

Integration Emotions

Recognition
Emotion recognition

Fig. 1. Block diagram of the proposed method
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(EMl). Finally, the integrator outputs the final emotion by combining the results
obtained by the EMp and EMl.

Speech recognizers, such as the one employed in this system, are not perfect.
Accuracy given by a recent speech recognizer [11] was about 80% for spontaneous
speech [15]. To eliminate the risk of misrecognized words adversely affecting
the performance of EMl, subtitles for input speech were used instead of the
recognition results in the experiments described in Section 3.

2.1 Emotion Recognition Based on Prosodic Features

There are many emotion recognition systems based on prosodic features [6, 14],
but the methods used in these systems are similar. First, several prosodic features
(pitch, power, etc.) are extracted from the input speech, and numerous statistical
parameters (average, standard deviation, maximum, etc.) are calculated from
the extracted features. Then, a statistical classifier (neural networks, support
vector machines, Gaussian mixture models, etc.) is used for the classification of
emotions.

In the proposed system, it is not necessary to determine the final emotion
from the prosodic features. As mentioned in Section 1, speech signals for different
emotions may have similar prosodic features, therefore it is not relevant to use
a statistical classifier (NN, SVM, GMM, etc.) because these classifiers try to
separate speech signals with different emotions even if they have similar prosodic
features.

In this study, clustering-based method is used for emotion recognition. First,
all training samples are clustered using the LBG [13] algorithm. This step is the
same as vector quantization (VQ), and the codebook size (number of clusters)
is given by humans in advance. After that, an emotion set is defined for each
cluster by taking the union of emotions that corresponds to the training samples
included in the cluster. In the recognition phase, the distance between the test
sample and the centroid of a cluster is calculated for all clusters, and the emotion
set that corresponds to the nearest cluster is output as the recognition result.

In this method, supervised signals (“correct” emotion for each training sam-
ple) are not needed in the clustering step. This means that clustering is carried
out based only on the similarity of prosodic features. In other words, two training
samples that have similar prosodic features are clustered into the same cluster
even if the samples have different emotions. If the cluster is the nearest one to
the test sample, then both emotions are output as a recognition result.

2.2 Emotion Recognition Based on Linguistic Features

Among the many emotion recognition systems based on linguistic information
[16, 9, 22], the majority is based on key phrases. These systems use a dictionary
that contains key phrases paired with possible emotions. The performance of
this type of emotion recognition system depends on the quality of the dictionary.
However, it is difficult to construct a substantial dictionary, which means that
the topics and words of the input speech must be limited.
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To solve this problem, the proposed system uses the emotion recognition sys-
tem based on the “Association Mechanism.” [25, 23, 24] This method also uses
a dictionary; however, it calculates the degree of association [27] between an
input word and the words registered in the dictionary by using the “Concept
Base” [7, 10] in order to deal with “unknown words.” In this way, an unknown
word can be translated into a known word by using the “Concept Base”, and
then the degree of association can be calculated.

Briefly, the method is as follows: first, five components (“subjects,” “modi-
fiers,” “objects,” “action words,” and “linguistic modality”) are extracted from
the input text. “Object” words are classified into 203 “sense” by the sense judg-
ment system [8, 26], and “action words” are classified as either “succession” or
“opposite.” Emotion recognition rules are defined for all combinations of 203
sense words and two types of action words. After emotion recognition, the emo-
tion may be changed by considering “subjects” and “linguistic modality” types.
“Subjects” are classified into 27 categories, and “linguistic modality” into 20
categories. Emotion changing rules are defined for all combinations of categories
and emotions. In total, the system has 735 recognition rules.

2.3 Integration Method of Two Results

After recognition by the EMp and EMl, the two results are integrated into the
final result. The intersection of the two results is used as the integration method
because the two recognition agents have output all possible emotions. In fact,
the EMl always outputs only one emotion, which means that the intersection of
the two results includes no more than one emotion. If the intersection is empty,
then the result from EMp is output as the final result.

3 Experiments

To investigate the effectiveness of the proposed method, emotion recognition
experiments were carried out.

3.1 Training and Testing Samples

To investigate the performance using natural conversation, we used the speech
signals from a Japanese movie. Several dialog scenes were selected, and 315
speech samples uttered by 15 speakers (11 male and 3 female adults, 1 female
child) were extracted. Details are shown in Table 1.

For all samples, the “correct” emotion was labeled manually by 44 evaluators.
First, the movie was played from the beginning, and then was paused at the
selected dialog scene. Evaluators labeled the speaker’s emotion for each selected
utterance, and then the movie was continued until reaching the next selected
scene.

In this experiment, 7 basic emotions (“joy,” “sadness,” “fear,” “anger,” “hate,”
“surprise,” and “no emotion”) [2] were used. Hereafter, the emotion labels given
by the 44 evaluators are referred to as Lm.
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Table 1. Details of speakers and utterances

ID Gender #Utterance ID Gender #Utterance ID Gender #Utterance

sp1 Female 88 sp6 Female 23 sp11 Male 3

sp2 Male 66 sp7 Male 23 sp12 Male 3

sp3 Male 28 sp8 Male 14 sp13 Male 2

sp4 Male 27 sp9 Male 7 sp14 Male 1

sp5 Male 24 sp10 Female 5 sp15 Female 1

(sp6 is a child)

3.2 Supervised Signals

All utterances were labeled by the evaluators. However, an utterance was some-
times labeled with different emotions by the evaluators. Since EMp needs the
“correct” emotion for all training samples, we had to define the “correct” emo-
tion from Lm.

In this experiment, we employed the “decision by majority” method. For
each sample, the frequency was counted for each emotion, and the emotion with
the maximum frequency was defined as the “correct” emotion. However, several
samples could not be narrowed down to only one emotion because one or more
different emotions had almost the same frequency as the maximum. There is no
meaning if there are only one or two differences of frequency. Therefore, if the
frequency of the second- or lower-ranked emotion was higher than 90 % of the
maximum frequency, then that emotion was added to the “correct” emotions.
In mathematical terms, all emotions that satisfied the equation ni > 0.9n̂ were
selected as “correct” emotions. Note that ni denotes the frequency of emotion i,
and n̂ = max

i
{ni}. As a result, there are one or more “correct” emotions for one

utterance. The average number of emotions per utterance was 1.05. Hereafter,
this “correct” emotion label is referred to as Lc.

To check the adequacy of this definition, the accordance ratio between Lc and
Lm was calculated. The average recall rate was 67.9%, and the precision rate was
66.4%. On the other hand, the average accordance ratio between two labels in
Lm was 54.5% (maximum 78.6%, minimum 29.6%). From this result, it becomes
known that Lc is located at the “center” of Lm.

3.3 Calculation of Target Result

In the experiment described in section 3.1, the evaluators determined the Lm

based on a diverse amount of information obtained from speech, facial expression,
gesture, story line, and so on. However, the proposed method uses only the speech
signals and thus is a more difficult task.

When an utterance is heard without any visual or contextual information, how
accurately does a human recognize the speaker’s emotions? The level of accuracy
in this case can be regarded as the upper limit of the performance of the proposed
method. To calculate the upper limit, another evaluation experiment was carried
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Table 2. Experimental results

Lm LcMethod
Recall Precision F-measure Recall Precision F-measure

EMp 53.5% 19.4% 28.5% 51.7% 23.4% 32.2%

EMl 27.7% 27.7% 27.7% 31.5% 32.4% 31.9%

Merge 35.4% 30.2% 32.6% 44.5% 36.0% 39.8%

out. Utterance data was played back in random order to 15 evaluators, and they
labeled the speaker’s emotion for all utterances. A subtitle corresponding to the
utterance was shown simultaneously, but the utterances were only played once.
The evaluators were not the same ones who made the Lm. Hereafter, the emotion
label given by this experiment is referred to as Ls.

The average accordance ratio between Ls and Lm was 42.9%. We know that
the average accordance ratio between two labels in Lm was 54.5%. The difference
between 54.5% and 42.9% indicates the difficulty of emotion estimation from
limited information. The average recall rate between Ls and Lc was 50.2% and
the precision rate was 49.2%.

3.4 Prosodic Features

In this experiment, we used one of the standard prosodic feature sets [20]. This
was defined for the emotion recognition competition, Emotion Challenge, at
InterSPEECH 2009. It includes not only prosodic features but also spectrum
features. In detail, it consists of zero-crossing rate, root mean square of frame
power, pitch frequency, harmonics-to-noise ratio, and 12-dimensional MFCC.
Delta coefficients (gradient of the sequence) were calculated for each parame-
ter, and then 12 statistical parameters (average, standard deviation, maximum,
minimum, range, etc.) were calculated for both the normal parameters and their
delta coefficients. As a result, a 384-dimensional vector was calculated for one
utterance. The openSMILE toolkit [4, 3] was used for extraction.

3.5 Experimental Results

In this experiment, we could use only 315 utterances. Therefore, the “leave-one-
speaker-out” method was employed. First, all samples uttered by sp1 were used
for testing, and other samples were used for training. After that, the testing
samples were changed to samples uttered by sp2, and other samples (including
those uttered by sp1) were used for training. These steps were repeated 15 times,
and the averaged recall and precision were calculated as the final result. By
using this evaluation method, the final result can be regarded as the recognition
performance for an unknown speaker’s utterance.

In the EMp, the codebook size should be defined in advance. However, as
seen in Table 1, the number of utterances differed greatly amount the speakers.
Therefore, the appropriate codebook size should be used for each speaker. In this
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experiment, codebooks were constructed in several sizes (21—28 and the same
as the number of training samples), and the best one was selected a posteriori
for each speaker.

Table 2 shows the accordance ratio of each emotion recognition method and
the emotion labels. From these results, the proposed method (“Merge”) showed
the best performance of all. The performance of EMp and EMl was similar, but
the integration step brought a dramatic improvement. In a comparison with the
target result (described in Section 3.3), the experimental result reached 75.9%
of the target result for Lm, and 80.1% of the target result for Lc. These results
are very successful.

The final output of the proposed method included 1.17 emotions on average
for one utterance. EMp before integration output 4.22 emotions on average. Of
course, this was not the best result (F-measure was 27.3%). However, integra-
tion with the labels given by EMl requires a much greater number of emotions
because the intersection of the two outputs should not be empty. Intersection
results for 23.8% of samples were empty. The best result given by only EMp

included 2.76 emotions on average.
Figure 2 shows the histogram of F-measures between the results given by

the proposed method and each label in Lm, which has 44 labels given by the 44
evaluators. It can be seen that many F-measures are located between 33%—39%.
This means that several evaluators gave different (low F-measure) labels.
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Fig. 2. Histogram of F-measures between results given by the proposed method and
each labels in Lm

4 Conclusion

This paper describes a novel approach to emotion recognition based on both
prosodic and linguistic features of speech. First, several prosodic features are
extracted from the speaker’s utterance, and the clustering-based method is used
to output possible emotions. Since different emotions in speech can have similar
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prosodic features, the clustering-based method is employed. It makes clusters
based only on the similarity of prosodic features, thus possible emotions can be
output. At the same time, subtitles given by the speech recognizer are input
to the linguistic-based emotion recognition agent, which is based on the “As-
sociation Mechanism.” Finally, the intersection of the two recognition results is
integrated into the final result.

Experimental results showed that the proposed method achieved higher per-
formance than either prosodic- or linguistic-based emotion recognition. In a com-
parison with manually labeled data, the proposed method gave 35.4% (recall),
30.2% (precision), and 32.6% (F-measure). On the other hand, human labeling
of speech data gave 42.9%. This means that the proposed method performed at
75.9% in relation to human ability.
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Abstract. The theory of nonlinear dynamical systems has opened doors
to discovering potential patterns hidden in complex time-series data. An
attrative approach to nonlinear time-series analysis is the measure of
predictability which characterizes the data in terms of entropy. A new
entropy measure is presented in this paper as a new nonlinear dynamical
method, which is based on the theory of possibility and the kriging com-
putation. The proposed model has the potential for studying complex
biosignals.

1 Introduction

Nonlinear dynamical analysis methods derived from the information theory for
measuring the complexity of time-series data have been successfully applied to
many scientific disciplines, including biology, physiology, medicine, biophysics,
chemistry, and economics [1]. However, the impact of these methods has only
been partly explored to date for a better understanding of physiological function
[2]. Some important physiological findings based on the concepts of nonlinear dy-
namics were also addressed in [2], including four major methodology families:
fractals, entropy measures, symbolic dynamics measures, and Poincaré plot rep-
resentation. Among these four families, the entropy measures are the most widely
used methods for studying biological and physiological time-series data.

The entropy approach is a powerful tool for understanding signal predictabil-
ity or system complexity. The first method of this entropy family, known as
approximate entropy (ApEn), was developed by Pincus [3]-[5]. ApEn is rooted
in the work of Grassberger and Procaccia [6] and Eckmann and Ruelle [7], and
widely applied in clinical cardiovascular studies and analysis of biomedical sig-
nals [8,9]. A low value of the approximate entropy indicates the time series
is deterministic (low complexity); whereas a high value indicates the data is
subject to randomness (high complexity) and therefore difficult to predict. In
other words, lower entropy values indicate more regular the signals under study;
whereas higher entropy values indicate more irregular the signals.

Extending the framework of approximate entropy (ApEn), sample entropy
(SampEn) [10] and multiscale entropy (MSE) [11] were introduced to enhance the
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predictability analysis of time-series data with particular reference to physiologi-
cal signals. In general, both ApEn and SampEn estimate the probability that the
sequences in a dataset which are initially closely related remain closely related,
within a given tolerance, on the next incremental comparison. ApEn differs from
SampEn in that its calculation involves counting a self-match for each sequence of
a pattern, which leads to bias in ApEn [5]. SampEn is precisely the negative natu-
ral logarithm of the conditional probability that two sequences similar for m points
remain similar at the next point, where self-matches are not included in calculation
of the probability. Thus a lower value of SampEn also indicates more self-similarity
in the time series. Based on the concept of fuzzy sets, a method named FuzzyEn
was developed [12], where the similarity is defined by the degree of fuzziness and
the shapes of the fuzzy membership functions.

This entropy measure family has been increasingly applied to many problems
in biomedical engineering and other fields of life sciences [13,14]. However, it has
been pointed out that ApEn suffers from two major drawbacks: 1) because it
is a function of the length of the sequence under study, it yields entropy val-
ues lower than expected for short sequences, being due to the counting of a
self-match for each sequence, which leads to bias [5]; 2) it can be inconsistent
with different testing conditions using different parameters of the entropy in-
dex. SampEn does not count self-matches and therefore can reduce bias. It has
been found that SampEn can provide better relative consistency than ApEn be-
cause it is largely independent of sequence length [10]. MSE measures complexity
of time-series data by taking into account multiple time scales, but MSE uses
SampEn to quantify the regularity of the data. Most recently, as another en-
tropy method, namely GeoEntropy (GeoEn), has been developed [15]. Although
GeoEn can relax the assumption of the parameter selections encountered by
other entropy-based methods, it does not allow the continuous modeling of the
similarity measure.

In this paper, possibilistic entropy for nonlinear analysis of time-series data is
introduced. The proposed method have the capability of identifying the corre-
lated structural (spatial) information of the data. This entropy measure is based
on the notion of the theory of possibility [16], which is a fuzzy restriction acting
as an elastic constraint on the values that may be assigned to the variable of
similarity in our study. Its mechanism for similarity computation is carried out
using the kriging estimator in geostatistics [17].

2 Possibilistic Entropy

We extend GeoEn to allow the modeling of similarity using the concept of pos-
sibility by firstly defining the experimental semi-variogram [17] of a sequence X ,
denoted by γ(h), as

γ(h) =
1

2(n − h)

n−h∑
i

(xi − xi+h)2 (1)
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where xi is a value of X taken at location i, xi+h another value taken at h
distance away (for h = 1 in a time-series signal, every point is compared with its
neighbors; and for h = 2, every point is compared with a point two spaces away),
and n is the total number of points which gives (n − h) as the total number of
the pairs of points.

In geostatistics, the theoretical semi-variogram is defined as [17]

γ(h) =

{
s
[
1.5h

g − 0.5(h
g )3
]

: h ≤ g

s : h > g
(2)

where g and s are called the range and the sill of the theoretical semi-variogram,
respectively.

The geostatistical distance between two sub-sequences Xi and Xj of X can
be defined by

dij(h) = |γXi(h) − γXj (h)| (3)

Furthermore, the tolerance of a geostatistical self-similarity can be expressed as
the absolute difference of the spatial variances of h and h + 1:

rh = |γXi(h + 1) − γXi(h)| (4)

We adopt the concept of signal error matching to derive a multiscale possibilis-
tic entropy for handling time-series data by considering the following ordinary
kriging system [17]:

C a = b (5)

where C is the square and symmetrical matrix that represents the spatial covari-
ances between the known signals, and b is the vector that represents the spatial
covariances between the unknown and known signals:

C =

⎡
⎢⎢⎢⎢⎢⎢⎣

γ11 · · · γ1p 1
· · · · · ·
· · · · · ·
· · · · · ·

γp1 · · · γpp 1
1 · · · 1 0

⎤
⎥⎥⎥⎥⎥⎥⎦

where γij is the semi-variance of xi and xj .

a =
[
a1 · · · ap −λ

]T
where ak, k = 1, . . . , p are called the kriging weights, and λ is a Lagrange mul-
tiplier.

b =
[
γn1 · · · γnp 1

]T
Thus the vector of the spatial predictor coefficients can be obtained by solving:
a = C−1 b.
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The possibility of similarity between two sub-signals Xi and Xj of X using
p points, denoted as μij(p), can be defined in terms of the ratio of the kriging
estimate errors:

μij(p) =
aT

i bi

aT
j bi

(6)

where ai is defined in (5) which is the kriging prediction vector of Xi, bi is
defined in (5) associated with Xi , and aj is the kriging prediction vector of
Xj . It can be seen that the use of (6) allows a convenient way for processing
long signals by considering only the prediction coefficients. The possibility is
embedded in the ratio of the distortion in a continuous scale. When the two
signals are identical, their degree of similarity has its maximum value of 1.

ωm
i (p) =

1
N − m − 1

N−m∑
j=1,j �=i

μij(p) (7)

φm(p) =
1

N − m

N−m∑
i=1

ωm
i (p) (8)

PossEn(p) = lnφm(p) − ln φm+1(p) (9)

It is noted that there is a possibility that PossEn(h) can be negative, and
these negative values may not be convenient for the interpretation of multiscale
possibilistic entropy. This negative affect is due to the fluctuations of the exper-
imental semi-variograms at small values of the lag distance, particularly when h
is between 1 and 3. This affect is well known to often cause the result of nega-
tive weights in kriging (geostatistical) estimates. A simple and effective strategy
for correcting negative weights in kriging estimates was proposed by Journel and
Rao [18]. This method determines the largest negative weight and adds an equiv-
alent positive constant to all weights which are then normalized. Thus, negative
values of the multiscale possibilistic entropy can be similarly handled using this
strategy according to the following formulation:

PossEn(h)∗ =
PossEn(h) + α∑
h[PossEn(h) + α]

, ∀h (10)

where PossEn(h)∗ is the corrected value of PossEn(h), and α is defined as

α = −min
h

PossEn(h) (11)

3 Experiment

We are interested in applying the proposed possibilistic entropy methods for
identifying cohorts of potential biomarkers from the mass spectrometry data of
major adverse cardiac events (MACE); while other entropy measures are not able
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to use the spatial information of the data to perform this task. The mass spectra
used in this study are the same as those used in the original work described in
[19], and were previously studied for the prediction of MACE [20] in which
the identification of biomarkers was never investigated. The data are briefly
described as follows. Two groups of plasma samples were used: MACE group of
60 patient samples: patients with chest pain and consistently negative Troponin
T, but suffered MACE during the next period of 30 days or 6 months; and control
group of 60 patient samples: patients with chest pain and consistently negative
Troponin T and lived in next 5 years without any major cardiac events or death.

To increase the coverage of proteins in SELDI protein profiles, the blood sam-
ples were fractionated with HyperD Q (anion ion exchange) into six fractions. The
protein profiles of fractions 1-6 were acquired with two SELDI Chips: IMAC and
CM10. A total of 120 plasma samples, 24 reference samples, and 6 blanks were ran-
domly divided into two groups (A and B) and were fractionated into six fractions
using two 96-well plates containing anion exchange resin (Ciphergen, CA). Group
A was processed in day 1 while Group B was processed on day 2. Two 96-well anion
exchange resin plates were used to fractionate samples into six discrete fractions.
All SELDI MS data were processed with CiphergenExpress 3.0 to generate peak
maps. All spectra were pre-processed with the baseline subtraction and followed
by normalization based on TIC with CiphergenExpress 3.0.

PossEn(p) was applied to identify the subsequences of the samples spatially
separated by lag h which constitute the most distinguishing characteristics in
showing the difference between MACE and control profiles. This validation was
carried by extracting from the original spectra all possible subsequences of sam-
ples separated by h = 1, . . . , 20. As a result, Figure 1 shows the average possi-
bilistic entropy profiles of the MACE and control subspectra using PossEn(p),
where the value used for p is 6 (values of p = 4, 6, and 8 were used in the
experiment and the three entropy profiles of MACE and control were found to
be similar to each other, respectively; therefore all the profiles were not plotted
to maintain the clarity of the graphical illustration). The possibilistic entropy
profiles of the MACE and control subspectra generated by PossEn(p) show a
similar pattern to each other, in which the larger lag h the higher the entropy
value indicating the more complexity of the signals. The MACE subspectra have
higher possibility values than the control. It can be easily observed that Figure
1 shows the largest gap between the profiles at h=16. These results suggest that
the panels of the protein peaks spatially separated by such a lag distance have
the best ability for discerning the difference between MACE and control.

To further validate the finding of potential panels of the biomarkers, we per-
formed the classification of MACE and control subspectra using the following
rule: assign subspectra i to class ck (MACE or control) ⇔ dij = minj(dij), j ∈
ck∀k, i 	= j, where dij = (aT

i bi)/(aT
j bi); in which ai is defined in (5) which is

the kriging prediction vector of subspectra i, bi is defined in (5) associated with
i , and aj is the kriging prediction vector of subspectra j.

The leave-one-out method was then applied to carry out the classification task
for each group of the h-spaced subspectra of MACE and control. The average
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Fig. 1. Possibilistic entropy profiles of MACE and control using PossEn(p)

Table 1. Average (subscript a) and best (subscript b) sensitivity (SEN) and specificity
(SPE) using subspectra of h-spaced samples of MACE and control

h SENa (%) SPEa (%) SENb (%) SPEb (%)

2 64.11 65.47 65.29 66.15
4 64.24 65.52 65.10 66.76
6 64.38 65.22 65.72 66.50
8 65.68 66.89 66.71 67.59
10 69.06 68.11 72.11 71.44
12 66.30 65.87 67.48 66.52
14 68.19 67.08 70.21 68.54
16 76.37 74.19 86.27 83.39
18 67.05 65.71 68.67 66.81
20 67.48 67.39 68.91 68.60

classification results in terms of sensitivity and specificity are shown in Table 1 for
different lag-spaced subspectra, where the values of h are selected as the multiples
of 2; and p = 6 as the length of the kriging prediction vectors. Sensitivity is the
percentage of MACE samples that are correctly identified, whereas specificity
is the percentage of control samples that are correctly identified. The use of
the subspectra taken at h = 16 gives the highest classification rates in both
sensitivity. The classification using the subspectra consisting the samples at h =
16 has an average sensitivity of 7% better than the second best at h=10, and
12% better than the lowest at h = 2; and an average specificity of about 6%
better than the second best at h=10, and 9% better than the lowest at h =2.

As for the best sensitivity comparison, the use of the best subset of the sub-
spectra consisting of the samples at h = 16 outperforms about 14% better than
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the second best at h=10, and about 21% better than the lowest at h = 2. Regard-
ing the best specificity comparison, the use of the best subset of the subspectra
gives about 12% better than the second best at h=10, and about 17% better than
the lowest at h = 2. Thus, the classification results, with particular reference to
the best subset of the subspectra, confirm the suggestion that the protein peaks
taken at intervals of lag space h = 16 are potential biomarkers, which have the
best power to predict the disease. As another observation of the results shown
in Table 1, both sensitivity and specificity of the subspectra of h = 16 have the
largest difference between the average and best values among other h-spaced
subspectra. This difference can be intuitively interpreted in that although the
subspectra of h=16 are suggested to be panels of potential biomarkers, only a
few are of the biomarkers.

4 Conclusion

A new method for nonlinear analysis of time-series data has been discussed
in the foregoing sections. The incorporation of the concept of possibility de-
rived from the theory of fuzzy sets allows a continuous and natural modeling
of pattern similarity, where the difference between the patterns is subtle to be
captured by any hard-threshold measures. The kriging computation allows an
efficient machanism for the callation of similarity in terms of its signal matching
scheme. The proposed method was applied for identifying panels of potential
biomarkers from mass spectrometry data for early prediction of major adverse
cardiac events. The experimental results have shown the potential application
of the possibilistic entropy, which can be useful for handling many other types
of biosignals.
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Abstract. Human beings make associations based on their general knowledge, 
with intellectual thought activity forming the basis of natural conversation. 
When human beings converse, they first absorb what the other party is saying, 
then use their analogical and associative abilities to continue the conversation 
based on naturally acquired general knowledge. Such general knowledge-based 
conversation is difficult to simulate using the language data and methods that 
have been acquired thus far. Therefore, it is necessary to provide machines with 
the intellectual structure they require to understand the semantic connections 
between words, determine how these words relate to one another, and render 
sensible judgments. In this paper, we propose a method for constructing a sys-
tem aimed at determining what tools are necessary in a particular situation 
based on the intellectual structure of sensible judgment. For example, this sys-
tem would examine data input like “cut the cabbage” as it appears in a conver-
sational sentence, and associate it with relevant tools such as “kitchen knife” 
and “cutting board”. In this manner, rather than by simply parsing the phrase as 
linguistic data, the system allows for responsive dialogue that is relevant to the 
situation. 

Keywords: Necessary Tools Choice, Computer conversation, Natural  
languages. 

1   Introduction 

In recent years, electronic devices and various other machines have become increas-
ingly sophisticated and intelligent. The shared future vision for these machines is for 
them to coexist seamlessly with human beings. Advancements toward this goal in-
clude the development of numerous robots, some of which are capable of walking on 
two legs, running, and even dancing [1][2]. Through such developments, machine 
forms are being created that appear increasingly humanlike. At this stage, in order to 
seamlessly and efficiently coexist with humanity, such machines have an increasing 
need for intelligence and the capacity to converse naturally with human beings. In the 
future, the ability to engage in conversation with human beings will be indispensable 
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[3] [4] [5]. As a result, the field of natural language processing has garnered signifi-
cant attention recently. 

Dramatic advances have also been made in computer memory capacity and proc-
essing speed. Alongside such advances, engineers in the field of natural language 
processing are working to compile a large database of linguistic knowledge. In the 
context of this study, the term “language” encompasses a data structure that includes 
grammar, synonyms, equivalent terms, antonyms and other related factors. There is 
great significance in incorporating such knowledge into a comprehensive database [6] 
[7]. Typically, however, human conversation is not simply linguistic data. It consists 
of words joined together by intelligent thought activities that include intentions and 
nuance. This intellectual activity is difficult to emulate by simply compiling a large 
linguistic database from recorded conversations [8]. Yet it is exactly this kind of intel-
ligent thought activity that allows human beings to make sense of and understand a 
conversation. 

Human beings make associations based on their general knowledge, with intellec-
tual thought activity forming the basis of natural conversation. When human beings 
converse, they first absorb what the other party is saying, then use their analogical and 
associative abilities to continue the conversation based on naturally acquired general 
knowledge. Such general knowledge-based conversation is difficult to simulate using 
the language data and methods that have been acquired thus far. Therefore, it is nec-
essary to provide machines with the intellectual structure they require to understand 
the semantic connections between words, determine how these words relate to one 
another, and render sensible judgments. 

In this paper, we propose a method for constructing a system aimed at determining 
what tools are necessary in a particular situation based on the intellectual structure of 
sensible judgment. For example, this system would examine data input like “cut the 
cabbage” as it appears in a conversational sentence, and associate it with relevant 
tools such as “kitchen knife” and “cutting board”. In this manner, rather than by sim-
ply parsing the phrase as linguistic data, the system allows for responsive dialogue 
that is relevant to the situation. 

2   The Concept Association[9][10]  

Under normal conversational circumstances, human beings have the innate ability to 
appropriately interpret any linguistic information received. This is possible because 
they have accumulated basic linguistic knowledge and understand word concepts 
based on their experiences. In other words, the ability to recall concepts related to a 
certain word plays a vital role in conversation. To be able to sensibly evaluate a word, 
listeners must understand basic information about it. Accordingly, we intend to model 
human knowledge of conversations and words into a methodology that can be used to 
instruct machines. We believe that by doing so, we can create a conversational struc-
ture resembling human conversation. 

However, we first must determine the semantic similarity between words in order 
to allow machines to process them in a more humanlike fashion. This will permit 
machines to determine the semantic relationships between words with a level of intui-
tion close to that of human beings. For example, machines should be capable of 
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evaluating word pairs like "woman-lady" or "mountain-hill" as synonymous (or at 
least similar), word pairs such as "mountain-river" and "sunset-red" as closely related, 
and pairs like "mountain-desk" and "train-sky" as normally unrelated. 

The Concept Association Mechanism incorporates word-to-word relationships as 
common knowledge. This is a structure for capturing various word relationships. This 
section describes the Concept Base and the Degree of Association. 

The Concept Base is a knowledge base consisting of words (concepts) and word 
clusters (attributes) that express the meaning of these words. This is automatically 
constructed from multiple sources, such as Japanese dictionaries and contains ap-
proximately 120,000 registered words organized in sets of concepts and attributes. An 
arbitrary concept, A, is defined as a cluster of paired values, consisting of attribute, ai, 
which expresses the meaning and features of the concept, and weight, wi , which ex-
presses the importance of attribute ai, in expressing concept A: 

A = {(a1, w1), (a2, w2), ..., (aN, wN )} 

Attribute ai is called the first-order attribute of concept A. In turn, an attribute of ai 
(taking ai as a concept) is called a second-order attribute of concept A.  

train，0.36 railroad，0.10 ai，wi Primary Attributes

train，0.36 railroad，0.10 ... ai1，wi1

railroad
，

0.10 subway，0.25 ... ai2，wi2

: : : :
a1j，w1j a2j，w2j ... aij，wij

train Secondary
Attributes

 

Fig. 1. Example demonstrating the Concept “train” expanded as far as Secondary Attributes 

Because Primary Attributes ai of concept A are taken as the concepts defined in the 
Concept Base, attributes can be similarly elucidated from ai. The Attributes aij of ai 
are called Secondary Attributes of concept A. Figure 1 shows the elements of the 
Concept “train” expanded as far as the Secondary Attributes. The method for calculat-
ing the Degree of Association involves developing each concept up to second-order 
attributes, determining the optimum combination of first-order attributes by a process 
of calculation using weights, and evaluating the number of these matching attributes.  

For Concepts A and B with Primary Attributes ai and bi and Weights ui and vj , if 
the numbers of attributes are L and M, respectively (L ≤ M), the concepts can be ex-
pressed as follows:  

A = {( a1 , u1 ), (a2 , u2), ..., (aL , uL )} 

B = {( b1 , v1), (b2, v2), ..., (bM, vM)} 

The Degree of Identity (A, B) between Concepts A and B is defined as follows (the 
sum of the weights of the various concepts is normalized to 1): 

∑
=

=
ii ba

ji vuBAI ),min(),(
                                               

(1)
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The method means available degree is common weight of common attribute. So based 
this idea, the degree of identity defines min of two weights. All attributes of two con-
cepts get most appropriate partner using this degree of identify. The degree of asso-
ciation is calculated by using the degree of identify of corresponding attribute and 
corrected value. (Refer to [9][10]) 

The value of the Degree of Association is a real number between 0 and 1. The 
higher the number is, the higher the association of the word. Table 1 lists examples of 
the degree of association. 

Table 1. Examples of the degree of association 

Concept A Concept B Degree of association  between A and B 
Flower 
Flower 
Car 

Cherry blossom 
Car 
Bicycle 

0.208 
0.0008 
0.23 

3   Necessary Tools Choice in a Particular Situation 

The target input phrase is a verb and noun (object) set that “needs” a tool. Examples 
of such phrases include “catch a fish”, “hang clothes”, “hit a ball”, etc.  

In the first step, the system searches Internet to extract nouns that are likely to occur 
with the verb. Accepting these nouns as candidate words, the system then uses the NTT 
thesaurus [11] to refine the search towards determining possible tools. Finally, it checks 
the relationship of the noun with the input noun using concept association, and outputs 
potentially appropriate associated words. Figure 2 shows the flow of the process. 

 

 

Fig. 2. System flow 

3.1   Extracting Candidate Words Using the Large Internet Case Frame [12] 

The Large Internet Case Frame (hereinafter referred to as "Case Frame System") is a 
knowledge base that is automatically constructed from the approximately 500 million 
sentences of Japanese text online and comprising approximately 90,000 verb. The 
system evaluates declinable words and their situations (what particles are used), and 
then obtains nouns related to the declinable words from online sources based on usage 

input

Get candidate word using web based verb

Narrow down based  “tool”

Narrow down based noun

output

Case frame
using web

Using system

Thesaurus

Concept
Association
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frequency. Since we constructed the Needed Tool Judgment System described in this 
paper using the Japanese language, the Case Frame System is also Japanese-based. 
Furthermore, because the Case Frame System extracts everyday words for each usage 
online, it can collect a wide range of associated words and is not limited to tools. 

For this paper, we selected candidate nouns using declinable words and the “de”-
case in order to propose necessary tools for the input phrase. The Japanese language 
“de”-case refers to a noun complement that is connected to and expresses the relation 
with the predicate using the case-marking particle “de”. “De”-case nouns can express 
“locations”, “reasons”, “tools”, “methods” or “materials” for the predicate. Table 2 
provides examples of expressions with “de”-case nouns. 

Table 2. “De”-Case Noun Expressions 

“De”-Case Expressions Example 

Location 
 Tomodachi no ie de asobu  

“We will play at a friend’s house” 

Reason 
 Kaze de yasunda  

“I had some time off because of my cold” 

Method 
 Basu de iku 

“I will go by bus” 

Material 
 Sumi de yaku  

“Burn it with charcoal” 

Tool 
Houcho de kiru 

“Cut it with a kitchen knife” 
 
As shown in Table 2, tools are one of the noun types that can be extracted from 

phrases using declinable words and the “de”-case. 
Using the Case Frame System for the input phrase ki wo kiru (“cut wood”) with 

the declinable word kiru (“to cut”) and the “de”-case, we can obtain candidate words 
such as “time, kitchen knife, scissors, knife, box cutter, saw, katana, up, hand, sword, 
violation, scalpel, swift attack, shape, length, chainsaw, hairdresser, shoulder and 
barber”. 

3.2   Refining Candidate Words Down to Tool Choices  

From the wide range of candidate words obtained online, we now extract the tool 
choices. Specifically, we used the NTT thesaurus to search for candidate words that 
express the concept of tools. 

The NTT thesaurus uses a tree structure to show super-sub and part-whole relations 
for 2,710 semantic attributes (nodes) expressing the semantic usage of general nouns. 
Approximately 130,000 leaf words are registered as nouns at each node. Words in sub 
nodes inherit the semantic attributes of their parent node. The NTT thesaurus has a 
“Tool” node. Nouns with the Tool node as its superior nodes can be said to have in-
herited “tool” features. Thus, we can refine our candidate words down to tool choices 
by extracting nouns that have the Tool node. Figure 3 shows an overview of a section 
of the NTT thesaurus. 
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Fig. 3. NTT thesaurus section overview 

In Section 3.1, we obtained the candidate words “time, kitchen knife, scissors, 
knife, box cutter, saw, katana, up, hand, sword, violation, scalpel, swift attack, shape, 
length, chainsaw, hairdresser, shoulder and barber” for the input phrase “ki wo kiru” 
(“cut wood”). Using the above method to refine these candidate words yields the 
following: “kitchen knife, scissors, knife, box cutter, saw, katana, sword, scalpel and 
chainsaw”. 

3.3   Refining Candidate Words Based on Relation to the Input Phrase Noun  

The method used in Section 3.2 yielded “kitchen knife, scissors, knife, box cutter, saw, 
katana, sword, scalpel and chainsaw” as cutting tools from the input phrase “ki wo kiru” 
(“cut wood”). However, because this group does not take into account the relation to the 
input phrase’s noun, the collected options include “kitchen knife, scissors, knife, box 
cutter, katana, sword and scalpel,” none of which are appropriate tools for cutting wood. 
Therefore, we must now refine the candidate words based on their relation to the input 
phrase noun. To accomplish this, we quantified the relevance of the candidate words to 
the input noun by using a relevance calculation. The system then determines relevance 
by extracting relevant words that exceed a set threshold, resulting in the output of “saw” 
and “chainsaw” as tools suitable for cutting wood. 

4   Evaluation 

We obtained the phrases used in our evaluation by requesting five candidate phrases 
from 26 test subjects. These candidate phrases were to consist of a verb and noun 
(object) set that needed a tool. After eliminating duplicates from the obtained data, we 
selected 100 candidate phrases for use as evaluation data. 

After processing the 100 evaluation phrases through our system, we then had three 
test subjects evaluate the system output to determine whether the chosen candidate 
words were appropriate. 
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For the overall evaluation results, all output candidate words were evaluated as ap-
propriate (O), sensible (N), or nonsensical (X). These results are explained below. For 
this paper, the total of (O) and (N) results were tabulated to provide verification of the 
system’s precision. 

 O: Two or three test subjects deemed the candidate to be appropriate 
 N: One test subject deemed the candidate to be appropriate 

X: All three test subjects deemed the candidate to be inappropriate 

4.1   Output Word Evaluation  

A total of 273 words were output from the 100 evaluation phrases, indicating that an 
average of 2.73 words was output per phrase. The evaluation results for the 273 out-
put words were as follows: (O): 48.71%, (N): 22.71%, (X): 28.57%. This indicates the 
precision level of our system is 71.42%. 

The total output word evaluation results are shown in Fig. 4 below: 
 

 

Fig. 4. Output word evaluation results 

4.2   Evaluation of Output Words by Phrase  

The averages for the evaluation method described in Section 4.1 cannot be used for 
each input phrase if any evaluation phrases result in multiple output words judged 
appropriate (O). Therefore, we evaluated the output for each phrase based on whether 
it includes output words receiving an (O) or (N): 

O: At least one output word was deemed appropriate (O) 
N: No output words were deemed appropriate (O),  

at least one word was deemed sensible (N) 

X: No output words were deemed appropriate (O) or sensible (N)  

Using this standard, the following results were obtained for the 100 phrases evaluated: 
(O): 65, (N): 5, (X): 30. These results indicate that system precision per phrase was 
70%. Evaluation results for output word by phrase are shown in Fig. 5 below: 

22.71% 28.57%48.71%

0% 20% 40% 60% 80% 100%

O

N

X
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Fig. 5. Output word by phrase evaluation results 

4.3   Considerations  

System output examples shown in Table 3 below: 

Table 3. Output Example 

 Input Output Eval. 
Pot O 

Kettle O 
Iron kettle O 

1 Cha wo wakasu 
(“Boil tea”) 

Tea kettle O 
Spade O 
Shovel O 
Pickaxe O 

Hoe O 

2 Tsuchi wo horu 
(“Dig in the dirt”) 

Ground X 
Soy sauce O 3 Sushi wo taberu 

(“Eat sushi”) Vinegar N 
Knife O 
Rasp X 
Blade N 
File X 

4 Enpitsu wo kezuru 
(Sharpen a pencil”) 

Shaving 
plane 

X 

5 Sakana wo kau 
(“Keep a fish as a pet”) 

Cage X 

 
As mentioned above, system precision was 71.42% for output words and 70% for 

output words by phrase. As these precision values are almost equal, we could con-
clude that many of the failed output words were for phrases that did not garner any 
correct output words. 

As for why no correct output words were found for some phrases, there are two 
possibilities. First, no appropriate word may have been included in the candidate 
words obtained. Second, an associated tool might have been included at the candidate 

65% 5% 30%

0% 20% 40% 60% 80% 100%

O

N

X
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stage that was dropped when the search was refined. Item 4 in Table 3 provided an 
example of this result from the phrase, “sharpen a pencil.” The term “pencil sharp-
ener” was initially chosen as a candidate, but it was later eliminated because it is a 
compound term consisting of “pencil” and “sharpener,” and its relevance was not 
calculated properly. Despite this, with a correct extraction rate of 71.42%, we believe 
this method can be effective. However, it will be necessary to improve its precision 
by developing a more appropriate calculation method. 

5   Conclusion  

In this paper, we discussed a method for providing machines with the general knowl-
edge needed to take semantic structure into account when engaged in conversation, 
instead of merely treating phrases as data. In particular, we showed that machines could 
correctly associate the tools needed for certain actions, and proposed a method that 
would provide them with general tools knowledge. More specifically, we proposed a 
method for constructing a system that could help determine what tools are necessary in 
a particular situation based on the intellectual structure of sensible judgment. 

Our proposed method resulted in the creation of a system that had a 71.42% preci-
sion rate for output words. When used, the system does not simply parse the conver-
sational sentence as linguistic data; it takes actions that make possible responsive 
dialogue between human beings and machines. 
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Abstract. The main topic addressed in this paper is how to help novice re-
searchers compose and improve their presentation documents by means of pres-
entation heuristics shared by the members in a laboratory. The key idea is to 
propose a framework of presentation structure, which represents semantic roles 
of and relations among presentation slides included in the documents with 
metadata. Following the framework, this paper introduces a machine learning 
technique for automatically analyzing a typical presentation structure as presen-
tation heuristics from the repository of the documents accumulated in the labo-
ratory. This paper also demonstrates interactive Web services that recommend 
the metadata to be attached to the documents newly composed, and that diag-
nose the presentation structure of the documents by comparison with the pres-
entation heuristics. 

Keywords: presentation structure, presentation heuristics, structure analysis, 
metadata recommendation, structure diagnosis. 

1   Introduction 

In daily research activities, a large volume of contents is created and used by re-
searchers and students as novice researchers in a laboratory. In particular, composing 
presentation documents is one of the most important activities so that they can publish 
the research findings with well-organized representation. It also involves constructing 
a semantic structure specifying what to present and what order to present [1]. We call 
it presentation structure. However, it is quite difficult for novice researchers to con-
struct the presentation structure since they have few experiences of composing pres-
entation documents. They also have fewer heuristics necessary for the document 
composition, which is often shared by the laboratory members. The main goal of this 
paper is to help the novices compose and improve their presentation documents on 
their own by means of presentation heuristics to be extracted from the presentation 
documents accumulated by the laboratory members. The presentation heuristics is 
represented as typical presentation structure. 

A presentation document generally includes a number of slides, which have their 
respective semantic roles and semantic relationships among them. Such semantic 
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information forms the presentation structure. In order to extract the presentation heu-
ristics, it is essential to refer to the presentation structure. However, it is often embed-
ded in the documents since it would be time-consuming and difficult for the novices 
to extract suitable semantic information from the slides. 

The main issue addressed in this paper is how to effectively help the novices con-
struct the presentation structure of the presentation document they are newly compos-
ing. Our approach to this issue is to provide the novices with interactive Web services 
that recommend the metadata to be attached to the document newly composed, and 
that diagnose the presentation structure of the document. Towards these services, this 
paper proposes a framework of the presentation structure, which represents semantic 
information included in presentation documents with metadata [2]. Following this 
framework, we also utilize a machine learning technique to analyze a typical presenta-
tion structure as presentation heuristics shared by the laboratory members from the 
repository of the documents attached with the metadata in advance, which are accu-
mulated in our laboratory. Such analysis allows the recommendation and diagnosis 
services. These services could help the researchers and students become aware of the 
typical presentation structure that are shared and followed by the laboratory members. 
Such awareness would contribute to developing skills in composing presentation 
documents and representing the research findings in more suitable way as a part of 
laboratory education. 

2   Presentation Documents with Metadata 

2.1   Presentation Composition Task  

Presentation is an important research activity for brushing up the research itself in 
laboratory meeting and for publishing research findings in international/national con-
ferences. It needs deciding what to present and what order to present to compose the 
presentation documents including a number of slides, which involves designing the 
contents of the slides and constructing the presentation structure. Although oral pres-
entation is important for making good presentation, this paper focuses on constructing 
the presentation structure since it would contribute to developing skills in logically 
thinking and representing their research findings. 

In order to compose a proper presentation document, it is necessary to represent 
not only research findings but also the presentation structure. Actually, good presenta-
tion documents are viewed as a knowledge repository of research since they have 
well-organized presentation structure that consists of several semantic roles of the 
slides such as "Background", "Purpose", "System", "Experiment", and "Conclusion" 
of the research. Furthermore, the presentation structure is often followed by heuristics 
peculiar to the laboratory. However, such heuristics is embedded in the presentation 
documents. It is accordingly difficult task for the novice researchers to give attention 
to the presentation heuristics used for composing and improving the presentation 
documents. In addition, it is not so easy for the novices to construct the presentation 
structure of the presentation documents they compose. 

In general, expert researchers are not always good teachers for presentation.  
Of course, they could point out and fix inappropriateness of the presentation docu-
ments composed by the novices. But, it is not easy to teach skills in composing the 
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presentation documents directly to the novices. In addition, appropriate presentation 
structure would depend on diverse factors, such as presentation time limitation, phi-
losophy in the laboratory, audiences, and research domain, which could be acquired 
heuristically through the daily research activities. In order to resolve these problems, 
we first propose a presentation structure framework. 

2.2   Presentation Structure Framework 

In this paper, the presentation structure framework provides a metadata model for 
representing presentation structures embedded in the presentation documents [3]. The 
presentation structure implies some heuristics for composing the documents, which 
could be shared by the laboratory members. In order to represent the presentation 
structure explicitly, this framework provides four types of metadata as shown in Fig. 1.  

Slide metadata represent the semantic roles of each slide included in a presentation 
document, which not necessarily correspond to the title of each slide. Segment meta-
data also represent a sequence of the slide metadata in the document. We have defined 
four kinds of segment metadata each of which includes related slide metadata. Rela-
tion metadata represent sequential or hierarchical relationships among the slide meta-
data and segment metadata. File metadata represent some attributes of the document. 
Fig. 1 shows typical examples of metadata in our laboratory. 

 

Fig. 1. Overview of Presentation Structure Framework 

2.3   Approaches 

Attaching the metadata to the documents is a time-consuming and complicated task as 
follows: (1) some metadata expressions are often taken different among researchers in 
their own ways even granted they have the same meaning, (2) it is difficult to detect 
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the slide metadata from its contents, and to also detect the segment and relation meta-
data from the slide sequence.  

In order to resolve these difficulties, it is required to recommend the presentation 
structure as the metadata. Towards the metadata recommendation, we have utilized a 
machine learning technique to conduct structure analysis of the presentation docu-
ments accumulated in our laboratory members, which are attached with metadata in 
advance. As the results of the analysis, we have obtained the relationships between 
the presentation slides and its metadata, and the relationships among them as the 
structure information. The machine learning technique has also detected a schema of 
presentation structure that represents semantic features tendency among the accumu-
lated documents. We call it presentation schema, which represents presentation heu-
ristics shared by the laboratory members. The presentation schema enables the labora-
tory members to become aware of the gaps of the presentation structure between their 
documents and the schema. Such awareness is increased by the diagnosis service. 

2.4   Related Work 

This section briefly describes related work on presentation support from semantic 
information and technical points of view. Kohlhase [4] developed CPoint as a seman-
tic PowerPoint extension that allows the authors to enrich PowerPoint documents by 
means of semantic annotation. The key feature was to deal with domain knowledge 
included in the presentation document as semantic information and to visualize it by 
means of concept mapping. Ihsan et al. [5] and Verbert et al. [6] proposed e-learning 
content development tools like PowerPoint/OpenOffice.org. These tools managed not 
only the domain knowledge but also the information for education/learning using the 
metadata standards such as IEEE Metadata Standards or SCORM.  

Hayama et al. [7] proposed an automatic approach for generating presentation 
slides from a technical paper. Following a machine learning technique, they could 
obtain a set of generating rules from the relationships between technical papers and 
presentation slides collected from the Web. Seta and Ikeda [8] developed a support 
environment with which the novices can produce persuasive presentation documents 
and develop their presentation skills. This support environment was designed to en-
courage the presenter to perform meta-cognitive activities in presentation document 
design and import expertise of other experienced learners through presentation re-
hearsal. Li and Chang [9] developed the management model and tools that enable 
users to better exploit and transfer presentational knowledge assets for representing 
the domain knowledge.  

In spite of the significance of presentation structure, each of these researches and 
technologies does not deal well with the structure information embedded in the pres-
entation documents. In this paper, we address the issue of how to help novice re-
searchers develop skills in composing the presentation structures. 

3   Web Services with Presentation Structure Analysis 

3.1   Machine Learning for Presentation Structure Analysis 

In order to analyze the presentation structure, we first use the presentation documents 
accumulated in the laboratory. These documents are brushed up through presentation 
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rehearsals conducted in the laboratory. The presentation slides often include typical 
keywords that allow clues for identifying the metadata of the slides in the laboratory. 
It is accordingly possible to obtain the slide metadata from the typical keywords in the 
slides to analyze the presentation structure. Considering the typical keywords, we use 
the machine learning technique to identify the relationships between the slide meta-
data and typical keywords included in the slides from the presentation documents as 
training data that are attached in advance with the metadata. Such relationships identi-
fied can be used to detect the presentation structure of the documents composed by 
the laboratory members, which represents the presentation heuristics to be shared in 
the laboratory.  

In the machine learning process, a keyword vector representing each slide metadata 
is calculated from the presentation documents with the metadata. Detail steps for the 
keyword vector calculation are as follows: 
 
Step 1. Noun words are extracted by using MeCab (Japanese language morphological 
analyzer) [10] from each slide in the document attached with the metadata in advance. 
 
Step 2. The keyword vector of the slide metadata is shown by the following formula. 

( ) ).1,1(,,,,, ,,2,1, limjwwwwV mijiiii ≤≤≤≤=  (1)

where wi,j is the weight score of the word j in the slide metadata i. Each wi,j is calcu-
lated by the following expanded tf-idf formula. 
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where tfi,j is summation of the weight score for the word j included in the slide meta-
data i of all the documents, which represents appearance frequency of the word j in 
the slide metadata i. imfj is inverse metadata frequency of the word j. l is total number 
of the slide metadata, and mfj is number of the slide metadata including the word j. 
imfj decreases importance of the word j appeared in diverse slide metadata as a gen-
eral word filter. Finally, each weight score in the keyword vector is normalized by 
each slide metadata. 

Step 3. The machine learning technique calculates to what extent each metadata ap-
pears at the normalized position in the sequence of the metadata from the training 
data. Fig. 2 shows an example of calculations for the metadata appearance. In this 
example, a target presentation document consists of 19 slides. The normalized ap-
pearance position of each slide is determined by dividing the end of the previous slide 
position by the number of the slides. So, the normalized appearance position of the 
target slide 3 is 0.11 (=2/19). The metadata appearance ratios at the position 0.11 are 
calculated by counting metadata of the same position in all presentation documents. In 
this case shown in Fig. 2, among the four presentation documents, two "Table of 
Contents" slides and two "Overview" slides appear at the normalized position 0.11. 
The metadata appearance ratios of "Table of Contents" and "Overview" are conse-
quently calculated as 50% (2/4) respectively. 
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Fig. 2. Normalized Appearance Position 

Step 4. This technique also counts the number of the slides included in each segment 
metadata and calculates averages and standard deviations of the allocation rate of 
every segment metadata from the documents that have the similar condition in regard 
to the presentation time. Such allocation rate indicates the presentation schema, which 
could allow the laboratory members to gain an awareness of presentation structure. 

3.2   Recommendation Service for Slide Metadata 

Using the results of the presentation structure analysis described above, this Web 
service recommends the slide metadata to be attached to presentation documents. The 
aim of this service is to help the novices attach the slide metadata to the documents 
they compose. The first step towards identifying appropriate slide metadata from the 
typical keywords included in the slide is to calculate the keyword vector of each slide 
in the same way as the machine learning technique does. The second step is to calcu-
late degree of similarity between the target slide k and the slide metadata i by means 
of the following formula as inner product of each keyword vector.  

.),( ik VVikSim ⋅=  (3)

where Vk and Vi are the keyword vectors of the slide k and the slide metadata i. Vk is 
calculated in the presentation structure analysis. The candidates of the slide metadata 
are ranked in a descending order of the similarity degree. The next step is to calculate 
the normalized appearance position of each slide in the same way as the training  
data. The candidates of the slide metadata are ranked in a descending order of the 
normalized appearance frequency. Following these orders, this service extracts  
metadata candidates and sorts them by multiplying the keyword vector similarity and 
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normalized appearance frequency, which are recommended as appropriate metadata 
of the target slide. 

3.3   Diagnosis Service for Presentation Structure and Keywords 

This service uses the results of the presentation structure analysis to diagnose the 
presentation structure and keywords embedded in the presentation documents  
composed by the laboratory members because the results could reflect on the typical 
presentation structure that represents presentation heuristics shared in the laboratory.  

It provides four functions as follows: (1) Segment sequence checker detects frag-
mentations of the segments estimated from the slide metadata so that the novices can 
notice discontinuities of the presentation sequence easily. (2) Segment balance 
checker detects an allocation tendency of the segment metadata by comparing the 
target document to average and standard deviation of the allocation rate of the training 
data. This function enables them to adjust the segment allocations in order to compose 
the presentation documents depending on the presentation time. (3) Metadata key-
word checker evaluates whether typical keywords corresponding to certain slide 
metadata are used in each slide. The typical keywords are determined by the weight 
score of the word wi,j more than the average word weight score of the slide metadata. 
(4) Title keyword checker evaluates whether keywords including the title of the pres-
entation document are used in each segment. The presentation title would include 
most important keywords for the presentation, but the keywords are not included in 
the slides of the document since it is often forgotten in the process of composing the 
document. This function accordingly allows them to reflect on appropriateness of the 
presentation title and slide contents.  

3.4   Web Services Interface 

These services have been implemented with Microsoft Visual C# 2008, ASP.NET 
3.5, SQL Server 2008 and Silverlight 3 in order to run like desktop applications on the 
major web browsers such as Microsoft Internet Explorer, Mozilla FireFox, and 
Google Chrome. These services support Microsoft PowerPoint 2007 format (.pptx) as 
the presentation documents. 

The service for the metadata recommendation estimates the slide metadata corre-
sponding to the target slide as shown in left side of Fig. 3. After uploading a .pptx file 
as the presentation document, a laboratory member can attach the slide metadata to 
each slide included in the document by means of the recommendation function. When 
he/she pushes the button for metadata recommendation, Metadata Editor shows the 
results of the recommendation at the right side of the slide thumbnail. The metadata 
selected are stored with the document to the Web server. 

The service for the structure diagnosis provides him/her with four types of interac-
tive diagnosis functions. Right side of Fig. 3 shows the segment balance checker, 
which displays pie charts for the allocation rate of the segment metadata. He/she 
could compare his/her segment allocation data to the average segment allocation data 
calculated from the presentation documents with the similar condition in the presenta-
tion time. These environments enable the novices to improve the documents from a 
semantics structure point of view. 
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4   Case Studies 

This section describes case studies whose purpose was to investigate whether the 
services enabled suitable metadata recommendation and structure diagnosis in indirect 
manners. In these studies, we used 12 presentation documents for the interim presen-
tation (presentation time: 7 minutes) of our laboratory members as training or target 
data. The main domain of these documents was to develop self-directed learning sup-
port systems. The slide metadata were attached to all the documents by a knowledge-
able researcher (one of the authors) as correct metadata in advance. 

 

Fig. 3. System Interface 

4.1   Case Study for Recommendation Service 

The purpose of this study was to compare the accuracy among three recommendation 
approaches using (1) the keyword similarity, (2) the normalized appearance position, 
and (3) these combination. First, we chose a certain presentation document from the 
12 documents, which deleted the slide metadata attached as a recommendation target. 
Next, we registered the other 11 documents on the service as training data for the 
presentation structure analysis and recommended the slide metadata for the target 
document from the results of the analysis. We repeated such recommendation process 
for every document and compared the slide metadata attached by the knowledgeable 
researcher to the ones attached by the service. 

Table 1 shows the results of the accuracy of the metadata recommended which 
were divided into two types, (a) accuracy of first place, which represented the rate of 
the metadata correctly recommended in the first place, (b) accuracy of top three 
places, which represented the rate of the metadata correctly recommended in the top 
three places. Table 1 indicates that the results of the combination approach (3) were 
more suitable for the metadata recommendation than (1) and (2). From the results of 
type (a), fully-automated metadata recommendation has still a lot of problems. From 
the results of type (b), on the other hand, metadata candidates would work to some 



492 S. Hasegawa, A. Tanida, and A. Kashihara 

extent. Of course, it would be a feature work whether the novices could attach the 
suitable slide metadata by using the metadata candidates. 

A number of reasons could be given for reviewing the failures of the recommenda-
tion in case of the recommendation approach (3) as follows: The slide using minor 
keywords in the research group reduced the accuracy of the recommendation. Some 
slide metadata such as "Architecture" and "Interface" did not have enough typical 
keywords since most of them consisted of a couple of pictures or figures. There were 
some keywords, which had close relationships with several slide metadata. For exam-
ple, the keyword "task" was associated with not only "Approach (i.e. target tasks)" but 
also "Conclusion (i.e. future tasks)"”. Metadata of "Table of Contents" were often 
used as breakpoints of the presentation document. 

Table 1. Accuracy Rate of Metadata Recommendation 

 

4.2   Case Study for Recommendation Service 

The purpose of this study was to observe the variation of the presentation structure in 
refinement processes by means of the proposed diagnosis functions. In this study, we 
first registered the above 12 presentation documents with metadata on the service as 
the training data. Then we prepared paired documents different from the training data, 
which a novice in our laboratory composed. These documents were the first and final 
versions for the interim presentation. Assuming that the final version was more re-
fined than the first version, we investigated differences in each diagnosis result. 

Table 2 shows the diagnosis results of the first and final versions of the document. 
Comparing these results, problems of the segment sequence, segment balance, and 
title keyword in the first version were resolved through the presentation refinements. 
On the other hand, the diagnosis results of metadata keyword showed that they could 
not use typical keywords for the slide metadata in the final version less than in the 
first version. These results suggest availabilities of such diagnosis services except for 
the metadata keyword diagnosis by means of the presentation structure awareness. 

Table 2. Diagnosis Results of First and Final Versions of Presentation 
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5   Conclusion 

This paper has described the presentation improvement support Web services with the 
presentation structure framework. The fundamental function of the services is to ana-
lyze the presentation structure automatically by the machine learning technique. We 
have also demonstrated the recommendation service that recommends the metadata to 
be attached, and the diagnosis service that diagnoses the presentation structure from 
the documents repository. These services utilize the results of the presentation struc-
ture analysis with the machine learning technique. 

In addition, this paper has discussed case studies with the proposed recommenda-
tion and diagnosis services. The results indicate that these services would make it 
possible to provide the novices with awareness that could contribute to developing 
skills in composing presentation documents with presentation heuristics. 

In the near future, it will be necessary to improve the recommendation accuracy 
and to facilitate skill development for composing presentation documents. Further-
more, we will evaluate effectiveness of the diagnosis service for the presentation 
refinement process in a more detail. 
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Abstract. Companies increasingly often deploy social media technolo-
gies to foster the knowledge transfer between employees. As the amount
of resources in such systems is usually large there is a need for
recommender systems that provide personalized information access.
Traditional recommender systems suffer from sparsity issues in such en-
vironments and do not take the users’ different topics of interest into
account. We propose a topic-based recommender system tackling these
issues. Our approach applies algorithms from the domain of topic de-
tection and tracking on the metadata profiles of the users’ preferred
resources to identify their interest topics. Every topic is represented as
a weighted term vector that can be used to retrieve unknown, relevant
resources matching the users’ topics of interest. An evaluation of the ap-
proach has shown that our method retrieves on-topic resources with a
high precision.

Keywords: Knowledge Management, Enterprise 2.0, Recommender
System.

1 Introduction

Nowadays, social media technologies are increasingly often deployed to foster
the knowledge transfer in the Enterprise. McAffee introduced the concept of the
Enterprise 2.0 as a collection of Web 2.0 technologies for generating, sharing,
and refining information [7]. As the amount of content in these information
systems grows, there is an increasing need for recommender systems that keep the
users informed about resources matching their needs and preferences. However,
traditional recommender systems based on collaborative filtering suffer from
sparsity issues, particularly in scenarios where the amount of items is much
larger than the amount of users. Content-based recommender systems on the
other hand tend to recommend similar items only (overspecialization problem)
thus not considering a user’s full range of interests (e. g., [1]).

We propose an approach providing personalized resource recommendations
in Enterprise 2.0 platforms. By applying algorithms from the domain of topic
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detection and tracking we identify a knowledge worker’s different topics of inter-
est. The method analyzes the metadata profiles of each user’s preferred resources
and derives per topic a weighted term vector as a label. When the user requests
recommendations these vectors are used to query an index in order to find previ-
ously unknown resources matching the respective interest topics. The evaluation
of our method has shown that the proposed approach can generate topic-based
recommendations with a high precision.

The reminder of this article is structured as follows: In Section 2 the ALOE
system is described, for which the proposed algorithm has been developed. Sec-
tion 3 presents the topic-based recommendation method in detail. An evaluation
of our approach is presented in Section 4. Related work in the field of topic-based
recommender systems is presented in Section 5. Finally, in Section 6 we conclude
our findings and present ideas for future work.

2 The ALOE System

ALOE1 is an Enterprise 2.0 resource sharing platform designed for documents
of arbitrary format and their associated metadata [8]. It has been developed in
the Knowledge Management Group of the German Research Center for Artificial
Intelligence.2

2.1 Functionalities and Metadata

The ALOE system supports sharing of bookmarks and all kinds of files (im-
ages, audio, video, office documents, etc.). It provides tagging, commenting, and
rating functionalities. Search facilities are offered that provide ranking options
taking the usage of resources into account (such as most viewed, highest rated,
most commented). A group concept has been implemented that enables users
to contact and exchange resources with other users that share similar topics of
interest. For the personal organization of resources collections are offered that
allow users to group thematically related resources together.

The ALOE system enables the knowledge worker to share content according
to her topics of interest. In order to make resources easily retrievable they are
annotated with metadata by the community of users. Whenever users add re-
sources to their portfolio they have to annotate a title and tags. Optionally a
description, author, and licensing information may also be added.

2.2 Eliciting User Preferences

Recommender systems need to learn about the users’ preferences in order to
provide them with useful recommendations. There are two possibilities to capture
these preferences: First, users can be asked to rate items explicitly on a predefined
scale. Second, user preferences can be inferred implicitly by observing the user’s
1 http://aloe-project.de/AloeView/
2 http://www.dfki.de/

http://aloe-project.de/AloeView/
http://www.dfki.de/
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interaction with the system [9]. As explicit ratings impose a cognitive cost, often
users are reluctant to vote. For that purpose many systems try to infer rating
values implicitly by observing the users. For our recommender system based
on the ALOE platform, we consider resource contributions, adding a resource
to one’s portfolio, and watching the detailed metadata of a resource as implicit
positive ratings. Explicit ratings are also considered by our recommender system
and are taken over as provided by the users. All ratings are on a five point rating
scale with five as the best and one as the worst rating that can be given. Further
every action that is associated with a preference expression has a priority value
assigned (low, middle, high). In case that several such actions from one user
are associated with a resource, the rating value of the action with the highest
priority is used. The rating and priority values of each preference relevant user
action are as follows:

– View detailed metadata: rating 3, priority low
– Add resource to portfolio: rating 4, priority middle
– Contribute Resource: rating 4, priority middle
– Rate resource: the user’s rating value, priority high

3 Topic-Based Resource Recommendations

The goal of our approach is the provision of resource recommendations according
to a knowledge worker’s different topics of interest. To achieve this target we
need to gather a critical amount of information about the users first. Currently,
we require that a user has explicitly or implicitly expressed a preference for at
least 20 resources. However we want to generate useful recommendations also
for users that are new to the system. For that purpose we propose a switching
hybrid recommender system that generates traditional item-based collaborative
filtering recommendations [10] for users for which no interest topics have been
identified yet. For users that have interacted with the system over a longer period
of time and expressed preferences for a sufficient amount of items we determine
the user’s topics of interest and use them for content-based recommendations.
The current Section describes the calculations that are performed offline as well
as the online recommendation generation process.

3.1 Offline Analysis

In order to provide recommendations in real time for many users some time-
consuming calculations are performed offline, stored in a data base or an index,
and can be retrieved quickly when recommendations are requested. The calcu-
lations performed offline will be described subsequently.

Item Similarities. Once every day, we calculate the similarities between all
public items in the ALOE data base, for which at least three common users
have provided explicit or implicit ratings. The similarity between items is cal-
culated according to the traditional item-based collaborative filtering algorithm
as proposed in by Sarwar et al. [10].
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User Interests Identification. We identify the knowledge workers’ topics of
interest by applying textual data mining techniques on the metadata profiles
of her preferred resources. The different steps of our topic extraction algorithm
will be summarized in short subsequently. A detailed description was previously
provided in [11].

Data Access: We determine all resources for which a user has expressed a pref-
erence since the last time her interests have been extracted. For each of these
resources a metadata profile consisting of the annotated titles and the tags is
composed. Per resource potentially many titles are available as every user that
adds the resource to her portfolio has to provide a title.

Preprocessing: We convert the terms contained in the metadata profiles to lower
case characters, remove punctuation characters and stop words. Further stem-
ming is applied to bring the terms to a normalized form. The normalized profiles
of the resources are mapped to a vector space where the features correspond to
the terms in the corpus (i. e., the currently considered set of the user’s preferred
resources) and the feature values are the counts of the words in the respective
metadata profiles.

Noise Reduction: Very rare and very frequent terms are not considered helpful
to characterize resources. As a consequence dimensions representing these terms
are removed.

Term Weighting: Terms that appear frequently in the metadata profile of one
resource but rarely in the whole corpus are likely to be good discriminators
and should therefore obtain a higher weight. We use the TF-IDF [5] measure to
achieve this goal.

Clustering and Cluster Labeling: To be able to cluster the set of a user’s preferred
resources we need to find a reasonable number of clusters in our data first.
For this purpose we follow an approach which is based on the residual sum of
squares (RSS) in a clustering result (see [6], page 365). For document clustering
and cluster label extraction we apply non-negative matrix factorization (NMF,
[13]) on the term-document matrix representing a user’s preferred resources.
NMF is a co-clustering technique that clusters the rows and columns of a matrix
simultaneously. The output of the NMF algorithm is for each term and document
its degree of affiliation to each identified topic cluster. By choosing for each topic
the ten most relevant terms we obtain for every user interest a weighted term
vector characterizing the respective topic. An example of a user profile consisting
of many such topics is depicted in Figure 1.

Item Profiles Index. In order to enable a fast lookup of items matching a user’s
topics of interest we store the metadata profiles of all public resources of the
ALOE system in a Lucene3 index. The profiles consist of the titles, descriptions,
and tags that have been annotated for each resource. A new index is generated
once every day.
3 http://lucene.apache.org/

http://lucene.apache.org/
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Fig. 1. Profile representing a user’s different topics of interest by weighted term
vectors [11]

3.2 Online Recommendation Generation

Whenever a user requests recommendations, two use cases have to be distin-
guished that will be described subsequently:

Recommendations w/o Interest Topics Available. The user has expressed
a preference for at least one resource for which similar items could be determined,
however no user interest topics are available yet. This may be accounted to the
following reasons: First, it might be that the user has not expressed preferences
for the minimum number of required items. Second, it might be the case that
the user interests identification algorithm has not been run for the current user
yet. In this case recommendations are calculated according to the item-based
collaborative filtering method.

Recommendations with Interest Topics Available. In the case that a
user’s topics of interests have been identified, the recommendations are generated
as follows:

– The user’s interest topics are loaded from the data base.
– From the most current interest topics we select randomly a predefined num-

ber. Currently, we select at most five interest topics. However if less topics
are available, all of them will be used.

– The index containing the item profiles is queried according to these interest
topics. For each topic, we compose a query that contains the relevant topic
terms. A discussion on how to choose the term relevance threshold is provided
in Section 4.3. The term weights are used as boosting factors in our query
and the terms are connected by an “OR” semantic.

– From the retrieved resources those items which are already known by the
user are removed.

– A recommendation list is composed that should contain at most ten items
and we aim at delivering an equal number of items for each selected user
interest topic.

– Metadata of the recommended items is loaded from the ALOE data base
and the list is returned to the user.
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4 Evaluation

The purpose of our evaluation study was to examine whether the derived cluster
labels could separate a user’s resources that are associated with a topic from
the rest of the user’s resources. A similar approach to evaluate cluster labels for
topic-based recommendations has been applied by Yeung et al. [14]. Section 4.1
presents the data set that we used for our evaluation. The results are presented
in Section 4.2, followed by a discussion in Section 4.3.

4.1 Data Set

Currently there are not enough users that regularly use ALOE, thus making an
expressive evaluation based on the data in the ALOE system impossible. So we
decided to use the BibSonomy data set4 which is freely available for research
purposes. BibSonomy5 is a social sharing platform for bookmarks (URLs) and
publication references [4]. The provided data set consists of four tables:

– Table bibtex stores the bibtex entries that are associated with a shared pub-
lication. It has 566,939 instances.

– Table bookmark contains the URLs and metadata of bookmark contribu-
tions. The data set comprises 275,410 instances.

– In table tas the tag assignments of bibtex entries and bookmarks are stored.
There are 2,622,423 tag assignments by 6,569 users for 837,757 resources
available. For bookmarks only there are 1,009,010 tags provided by 4,095
users available.

– Further in table relation sub and super relations of tags are stored. The table
has 11,292 instances.

In ALOE the users can share files and bookmarks. We decided to focus on the
BibSonomy bookmarks for our evaluation as we consider them to best represent
the data and metadata in ALOE. As described in Section 3.1 we use titles and
tags to construct metadata profiles of the resources from which the topics are
determined. This metadata is also available for resources in the BibSonomy
system.

When deploying a topic-based recommender system the current user interest
topics should be extracted on a regular basis, e. g., once every week. We selected
users that have contributed between 20 and 500 resources as we consider this
amount as representative to be contributed in such a time interval. From 503
users matching this criterion we skipped the first 200 early adopters of the sys-
tem. From the remaining 303 users our approach could detect topics for 296 of
them. We analyzed the contributions of the remaining seven users for which no
topics could be extracted. It was found that these users either did not provide
the required metadata or they contributed spam. In our preprocessing steps the
metadata profiles of these resources were deleted.
4 Knowledge and Data Engineering Group, University of Kassel: Benchmark Folkson-

omy Data from BibSonomy, version of July 1st, 2010
5 http://bibsonomy.org/

http://bibsonomy.org/
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4.2 Results

To evaluate how good the cluster labels can separate on-topic from off-topic
resources we took for each user and each interest topic all relevant terms from
the cluster label and queried the data base with them. We used an exact match
query with an “AND” semantic. The selected terms of the topic labels had
to appear in the tags, the title, or the description of a retrieved resource. We
compared the retrieved resources to the set of resources the clustering algorithm
had found for the respective topic. A term was considered as relevant, when it’s
relevance value was at least r% of the relevance value of the most relevant term
in the cluster. We controlled parameter r to see which term relevance threshold
would provide the best results. The measures precision, recall, and the F-measure
have been used to evaluate our approach. These measures are commonly applied
to evaluate systems in the field of information retrieval.

Figure 2 plots the precision, recall, and F-measure values of our experiments
for different term relevance thresholds. The best results were achieved when
only the most relevant terms were used for the query. With a term relevance
threshold r of 100% the average precision per user was 0.85, the average recall
was 0.42, and the average F-measure was 0.49. When examining the results in
greater detail, we found that the accuracy of the clustering algorithm was less
than perfect thus leading to off topic resources in the clusters. Such resources
are not intended to be found by our algorithm that way leading to decreased
recall values. However with an average precision of 0.85 we are confident that
our algorithm can recommend resources matching the users’ topics of interest.

4.3 Discussion

The goal of the evaluation study was to show that the cluster labels derived by
our approach are capable of separating resources belonging to a topic from the

Fig. 2. Evaluation of topic labels by making use of precision, recall, and F-measure,
the term relevance threshold has been used as control parameter
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rest of the resources. In our experiments we found that by including only the
most relevant terms of the label the best results could be achieved. However,
a preliminary evaluation study that has been conducted before [11], has shown
that users were able to associate cluster labels with their interest topics also
when the term relevance threshold was set to 25% only. We therefore propose
to relax the condition of using queries with only the most relevant topic terms.
Instead, our system uses a query with an “OR” semantic and boosts the terms
according to their relevance values that way ranking those items best matching
a topic label first. In other scenarios in which our topic extraction approach
has been applied, we found that a term relevance threshold of 50% leads to
reasonable results [12]. In our future work the overall recommendation quality
as perceived by the users has to be tested in a live user experiment.

5 Related Work

A folksonomy-based approach for user interests identification in collaborative
tagging systems has been proposed by Yeung et al. [14]. Assuming that the
resources and tags posted to such systems highly depend on the users’ interests
they use the folksonomies in these systems to build topic-based user profiles.
The authors propose a network analysis technique applied on the personomy of
the users to identify their different topics of interest. A personomy is defined
as the part of the folksonomy that is restricted to the tags, documents, and
annotations of one particular user. It is represented as a bipartite graph. This
graph is clustered and for each cluster the authors extract a signature consisting
of the tags that appear with more than a certain percentage of the documents
in the cluster. Finally a user profile is returned as a set of these signatures. A
major difference to our approache is that Yeung et al. do not exploit the user-
contributed metadata of other users for shared bookmarks. Hence, collective
intelligence in not harnessed to obtain proper resource descriptions.

Guo and Yoshi propose a topic-based recommendation framework integrating
the tag annotations of individual users, user communities, and all users of a col-
laborative tagging system [3]. They apply a modified Latent Dirichlet Allocation
model [2] to cluster users and tags simultaneously thus obtaining the implicit
linking of tags and users. The authors assume a fixed number of 100 topics.
They calculate vectors that determine the degree of affiliation of each resource,
user, user community, and query term to each topic. Recommendations are then
provided by first combining the vectors of the query terms, the active user, and
the community of the active user. Second, the top five topics are selected and
all bookmarks with a high degree of affiliation for the selected topics are found
in the data base. Experimental results show that the proposed recommendation
method can alleviate data sparsity and provide more effective recommendations
than previous methods. Guo and Joshi assign each user to a topic community
based on the user’s interest value for the associated topic. Our method does
not assume one predominant interest topic for a user. It retrieves resources for
different interest topics each with equal weight.
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Ziegler et al. aim at improving topic diversification by balancing top-N rec-
ommendation lists according to the users’ full ranges of interests [15]. In their
recommender system each item is associated with features from a domain taxon-
omy like, e. g., author, genre, and audience in the domain of books. The proposed
algorithm takes a top-N recommendation list and selects a (much) smaller sub-
set of items with a low degree of intra-list similarity. The final recommendation
list is built by gradually adding items that keep intra-list similarity low and are
recommendable according to traditional collaborative filtering algorithms. The
approach presented by Ziegler et al. assumes that features from a domain tax-
onomy are annotated for each item. In Enterprise 2.0 platforms such features
are not always available as many systems do not want to place the burden of
annotating content with concepts from a formal taxonomy on the users.

6 Conclusion and Future Work

In this work we have presented a recommender system for Enterprise 2.0 resource
sharing platforms taking the knowledge workers different topics of interest into
account. By applying a text mining algorithm on the metadata profiles of the
users’ preferred resources, we derive weighted term vectors that characterize the
users’ topics of interest. The vectors are used to query an index for items match-
ing these topics. An evaluation of our approach has shown that the proposed
method can retrieve resources for a selected topic with a high precision.

In our future work we will have to evaluate how users of the system perceive
the quality of the recommendations as well as the diversity of topics. Besides
identifying the users’ most current topics of interest we are also working on the
identification of persistent topics in which knowledge workers are interested for
a longer period of time.
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4. Hotho, A., Jäschke, R., Schmitz, C., Stumme, G.: Bibsonomy: A social bookmark
and publication sharing system. In: Proceedings of the Conceptual Structures Tool
Interoperability Workshop at the 14th International Conference on Conceptual
Structures, pp. 87–102. Aalborg University Press (2006)



504 R. Schirru et al.

5. Jones, K.S.: A statistical interpretation of term specificity and its application in
retrieval. Journal of Documentation 28(1), 11–21 (1972)

6. Manning, C.D., Raghavan, P., Schütze, H.: Introduction to Information Retrieval,
online edition. Cambridge University Press, Cambridge (April 2009)

7. McAfee, A.P.: Enterprise 2.0: The dawn of emergent collaboration. MIT Sloan
Management Review 47(3), 21–28 (2006)

8. Memmel, M., Schirru, R.: Sharing digital resources and metadata for open and
flexible knowledge management systems. In: Tochtermann, K., Maurer, H. (eds.)
Proceedings of the 7th International Conference on Knowledge Management (I-
KNOW), Know-Center, Graz, Journal of Universal Computer Science, pp. 41–48
(September 2007) ISSN 0948-695x

9. Nichols, D.M.: Implicit rating and filtering. In: Proceedings of the Fifth DELOS
Workshop on Filtering and Collaborative Filtering, pp. 31–36 (1997)

10. Sarwar, B., Karypis, G., Konstan, J., Reidl, J.: Item-based collaborative filtering
recommendation algorithms. In: WWW 2001: Proceedings of the 10th International
Conference on World Wide Web, pp. 285–295. ACM, New York (2001)

11. Schirru, R., Baumann, S., Memmel, M., Dengel, A.: Extraction of contextualized
user interest profiles in social sharing platforms. Journal of Universal Computer
Science 16(16), 2196–2213 (2010)
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Abstract. Automated annotation of digital images is a challenging task being 
used for indexing, retrieving, and understanding of large collections of image 
data. Several machine learning approaches have been proposed to model the ex-
isting associations between words and images. Each approach is trying to assign 
to a test image some meaningful words taking into account a set of feature vec-
tors extracted from that image. In general for the annotation process of medical 
or natural images the words are retrieved from a controlled vocabulary or from 
an ontology. This paper presents an original approach for creating two ontolo-
gies and an original design of an image annotation system. The ontologies are 
created using the information provided by two distinct sources: MeSH – a vo-
cabulary used for subject indexing and searching of journal articles in the life 
sciences and SAIAPR TC-12 Dataset – a set of annotated images having a vo-
cabulary with a hierarchical structure. The annotation system is using an effi-
cient annotation model called Cross Media Relevance Model each image being 
segmented using a segmentation algorithm based on a hexagonal structure.  

Keywords: image annotation, image segmentation, ontology. 

1   Introduction 

Automatic image annotation is a task that assigns words to images taking into account 
their semantic content. There are two reasons that are making the image annotation a 
difficult task: the semantic gap, being hard to extract semantically meaningful entities 
using just low level image features and the lack of correspondence between the key-
words and image regions in the training data. 

There are many annotation models proposed and each model has tried to improve a 
previous one. These models were splitted in two categories: 

a) Parametric models: Co-occurrence Model [1], Translation Model [2], Correla-
tion Latent Dirichlet Allocation [3] 

b) Non-parametric models: Cross Media Relevance Model (CMRM) [4], Conti-
nuous Cross-Media Relevance Model (CRM) [5] 

An annotation model annotates an image by providing a set of words that are describ-
ing the semantic content of that image. Each word is retrieved from a controlled  
vocabulary since not all words are properly describing the images from a specific 
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domain. This constraint is mainly required for images retrieved from medical domain. 
For example an image containing details about an ulcer should be annotated using 
specific words that are related to digestive diseases. This requirement can be satisfied 
by using ontologies.  

The term ontology originated as a science within philosophy but evolved over time 
being used in various domains of computer science. An ontology represents an 
explicit and formal specification of a conceptualization [19] containing a finite list of 
relevant terms and the relationships between them. Ontologies are enabling 
knowledge sharing and support for external reasoning.    

For medical domain can be used existing ontologies named Open Biological and 
Biomedical Ontologies [6] or custom ontologies created based on a source of infor-
mation from a specific domain. Existing ontologies are provided in formats that are 
not always easy to interpret and use. A high flexibility is obtained when an ontology 
is created from scratch using a custom approach.  

We have designed an annotation system to handle the annotation task for images 
retrieved from two distinct sets: a set of images from medical domain and a set of 
images from nature. Our approach can be extended in a similar way for other sets. 
The annotation model that was integrated in our system is based on an efficient model 
called CMRM and it expects to have available annotations at region level. Several 
studies have shown that this model produces better results than two previous models: 
the Co-occurrence Model and the Translation Model. Using a set of images from 
nature [13] or a set of images from medical domain the system learns the joint distri-
bution of the blobs and words. In this context a blob represents a cluster of image 
regions. 

Each new image is segmented using a segmentation algorithm [10] which inte-
grates pixels into a grid-graph. The usage of the hexagonal structure improves the 
time complexity of the methods used and the quality of the segmentation results.  

For the annotation process we needed an ontology for each data set. For this reason 
we have created two ontologies using an original approach: one ontology was created 
starting from the information provided by Medical Subject Headings (MeSH) [11] 
and another one starting from the content of the SAIAPR TC-12 Dataset [13]. 
SAIAPR TC-12 is a dataset which satisfies the requirements of the CMRM model, to 
have annotations at region level. There are other public datasets available but these 
are providing annotations only at image level. 

 MeSH are produced by the National Library of Medicine (NLM) and contain a 
high number of subject headings being used for subject indexing and searching of 
journal articles in MEDLINE/PubMed[12]. Medical terminologies like MeSH are 
good starting points for semantic description providing the user with a static know-
ledge reference.   

The remainder of the paper is organized as follows: related work is discussed in 
Section 2, Section 3 contains a description of the annotation model and of the data 
sets used by the system, Section 4 provides a description of the modules included in 
system’s architecture together with some experimental results and Section 5 con-
cludes the paper.  
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2   Related Work 

Object recognition and image annotation are very challenging tasks. For this reason a 
number of models using a discrete image vocabulary have been proposed for the im-
age annotation task.  

Mori et al. [1] used a Co-occurrence Model in which they looked at the co-
occurrence of words with image regions created using a regular grid. The image 
regions from the training data were clustered into a number of region clusters. For 
each training image its keywords were propagated to each region. The major 
drawback of this model is that it assumes that if some keywords are annotated to an 
image, they are propagated to each region in this image with equal probabilities. 

Duygulu et al [2] described images using a vocabulary of blobs. For each image 
region 33 features such as color, texture, position and shape information were com-
puted. The vector quantized image regions are treated as “visual words” and the 
relationship between these and the textual keywords can be thought as that between 
one language, such as French, to another language, such as English.. The regions were 
clustered using the K-means clustering algorithm into 500 clusters called “blobs". 
Similar to the Co-occurrence model, the learned parameters of their model called 
Translation Model are also the conditional distribution probability table. This model 
does not propagate the keywords of an image to each region with equal probability. 
Instead, the association probability of a textual keyword to a visual word is taken as a 
hidden variable and estimated by the Expectation-Maximization (EM) [20] algorithm. 
This annotation model was a substantial improvement of the Co-occurrence model. 

Jeon et al. [3] viewed the annotation process as analogous to the cross-lingual re-
trieval problem and used a Cross Media Relevance Model to perform both image 
annotation and ranked retrieval. This model is finding the training images which are 
similar to the test image and propagate their annotations to the test image. It is 
assumed that regions in an image can be described using a small vocabulary of blobs. 
Blobs are generated from image features using clustering. Based on a training set of 
images with annotations and using probabilistic models it is possible to predict the 
probability of generating a word given the blobs in an image.�This model can be used 
to automatically annotate and retrieve images given a word as a query. CMRM is 
much more efficient in implementation than the above mentioned parametric models 
because it does not have a training stage to estimate model parameters. 

A new generation medical knowledge annotation and acquisition system called 
SENTIENT-MD (Semantic Annotation and Inference for Medical Knowledge Dis-
covery) is presented in [16]. The system has a semantic annotation and inference 
platform for precise semantic annotation of medical knowledge in natural language 
text. Natural language  parse trees are semantically annotated and transformed into 
annotated semantic networks for the purpose of inferring general knowledge from the 
text. Natural language processing techniques are used to abstract the text into a 
semantically meaningful representation guided by a domain ontology. 

An ontology annotation tree browser (OAT) [7] was created to facilitate the analy-
sis of gene lists. OAT includes multiple gene identifier sets, which are merged inter-
nally in the OAT database. For this system were generated novel MeSH annotations 
by mapping accession numbers to MEDLINE entries. In OAT were harmonized two 
ontologies: one ontology of medical subject headings (MeSH) and gene ontology 
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(GO), to enable users to use knowledge both from the literature and the annotation 
projects in the same tool.  

An annotation system called M7MeDe [8] is used for surgical videos. This system 
creates descriptions in the MPEG-7 [9] standard using MeSH classification based on a 
mapping between MPEG-7 structural annotation classes onto categories of MeSH 
descriptors. Each video segment is described either using free text or by attaching 
keywords from MeSH thesaurus to a selected MPEG-7 structured annotation category 
like What, What Object , What Action etc. 

3   The Annotation Model and Data Sets 

The Cross Media Relevance Model is a non-parametric model for image annotation 
and assigns words to the entire image and not to specific blobs. A test image I is an-
notated by estimating the joint probability of a keyword w and a set of blobs: , , … , ∑ ,∈ , … , | .     (1) 

For the annotation process the following assumptions are made: 

a) it is given a collection C of un-annotated images 
b) each image I from C to can be represented by a discrete set of blobs  …  
c) there exists a training collection T, of annotated images, where each image  J 

from T has a dual representation in terms of both words and blobs: … ; …  
d)  is kept uniform over all images in T 
e) the number of blobs  and words in each image (m and n) may be different from 

image to image. 
f) no underlying one to one correspondence is assumed between the set of blobs 

and the set of words; it is assumed that the set of blobs is related to the set of 
words.    , , … , | ) represents the joint probability of keyword w and the set of blobs , … ,   conditioned on training image J. In CMRM it is assumed that, given image 

J, the events of observing a particular keyword w and any of the blobs , … ,   are 
mutually independent. This means that , … , | ) can be written as: 

 , , … , | | ∏ | ) .       (2) | 1  # ,| | # ,| |  .         (3) | 1  # ,| | # ,| |  .         (4) 

                                | | .                                                         (5) 

where: 
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a)  P(w|J) , P(w|J) denote the probabilities of selecting the word w, the blob b from 
the model of the image J. 

b) #(w, J) denotes the actual number of times the word w occurs in the caption of 
image J. 

c) #(w, T ) is the total number of times w occurs in all captions in the training set T 
. 

d) #(b, J) reflects the actual number of times some region of the image J is labeled 
with blob b. 

e) #(b, T ) is the cumulative number of occurrences of blob b in the training set.  
f) |J| stands for the count of all words and blobs occurring in image J. 
g) |T| denotes the total size of the training set.  
h) The prior probabilities P(J) are be kept uniform over all images in T being esti-

mated with equation (5).The smoothing parameters  and  were used as:  = 
0.1 and  = 0.9.  

Medical Subject Headings (MeSH) is a comprehensive controlled vocabulary for the 
purpose of indexing journal articles and books in the life sciences; it can also serve as 
a thesaurus that facilitates searching. MeSH’s structure contains a high number of 
subject headings also known as descriptors. The descriptors or subject headings are 
arranged in a hierarchy. The tree numbers indicate the places within the MeSH hierar-
chies, also known as the Tree Structures, in which the descriptor appears. Thus, the 
numbers are the formal computable representation of the hierarchical relationships. 
The tree locations carry systematic labels known as tree numbers, and one descriptor 
may have several tree numbers. For example, the descriptor "Digestive System Neop-
lasms" has the tree numbers C06.301 and C04.588.274. Every descriptor also carries a 
unique alphanumerical ID called DescriptorUI that will not change.  

Two important relationship types are defined for MeSH content: hierarchical rela-
tionships and associative relationships. Many examples of hierarchical relations are 
instances of the part/whole and class/subclass relationships. Hierarchical relationships 
in the MeSH thesaurus are at the level of the descriptor and are seen as parent-child 
relationships. Associative relationships are used to point out in the thesaurus, the 
existence of other descriptors, which may be more appropriate for a particular pur-
pose. MeSH content is offered as an xml file named desc2010.xml (2010 version) 
containing the descriptors and a txt file named mtrees2010.txt containing the hierar-
chical structure. The hierarchical structure of each category can be established based 
on the tree number and this observation will be taken into account when establishing 
the hierarchical relationships between concepts.  

SAIAPR TC-12 [13][15] benchmark contains segmented and annotated images 
that can be used to perform experiments on natural images. It represents an extension 
of the IAPR TC-12 [14] collection for the evaluation of automatic image annotation 
methods. Each image was manually segmented using a Matlab tool named Interactive 
Segmentation and Annotation Tool (ISATOOL). Each region has associated a seg-
mentation mask and a label from a predefined vocabulary of 275 labels. This vocabu-
lary is organized according to a hierarchy of concepts having six main branches: Hu-
mans, Animals, Food, Landscape-Nature, Man-made and Other.  

For each pair of regions the following relationships have been calculated in  
every image: adjacent, disjoint, beside, X-aligned, above, below and Y-aligned.  
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The following features have been extracted from each region: area, boundary/area, 
width and height of the region, average and standard deviation in x and y, convexity, 
average, standard deviation and skewness.  

The dataset contains several folders of images, each folder having the structure 
presented bellow:  

a) images folder contains the initial images that were manually segmented 
b) segmentation_masks folder contains for each image region a file having the 

extension .mat (Matlab files) that is representing a segmentation mask.  
c) single_mask folder contains a single .mat file per image, representing the 

mask of the entire image. 
d) spatial_relationships contains a file per image with information about the spa-

tial relationships detected between each pair of regions. 
e) segmented_images folder contains manually segmented images.  
f) features.txt contains the values of the extracted features from each region. 

Each record from this file contains a tuple having the folowing format: 
(image index, region index, feature1,feature2............feature28) 

g) labels.txt file contains the information needed to identify the words assigned to 
each image region. Each line in this file contains a tuple having the folowing 
format : (image index, region index, word index). 

h) ontology_path.txt file contains the path in the ontology for each word asso-
ciated to a region. Each line contains a tuple with the following format: 
(image index, region index, path) 

4   System’s Architecture and Experimental Results 

System’s architecture is presented in Figure 1 and contains 7 modules: 

 

Fig. 1. System’s architecture 
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a) Importer module – this module is used to extract the existing information from 
the two sources: SAIAPRTC-12 Dataset and MESH files. The import process of 
MESH content has two steps:  

1) Filtering and analyzing the content of desc2010.xml file – only relevant xml 
nodes like DescriptorRecordSet, DescriptorRecord, DescriptorUI, Descrip-
torName etc are selected and used. 

2) Analyzing the content of the mtrees2010.txt file – this file is processed line by 
line, its content being used to detect the existing hierarchical relationships. 

The import process of the SAIAPRTC-12 has three steps: 

1) Importing image’s regions, features, ontology’s paths 
2) Detecting the spatial relationships between regions - the content of the spa-

tial_rels folder is processed and the spatial relationships are detected. 
3) Importing the list of all words and detecting the words assigned to regions – 

the content of the labels.txt files is processed and it is detected the word as-
signed to each region.  

b) Ontology creator module - this module can create an ontology for each dataset.  
The ontology is represented as a Topic Map [17] using the XTM syntax [18].  
The mapping process will be described separately for each case: 

Descriptor Topic 

<DescriptorRecord> 
<Descripto-
rUI>D000001</DescriptorUI> 

<DescriptorName> 
 <String>Calcimycin</String> 

</DescriptorName> 
</DescriptorRecord> 

<topic id = “D000001”> 
  <instanceOf> 
    <topicRef xlink:href="#concept"/> 
  </instanceOf> 
  <baseName> 
     <baseName-
String>Calcimycin</baseNameString>     
</baseName> 
</topic> 

<DescriptorRecord> 
<Descripto-
rUI>D001583</DescriptorUI> 

<DescriptorName> 
   

<String>Benzoxazoles</String> 
</DescriptorName> 

</DescriptorRecord> 

<topic id = “D001583”> 
  <instanceOf><topicRef xlink:href="#concept"/> 
    </instanceOf> 
  <baseName> 
        <baseName-
String>Benzoxazoles</baseNameString> 
   </baseName> 
  </topic> 

Association 

<association id=” D001583-D000001”> 
 <instanceOf><topicRef xlink:href="#hierarchical"/></instanceOf> 
<member><roleSpec><topicRef xlink:href="#parent"/></roleSpec> 
<topicRef xlink:href="#D001583"/></member><member> <roleSpec><topicRef 
xlink:href="#child"/></roleSpec> <topicRef xlink: href="#D000001"/> 
</member></association> 
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1) Mapping for MESH  - in the table 1 it is presented the mapping of two De-
scriptors (parent with D001583 as DescriptorUI and  D03.438.221 as tree 
number, child with D000001 as DescriptorUI  and D03.438.221.173 as tree 
number) to two topic items and the mapping of the hierarchical relationship 
between them to an association: 

2) Mapping for SAIAPRTC-12 Dataset  

In the bellow table are presented two ontology concepts (Mountain and Landscape) 
modeled as topics and a hierarchical relationship between them modeled as an  
association: 
 
Word 
index 

Word Topic 

168 Mountain <topic id = “168”> 
  <instanceOf> 
      <topicRef xlink:href="#concept"/> 
   </instanceOf> 
   <base-
Name><baseNameString>Mountain</baseNameString></baseName> 
</topic> 

148 Land-
scape 

<topic id= “148”> 
  <instanceOf> 
     <topicRef xlink:href="#semantic-class"/> 
  </instanceOf> 
  <baseName><baseNameString>Landscape</baseNameString> 
</baseName> 
</topic> 

Association  
<association id=”148-168”> 
<instanceOf><topicRef xlink:href="# hierarchical"/></instanceOf> 
  <member> <roleSpec><topicRef xlink:href="#parent"/></roleSpec> 
  <topicRef xlink:href="#148"/> </member><member> <roleSpec><topicRef 
xlink:href="#child"/></roleSpec><topicRef xlink: href="#168"/> </member></association> 

   
c) Segmentation module – this module is using the segmentation algorithm de-

scribed in [10] to obtain a list of regions from each new image.  
d) Characteristics extractor module - for each segmented region it is computed a 

feature vector containing the following items: area, boundary/area, width and 
height of the region, average and standard deviation in x and y, convexity, aver-
age, standard deviation.  

e) Clustering module - we have used K-means algorithm to quantize the feature 
vectors obtained from the training set and to generate blobs.  

f) Automatic annotation module – having the set of blobs and for each blob having 
a list of words we can determine a list of potential words that can be assigned to 
the image using formulas (3) and (4) of the Cross Media Relevance Model.  

g) Manual annotation module – this module can be used to manually annotate im-
ages especially from medical domain. We have used this module to annotate a 
set of training images representing digestive diseases.  
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In order to evaluate the annotation system we have used a testing set of 400 images 
that were manually annotated and not included in the training set used for the CMRM 
model. This set was segmented using the segmentation algorithm mentioned above 
and a list of words having the joint probability greater than a threshold value was 
assigned to each image. Then the number of relevant words automatically assigned by 
the annotation system was compared against the number of relevant words manually 
assigned by computing a recall value. Using this approach for each image we have 
obtained a statistic evaluation having the following structure: 

 
Index Image  RWAA WMA Recall 

0 

 

sky-blue, sand-beach, 
ocean 

sand-beach, ocean, 
boat, palm, hut,  
sky-blue 

3/6 = 
0.50 

1 

 

sky-blue, grass, ocean, 
cloud 

grass, ocean, boat,  
cloud, sky-blue, 
branch 

4/6 = 
0.66 

2 

 

sky, mountain, lake lake, vegetation, 
mountain,  cloud, sky 

3/5 = 
0.60 

3 

 

mountain, sky-blue, 
sand-dessert 

mountain, lake,  
sand-dessert, sky-blue 

3/4  = 
0.75 

4 

 

esophagitis, esopha-
geal diseases 

esophagitis, inflamma-
tion, 
esophageal diseases, 
gastrointestinal  
diseases 

2/4 = 
0.5 

5 

 

peptic ulcer, duodenal 
diseases, 
intestinal diseases 

 

peptic ulcer, duodenal 
diseases, intestinal 
diseases,   digestive 
system diseases 

3/4 = 
0.75 

 
RWAA represents relevant words automatically assigned and WMA represents 

words manually assigned. Recall is calculated by dividing the number of words from 
RWAA to the number of word from WMA.  

After computing the recall value for each image it was obtained a medium recall 
value equal to 0.73 

5   Conclusions and Future Work 

In this paper we described an original method for creating ontologies that are used by 
a system to annotate medical and natural images. Both ontologies were created start-
ing from two information sources: MeSH and SAIAPR TC-12 dataset. SAIAPR  
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TC-12 benchmark contains a large-size image collection comprising diverse and rea-
listic images, including an annotation vocabulary having a hierarchical organization. 
The CMRM annotation model implemented by the system was proven to be very 
efficient by several studies. Each new image (medical image, nature image) can be 
annotated with words taken from the corresponding ontology. Each ontology was 
represented using the Topic Map standard, each concept being modeled as a topic 
item and each relationship as an association having a specific type.   

Further extensions of the system will include the two models of image retrieval 
provided by CMRM: Annotation-based Retrieval Model and Direct Retrieval Model.  
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Abstract. Process patterns are a valuable mechanism to capture and dissemi-
nate best practices during any software development process. Consequently, 
they have been successfully and increasingly used within software development 
communities to reuse proven solutions. But the multiplicity, diversity and  
widespread dissemination of their descriptions are making barriers to identify 
relevant patterns for a specific context. Hence, a more formal and unified repre-
sentation of process patterns is needed to allow a rigorous reasoning process as 
well as machine processing means in order to provide architectural and seman-
tic unification of patterns knowledge in addition to an intelligent interconnec-
tion of patterns that are most appropriate to solve a given problem. In this con-
text, we propose a semantic representation based on a process pattern meta-
model for which an ontology-based approach is adopted. This latter provides a 
formal and shared conceptualization as well as a robust inferential basis for 
building an intelligent framework of process patterns capitalization and reuse 
within software development communities improving therefore, their ability to 
develop high quality software. 

Keywords: Software Process Patterns, Pattern-based Software Development, 
Ontologies, Meta Process Pattern’s Ontology, OWL ontology. 

1   Introduction and Motivation 

The pattern concept was introduced for the first time by C. Alexander et al. [1] in 
1977 as a mechanism to capture knowledge about proven solutions to recurring prob-
lems in the urban architecture. The well-cited and generic definition of an Alexan-
drian pattern as “a solution to a problem in a context”, leads to an increased adoption 
of patterns by many other domains, including Software Development, Human Com-
puter Interaction, Security, Organization, Pedagogy, to name just a few.  

Within the software development community, patterns have been increasingly rec-
ognized as an effective method to reuse knowledge and best practices gained during 
the whole software lifecycle [2] [3]. Thus, software patterns now exist for a wide 
range of topics including process patterns, analysis, design, implementation or code 
patterns, test patterns and even maintenance patterns.  

Concerning process patterns, they are widely used by the software development 
community as an excellent medium to share software development knowledge that is 
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often encapsulated in experiences and best practices [4] [5] [6]. In other words, they 
capitalize good specifications or implementations of a method to be followed to 
achieve a goal [7].  

As consequence to the huge proliferation of the process patterns practice, several 
description models and languages were proposed and used in software development 
research and practice [8]. These latter suffer from serious problems related to eight 
lacks [8] that we observed and classified into four levels (cf. section 2.1). As a matter 
of fact, process patterns are often being used in an informal manner, through tradi-
tional textbooks or better with modest hypertext systems providing weak semantic 
relationships. In addition to the huge number of process patterns that are available in 
books or Web-based resources [3], they significantly differ in format, coverage, 
scope, architecture and terminology used.  

All of these observations conspire to create barriers to the efficient practice of 
process patterns. Indeed, patterns users are expected to investigate different patterns 
resources such as books, magazines, papers and Web collections to find the most 
appropriate patterns. This investigation really needs cognitive efforts, abilities and 
time to identify, understand, select, adapt and apply relevant ones. For these reasons, 
we argue that more formal methods and tools are needed to help software develop-
ment communities use, reuse and capitalize process patterns during any given soft-
ware development lifecycle.  

The overall motivation of our research is to build up an intelligent framework in 
order to ease process patterns capitalization and reuse [8]. A first step in this direction 
is to represent different process patterns in a unified and formal manner in order to 
allow rigorous reasoning process on process patterns’ knowledge whatever the format 
and the terminology used are. In this paper, we propose a meta-model for process 
patterns’ description and representation. To achieve this goal, an ontology-based 
approach is performed providing common and shared architecture, terminology and 
semantic for better patterns’ unification, mediation and mining.  

The remainder of this paper is organized as follows: section 2 provides background 
information on first, process patterns formats’ key observations and second on, ontol-
ogy-based approaches dealing with software patterns. Section 3 gives details on how 
the proposed Meta Process Patterns’ Ontology for Software development named Me-
taProPOS, is built and emphasizes the importance of the presented ontology by pro-
viding an overview of the work in progress. Section 4 concludes the paper by giving a 
discussion of our contributions and some future directions. 

2   Background 

In this section, we begin by reporting some results of the theoretical survey that we 
have carried out on eleven process patterns’ formats (models and languages) found in 
the literature. This should motivate our choice for an ontology-based approach which 
is described in the second subsection. 

2.1   Process Patterns’ Formats 

Different works have been carried out in the literature of patterns dealing with process 
patterns’ description and formalization. These are classified into description models 
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such as AMBLER [9], RHODES [10], GNATZ [11], P-SIGMA [7], STÖRRLE [12], 
to name just a few and other as languages, such as PROMENADE [13], PPDL [14], 
PROPEL [15], PLMLx [16], UML-PP [6] and PPL [17].  

Based on eleven proposed evaluation criteria [8], we assessed the aforementioned 
works [8] and revealed the following challenges that we classified at four levels, 
named FRUGALevels: 

Patterns’ Formalization (F). A current challenge is to formalize relevant parts of a 
process pattern description eg., pattern’s problem, context, solution and relationships 
in order to help find and reuse suitable patterns. In reality, most of the process pat-
terns are described in an informal manner which creates barriers to infer possible 
potential similarities, interactions, couplings and contradictions among different 
process patterns.  

Knowledge Representation (R). Another revealed challenge is to unify the different 
pattern conceptualizations that we have discovered in pattern’s scope, coverage as 
well as pattern’s relationships whether it is a product or process pattern. In other 
words, we have found that the assessed languages and models potentially differ in 
their pattern’s knowledge focus, content, structure and degree of detail. This may 
obstruct or even ruin opportunities to investigate patterns’ knowledge machine 
processing abilities. 

Patterns’ Unification (U). Another important perceived challenge is to be able to 
ensure architectural as well as semantic mediation between different process patterns’ 
collections. Indeed, these two kinds of mediation would help to create a unified body 
of knowledge about process patterns. The architectural unification level aims to nor-
malize different process patterns’ descriptions used in the literature and the practice 
by means of a set of normalized terms. These refer to common concepts that are sup-
ported by the different surveyed works and are annotated by a set of derived terms 
matching those found in the survey. The semantic unification aims to extract terms 
and/or concepts that are most significant for the process pattern description’s content. 
These are weighted and sorted building thus, semantic annotations for the pattern 
description’s content. 

Pattern’s Guidance and Assistance (GA). This major challenge consists in provid-
ing more guidance and assistance for patterns’ users. In fact, among the surveyed 
works, only few of them accorded importance and supported means for patterns’ 
comprehension and reuse by providing some examples, remarks, guidelines, known 
uses, application constraints, adaptation parameters, to name just a few. In addition, 
very few of them offer process patterns support method and/or tool to improve pat-
terns’ creation, adaptation, classification, search, mining, reuse, or even enhancement. 

To summarize, we have noticed some critical dissents that could, in our opinion, 
inhibit process patterns’ knowledge sharing and management. These could be charac-
terized by terminological, architectural, knowledge and semantic dissent. For this 
reason, we assume that unification and mediation efforts are needed to reach a con-
sensus so as to help improving process patterns capitalization and reuse. For this pur-
pose, we have adopted an ontology-based approach which aims to afford a formal 
conceptualization and representation as well as a shared semantic of software process 
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pattern knowledge, thus allowing robust inferential mechanisms to be developed and 
usefully explored in order to achieve the objective in view.   

2.2   Ontologies and Software Patterns 

As aforementioned, the objective of our approach is to provide a shared conceptuali-
zation of process patterns’ knowledge by building architectural, terminological and 
semantic mediation facilities between different process pattern languages and collec-
tions. To achieve this goal, our approach is based on the use of ontologies. In the 
following, the concept of ontology is briefly reminded followed by some related 
works. 

Ontology. As widely defined in the literature as “an explicit specification of a con-
ceptualization” [18], an ontology provides a common vocabulary of concepts, rela-
tionships as well as axiomatic definitions and formal logic to support machine-based 
reasoning. Nowadays, ontologies are considered as a popular tool to represent com-
mon knowledge about a domain and are widely used for knowledge management and 
to support semantic search. In fact, traditionally engineered systems have long been 
used to process the structure or syntax of data and could not process its meaning. 
Nevertheless, the use of ontologies, should make the semantic available in an explicit 
and declarative manner helping thus, programs and humans to share and reuse know-
ledge bodies. Very briefly, it is worth reminding ourselves of the key benefits pro-
vided by representing meaning of data being processed [19] [20]: 

Interoperability. In order to help heterogeneous systems interoperate with each others, 
ontologies can be used to build up a shared semantic framework which establishes 
mappings between different concepts in different systems. In the context of patterns, 
different collections should coexist and be coupled thanks to ontologies’ potentials of 
heterogeneous information resources integration as well as to its knowledge discovery 
capabilities. 

Well-defined Semantics. Ontologies’ use should provide precise definitions of con-
cepts allowing us to know precisely the meaning of domain specific terms and con-
cepts. In the context of process patterns, an ontology-based approach could help to 
resolve ambiguities of interpretation of patterns described in informal and different 
manners. So, patterns’ semantic data would be explicitly available, making thus pat-
terns machine readable and processable. 

Browsing/Searching. The meta-knowledge held by an ontology can assist an intelli-
gent search engine while processing a pattern user query. In this direction, ontologies 
could not only assist for retrieval but also for discovery by automatically generalizing 
the query to find nearest partial matches or by generating different views to select the 
appropriate patterns. Indeed, they can be used to deliver significantly improved se-
mantic search and browsing. 

Automatic and Rigorous Reasoning. By using ontologies, concepts and their relation-
ships can be represented. So, automated reasoning could be conducted by inference 
engines and as a result, it will be possible to infer new relationships to arrive at logical 
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consequences. This is provided by formal axioms and formal logic on which ontolo-
gy’s languages such as OIL, DAML+OIL and OWL are based. 

Related Work. Only few works have been carried out dealing with ontologies and 
patterns in general. Regarding process patterns, no initiatives have been taken to im-
prove process patterns reuse in spite of all the efforts of formalization. These latter do 
not lead to a uniform process pattern specification language. In the contrary, they are 
focalized on particular and private collections of process patterns and do not pay at-
tention to any pattern reuse from other collections. Even, apart from process patterns, 
we have found two ontology-based works carrying out on patterns.  

The first one deals with usability design patterns [3] [21] proposing an ontology-
based meta-model for the formal representation of usability design patterns languages. 
The proposed ontology, called PFOWL (Pattern forms in OWL), aims to provide a 
semantic framework for pattern-based software development tools. However, small 
steps have been taken in this work and no continued research as the ontology valida-
tion nor its operationalization have been found in this direction since 2007. 

Regarding the second initiative [22], it adopts an ontology-based approach to pro-
pose a semantic annotation tool for hypermedia patterns which are commonly used in 
hypermedia design such as web applications. This work is more mature than the first 
one since it provides a semantic framework allowing annotation of textual hyperme-
dia patterns for domain experts or novices. Although, it adopts a single and particular 
pattern format and needs human efforts and availability to proceed to the annotation 
process. In this context, we believe that the better is to create a semantic framework 
supporting automatic processing of different pattern formats, thus helping the auto-
matic extraction of semantic annotations of patterns.  

Apart from these attempts, we have observed that more attention was paid to de-
sign patterns among all other patterns’ types. Indeed, most of the research works dealt 
with design patterns and were built on formal specifications of object-oriented lan-
guages such as LePUS [23] and its extension eLePUS [24], DisCo [25], BPSL [26]. 
As Heninger et al. observed in [3], all of these formal methods are based on object-
oriented systems and do not scale to other patterns types such as process or usability 
patterns. In addition, no further details or information have been provided on how any 
reasoning process is performed or how the benefits of formally described patterns 
could be fulfilled. Recently in 2010, a new workshop was held dedicated to Pattern-
driven Engineering of Interactive Computing Systems (PEICS) [27] addressing issues 
related to Human Computer Interaction patterns. Another major observation that we 
have noticed is that patterns are mostly used as a valuable means for ontologies’ re-
search improvement [28]. Nevertheless, ontologies are rarely applied for patterns’ use 
enhancement. Hence, we think that we should investigate in these two key directions 
to improve research in patterns as well as ontologies’ fields.  

3   MetaProPOS: A Unified Conceptualization of Software Process 
Patterns 

As we stated previously, the overall goal of our research is to provide a semantic  
and reasoning framework in order to support and improve process patterns reuse and  
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capitalization within software development communities regardless of the adopted 
software development lifecycle. Because of patterns formats diversity, we propose to 
set up mechanisms to infer a meta process pattern unifying all the process patterns 
descriptions, thus providing intelligent interconnection and composition of relevant 
and unified bodies of knowledge. To formalize and operationalize this, we adopted an 
ontology-based approach ensuring interoperability between different process patterns 
collections via a shared and well-formed semantic and providing an automatic and 
rigorous reasoning process on patterns knowledge. In this section, we present the 
mapping efforts carried out to unify process patterns’ knowledge representations. 
Based on the mapping results, a discussion of the observations made is addressed 
followed by an overview of our proposed ontology, named MetaProPOS.       

3.1   Mappings between Process Patterns Forms 

A first step in this direction is to compare knowledge coverage in the different pat-
terns forms that we identified in the state of the art and practice of process patterns. 

To show this effort, we established a mappings table highlighting the different ter-
minologies used to express pattern’s knowledge observed in eleven process patterns 
formats. Because of space limitations, Table 1 is used for illustrative purpose present-
ing an excerpt of the mappings work. In Table 1, columns indicate the chosen patterns 
formats, namely: GNATZ, STÖRRLE, PROMENADE, PROPEL and PPL. The table 
rows show the different terms used to describe a given pattern facet if it is supported 
or not (--). Indeed, when comparing the chosen patterns formats, we identified eleven 
key facets. The classification facet indicates how a pattern is organized (by category, 
type, abstraction level, aspect). The identification facet encapsulates a set of proper-
ties identifying a pattern such as pattern name, author(s) and keywords. The problem, 
context and solution facets refer to the core pattern knowledge. The relationships facet 
expresses how a pattern interacts with other patterns. The roles facet specifies the 
responsibilities implied in a pattern application. The artifacts facet gives reference to 
deliverables that are used and/or produced by a pattern. The guidance facet refers to 
the support level provided by a pattern to be comprehended and used. The evaluation 
facet gives feedbacks on pattern application. The management facet provides general 
information about a given pattern. Only six facets are shown through Table 1 lines.  

3.2   Observations and Discussion 

Through these comparisons, we have been able to estimate the different facets 
weights for each process pattern format. Table 2 provides an excerpt of the assess-
ment results where the values 1, 0.8, 0.5, and 0 are respectively assigned for a very 
well supported facet, a well supported facet, a quite well supported facet and a not 
supported facet. When observing these results, we deduced the coverage percentage 
of each facet as Fig. 1 shows. As illustrated in Fig. 1, most of the studied process 
patterns’ formats have paid attention to the four main facets: context, solution, prob-
lem and relationships (15%, 14% and 13%). Least attention has been paid to the fa-
cets of identification, classification, guidance and roles (11%, 8% and 6%). Very little 
interest was accorded from to the facets of artifacts, evaluation and management (4%, 
3% and 2%).  
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Table 1. An excerpt of the mappings’ table 

 GNATZ STÖRRLE PROME-
NADE 

PROPEL PPL 

Classification -- Classification: -- Catalog -- 
Abstraction level Aspect
Phase 
Purpose
Scale 

Problem Problem 
Intent 

Intent Intent Problem
Sub-
problem 

Problem 
Intent 

Context Context Applicability Initial 
context 

Initial 
context 

Context  

Consequences Result 
context 

Resulting 
context 

Conse-
quence 

Solution Solution Process
Sample execu-
tion 

Process Process Solution 
Process 
Activity 
Rule 

Relationships See Also Related patterns
Required 
Similar 
Consequent 
Alternative 

Related pat-
terns 

Relationship
Sequence 
Use 
Refinement 
Process 
variance 

Related 
pattern: 
Use 
Extend 

 
On the other side of the observations, it can be inferred from Fig. 2 that PLMLx, 

STÖRRLE and then PROPEL have the most appreciable coverage levels of the ele-
ven proposed pattern facets. In addition, Fig. 2 reveals that six process pattern’s for-
mats from eleven cover more than 50% of the facets including PPL, PPDL and 
PROMENADE. In addition to all these observations, we have to notice the termino-
logical disparity being revealed from mappings between the studied process patterns’ 
formats. This latter will be illustrated and handled through the proposed ontology 
detailed hereafter. 

3.3   Overview of the Proposed Ontology: MetaProPOS 

The purpose of MetaProPOS is to interconnect different process patterns’ collections 
whatever the pattern’s format is or the terminology employed is in order to uniformly 
express and share patterns knowledge. To build up our ontology, we adopted a com-
mon process [29] including three main phases: conceptualization, ontologization and 
operationalization. In this subsection, we will just focus on the operationalization 
result which is the formal representation of MetaProPOS. In this phase, we formalized 
the proposed conceptualization and the meta-model using the formal Ontology Web 
Language, OWL. In this context, we used the Protégé 2000 as ontology editor and the 
OWL Description Logics (OWL-DL) as OWL sublanguage [30] in order to formally 
define process patterns’ knowledge. Indeed, OWL-DL is based on decidable  
fragments of first order logic as well as axiomatic definitions that could be employed 
by engines to infer new facts and check ontology’s consistency. Fig. 3 depicts a  



 

simplified view of the pro
terms are represented throu
veals that the terms Intent, 
the concept of Problem. 

Table

  AMBLER

Problem 0 

Context 1 

Solution 1 

Classification 0,8 

Identification 0,5 

Relationships 0,5 

Roles 0 

Artifacts 0 

Guidance 0,5 

Evaluation 0 

Management 0 

F

Constraints and concepts
pressing the mappings rule
ontology’s concepts. Indee
properties allowing the con
dicates representing RDF t
structs ensuring a great
someValuesFrom:  and u
general axiomatic definitio
The Problem of synonymy

Identifica
11%

Relationships
13%
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4%
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11%

E
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R  RHODES P-SIGMA PPDL PLMLx UML-PP  

0,8 0,8 1 0,8 1 

0,5 0,5 1 1 1 

1 1 0,8 0,8 0,8 

0 0,5 0,5 1 0,8 

0,5 0,5 0,5 1 0 

0 1 1 1 1 

0 0 0 0 0 

0 0 0 1 0 

0,5 1 0,5 1 0 

0 0 0,5 1 0 

0 0 0 1 0 
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restrictions such as those dealing with the use of the terms: Sub-problem, Intent and 
Intention that refer to the pattern Problem’s concept. Regarding polysemy, which 
characterizes terms that are used for different purposes, we added some OWL con-
straints. These are illustrated by the following example dealing with polysemy caused 
by the use of the term Consequences in PPL to refer to a Resulting context as well as 
Guidance in GNATZ. The corresponding OWL fragment code is shown in Fig.4.   , , _    , ,  

 
Fig. 2. Facets coverage percentages per pattern format 

 

Fig. 3. A fragment of the MetaProPOS concepts hierarchy 
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Fig. 4. An example of  the MetaProPOS OWL restrictions 

4   Conclusion and Future Work 

In this paper, we have shown how a semantic approach could be investigated to im-
prove software process patterns reuse and capitalization within diverse software de-
velopment communities and for any adopted software development method whether it 
is agile or not.  

The most valuable contribution of this paper is the proposed ontology MetaProPOS 
which aims to provide a semantic mediation between different process patterns collec-
tions. This mediation implies architectural as well as terminological mediation efforts 
ensured by the proposed ontology. Indeed, the overall goal of MetaProPOS is to help 
create a patterns’ algebra allowing rigorous and automatic patterns processing pro-
viding better search of similar patterns as well as efficient guidance for patterns com-
position and aggregation whatever the format and terminology used are. So, a mega 
process pattern could be created from different relevant parts of process patterns 
thanks to MetaProPOS.  

As a matter of fact, the research work in which MetaProPOS is integrated, aims to 
create an intelligent framework based on a process patterns warehousing and mining 
approach to better use and manage best practices and software process implementa-
tion traces that are captured and embedded in process patterns [8]. Therefore, Meta-
ProPOS forms the building blocks of our overall approach and continued research is 
needed to validate our position.  
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To finish, we have to notice that MetaProPOS is not yet completed and should be 
iteratively and incrementally built. In this context, we are working on creating a rep-
resentative corpus of different process patterns in order to experiment, evaluate and 
enhance MetaProPOS. We should also mention that the proposed solution could be 
generalized to be adopted and adapted for others software patterns types.   
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Abstract. Three essential elements for formulating the maintenance planning are 
the choice of maintenance policy, defining maintenance procedure and allocation 
of maintenance resources. The granularity of computer-aided maintenance 
planning mainly depends on the representation granularity of maintenance 
procedure. After analyzing the typical mode to make computer-aided maintenance 
planning, we put forward one ontology-based framework for collaborative 
maintenance planning, whose concepts are divided into maintenance knowledge 
category and maintenance business category. Then the concepts and the 
relationships among them are explored through the ontology models in concept 
layer and one example in instance layer. Finally some models are illustrated using 
ontology language. The framework is flexible and practical to the maintenance of 
various kinds of products especially to complex products. The detailed work of 
maintenance planning can be generated automatically according to the 
correspondence of the concepts between the knowledge category and the business 
category. 

Keywords: knowledge, ontology, product ontology, collaborative maintenance, 
maintenance planning, maintenance procedure. 

1   Introduction 

The importance of the maintenance function has increased because of its role in 
keeping and improving system availability and safety, as well as product quality [1,2]. 
Collaborative maintenance integrates existing telemaintenance principles, with Web 
services and modern e-collaboration principles. Collaboration allows to share and 
exchange not only information but also knowledge and (e)-intelligence [3,4].  

Maintenance planning management is one of the most important businesses in 
product maintenance [5,6] especially to collaborative maintenance. Usually 
maintenance planning is formulated based on the maintenance policy and maintenance 
procedure, which is the basis of maintenance scheduling [7,8]. The essential elements 
for formulating the maintenance planning include the choice of maintenance policy, 
defining maintenance procedure which is called as maintenance standard by the paper[9] 
and allocation of maintenance resources. Maintenance activities could not be planned 
and implemented successfully without full understanding of these elements [7,9]. 
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Ontologies in the Semantic Web can be used to explicitly represent semantics 
involved when making computer-aided maintenance planning [4,5] in order to promote 
integrated and consistent access to data and services for collaborative maintenance. It is 
important to establish a common semantic terminology and frame related to 
maintenance planning in collaborative maintenance environment. 

It is important to establish a common semantic terminology and frame related to 
maintenance planning in collaborative maintenance environment. The benefits are :(a) 
to generate assistant maintenance planning more quickly; (b) to estimate maintenance 
resource requirements such as manpower, working hours, capital and materials more 
precisely;(c) to describe maintenance experience in a detailed way; (d)to promote the 
integration and collaboration of different maintenance systems.  

This paper is structured as follows: This section introduces the typical mode to 
make computer-aided maintenance planning and the correlative abstract concepts 
.Related work is reviewed in Section 2. Section 3 gives one ontology-based framework 
for collaborative maintenance planning. Using OWL, the model is coded and some 
scenarios of applying the framework to manage maintenance planning are illustrated in 
Section 4. Finally the conclusion is given and the future work is discussed in Section 5. 

2   Related Work 

Little work focused on establishing a common collaborative maintenance semantic 
terminology and framework. Most researches on collaborative maintenance were 
mainly concerned about concept analysis [3,10,11], system framework [12,13], or one 
aspect of collaborative maintenance such as maintenance outsourcing [14,15] .The lack 
of common maintenance semantic terminology and frame is due to different levels of 
product complexity and different terminology used in distinct industry domains. 

Most researches on maintenance planning concentrated on the choice of 
maintenance policy or the allocation of maintenance resources. Some researches 
mainly studied the choice or optimization of maintenance policy [16,17]. Most 
complex products belong to multi-component systems whose maintenance is 
complicated. The paper [18] gave a review of multi-component maintenance models 
with economic dependence. The related researches of optimal maintenance of 
multi-component systems have been summarized [19] .  

The importance of maintenance procedure was recognized widely and discussed by 
some papers, but little work has considered how to describe and optimize maintenance 
procedure in detail. The paper [20] discussed the role of 'know-how' in maintenance 
activities, which is maintenance procedure essentially ,and particularly the problems 
raised by putting this knowledge into words. Maintenance procedure is also one kind of 
maintenance instruction essentially. The significance of automating maintenance 
instructions was discussed in the paper [21]. The paper [22] demonstrated that the 
studies of the reliability of aircraft inspection and maintenance procedures can have 
implicated documentation as a contributing factor. The importance of sharing ‘know 
how’ to contextual assessment of working practices in changing such as manpower 
requirements and financial needs was expounded in the paper [23]. 

An ontology is an explicit and formal specification of a shared conceptualization 
and provides a conceptual framework for communicating in a given application 
domain[24].Some papers committed to the sharing of product lifecycle data. Yoo and 
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Kim[25] presented a Web-based knowledge management system for facilitating 
seamless sharing of product data among application systems in virtual enterprises. J. 
Lee etc.[26] suggested one 4-layered ontology architecture for an integrated value 
chain. The paper[27] develops a novel mechanism for integrating ontology-based 
product lifecycle knowledge.  

Little work proposed an ontology framework to define the concepts related to 
maintenance planning, although some papers discussed product ontology in the 
operation and maintenance phases of product lifecycle. More papers focused on 
studying product ontology in the design and manufacturing phases of product 
lifecycle[28,29,30]. The paper[31] reported their effort to build an operational product 
ontology system for a government procurement service. We haven’t found valuable 
research on the models related to maintenance planning. 

3   One Ontology-Based Framework for Maintenance Planning 

3.1   Analysis of Ontology Models for Maintenance Planning 

From the studies of related literatures, we can conclude that the typical mode to make 
computer-aided maintenance planning is as follow:  

If the values of product status parameters of one maintenance object meet the 
judgment conditions of one piece of maintenance policy, then 

(1) The correlative work of the maintenance type should be done to the 
maintenance object; 

(2) The correlative maintenance planning could be made according to default 
maintenance procedure which is corresponding to the maintenance type of the 
maintenance object; 

(3) Maintenance resource including manpower, finance and material could be 
estimated and allocated. 

 

Seen from the above mode, when making computer-aided maintenance planning there 
are six crucial factors: 

 

(1)Maintenance object. One maintenance object is commonly one 
product/component which is called ‘material’ generally. Maintenance objects can be 
divided into neutral materials and physical materials. One neutral material represents 
one kind of products/components. One physical material denotes one physical 
product/component existing in the real world. 

(2)Product status parameters. They belong to product maintenance knowledge, 
which is specific product operating information or environmental data that is needed in 
maintenance policy such as product faults, product operating conditions.  

(3)Maintenance policy. It belongs to product maintenance knowledge that is used 
to describe in what situations one maintenance activity of one product should be 
triggered. 

(4)Maintenance type. It belongs to product maintenance knowledge, which is the 
result of the choice of maintenance policy. A maintenance type stands for one level of 
maintenance work in order to deal with faults, routing maintenance, etc. 

(5)Maintenance procedure. It belongs to product maintenance knowledge, which is 
used to describe how the maintenance work should be accomplished directed when the 
product status parameter values meet the judgment conditions of maintenance policy.  
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(6)Maintenance planning. It belongs to product maintenance business data, which 
is used to enumerate which actual maintenance work will be done and what the detailed 
maintenance tasks are directed towards the actual exceptional product status 
parameters. 

 

Seen from the above pivotal factors, we could divide the concepts related to 
maintenance planning into two categories, namely maintenance knowledge category 
and maintenance business category. By the same token, the ontology models for 
maintenance planning could be respectively vested in knowledge category and business 
category as shown in Fig.1. Generally product lifecycle data are organized based on 
product structure, which is called product Bill of Materials (BOM) as demonstrated 
[32,33]. Accordingly, BOM of products/components should be divided into neutral 
BOM and physical BOM. 

 

Fig. 1. Ontology models of conceptual layer for making computer-aided maintenance planning 

The main challenge of maintenance procedure is how to describe the concrete 
maintenance process as subtly as possible. For simple product/component or simple 
maintenance work, the contents of maintenance procedure may be a few simple 
maintenance items such as refueling, cleaning or lubrication. For complex 
products/components or overhaul, one maintenance work order is often decomposed 
into some maintenance sub-work-order or maintenance activities of its specific 
subparts or itself in fact. What’s more, one complex product is composed of some 
complex components and some simple components. Thus it is necessary to establish a 
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unified description mechanism of maintenance procedure which is applicable to both 
simple materials and complex materials. We put forward one recursive presentation 
framework of maintenance procedure consisting of maintenance item list, maintenance 
item, maintenance process card and maintenance task as shown in Fig.1. 

 

Fig. 2. Ontology models of instance layer for making maintenance planning  

The ontology model of maintenance planning has three layers. The first layer is the 
meta-ontology layer which includes the most abstract model elements includes 
individuals, properties and classes referenced to ontology modeling methodology of 
OWL. Individuals represent objects in the domain in which we are interested. Properties 
are binary relations on individuals. Classes are the sets that contain individuals. The 
second is the concept layer which shows concrete classes and properties of our product 
maintenance planning model as shown in Fig.1. The third is the instance layer. Users can 
manage maintenance knowledge and make specific maintenance planning through 
creating individuals of the concepts as shown in Fig.2. Then we will explore the concepts 
and the relationships among them in Fig.1 combined with the example in Fig.2 according 
to knowledge category and business category respectively. 
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3.2   Ontology Models in Knowledge Category  

The concepts of knowledge category for maintenance planning come from the shared 
maintenance knowledge which can be reused. The other primary ontology models in 
maintenance knowledge category are designed as follows except neutral material, 
neutral BOM, product status parameters and maintenance type. 
 

(1)Maintenance item list. One maintenance item list can contains some maintenance 
items and some sub-maintenance-item-list. It is to clearly display two aspects of 
maintenance work in connection with a maintenance type to one neutral material. One 
is to enumerate which sub-parts should be maintained and what the maintenance type 
of each of them is. The other is to state which maintenance items of the product itself 
should be done. So the maintenance item list of one neutral product is the set of both 
sub-maintenance-item-lists of its sub-parts and maintenance items of itself. 

(2)Maintenance item. As explained above, a maintenance item is a finer-grained 
Maintenance type. When conducting maintenance work, maintenance process 
knowledge is represented by maintenance process card. As shown in Fig.2, the 
maintenance item locomotive dismantle has a locomotive dismantle process card. 

(3) Maintenance process card and maintenance process. A maintenance process card 
is a standard route of maintenance work corresponding to one maintenance item of one 
maintenance object, which is the set of maintenance processes. It ensures that 
maintenance work is done by standard process. One maintenance activity can be 
accomplished through distinct technical lines, so one maintenance item can have 
several maintenance process cards which are alternative. A maintenance process card 
can have a number maintenance processes which can be further decomposed into many 
sub-processes. As shown in Fig.2, the railway locomotive maintenance process card is 
associated with the locomotive dismantle process. In many cases, there are multiply 
relationships between the maintenance processes of a maintenance process card such as 
parallel and serial. To simplify it, we just define the sub-process relation between them. 

(4)Maintenance resource requirement. It includes manpower, material and tools 
requirement. To simple materials or simple maintenance types, maintenance process 
card may be null and maintenance resource requirement is directly linked to 
maintenance item. To complex materials or overhaul, the maintenance technique route 
may be very complicated and maintenance resource requirement should be linked to 
maintenance processes. Considering the flexibility of organizing them, we can associate 
maintenance item, maintenance process card, or maintenance process with it in order to 
define larger or smaller ranges to use the resources. As shown in Fig.2, locomotive 
dismantle work card is associated with a maintenance resource requirement indicating 
the maintenance resource needed during the whole process of the locomotive dismantle. 

3.3   Ontology Models in Maintenance Business Category  

The concepts of maintenance business category for maintenance planning come from 
the actual business requirement. A physical BOM is converted from a neutral BOM, for 
a physical BOM is an actual copy of neutral BOM but located in different places, 
composed of different physical materials. So when converted from a Neutral BOM, the 
Physical Materials that are associated with the physical BOM will be converted from its 
counterpart of Neutral Materials.  
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Maintenance plan is a plan of maintenance work with planned time, planned resource 
allocation, definite maintenance object, work content and instructions. Maintenance plan 
can be created manually by experience, or, in a more recommendable way, be created 
according to maintenance policy. Once the criterion is satisfied, the maintenance plan will 
be converted from the maintenance type that associated with the criterion, and definite 
time planning is added to the plan. As exemplified in Fig.2, maintenance policy of railway 
locomotive overhaul every year produces a periodical plan of overhaul upon the railway 
locomotive. The other ontology models in maintenance procedures management are 
designed as follows except the concepts of physical material, physical BOM, product 
status parameter values and maintenance plan. 

(1)Work order. Work order is a definite set of actual maintenance work. It can be 
converted from one maintenance item list. A Work order can has a sub-work-order 
which involves the maintenance work that should be done on sub-physical-BOM at the 
same time, and it has maintenance activity to further decompose the maintenance work 
instruction. As depicted in Fig.2, the wok order of railway locomotive overhaul is 
created one year after the last overhaul of railway locomotive, and it has 
sub-work-order of main engine overhaul. It has maintenance activity of locomotive 
dismantle, locomotive cleaning and so on. 

(2)Maintenance activity. It further decomposes work order into many kinds of wok 
instruction. It has several job cards from which people could choose its concrete work 
procedure. Maintenance activity is converted from maintenance item with the 
corresponding maintenance item list. As depicted in Fig.2, the maintenance activity of 
locomotive dismantle is converted from its counterpart of maintenance item. 

(3)Job card. A job card defines certain work process of doing a specific maintenance 
activity. It can be generated automatically based one of corresponding maintenance 
process card.  

(4)Job task. It is the most basic step to instruct maintenance work. A job card has 
some job tasks that can be further decomposed into sub-maintenance-job-tasks. As 
shown in Fig.2, the job card of locomotive dismantle has the maintenance job task of 
locomotive dismantle task. 

(5)Maintenance resource allocation. Maintenance resource allocation is real and 
concrete allocation of specific labor power, materials and tools with which to complete 
actual maintenance work. Just as the considerations of maintenance resource 
requirement, maintenance resource allocation can be associated with job task, job card, 
maintenance activity or work order. 

4   Modeling of the Concepts of Maintenance Planning Using 
Ontology Language 

We have establish the ontology models of all the above concepts in Protégé which 
encoded in OWL. With the syntax of RDF/XML, the concepts and the relationships 
among them for making maintenance planning can be understood by both machines 
and people. The correspondence among them is shown in table I. When creating one 
maintenance planning, the assistant detailed work of maintenance planning for one 
physical product/component can be generated according to the correspondence of the 
concepts between knowledge category and business category. The standard work of 
one maintenance type to one neutral product/component can be improved based on 
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mass actual business data of its many corresponding physical materials. In 
collaborative maintenance environment, most work of maintenance planning such as 
maintenance activities, maintenance sub-work-orders, job cards and even job tasks can 
be accomplished by different maintenance service providers. 

Table 1. The correspondence of ontology models between knowledge category and business 
category 

Ontology models in knowledge category Ontology models in business category 
neutral BOM Physical BOM 
product status parameter set Product status parameter values 
Maintenance type  Maintenance plan 
Maintenance item list Work order 
Maintenance item Maintenance activity 
Maintenance process card  Job card 
Maintenance process Job task  
Maintenance resource requirement Maintenance resource allocation 
 
Taking the overhaul work of railway locomotive DFNR4B and corresponding 

maintenance concepts as an example, the detailed definitions can be seen in Fig. 3. The 
railway locomotive overhaul is one maintenance type. Railway locomotive DFNR4B is 
one neutral material. 

 

 

Fig. 3. Railway locomotive overhaul and corresponding maintenance concepts 

5   Conclusions 

In this paper, one ontology-based framework for collaborative maintenance planning in 
collaborative maintenance environment is proposed. We have applied the above 
framework in one coal mining equipment maintenance management system. Through 
maintenance item lists and maintenance processes which can be broken down into 
multilayer sub-working procedures, the framework is flexible and applicable to the 
business demands of various kinds of products, especially to complex products. The 
assistant detailed work contents of maintenance planning for one physical material can be 
generated according to the correspondence of the concepts between knowledge category 
and business category. In collaborative maintenance environment, most work contents of 
maintenance planning can be accomplished by different maintenance service providers. 



536 R. Genquan et al. 

But we haven’t considered some important and common business demands in the 
above framework. For example, one kind of complex product may have some 
components which can be replaced with each other and multiple design versions in 
which different versions have different instance business object. Our work mainly 
focuses on how to describe the concrete maintenance steps of the maintenance planning 
as detailedly as possible. The unified ontology-based framework for maintenance 
policy is also one great challenge. The future work should focus on these issues. 
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Abstract. The paper proposes an alignment framework for a set of do-
main ontologies in order to enable their interoperability in a number of
information retrieval tasks. The procedure starts by anchoring the do-
main ontologies concepts to the concepts of a generic reference ontology.
This allows the representation of each domain concept as a fuzzy set of
reference concepts or instances. Next, the domain concepts are mapped
to one another by using fuzzy sets relatedness criteria. The match itself is
presented as a fuzzy set of the reference concepts or instances, which al-
lows the comparison of a new ontology directly to the already calculated
matches. The paper contains a preliminary evaluation of the approach.

1 Introduction

With the growing demand and acceptance of ontology-based applications, we
have witnessed the creation of multiple ontologies describing similar or even
identical fractions of real world knowledge. These ontologies, (partly) comple-
mentary or (partly) redundant, have an impaired collaborative functionality, be-
cause of the decentralized nature of their conception, their different scopes and
application purposes, or because of mismatches in terms of syntax and termi-
nology. More than rarely, however, the sharing, integration and interoperability
of these resources is required in real life application scenarios.

Ontology matching provides mechanisms for the alignment of (the components
of) various knowledge resources. The different ontology matching approaches can
be classified w.r.t. the object on which this alignment relies [10]: terminological
approaches measure the similarity of the concept names and their lexical defini-
tions, extensional approaches use instance data to discover matches, structural
approaches rely on the relations that hold between the different concepts and se-
mantic approaches are based on logical methods. These different approaches are
often complemented by the use of background knowledge provided by a reference
ontology, allowing to deal with realistic matching cases (e.g. weakly structured
models) [2,16,15]. Another current issue in realistic case ontology matching is the
handling of imprecise information and the resulting matching imperfections [12].

The paper suggest a procedure for alignment of the concepts of several domain
ontologies, referred to as source ontologies, by the help of a generic reference on-
tology. The reference ontology is a pre-existing knowledge body which provides
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common knowledge about a given domain of interest. The choice of a reference
therefore depends on the sources: this can be a broader domain ontology (for
instance FMA in the domain of medicine or biology) or a more generic knowl-
edge source (such as populated WordNet or Wikipedia). In the current study,
we focus on text-populated hierarchies (e.g. web-directories) describing similar
or complementary domains, using Wikipedia as a reference ontology. We ap-
ply the idea of anchoring a set of source ontologies onto a reference ontology
[15], but in contrast to previous techniques, we rely on the uniformity in the
matching criteria for the whole set of input ontologies as well as the semantic
nature of these matchings as a main advantage of the anchoring. Based on this
anchoring, we redefine the source concepts as fuzzy sets of reference concepts or,
consequently, instances. This enables the application of a whole set of similarity
measures defined on fuzzy sets. An important and difficult question is how a con-
cept is defined, how many and what instances are included in its extension. This
uncertainty in concept definition is embedded by entering the realm of fuzzy set
representations. In consequence, uncertainty in concept matching is addressed
as well. The match itself is presented as a fuzzy set of the reference concepts or
instances, which plays in favor of the scalability of the approach.

As we shall see in the sequel, certain analogies between our approach and topic
modeling [5] can be drawn. Our results particularly relate to the LDA approach
taken by Rosen-Zvi et al [17], who determine the similarity of authors based
on topic vectors which describe the respective authors publications. In contrast
to their approach, our design decision was to use pre-existing knowledge in the
form of a reference ontology for the topics. After computing the topic scores for
the source ontologies, our approach is able to compute new “topic models” for
the matches, without using the instances any more.

In next section, we discuss related work. Section 3 provides background in
the problem of ontology heterogeneity and describes standard measures for ex-
tensional concept mapping, as well as a novel ontology matching algorithm. The
framework of the alignment approach that we propose is presented in Section 4
followed by a preliminary evaluation in Section 5.

2 Background and Related Work

Fuzzy set theory has been introduced as a generalization of classical set theory
[22]. A fuzzy set A is defined on a given domain of objects X by the function
fA which expresses the degree of membership of every element of X to A by
assigning to each x ∈ X a value from the interval [0, 1]. This allows to deal with
imprecise and vague data. A way of handling imprecise information in ontologies
is to incorporate fuzzy logic into them. Several papers by Sanchez, Calegari and
colleagues [7], [8], [18] form an important body of work on fuzzy ontologies. The
authors have been motivated by the observation that crisp reasoning through
two valued logic, although machine processable, is not suited to deal with uncer-
tain or imprecise information available in real world knowledge. Each ontology
concept is defined as a fuzzy set on the domain of instances and relations on the
domain of instances and concepts are defined as fuzzy relations.
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Work on fuzzy ontology matching can be classified in two families : (1) ap-
proaches extending crisp ontology matching to deal with fuzzy ontologies and
(2) approaches addressing imprecision of the matching of (crisp or fuzzy) con-
cepts. Based on the work on approximate concept mapping by Stuckenschmidt
[19] and Akahani et al. [1], Xu et al. [21] suggested a framework for the mapping
of fuzzy concepts between fuzzy ontologies. With a similar idea, [4] propose a
framework to define similarity relations among fuzzy ontology components. The
other family of fuzzy matching approaches is motivated by the representation
of imprecision of the matching itself, even with crisp ontologies. For instance,
in [11], a fuzzy approach is proposed to handling mapping uncertainty. A new
ontology mapping approach based on fuzzy conceptual graphs and rules is pro-
posed in [6]. To define new intra-ontology concept similarity measures, Cross et
al. [9] model a concept as a fuzzy set of its ancestor concepts and itself. As a
membership degree function, the authors use the Information Content (IC) of
concept with respect to its ontology. IC can be measured by using external text
corpus or by using the ontology structure.

3 Matching Heterogeneous Ontologies

An ontology consists of a set of concepts and relations defined on these concepts,
which provide in an explicit and formal manner knowledge about a given domain.
We are particularly interested in ontologies, whose concepts come equipped with
a set of associated instances, referred to as populated ontologies and defined as
tuples of the kind O = {C, is_a, R, I, g}, where C is a set whose elements are
called concepts, is_a is a partial order on C, R is a set of other relations holding
between the elements of C, I is a set whose elements are called instances and
g : C → 2I is a mapping from the set of concepts to the set of subsets of I. In
this way, a concept is intensionally modeled by its relations to other concepts,
and extensionally by a set of instances assigned to it via the mapping g. By
assumption, all instances can be represented as real-valued vectors of uniform
dimension.

Ontology heterogeneity occurs when two or more ontologies are created in-
dependently from one another over similar domains. Heterogeneity may be ob-
served on a linguistic or terminological level (use of vocabulary), on a conceptual
level (level of detail, coverage or scope) [10] or on extensional level (population).
Whenever heterogeneity of any of these kinds is observed over a set of ontologies,
these ontologies will be referred to as heterogeneous.

Ontology matching addresses the heterogeneity problem by providing a set
of assertions on the relations holding between the elements of two (or more)
heterogeneous ontologies. In a narrower understanding of this definition, we will
be interested in measuring the degree of equivalence of any two concepts from two
distinct ontologies. Under a given choice of similarity criteria, various measures
of concept relatedness can be applied. We have proposed several extensional
concept similarity measures for document populated ontologies in [20].
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Let us consider two ontologies O1 = (C1, is_a, R1, I1, g1) and O2 =
(C2, is_a, R2, I2, g2). For the purposes of the current study, we have relied on
the straightforward idea that determining the similarity sim(A, B) of two con-
cepts A ∈ C1 and B ∈ C2 consists in comparing their instance sets g1(A) and
g2(B). For doing so, we need a similarity measure for instances iA and iB, where
iA ∈ g1(A) and iB ∈ g2(B). We can use, for instance, the scalar product and the
cosine s(iA, iB) = 〈iA,iB〉

‖iA‖‖iB‖ . Based on this similarity measure for elements, the
similarity measure for the sets can be defined by computing the similarity of the
mean vectors corresponding to class prototypes, i.e.

simproto(A, B) = s
( 1
|g1(A)|

|g1(A)|∑
j=1

iAj ,
1

|g2(B)|

|g2(B)|∑
k=1

iBk
)

. (1)

This method underlies the Caiman approach [14] in which concepts are as-
sumed to be represented by their mean vector. The theory of hierarchical clus-
tering (e.g., [3]) provides alternative methods for defining similarities for pairs
of sets. Examples are the similarity measures simmin, simmax, simavg, which use
the minimum, maximum, and average similarity of concept vectors, respectively.

Using the prototype corresponds to developping a simple topic model, in which
the topics correspond to the word weights in the prototype. More elaborate
topic modelling like LDA [5] and PLSI [13] could be applied, which are able
to determine the underlying, “hidden” topics of the documents in a concept.
However, in our experiments, using the prototype vector already worked well. It
is also computationally much less expensive, than, for instance, PLSI. Note that
our fuzzy approach, to be introduced later, consists in providing a hierarchical
set of topics in the form of a reference ontology. The semantics of the reference
topics is described by their instances.

A matching algorithm based on a concept similarity measure like one of the
suggested above, is given in Alg. 1. The algorithm operates implicitly on the
product graph of two input ontologies and it takes into account all given relations
in these ontologies (the is_a relation and the relations in R are treated in the
same manner). The algorithm has a quadratic runtime, since it is greedy and
operates on the product graph.

4 A Two-Level Multiple Ontologies Matching
Architecture

LetΩ = {O1, ..., On}bea set of ontologies thatwill be referred to as the set of source
ontologies and let their concepts be referred to as source concepts, denoted by CΩ .
Let Oref = (X, is_a, Rref , Iref , gref ), be an ontology, called the reference ontol-
ogy whose concepts will be called reference concepts. The set Ω is characterized as
a set of ontologies which share similar functionalities and application focuses, but
are heterogeneous as discussed in Section 3. A certain complementarity of these
ontologies can be assumed: they could be defined with the same application scope,
but on different levels, treating different and complementary aspects of the same
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procedure Map(M, O1, O2)
// M is the set of matches that are still possible
// The function returns a set of mappings for the concepts of O1 and O2

begin
Find (A, B) ∈ M that maximizs sim(A,B)
// The parameter θ specifies the acceptable minimum similarity
If sim(A, B) < θ then return ∅
// Because of the ISA-relationships and the ones in R, the match (A, B)
// constrains the remaining set of potential matches:
Remove the following from M :

– every pair (a, b) such that one of the following conditions is true for some
r ∈ (R1 ∩ R2) ∪ {isa}:
r(a,A) ∧ ¬r(b, B), r(b,B) ∧ ¬r(a, A), r(A, a) ∧ ¬r(B, b), r(B, b) ∧ ¬r(A,a)

– every pair (a, b) for which A = a, B = b //in order to enforce a 1:1 mapping

return {(A, B)} ∪ Map(M, O1, O2)
end

procedure Main(O1, O2)
begin

return Map(C1 × C2, O1, O2)
end

Algorithm 1. A greedy algorithm for matching ontologies O1 and O2

application problem. The ontology Oref is assumed to be application independent,
generic knowledge source. Finally, we posit that the ontologies in Ω and Oref are
populated as described in section 3. We are interested in identifying the degree of
relatedness of any two concepts taken from any two ontologies from the set Ω. We
propose the following matching architecture.

Phase one. The source ontologies are first matched independently from one
another to the reference ontology by the help of the concept similarity measures
and the algorithm introduced in Section 3. As a result, every concept from each
of the source ontologies can be represented as a set of similarity scores calculated
for this concept and all the concepts in the reference ontology (the score in our
case is one of the sim functions introduced in the previous section).

The considered concept representation gives rise to the following fuzzy set
interpretations. Let scoreA(x) be the similarity between a concept x ∈ X and
A, a random concept from the set of source ontologies. The concept A will be
defined as a fuzzy set in X which has a membership function fA given by

fA(x) = scoreA(x), ∀x ∈ X. (2)

Alternatively, we propose to define the membership function on the set of in-
stances of the reference ontology concepts. We will be looking for a fucntion of
some domain element, i, in A which maximizes the scores of those concepts in
the reference ontology that contain i as an instance. We start by presenting the
reference ontology as an ontology of fuzzy concepts with respect to its instances.
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In our case, this will be trivialized to a two-valued membership function: for
every instance i from the reference ontology the function fx(i) = 1, if i ∈ x and
0 otherwise. Thus, we define a source concept A as

fA(i) = maxx∈XT (fx(i), fA(x)), (3)

where T is the t-norm of two fuzzy membership functions defined as T (fA, fB) =
min(fA, fB). Recall that in fuzzy set theory the t-norm and the t-conorm (de-
fined as S(fA, fB) = max(fA, fB)) carry the sense of intersection and union of
fuzzy sets. As required, (3) amounts to finding the concept x that contains the
instance i and has the maximum score with respect to A. We note that this for-
mulation can be potentially extended to fuzzy reference ontologies with standard
membership functions in the full interval [0, 1].

Phase two. We will rely on the fuzzified versions of the concepts of the source
ontologies in order to judge on their relatedness. Consider two concepts A and B
definedby their fuzzymembership functions fA and fB.Astraightforwardmeasure
of the closeness of these concepts can be given as ρbase(fA, fB) = maxx∈X |fA(x)−
fB(x)| or, alternatively, by their Euclidean distance:

ρdiff (fA, fB) = ‖fA − fB‖2 , (4)

where ‖x‖2 =
(∑

x∈X |x|2
)1/2

is the l2-norm.
Many measures of fuzzy set compatibility known from fuzzy set theory can be

applied, as well [9]. Zadeh’s partial matching index between two fuzzy sets A and
B is given by ρsup−min(fA, fB) = sup minx∈X(fA(x), fB(x)). We also consider
the standard Jaccard coefficient ρjacc(fA, fB) = �T (fA, fB)/�S(fA, fB), where �
returns fuzzy set cardinality.

Once we have represented our source concepts as fuzzy sets, we can measure
concept similarities directly on the set of fuzzified concepts CΩ . Alternatively,
in order to take the semantical structure of the ontologies into account, one can
apply the matching algorithm described in Alg. 1 by taking as input any two
given fuzzified source ontologies and using one of the similarity measures intro-
duced above. Fuzzufied versions of the relationships can be used in a modified
version of the algorithm, as well, but this remains out of the scope of this paper.

Finally, note that it is possible to define the match itself as a fuzzy set on
the reference concepts or their instances (alternative choices given definitions
(2) and (3). This will play in favour of the scalability of our approach, since
the concepts of every new ontology can be compared to the match directly. One
natural possibility of defining the match would be to use again the t-norm. If
we know that a source concept A is mapped to a source concept B (information
that is made available by the measures introduced earlier in this section), the
match will be defined as the fuzzy set

f ′
(A,B)(x) = T (fA(x), fB(x)), ∀x ∈ X. (5)

We can easily compare the concepts of a new ontology, represented as well as
fuzzy sets on the same space X , with the calculated matches.
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(a) Scores for pc.hardware (b) Scores for alt.atheism

(c) Scores for mac.hardware (d) Scores religion.christian (e) (pc.hardw.,mac.hardw.)

Fig. 1. Fuzzy membership functions: Scores w.r.t. the Inex 2007 Wikipedia Ontology.
(a)–(d) represent single concept scores, while (e) represents the scores of the match of
two concepts.

5 Experiments

We provide a preliminary evaluation of the proposed approach as a proof of con-
cept. Note that the current section does not aim at comparing the approach to
other matching techniques, as this has been done in [20]. It aims to prove, by per-
forming these matchings, that the transition to a fuzzy framework is successful.

As a reference ontology, we consider the 23 categories that form Wikipedia’s
main topic classifications. For each topic category, we included a set of matching
documents from the Inex 2007 corpus which directly belong to this category, or to
one of its direct subcategories in the Wikipedia category tree. Thus we arrived at
the following 23 concepts: law (745 documents), technology (293), arts(319), so-
ciety(2050), agriculture(530) social sciences(1695) computing(1902) health(341)
education(515) mathematics(1903) people(136) business(1202) science(547),
history(445), politics(896), applied sciences(1302), geography(164), chronol-
ogy(303), environment(467), nature(234), humanities(537), language(427), cul-
ture(765). Note that there exist is_a relationships between some of the concepts,
e.g., politics and society.

The two source ontologies were constructed from the 20 Newsgroup
dataset and consist of the following hierarchically organized classes: O1 =
{sci.med (990), rec.autos (990), alt.atheism (799), sport.baseball (994),
pc.hardware(982)} and O2 = {sci.space (987), rec.motorcycles (993.7), reli-
gion.christian (997), sport.hockey (999), mac.hardware (961)}.

By applying the techniques described in Section 3, we match these concepts
to the reference ontology in order to acquire their fuzzy representations. We
then proceed to apply the similarity measures suggested in Section 4 on the set
of source concepts. Finally, we also measure their similarity by using the crisp
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A from O1 B from O2 ρdiff

sci.med sci.space 0.23
rec.autos rec.motorcycl. 0.173
alt.atheism religion.christ. 0.078
sport.baseball sport.hockey 0.068
pc.hardware mac.hardware 0.05

A from O1 B from O2 simproto

sci.med religion.christ. 0.359
rec.autos rec.motorcycl. 0.471
alt.atheism religion.christ. 0.537
sport.baseb. sport.hockey 0.559
pc.hardware mac.hardware 0.716

Fig. 2. (a) Fuzzy match determined by smallest distances ρdiff . (b) Crips match de-
termined using largest similarities simproto (larger values are better)

matching measure used in the first step and compare the results achieved by
both. In what follows, we will focus on instance-based concept similarities.

In the crisp matching step and also for directly matching O1 and O2, we con-
sidered simproto, simmin, simmax, and simavg. Since the prototype method worked
best and is the most efficient to compute, we will only present the results for this
method. In order to compute the prototype similarity, we first transformed the
documents into TF-IDF vectors. The prototype method then computes a single
prototype (mean vector) for each class. For a pair of classes, their similarity
corresponds to the cosine of their prototype vectors.

The diagrams in Fig. 1 show the scores with respect to the Inex 2007
Wikipedia ontology. It can be seen that the membership functions of pc.hardware
and mac.hardware are quite similar, as are those of alt.atheism and reli-
gion.christian. In contrast, alt.atheism and religion.christian are quite dissimilar
to the hardware classes. The two religion-related concepts have their two highest
peaks at the Wikipedia concepts humanities and nature. For the two hardware
classes, the Wikipedia concept with the highest score is computing.

Using the Euclidean distance ρdiff (fA, fB) for selecting the best-matching
concept pairs in O1 and O2, we arrive at the match in Fig. 2(a). The fuzzy
matching method is obviously able to map the related yet different concept
pairs. Even the less obvious match between sci.med and sci.space is found by
the method. Note that it is possible to define a fuzzy membership function of the
matched concept (computers1,computers2), which is obtained as the minimum
of the respective scores. The one for the match (pc.hardware,mac.hardware) is
shown in Fig. 1(e). Fig. 2(b) shows the match that is found by comparing the
prototypes of the respective concepts (higher values are better), i.e., the result
of the crisp match between O1 and O2. The match is quite similar to the fuzzy
one which proves the correctness of the latter. The crisp method fails to map
sci.med to sci.space.

Mathematically speaking, both the fuzzy matching approach and the proto-
type approach describe each concept by a single feature vector that is somehow
obtained from the document vectors. The one for the fuzzy method corresponds
to the scores with respect to the reference concepts, whereas the concept pro-
totype is the average of the document vectors. However, the concept prototype
refers to the document word content only, whereas the membership function
refers to the reference concepts that can be assumed to be of a more semantic
nature, and to contain only relevant information.
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Our fuzzy approach for comparing two concepts scales well, since each concept
is described by a number of scores, i.e., a single vector whose length only depends
on the number of concepts in the reference ontology, which is assumed to be
fixed. In the experiments, we based the scores on the concept prototypes, which
is a simple yet efficient method. Using other distances like single, complete and
average link models or similarities based on variable selection will result in a
higher complexity, but potentially more accurate results. The complexity of the
matching algorithm depends on the densities of the graphs and the setting of θ.
It can be reduced by forcing the algorithm to descend on the is_a relationship,
similar to the levelwise algorithm described in [20].

6 Conclusion and Future Work

We have proposed a technique for alignment of the concepts of a set of domain
ontologies by using a fuzzy set formulation and a generic reference ontology as a
mediator. Fuzziness helps to embed uncertainty in concept definition and repre-
sentation while the use of a reference ontology provides uniform semantic criteria
for this representation. The computation of the match itself is inexpensive.

The suggested approach consists in a change of perspective: we enter the
realm of fuzzy reasoning, in which we do not have to use the documents any
more. In future work, we will be investigating the idea of building a combined
knowledge body on the basis of the redefined fuzzy concepts (taken from the
whole set of source ontologies) by exploring the possible fuzzy relations between
them, instead of using a pairwise concept matching approach.

In contrast to approaches from the topic modeling theory, in our framework
the topic space is defined in the very beginning by the reference ontology; we do
not try to induce it from corpora by discovering hidden semantics, but we have
clearly defined topics, which are not only word probabilities. This is a different
perspective which has as an advantage that depending on the domain of interest,
different semantics can be considered by the user with respect to the choice of
a reference ontology, i.e. the user can introduce certain bias independent on the
latent semantical contents of the instances. In future work, it would be interesting
to explore, given a set of source ontologies, how the matching results will differ
with respect to different choices of a reference ontology.
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Abstract. An important research challenge consists in composing web services
in an automatic and distributed manner on a large scale. Indeed, most queries
can not be satisfiable by one service and must be processed by composing sev-
eral services. Each web service is often written by different designers and is de-
scribed using the terms of their own ontology. Therefore, the composition process
needs to deal with a variety of heterogeneous ontologies. In order to tackle this
challenge, we propose an approach using Distributed Description Logics (DDL)
to achieve the semantic composition of web services. DDL allows one to make
semantic connections between ontologies and thus web services, as well as to
reason to get a semantic composition of web services.

1 Introduction

The advent of Web services is an inevitable consequence of Web technology and its dis-
semination on a large scale, poses the problem of their automatic composition. The in-
teroperability of Web services is guaranteed by three key XML-based standards. These
standards have been defined to develop and deploy Web services: (1) SOAP (Simple
Object Access Protocol) defines a communication protocol for Web services; (2) UDDI
(Universal Description Discovery and Integration) is a registry service allowing the
discovery of Web services and (3) WSDL (Web Services Description Language) is a
language used to describe Web services which provides concepts to describe Web ser-
vices from a syntactic point of view. Unfortunately, composing Web services requires
more than the description of each service. In particular, it must be able to understand
the other services and to learn how to interact with them. Thus, the lack of semantic
tags in WSDL restricts their interoperability.

The concept of ontology is the key to improve Web services with semantics and inter-
operability. Ontologies enrich Web services with expressive and computer interpretable
languages. They capture the semantics of Web services based on a formal representa-
tion of a set of concepts within a domain and the connections between those concepts
and them, may be used to reason and compose Web services. Integrating ontologies into
Web services could not only enhance the quality and the robustness of service discovery
and invocation, but also pave the way for automated composition and seamless interop-
eration. Unfortunately, guaranteeing the interoperability and the automatic composition
of Web services is not enough. This approach assumes that all the concepts are based
on the same ontology. In practice, designers of Web services use their own ontologies
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to describe their services. Therefore, we have to deal with the heterogeneous ontolo-
gies. For instance, how can one connect the terms “trip” and “journey” and indicate
that they refer to the same concept ? Dealing with a variety of different ontology-based
descriptions of web services is still an open challenge.

In order to remove this obstacle, we propose a new approach based on distributed de-
scription logics. Distributed description logics is used to establish semantic connections
between heterogeneous Web services. This approach has two main advantages:

1. To increase the interoperability between Web services by composing heterogeneous
Web services. Our approach makes semantic composition of heterogeneous Web
services. Even if the Web services are described using different and heterogeneous
ontologies, our approach connects these ontologies using semantic connections be-
tween the terms of the ontologies. Then, we can use these connections to infer
composable Web services automatically.

2. To reduce the complexity of the composition process by limiting it to only com-
posable Web services. Indeed, traditional composition processes use planning tech-
niques to compose Web services. The complexity of the composition process is
limited by the number of services to be composed. This approach allows one to
consider semantically composable services only as oppose to all available services.

The rest of the paper is organized as follows: section 2 proposes a synthesis of the
related work, section 3 proposes a primary example, section 4 presents an overview of
the distributed logic description and finally section 5 introduces our contribution.

2 Related Works

Over the previous decade, Web services have been the focus of a lot of research. The
published literature concerns automatic discovery [18] and composition of web services
[3]. Many appraoches [12] [15] and languages [16], e.g., XLANG (XML Business Pro-
cess Language), BPML (Business Process Modeling Language), WSFL (Web Service
Choreography Interface), etc., were proposed to describe how web services can inter-
act with each other with messages (taking to account the business logic and execution
order of the interactions) and track the sequence of messages that may involve multi-
ple parties and multiple sources (including customers, suppliers, and partners). In the
rest of this paper, we are focused on the use of description logics [1] for web services
discovering and composition:

Web services discovering: Matching is the process of searching the space of possible
matches between supply and demand, finding the best available ones. Most of the
works using description logics process for matching problems between a service
provider and a service requester using standard satisfiability reasoning. Based on
CLASSIC [7] structural subsumption algorithm, the best matches finding algorithm
is proposed in [9]. The work proposed in [11] deals with the problems which occur
in the matchmaking of incomplete service description because of the open-world
assumption. In [5], proposed matchmaker architecture performs semantic matching
of Web Services on the basis of input and output descriptions of semantic Web



550 M. Ouziri and D. Pellier

Services. In [4] the service discovery is processed as a new instance of the problem
of rewriting concepts using terminologies and calls the best covering problem. A
hyper-graph-based algorithm to compute the best covers is proposed.

Web services composition: The web service composition problem consists in selecting
a finite parallel or sequence of Web services to match a request. In [6], logical
reasoning of description logics is used to perform e-Services composition. To do
it, authors propose to re-express situation calculus action theories as a description
logics knowledge base. In [13], description logics and AI planning are both used to
compose services. This work does not deal with heterogeneous service descriptions.
That is, the approach can not be composed if the services are described using mul-
tiple heterogeneous ontologies. Finally, the work presented in [19] uses description
logics only to represent actions, plans and goals and to infer the subsumption con-
nection between actions, plans and goals during plan generation, plan recognition,
or plan evaluation. But, this work does not deal with service composition.

3 Desciption Logics Foundation

Description Logics (DL) [1] is a family of logics developed to represent complex hier-
archical structures and to make reasoning facilities over these structures. A description
logics knowledge base is composed of two parts: abstract knowledge (TBox) and con-
crete knowledge (ABox). Concrete knowledge ABox represents a set of facts, which are
expressed by assertions on individuals of a real world. Abstract knowledge TBox is a
set of concept and role descriptions. Concepts are unary predicates and roles are binary
predicates. Semantics in DL is given by means of an interpretation function I = (Δ I , .I),
where Δ I is a set which represents the individuals of concrete knowledge and .I is an
interpretation function defined as:

– .I(C) = CI ⊆ Δ I for each concept C;
– .I(R) = RI ⊆ Δ I ×Δ I for each role R;

Finally, a concept description is expressed using constructors (see [10]) for examples).
Distributed description logics extend standard description logics to create descrip-

tions that link concepts of multiple knowledge bases. Inspired by distributed first order
logic [10], Distributed Description Logics (DDL) extends standard description logics
as follows [8]:

1. Distributed ABox DAB = ({Ai}i∈I ,{ri j}i	= j∈I): consists of a set of A-boxes and a
set of individual correspondences ri j ⊆ Δi ×Δ j, where Δi and Δ j are interpretation
domains for Ai and A j respectively.

2. Distributed TBox DT B = ({Ti}i∈I ,{Bi j}i	= j∈I): consists of a set of ordinary T-boxes
and a set of so-called bridge rules, which express intentional assertions about con-
nections. Bi j is a set of directional bridge rules from KBi(Ti,Ai) to KB j(Tj,A j). A
bridge rule that connects KBi to KB j is an axiom (in KB j) of the following two
forms:

– Into-rules i : C
�−→ j : D, i.e., in the knowledge base KB j, the concept j : D of

KB j subsumes the imported concept i : C of KBi. In the rest of the paper, we
use the simple syntax i : C � j : D to express into-rules.
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– Onto-rules i : C
�−→ j : D, i.e., in the knowledge base KB j, the concept j : D of

KB j is subsumed by the imported concept i : C of KBi. In the rest of the paper,
we use the simple syntax i : C � j : D to express onto-rules.

3. Distributed interpretation DI = ({Ii}i∈I,{ri j}i	= j∈I) consists of a set of ordinary
interpretations of DTB T-Boxes and domain relations that interprets bridge rules as
follows:

– Into-rule: i : C
�−→ j : D, if ri j(Cm j) ⊆ Dm j

– Onto-rule: i : C
�−→ j : D, if ri j(Cm j) ⊇ Dm j

4 Agent-Based Semantic Composition of Web Services

Composing Web services requires the description of each service so that other ser-
vices can understand its features. Unfortunately, semantic descriptions of services are
not enough to allow automatic communication between services. That is, many termi-
nologies can be used to describe services capabilities. Thus, we need to connect these
terminologies to establish semantic and efficient communication between services. Our
work focuses on semantic composition of services based on their functional aspects and
no on their quality of services.

4.1 Primary Example

Let us consider an e-tourism application example where three agents A1, A2 and A3

provide hotel booking service in New-York and Washington, airplane transport service
between France and the USA and restaurant service respectively. Suppose a person sub-
mits the query: “I am in Paris and I would like to visit New-York for one week in July. I
want to eat in a restaurant.” The three agents A1, A2 and A3 must collaborate to process
the query because none of them can solve the request alone. The communications be-
tween the agents to compose their services can be illustrated by the following informal
dialogue:

A1.1: agent A1 says: “I can book a hotel from July 1st to July 7th. But someone else
should propose a corresponding trip and restaurant with a complete menu”.

A2.1: agent A2 says: “I can offer a flight. But there is no flight available on July 1st. I
can offer flights on July 3rd and July 9th”.

A1.2: agent A1 says: “OK, I can book a hotel from July 3rd to July 9th”.
A3.1: agent A3 says: “I can propose different restaurants with a full menu between July

3rd to July 9th”.

The three agents A1, A2 and A3 use different, incompatible terminologies to commu-
nicate. Thus, the above scenario of communication is not successful. That is, in A1.1,
agent A1 asks for a trip whereas in A2.1 agent A2 offers a flight. Automatic agents do
not make a semantic connection between the terms “trip” and “flight”. When agent A2

receives the request “I need a trip” from agent A1, it replies in A2.1 by “I cannot offer
trip” (as it does not make the semantic connection between “trip” and “flight”).

This small dialogue shows that the agents must be connected using semantic con-
nections. We do so in two stages. First, we make a semantic description of the agents,
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Semantic description 
of agent1 (D1)

Semantic description 
of agent2 (D2)

Semantic description 
of agent3 (D3)

C21 C32

C12 C23

Service11 Service12

Agent A1

Service21 Service22

Agent A2

Service31

Agent A3

Web

Fig. 1. Ontologies based annotation of Web services

especially of their provided services (each agent is described using a specific terminol-
ogy). Secondly, we connect the agents between themselves using semantic connections
between the agent descriptions. The proposed approach is shown in Fig. 1.

Services provided by agents are described using terms (concepts of ontology). For
example, Hotel, Trip, Flight, Date, Restaurant, NewYork, Menu, FullMenu, etc. are
some terms that can be used to describe agents A1, A2 and A3 of the above example.
Relations Ci j between descriptions (see Fig 1) are semantic connections between the
description Di of the agent Ai and the description D j of agent A j from the point of
view of A j. These connections are directional and expressed from a particular agent’s
viewpoint.

The semantic connections Ci j connect terms of descriptions Di to terms of D j from
the point of view of the agent A j. This is done by importing terms of Di in D j using a
set of assertions. In the above example, agents A1 and A2 can be connected using the
assertion: 2 : Flight is a sub-concept of 1 : Trip.

The service description in DL can be automatically generated from WSDL. How-
ever, the semantic connections are expressed manually in each peer then they are used
by reasoning algorithms to discover automatically all the other implicit connections.
We use only subsumption and disjunction relationships to connect concepts of differ-
ent knowledge bases. Overlapping relationship is not considered because it may be
expressed using subsumption and disjunction by refining concepts.

4.2 Service Composition Model

Given a set of Web services to compose, we propose the Web services composition
model described as follows:

Definition 1 (Service description). A service is described by the tuple 〈D,P〉 with D is
a precise description of the task achieved by the service and P is a set of preconditions
required by the service to achieve its task. Both elements are represented in a standard
description logics.

Definition 2 (Distributed directed knowledge base). A distributed directed knowl-
edge base dKB < S1,S2,C12 > from service S1 to service S2 is defined by adding the
following axioms : (i) Axioms that define service S1, (ii) Axioms that define service S2

and (iii) Axioms C12 that connect the terms of service S1 to those of service S2.
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Now, we define the concept of composable web services as follows:

Definition 3 (Service Composition Problem). The service composition model is de-
scribed by the tuple 〈S,C〉 where S is a set of services described and C is a set of
semantic connections between these services. We use distributed description logics to
represent this element.

Given two services Si 〈Di,Pi〉 and S j
〈
D j,Pj

〉
in CS. The service Si is composable with

the service S j, denoted by Si ◦S j, if the service S j satisfies (subsumes) the preconditions
Pi of S j. That is, dKB < Si,S j,Ci j > |= Pi � D j.

4.3 Problem Formalization

Our formalization is based on description logics and their extensions to distributed
description logics (see section 3). As shown in figure Fig 1, the system is a collection
of inter-related knowledge bases. Each agent is represented by description of provided
services and semantic connections with the descriptions of the other agents. Formally,
an agent is represented in a standard description logics TBox. Following the example
of section 4.1, we describe services provided by agents A1, A2 and A3 as follows:

Service S1 of A1:
Hotel � ∃location.NewYork � ∃arrival.Date � ∃departure.Date
Preconditions: ∃in.NewYork � (Trip � ∃hasDestination.NewYork � ≤ 1 hasDestina-
tion) Restaurant � ∃hasMenu.Complete
Effects: HotelReservation

Service S2 of A2:
Flight � ∃departure.Date � ∃departureAirport.FrenchAirport �
∃arrivalAirport.USAirport
Preconditions: ∃oldLocation.France � ≤ 1 oldLocation
Effects: ∃newLocation.France � ≤ 1 newLocation

Service S3 of A3:
Restaurant � ∃propose.Menu � ∃location.City � ≤ 1 location
Preconditions: Restaurant � ∃menuDate.Date � ∃menuType.(Light � Full � Vegetar-
ian) � ≤ 1 menuType
Effects: ∃toBeIn.NY � ≤ 1 toBeIn

The query: “I am in Paris and I will visit New-York in July. I want to eat a complete
menu in a restaurant.” may be represented in description logics as:

– Hotel � ∃location.NewYork � ∃arrival.July � ∃departure.July (1 : q)
– ∃in.Paris � ≤ 1 in (1 : f )

Using the subsumption reasoning of description logics, we have 1 : q � S1 as July �
Date. Consequently, agent A1 is able to execute the query. However, the preconditions
of service S1 implies that a trip is needed. Indeed, ∃in.Paris� ≤ 1in � (∃in.NewYork �
(Trip �∃hasDestination.NewYork � ≤ 1hasDestination)) is equivalent to ∃in.Paris �
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∃in.NewYork� ≤ 1in or ∃in.Paris� ≤ 1in � (Trip � ∃hasDestination.NewYork � ≤
1hasDestination). We have ∃in.Paris �∃in.NewYork�≤ 1in �⊥ asParis�NewYork �
⊥. Then, ∃in.Paris � (Trip �∃hasDestination.NewYork �≤ 1hasDestination) must be
satisfied. This means that agent A1 requires a trip. Agent A1 must submit the descrip-
tion of the required trip to agents A2 and A3. Agent A2 should be able to satisfy the
submitted requirement. However, as agents A1 and A2 use heterogeneous terminolo-
gies, Trip and Flight respectively, the reasoning services of description logics do not
infer the connection between the requirement of A1 and the offer of A2, expressed
respectively by the descriptions: ∃in.Paris � (Trip �∃hasDestination.NewYork � ≤
1hasDestination) and Flight � ∃departure.Date� ∃departureAirport.FrenchAirport�
∃arrivalAirport.USAirport although terms Trip and Flight, in and departureAirport,
hasDestination and arrivalAirport have the same meaning.

The solution we propose consists in connecting agent terminologies using DDL (Dis-
tributed Description Logics). Connecting agents Ai to A j consists in making semantic
connections between the preconditions of the connected agent Ai and description of
the connecting agent A j. For our example, we establish a semantic connection between
agents A1 and A2 using the following distributed assertions added to the knowledge
base of agent A1: (i) A1 : Trip � A2 : Flight, (ii) A1 : NewYork � A2 : USAirport, (iii)
A1 : in � A2 : departureAirport and (iv) A1 : hasDestination � A2 : arrivalAirport.

4.4 Distributed Composition Algorithm

The distributed composition algorithm we propose is based on the distributed satisfiabil-
ity reasoning proposed in [17]. It is based on standard tableau algorithms [2] and uses
the message-based communication between local tableau algorithms. The distributed
composition algorithm works at two levels: intra-agent level and inter-agent level. At
the intra-agent level, the composition algorithm checks whether the agent supports the
query. This is done using standard satisfiability reasoning (propagation rules) of de-
scription logics. If an agent supports the query, the algorithm verifies whether the facts
of the query satisfy the preconditions of the agent. If the agent preconditions are sat-
isfied, the algorithm ends. Otherwise, the algorithm follows at the inter-agents level to
search agents that are able to satisfy the preconditions.

The proposed distributed reasoning algorithm, called DCompAi(i : Q < i : q, i : f >)
is based on the distributed satisfiability reasoning DSat(C) proposed in [1]. The
automatic composition works as follows:

In: a query i : Q and initial fact i : f expressed over agent Ai.
Out: set of composable services CS.
DCompAi(i : Q < i : q, i : f >)

1. Call SatAi(i : q�Si) to check whether the query is supported by service Si of agent
Ai. This generates a constraint system (see figure 2), which is a set of assertions:
x : C and xRy where x and y are individuals, C is a concept description and R is a
role description.

2. If i : q�Si �⊥, query is not supported by service Si. Return NULL.
3. Call SatAi(Pi �¬i : f ) to check the subsumption Pi � i : f :
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A1 : DCompA1(1 : Q < 1 : q, 1 : f >)
SatA1(1 : q � ¬S1) infers that1 : q � S1

SatA1(1 : f � ¬P1) infers that1 : f � P1 is not verified
ResultA2 = Send(A2, DCompA2(2 : Q < P1, 1 : f >), C21)
ResultA3 = Send(A3, DCompA3(3 : Q < P1, 1 : f >), C31)
Return S1

◦S2

DCompA2(2 : Q < P1, 1 : f >)

A2 : DCompA2(2 : Q < P1, 1 : f >)
TBox2 = TBox2 ∪ C21

SatA2(P1 � ¬S2) infers thatP1 � S2

SatA2(1 : f � P2) infers that1 : f � P2 is verified
Return S2

A3 : DCompA3(3 : Q < P1, 1 : f >)
TBox3 = TBox3 ∪ C31

SatA3(P1 � ¬S3) infers thatP1 � S2 is not verified
Return φ

DCompA3(3 : Q < P1, 1 : f >)Return φReturn S2

Fig. 2. Beginning of the algorithm viewed by agent A1

SatA1(1 : q � ¬S1)
Hotel � ∃location.NewYork � ∃arrival.July � ∃departure.July �
¬(Hotel � ∃location.NewYork � ∃arrival.Date � ∃departure.Date)
Hotel � ∃location.NewYork � ∃arrival.July � ∃departure.July �
¬(Hotel � ¬∃location.NewYork � ¬∃arrival.Date � ¬∃departure.Date)

Hotel � ∃location.NewYork � ∃arrival.July �
∃departure.July � ¬Hotel
clash

Hotel � ∃location.NewYork � ∃arrival.July �
∃departure.July � ¬∃arrival.Date
clash

Hotel � ∃location.NewYork � ∃arrival.July �
∃departure.July � ¬∃departure.Date
clash

Hotel � ∃location.NewYork � ∃arrival.July �
∃departure.July � ¬∃location.NewYork
clash

{or}

{or} {or}

{or}

Fig. 3. Satisfiability reasoning and propagation rules

(a) If Pi � i : f , the preconditions of the query are satisfied by the facts given by
the query. Service Si does not require to be composed, it is able to process on
its own query Q. The algorithm terminates and returns CS = {Si}.

(b) Otherwise, service Si requires to be composed with services that are able to
provide preconditions Pi.

4. For each agent A j connected to Ai by connections Cji, we verify whether A j satisfies
preconditions Pi of Ai:
(a) Add axioms of Cji.
(b) Send CS j = DCompA j( j : Q < i : Pi, i : f >) to agent A j with axioms of Cji.
(c) If CS j 	= NULL then return CS = {Si

◦CS j}, else return NULL.
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Let us illustrate this algorithm using the example of section 4.1. The query 1 : Q < 1 :
q,1 : f > such that 1 : q = Hotel� ∃location.NewYork� ∃arrival.July� ∃departure.July
and 1 : f = ∃in.Paris is expressed by agent A1. The algorithm starts with agent A1 as
shown in figure 2.

From figure 3, the query is submitted to agent A1, which applies standard satisfia-
bility reasoning to decide whether the service provided by agent A1 is able to process
the query. The satisfiability reasoning is performed using propagation rules. Concept
1 : q�¬S1 is satisfiable because all reasoning possibilities leads to clash. Then, query
1 : q is subsumed by service S1.

5 Conclusion

We propose in this paper a formal solution to compose heterogeneous web services. The
proposed solution consists in describing services and preconditions provided by agents
using description logics and making semantic connections between these descriptions.
These inter-agents connections are formalized using distributed description logics. We
propose a distributed reasoning algorithm that composes web services at a conceptual
level with respect to agent connections. This algorithm uses the standard satisfiability
algorithm of description logics. The use of distributed description logics allows to make
more complete and consistent connections between the agents. That is, logical reason-
ing uses explicit connections to infer implicit ones since the number of agents to be
connected in the semantic Web may be huge. Practicality, approaches based on logics
and those based on planning are limited to few agents.

Evaluation of our approach is needed and important. Currently, our approach is under
implementation using the JShop Planner [14]. Thus, we have only theoretical results.
We are currently working on a complete evaluation of our approach, i.e., a theoreti-
cal and experimental analysis. The last one is difficult because no benchmarks exists.
Therefore, we are currently developing our own set of benchmarks based on classical
web services.

As future works, we plan to propose more reasoning facilities into one main direc-
tion. How to propose a complete model that integrates Web services composition at a
conceptual level and practical composition at a planning level. Indeed, the Web services
description used in our approach is very similar to the planning language such as PDDL
(Planning Domain Description Language).
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Abstract. We propose an approach for reasoning and querying over temporal
information in OWL ontologies. Representing both qualitative temporal (i.e.,
information whose temporal extents are unknown such as “before”, “after” for
temporal relations) in addition to quantitative information (i.e., where temporal
information is defined precisely e.g., using dates) is a distinctive feature of the
proposed ontology. Qualitative representations are very common in natural lan-
guage expressions such as in free text or speech and can be proven to be valuable
in the Semantic Web. Reasoning rules applying over temporal relations, infer
implied relations, detect inconsistencies and retain soundness, completeness and
tractability over the supported sets of relations using path consistency. Tempo-
ral representations are defined on time instants rather than on intervals (as it is
typical in the literature), resulting into simpler yet equivalent representations. A
SPARQL-based temporal query language capable of exploiting the characteristics
of the underlying representation is also implemented and discussed.

1 Introduction

Ontologies offer the means for representing high level concepts, their properties and
their interrelationships. Dynamic ontologies will in addition enable representation of
information evolving in time. Representation of dynamic features calls for mechanisms
allowing for uniform representation of the notions of time (and of properties varying in
time) within a single ontology. Methods for achieving this goal include (among others),
temporal description logics [4], concrete domains [6], property labeling [5], versioning
[2], named graphs [8], reification1 and the 4D-fluents (perdurantist) approach [3].

Welty and Fikes [3] showed how quantitative temporal information (i.e., in the form
of temporal intervals whose start and end points are defined) and the evolution of con-
cepts in time can be represented effectively in OWL using the so called “4D-fluents
approach”. In [1] this approach was extended in certain ways: (a) The 4D fluents mech-
anism was enhanced with qualitative (in addition to quantitative) temporal expressions
allowing for the representation of temporal intervals with unknown starting and ending
points by means of their relation (e.g., “before”, “after”) to other time intervals. SWRL
and OWL 2.0 constructs (e.g., disjoint properties) are combined, offering a sound and
complete reasoning procedure ensuring path consistency [13].

1 http://www.w3.org/TR/swbp-n-aryRelations/

A. König et al. (Eds.): KES 2011, Part I, LNAI 6881, pp. 558–567, 2011.
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This approach still suffers from two disadvantages: (a) relying on an interval-based
representation didn’t allow for reasoning over time instants similarly to intervals, (b)
Implementing path consistency in SWRL called for additional temporal relations thus
complicating the representation. The proposed approach tackles both these problems.
In addition, we propose an extension to SPARQL with temporal operators for effec-
tively querying over temporal information in OWL ontologies. The query language is
independent of the 4D fluent representation introduced into this work (i.e., may work
equally well with any other representation). To the best of our knowledge, this is the
first work dealing with both qualitative and quantitative temporal information in on-
tologies and at the same time handling all issues referred to above within the same
representation.

Related work in the field of knowledge representation is discussed in Section 2. This
includes issues related to representing and reasoning over information evolving in time.
The proposed ontology is presented in Section 3 and the corresponding reasoning mech-
anism in Section 4. The temporal query language is presented in Section 5 followed by
evaluation in Section 6 and conclusions and issues for future work in Section 7.

2 Background and Related Work

The OWL-Time temporal ontology2 describes the temporal content of Web pages and
the temporal properties of Web services. Apart from language constructs for the repre-
sentation of time in ontologies, there is still a need for mechanisms for the representa-
tion of the evolution of concepts (e.g., events) in time.

Temporal Description Logics (TDLs) [4] extend standard description logics (DLs)
that form the basis for semantic Web standards with additional constructs such as “al-
ways in the past”, “sometime in the future”. TDLs offer additional expressive capa-
bilities over non temporal DLs but they require extending OWL syntax and semantics
with the additional temporal constructs. Representing information concerning specific
time instants requires support for concrete domains. Concrete Domains [6] introduce
datatypes and operators based on an underlying domain (such as decimal numbers).
The concrete domains approach requires introducing additional datatypes and opera-
tors to OWL, while our work relies on existing OWL constructs. This is a basic design
decision in our work. TOWL [11] is an approach combining 4D fluents with concrete
domains but didn’t support qualitative relations, path consistency checking (as this work
does) and is not compatible with existing OWL editing, querying and reasoning tools
(e.g., Protege, Pellet, SPARQL).

Versioning [2] suggests that the ontology has different versions as time evolves.
When a change takes place, a new version is created. Versioning suffers from several
disadvantages: (a) changes even on single attributes require that a new version of the on-
tology be created leading to information redundancy, (b) searching for events requires
exhaustive searches in multiple versions of the ontology, (c) it is not clear how the rela-
tion between evolving classes is represented. Named Graphs [8] represent the temporal
context of a property by inclusion of a triple representing the property in a named graph
(i.e., a subgraph into the RDF graph of the ontology specified by a distinct name). The

2 http://www.w3.org/TR/owl-time/
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(a) Reification (b) N-ary Relations

(c) 4D fluents

Fig. 1. Example of (a) Reification (b) N-ary Relations and (c) 4D-fluents

default (i.e., main) RDF graph contains definitions of interval start and end points for
each named graph, so that a temporal property is represented by the start and end points
corresponding to the temporal interval that the property holds. Named graphs are nei-
ther part of the OWL specification3 (i.e., there are not OWL constructs translated into
named graphs) nor they are supported by OWL reasoners.

Reification is a general purpose technique for representing n-ary relations using a
language such as OWL that permits only binary relations. Specifically, an n-ary relation
is represented as a new object that has all the arguments of the n-ary relation as objects
of properties. For example, if the relation R holds between objects A and B at time t,
this is expressed as R(A,B,t). In OWL this is expressed as a new object with R, A, B and
t being objects of properties. Fig. 1(a) illustrates the relation WorksFor(Employee, Com-
pany, TimeInterval) representing the fact that an employee works for a company during
a time interval. The extra class “ReifiedRelation” is created having all the attributes
of the relation as objects of properties. Reification suffers mainly from two disadvan-
tages: (a) a new object is created whenever a temporal relation has to be represented
(this problem is common to all approaches based on OWL) and (b) offers limited OWL
reasoning capabilities [3]. Because relation R is represented as the object of a property,
OWL semantics over properties (e.g., inverse properties) are no longer applicable (i.e.,
the properties of a relation are no longer associated directly with the relation itself).
CNTRO [14] describes a temporal medical ontology using reificaiton.

The N-ary relations approach suggests representing an n-ary relation as two proper-
ties each related with a new object (rather than as the object of a property, as reification
does). This approach requires only one additional object for every temporal relation,
maintains property semantics but (compared to the 4D-fluents approach discussed in
this work) suffers from data redundancy in the case of inverse and symmetric properties
(e.g., the inverse of a relation is added explicitly twice rather than once as in the 4D
fluents approach). This is illustrated in Fig.1(b). Furthermore, domains and ranges of

3 http://www.w3.org/TR/owl2-syntax/
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properties have to be adjusted taking into account the classes of intermediate objects
representing the relation (for example the worksfor relation in no longer a relation
having as object an individual of class Company and subject of class Employee as they
are now related to the new object TemporalEmployment).

The 4D-fluent (perdurantist) approach [3] shows how temporal information and the
evolution of temporal concepts can be represented in OWL. Concepts evolving in time
are represented as 4-dimensional objects with the 4th dimension being the time (times-
lices). Time instances and time intervals are represented as instances of a TimeInterval
class, which in turn is related with concepts varying in time as shown in Fig. 1(c).
Changes occur on the properties of the temporal part of the ontology keeping the enti-
ties of the static part unchanged. The 4D-fluent approach still suffers from proliferation
of objects since it introduces two additional objects for each temporal relation (instead
of one in the case of reification and N-ary relations). The N-ary relations approach re-
ferred to above is considered to be an alternative to the 4D fluents approach considered
into this work.

3 Temporal Ontology

Following the approach by Welty and Fikes [3], to add the time dimension to an ontol-
ogy, classes TimeSlice and TimeInterval with properties TimeSliceOf and TimeInterval
are introduced. Class TimeSlice is the domain class for entities representing temporal
parts (i.e., “time slices”) and class TimeInterval is the domain class of time intervals.
A time interval holds the temporal information of a time slice. Property TimeSliceOf
connects an instance of class TimeSlice with an entity, and property interval connects
an instance of class TimeSlice with an instance of class TimeInterval. Properties hav-
ing a temporal dimension are called fluent properties and connect instances of class
TimeSlice (as in Fig.1(c)).

In our previous work [1] the 4D-fluents representation was enhanced with qualita-
tive temporal relations (i.e., relations holding between time intervals whose starting and
ending points are not specified) by introducing temporal relationships as object rela-
tions between time intervals. A temporal relation can be one of the 13 pairwise disjoint
Allen’s relations [7] of Fig. 2. Notice that, temporal instants still cannot be expressed;
subsequently, relations between time instants or between instants and intervals cannot
be expressed explicitly.

In this work, an instant-based (or point-based) approach is adopted. Also, defini-
tions for temporal entities (e.g., instants and intervals) are provided by incorporat-
ing OWL-Time into the same ontology. Each interval (which is an individual of the
ProperInterval class) is related with two instants (individuals of the Instant class)
that specify it’s starting and ending points using the hasBegining and hasEnd object
properties respectively. In turn, each Instant can be related with a specific date rep-
resented using the concrete dateT ime datatype. One of the before, after or equals
relations may hold between any two temporal instants with the obvious interpretation.
In fact, only relation before is needed since relation after is defined as the inverse of
before and relation equals can be represented using the sameAs OWL keyword ap-
plied on temporal instants. In this work, for readability we use all three relations. Notice
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also that, property before may be also qualitative when holding between time instants
or intervals whose values or end points are not specified. This way, we can assert and
infer facts beyond the ones allowed when only instants or intervals with known values
(e.g., dates) or end-points are allowed.

ji

Meets(i,j)

Before(i,j)

Overlaps(i,j)

Starts(i,j)

During(i,j)

Finishes(i,j)

Equals(i,j)

Inverse RelationRelation

After(j,i)

MetBy(j,i)

OverlappedBy(j,i)

StartedBy(j,i)

Contains(j,i)

FinishedBy(j,i)

Fig. 2. Allen’s Temporal Relations

Relations between intervals are expressed as relations between their starting and end-
ing points which in turn are expressed as a function of the three possible relations be-
tween points (time instants) namely equals, before and after denoted by “=”, “<”
and “>” respectively, forming the so called “point algebra” [13]. Let i1 = [s1, e1] and
i2 = [s2, e2] be two intervals with starting and ending points s1, s2 and e1, e2 respec-
tively; then, the 13 Allen relations of Fig. 2 are rewritten as follows:

i1 before i2 ≡ e1 < s2

i1 equals i2 ≡ s1 = s2 ∧ e1 = e2

i1 overlaps i2 ≡ s1 < s2 ∧ e1 < e2 ∧ e1 > s2

i1 meets i2 ≡ e1 = s2

i1 during i2 ≡ s1 > s2 ∧ e1 < e2

i1 starts i2 ≡ s1 = s2 ∧ e1 < e2

i1 finishes i2 ≡ s1 > s2 ∧ e1 = e2

The relations after, overlappedby, metby, contains, startedby and finishedby are the
inverse of before, overlaps, meets, during, starts and finishes and are defined accord-
ingly (by interchanging s1, s2 and e1, e2 in their respective definitions). These tem-
poral relations and the corresponding reasoning mechanism are integrated both in the
4D-fluents and the n-ary based ontologies.
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4 Temporal Reasoning

Reasoning is realized by introducing a set of SWRL4 rules operating on temporal re-
lations. Reasoners that support DL-safe rules such as Pellet5 can be used for inference
and consistency checking over temporal relations. Alternatively, OWL axioms on tem-
poral properties can be used instead of SWRL. As we shall see later, this approach
cannot guarantee decidability and is therefore not compatible with W3C specifications.
The three temporal relations between points are before, after and equals, denoted by
symbols “<”,“>”,“=” respectively. Table 1 illustrates the set of reasoning rules based
on the composition of existing relation pairs.

Table 1. Composition Table for point-based temporal relations

Relations < = >

< < < <, =, >

= < = >

> <, =, > > >

The composition table represents the result of the composition of two temporal re-
lations. For example, if relation R1 holds between instant1 and instant2, and rela-
tion R2 holds between instant2 and instant3, then the entry of the Table 1 corre-
sponding to line R1 and column R2 denotes the possible relation(s) holding between
instant1 and instant3. Also, the three temporal relations are declared as pairwise dis-
joint, since they can’t simultaneously hold between two instants. Not all compositions
yield a unique relation as a result. For example, the composition of relations before
and after yields all possible relations as a result. Because such compositions doesn’t
yield new information these rules are discarded. Rules corresponding to compositions
of relations R1, R2 yielding a unique relation R3 as a result are retained (7 out of the 9
entries of Table 1 are retained) and are expressed in SWRL using rules of the form:

R1(x, y) ∧ R2(y, z) → R3(x, z)

The following is an example of such a temporal inference rule:

before(x, y) ∧ equals(y, z) → before(x, z)

A series of compositions of relations may imply relations which are inconsistent with
existing ones (for example the rule referred to above will yield a contradiction if af-
ter(x,z) has been asserted into the ontology for specific values of x,y,z). Consistency
checking is achieved by ensuring path consistency [13]. Path consistency is imple-
mented by consecutively applying the following formula:

∀x, y, k Rs(x, y) ← Ri(x, y) ∩ (Rj(x, k) ◦ Rk(k, y))

4 http://www.w3.org/Submission/SWRL/
5 http://clarkparsia.com/pellet/
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representing intersection of compositions of relations with existing relations (symbol ∩
denotes intersection, symbol ◦ denotes composition and Ri, Rj , Rk, Rs denote tem-
poral relations). The formula is applied until a fixed point is reached (i.e., the consec-
utive application of the rules above doesn’t yield new inferences) or until the empty
set is reached, implying that the ontology is inconsistent. Thus, in addition to rules
implementing compositions of temporal relations, a set of rules defining the result of
intersecting relations holding between two instances must also be defined in order to
implement path consistency. These rules are of the form:

R1(x, y) ∧ R2(x, y) → R3(x, y)

where R3 can be the empty relation. For example, the intersection of the relation rep-
resenting the disjunction of before, after and equals (abbreviated as ALL), and the
relation before yields the relation before as result:

ALL(x, y) ∧ before(x, y) → before(x, y)

The intersection of relations before and after yields the empty relation, and an incon-
sistency is detected:

before(x, y) ∧ after(x, y) → ⊥

As shown in Table 1, compositions of relations can yield one of the following four re-
lations: before, after, equals and the disjunction of these three relations. Intersecting the
disjunction of all three relations with any of these leaves existing relations unchanged.
Intersecting any one of the tree basic (non disjunctive) relations with itself also leaves
relations unaffected. Only compositions of pairs of different basic relations affect the
ontology by yielding the empty relation as a result, thus detecting an inconsistency. By
declaring the three basic relations (before, after, equals) as pairwise disjoint, all inter-
sections that can affect the ontology are defined. Path consistency is implemented by
defining compositions of relations using SWRL rules and declaring the three basic re-
lations as disjoint. Notice that, path consistency is sound and complete when applied on
the three basic relations [13].

Alternatively, we can define the composition of before with itself as a transitivity
axiom rather than by an SWRL rule. In this case, there would be no need for SWRL
rules applying only on named individuals into the ontology ABox. The resulting repre-
sentation will apply on the TBox as well. However, there is an obstacle in this approach
forcing the use of SWRL rules: the relation before must be declared as transitive in or-
der to infer implied relations and disjoint with after, it’s inverse relation, (also before
is asymmetric and irreflexive) in order to detect inconsistencies. But OWL specifica-
tions6 disallow the combination of transitivity and disjointness (or asymmetry) axioms
on a property because they can lead to undecidability [9]. This restriction is necessary
in order to guarantee decidability in reasoning with OWL 2 DL.

6 http://www.w3.org/TR/2009/REC-owl2-syntax-20091027/
#The Restrictions on the Axiom Closure
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5 Temporal Query Language

We also design and implement a SPARQL-like temporal query language based on the
idea of introducing a set of temporal operators (i.e., the AT and Allen operators) on top
of SPARQL. Query execution relies on the intermediate translation of the temporal op-
erators into an equivalent SPARQL query. This translation depends on the underlying
ontology representation (e.g., it is expressed as a set operations over fluent properties
in case the 4D-fluents representation is used). In this work, we have experimented with
both representations described in Section 2 namely, N-ary relations and the 4D-fluent
approach. The motivation of extending SPARQL with new operators (rather than us-
ing SPARQL with its existing operators for querying temporal information) is that this
approach offers additional flexibility in expressing temporal queries concisely, while
ensuring independence of the temporal expressions from the peculiarities of the under-
lying ontological representation (i.e., query syntax is the same regardless of the tempo-
ral representation adopted). The query language inherits SPARQL syntax and semantics
(e.g., queries over non-temporal information is expressed in SPARQL) with the addition
of the temporal operators.

We introduce clauses AT, SOMETIME AT and ALWAYS AT for comparing a fluent
property (i.e., the time interval during which the property holds true) with a time period
(time interval) or time point. Such queries return fluents holding true at the specified
time interval or point. Queries involving static properties (properties not changing in
time) are issued as normal SPARQL queries applied on the static part of the ontology.
Operator SOMETIME AT returns fluents holding for intervals that share common time
points with the interval in question. Operator ALWAYS AT returns fluents holding for
intervals which contain all points of the interval in question. For example the following
query retrieves the name of the company “x” where employee “y” was always working
for, during the specified interval:

select ?x ?y where {
?x ex1:hasEmployee ?y ALWAYS AT
“2007− 02 − 01T 00 : 00 : 00Z”, “2007− 02 − 05T 00 : 00 : 00”}

The “AT” operator returns fluents holding at intervals that contain the time point in
question. Notice that, integrating interval and instance representations allows for infer-
ring relations between points and intervals in addition to relations between intervals.
For example the following query retrieves the name of the company “x” that employee
“y” was working for, at the specified date:

select ?x ?y where {
?x ex1:hasEmployee ?y AT“2007− 02 − 05T 00 : 00 : 00”}

The following Allen operators are also supported: BEFORE, AFTER, MEETS,
METBY, OVERLAPS, OVERLAPPEDBY, DURING, CONTAINS, STARTS, START-
EDBY, ENDS, ENDEDBY and EQUALS, representing the relations holding between
two time intervals specified (operators BEFORE and AFTER support temporal points
as well). In this work, relations can be quantitative (i.e., involving specific temporal in-
stants or intervals) or qualitative (i.e., the exact values of temporal instants or intervals
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are unknown or not specified). For example the following query retrieves the name of
the company “x” that employee “y” was working for, before Employee2 worked for
Company1:

select ?x ?y where {
?x ex1:hasEmployee ?y before
ex1:Company1 ex1:hasEmployee ex1:Employee2}

6 Evaluation

Reasoning is achieved by employing DL-safe rules expressed in SWRL that apply on
named individuals in the ontology A-box, thus retaining decidability while offering
a sound and complete inference procedure for asserted temporal intervals or instants.
Furthermore, reasoning has polynomial time complexity since only the basic Allen or
point-based relations are supported [12,13].

Because any time interval can be related with every other interval with one basic
Allen relation (basic Allen relations are mutually exclusive) between n intervals, at
most (n − 1)2 relations can be asserted and this also holds in case of instants. Fur-
thermore, path consistency has O(n5) worst time complexity (with n being the number
of intervals or instants) and is sound and complete for the supported sets of relations.
In the most general case where disjunctive relations are supported in addition to the
basic ones, any time interval (or time instant) can be related with every other interval
(or instant) by at most k relations, where k is the size of the set of supported relations.
Therefore, for n intervals or instants, using O(k2) rules, at most O(kn2) relations can
be asserted into the knowledge base. In the case of temporal instants [13], qualitative
relations on time instants form a tractable set (i.e., a set of relations applying path con-
sistancy on this is a sound and complete method) if the relation 
= (i.e., a temporal
instant is before or after another instant) is excluded. Reasoning can be extended with
disjunctive relations such as ≥ denoting that an instant is after or equals to another.

In this work, a point-based representation is adopted for handling both time instants
and intervals. Relations between intervals are expressed as a function of relations be-
tween their end-points. A representation relying on intervals is also possible. However,
since the number of basic relations is 13 (Fig. 2) and because all possible disjunctions
appearing in the supported tractable set must also be supported, the representation may
become particularly involved. Notice also that, time instants, the same as semi-closed
temporal intervals (i.e., intervals with only one quantitative defined end-point) cannot be
represented efficiently in an interval-based representation which doesn’t handle points.
For example, if interval A contains interval B and point C is into interval B we can
infer using the point based representation that C is into interval A.

7 Conclusions and Future Work

The contributions of this work are twofold: First, we propose an approach for handling
temporal knowledge in ontologies using OWL and SWRL. It handles both time in-
stants and temporal intervals (and also semi-closed intervals) equally well using a sound
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and complete inference procedure based on path consistency. Second, we introduce a
SPARQL-based temporal query language for expressing temporal queries. Extending
our approach for spatial and spatio-temporal information and addressing scalability is-
sues are directions of future work.
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Abstract. Signature learning from gene expression consists into select-
ing a subset of molecular markers which best correlate with prognosis.
It can be cast as a feature selection problem. Here we use as optimality
criterion the separation between survival curves of clusters induced by
the selected features. We address some important problems in this fields
such as developing an unbiased search procedure and significance anal-
ysis of a set of generated signatures. We apply the proposed procedure
to the selection of gene signatures for Non Small Lung Cancer prognosis
by using a real data-set.

1 Introduction

Gene expression profiling allows to characterize, analyze and classify tissues as
function of the amount of trascript present in the cell for each of tens of thou-
sand of genes. Many complex diseases such as cancer, can be studied by observing
the variability profile of expression for thousands of genes by using microarray
technologies [1,9]. Clustering of global gene expression patterns has been used to
identify, at a molecular level, distinct subtypes of cancer, distinguished by exten-
sive differences in gene expression, in diseases that were considered homogeneous
based on classical diagnostic methods [13,15,18]. The molecular subtypes can be
then associated with different clinical outcomes.

One of important open question in this area is related to the methods to
extract suitable features from global gene expression that best correlate with
clinical behavior to create prognostic signatures [7]. For example in breast can-
cer, a poor prognosis gene expression signature in the primary tumor can accu-
rately predict the risk of subsequent metastases, independent of other well known
clinico-pathologic risk factors [8]. Most of these approaches are based on expert
knowledge to select, from thousands of genes, molecular markers which can be
associated to prognosis [7]. Just recently some new methods grounded on the
data mining and machine learning theory have appeared [3]. “Signature learn-
ing” is a rather new research topic in Bioinformatics, however it can be modeled
as a standard problem of feature selection [11]: given a set of expression levels of
N genes (of order of tens of thousands) in M different conditions or samples (of
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order of hundres) and a target classification C (prognostic classes), the problem
consists in selecting a subspace of n features from the N dimensional observation
that “optimally” characterizes C. Given the optimality criterion, a search algo-
rithm must be devised to find the best subspace from the 2N possibilities. This
poses two important questions: (i) how to select the optimality criterion; (ii)
since exhaustive search is not viable, how to devise a suitable heuristic search.
For the first question we adopt, as in [3], the survival time measured by using
the log-rank test [16] between the separation in group induced by the selected
features. For the second problem we propose a novel procedure which integrates
several signatures generated by a simple greedy algorithm.

The paper is organized as follows, the next section reports a description of
the signature learning algorithms, whereas in the section of Results we report
an evaluation of the method on a real dataset

2 An Unbiased Procedure for Signature Learning and
Discriminative Gene Ranking

Here we present a novel algorithm for signature learning from gene expression
data, we extend the method proposed in [3].

2.1 The mSD Algorithmn

Boutros et al. [3] introduced a promising algorithm, called modified Steepest
Descent (mSD), to discover prognostic gene signatures related to the non-small-
cell lung cancer (NSCLC). The data necessary for the algorithm are an N × M
matrix of expression levels of a set of N genes measured on M samples; and,
for each sample, the survival time ti, i = 1, 2, . . . , M to death (eventually right
censored if the corresponding person exits from the clinical study).

The expression levels are used to cluster the samples into two groups. The
times are generally used to estimate the survival function S(t) that measures the
fraction of people which survive after the time t. Actually two survival curves
S1(t) and S2(t) are considered, one for each of the two groups provided by
the clustering. When S1(t) > S2(t), for all t > 0, then the samples used to
estimate S1(t) define the good prognosis group, while those used for S2(t) define
the poor prognosis group. At present the survival curves are not estimated but
their difference is inferentially measured through the p-value of the log-rank test
[16] concerning the null hypothesis of no difference is in the population survival
curves for the good and poor prognosis group. The p-value is used as a measure
of similarity between the population survival curves so that they are as different
as the p-value is close to 0. The basic idea of the signature finding algorithm was
to find the sequence of genes having the properties (1) to separate the samples
in two groups according to an unsupervised strategy, then (2) the estimated
population survival curves related to the good and poor prognosis groups have
to be maximally different. To this aim, the first step is to select a single gene
having the properties (1) and (2); then the set of genes is scanned again to find
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the best pair of genes still having the properties (1) and (2) where one element
of the pair is that found in the previous step. The scanning is iterated until a
sequence of L > 0 genes is found so that no sequence of L+1 elements can reach
a separation of the survival curves better than the sequence of K genes.

2.2 A Heuristic Search for the Signature

The algorithms described above has been applied to find a new signature for
NSLC. However is has some drawbacks: (i) it is a greedy procedure and the genes
of the signature are selected one at time in a sequential order, but the results
are strongly influenced by the order in which gene are added to the signature,
in particular, starting from a different gene can lead to a completely different
signature; this means that there are many local minima and the deterministic
behavior of mSD can be easily trapped in a local minimum, for this reason
our algorithm tries to generate several signature from different genes chosen on
the basis of a statistical test; (ii) as reported in the Results section, the genes
of the signature can be used for diagnostic purposes if they have a different
behavior, with a given statistical significance, in the two populations (poor or
good prognosis), we observed that not all genes in the signature generated by the
mSD algorithm have this property, therefore we develop a pruning strategy (iii)
finally the mSD can suffer by the selection bias, we developed a feature selection
procedure using an external cross validation scheme.

Our algorithm consists of four separate steps: (1) find candidate seed genes;
(2) generate a signature for each seed gene; (3) prune the signatures by statistical
inference; (4) integrate signatures by gene ranking.

Finding the seed genes. The first step of our algorithm is aimed at selecting
a set of genes which can be a reliable starting point to expand the signature.
We use as starting seed of the signature a set of genes according to two main
conditions: (i) a bimodal distribution of the expression levels, (ii) ability to
separate the dataset in two groups on the basis of the survival analysis test. In
particular, for each gene i consider the sequence gi = {xi,j}j=1,...,M , where xi,j

is the expression level of gene i in the sample j. The sequence gi is clustered in
two subsets S1 and S2 by using a k-median algorithm (k = 2). The bimodality
hypothesis is checked by using the Bayesian Information Criterion (BIC) [20].
In particular, the whole sequence gi is checked against a normal distribution:

BIC1 = −2
M∑

j=1

log φ
(
xi,j ; μ, σ2

)
+ 2 logM

and a mixture of two gaussians (with means and variances computed from S1

and S2),

BIC2 = −2
n∑

i=1

log fmix
(
xi,j ; μ1, σ

2
1 , μ2, σ

2
2 , τ
)

+ 5 logM
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where: fmix
(
x; μ1, σ

2
1 , μ2, σ

2
2 , τ
)

= τ φ
(
x, μ1, σ

2
1

)
+ (1 − τ)φ

(
x, μ2, σ

2
2

)
.

The set of seed genes is selected by considering those genes with BIC2 < BIC1

and the p-value of the log-rank test between S1(t) and S2(t) less than a specified
threshold α (in all the experiments reported below we use α = 0.05).

Generation of gene signatures. We assume that a set of h � m candidate
starting genes j1, j2, . . . , jh has been found from the previous step. For each of
these genes we generate a g signature having one of these gene as the starting
point to expand the signature. Given a partial sequence of l genes having a
log-rank test pl-value, it seems from the mSD algorithm that the searching of
the signature is performed by selecting the l + 1 gene such that pl+1 < pl. This
means that always some samples migrate from the poor prognosis group to the
good one and viceversa. The constrain pl+1 < pl excludes all the genes that leave
unchanged the composition of the groups. Here we consider a weaker constraint
pl+1 ≤ pl instead of the original one in order to include in the signature those
genes that support the same group separation. The final signature could result
longer than that obtained with the original constrain, but we can further prune
the set generated set of genes as reported below.

The main steps to find a signature from a candidate gene follows. Let j be
one of the seed genes, selected with the previous step, from which to build the
signature.

1. find two groups by using the non missing data in the jth gene and set α to
the p-value of the log-rank test; let S = {j} be signature.

2. For each gene j′ not in S, cluster in two groups the dataset by using the
features S ∪ {j′} and evaluate the corresponding p-value

3. set pmin as minimum of the p-values in step (2)
4. if pmin > α stop the searching and exit; the signature is in S.
5. consider those genes Stmp for which the corresponding p-value is pmin

6. if the groups obtained by clustering the genes S ∪ Stmp are consistent and
have tolerably balanced dimensions, then set S to S ∪ Stmp, α to pmin and
continue from step (2); otherwise set pmin as minimum of the p-values in
step (2) except those corresponding to the genes in Stmp and continue from
step (4)

The classification method adopted for finding the clusters is the Partitioning
Around Medoids (PAM) from Kaufman and Rousseeuw [12] which falls in the
class of K-medians. Other approaches more specific of biological data are also
possible [5].

This method can handle missing data and is generally robust to outlying data,
although some problem can be meet when a value is so far away from the bulk
to be identified itself as a cluster.

Statistical analysis of the signature and pruning. For each gene of a
signature, we measure its importance with respect to the other genes and we
test if the gene is differentially expressed; when this last event occurs we can
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provide also information on how weak or strong is the differential regulation. This
information is particularly useful for further biological analysis to be performed
in vivo.

Let S be a signature whose elements are the genes g1, g2, . . . , gL, where L is
the length of the signature; let p(S) be the p-value provided by the log-rank test
for the signature S and p(S(l)) be the p-value of the signature S(l) obtained from
S leaving out the lth gene, l = 1, 2, . . . , L. The measure of importance of the lth

gene with respect to the signature is

i(gl | S) = Log
p(S(l))
p(S)

, l = 1, 2, . . . , L.

The ratio p(S(l))/p(S) measures the separation between the good and poor pro-
gnosis groups with when gl is left out from the signature S with respect to the
separation measured from the complete signature. As smaller is the separation
between the groups as higher is the intensity of the index. It can happen that
p(S(l)) < p(S). This is the case when the omission of the gene improves the
p-value.

Once that a given signature has been generated, in order to effectively use it
in prognostic case, one should give the indication of the expected behavior of
a given gene, i.e. it should be differentially regulated in the various prognostic
groups. Thefore, in addition to the above indicator, we further apply two sta-
tistical controls to the signature in order to check if its members, the genes, are
differentially regulated. The first is the test about the differential expression of
the gene with respect to good and poor prognosis groups. This test if performed
through the standard permutation test methodology [21] concerning the Welch’s
test statistic which is equivalent to the t-test when the variances of the two pop-
ulation are unequal. The rejection of equal level of gene-expression hypothesis
means that the gene can be found differentially expressed in subsequent empir-
ical experiment. The second statistical control we propose is closed to the first
but provide a different information. Two bootstrap confidence intervals at 95%
level are computed for the expressions of the gene in the two groups. We cal-
culate these only when the previous test rejects the hypothesis of equal means.
The confidence intervals can be overlapping or not. When they overlaps we con-
clude that the expression-gene difference is weak, otherwise if the intervals have
no intersection we consider the expression-gene as strong. Each signature can
be pruned with some rule concerning the gene-importance ans/or by taking into
account the results of the equal means hypothesis testing. Our proposed strategy
is to prune the signatures by using the results of the test in view of a later use
of the genes for prognosis evaluation.

Gene ranking and integrated signature. An overall signature can be ex-
tracted from ∪kSk where Sk, k = 1, 2, . . . , K, is a signature each of one stemmed
from a seed gene. The selection of the genes can be done with respect to some
indicators. The first one is nl that counts how many signature Sk contain the
gene gl. A second indicator is the mean importance i(gl) of the gene gl, defined
as
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i(gl) =
1
nl

∑
{S:gl∈S}

i(gl | S),

and its weighted version
I(gl) =

nl

K
i(gl)

we call weighted importance.
These indicators allow to rank the genes in ∪kSk and select a subset providing

a meta-signature. This is an improvement of the greedy procedure of [3] where
the sequential nature of the process tends to generate suboptimal solutions due
to local minima of the optimality criterion. Furthermore the gene ranking has
the advantage to be easily interpreted by life scientists.

As an example, our procedure generates 16 signatures as reported in table
2. Our final signature is obtained by selecting all the genes of table whose in-
dicators nl, i(gl) and I(gl) are above their corresponding averages and whose
expression values are significantly different in the diagnostic group according to
the permutation test described above.

3 Results

The data consider for the evaluation of the proposed algorithm is the Non Small
Lung Cancer Dataset reported in [14]. The study contains the normalized ex-
pression values of 158 genes observed in 148 patients treated by patients treated
by lobectomy or pneumonectomy. The set of potential prognostic genes were
chosen on the basis of a set of microarray experiments reported by the authors
and using further biological knowledge about genes associated with poor prog-
nosis in gene with KRAS mutations. The expression of the 158 candidate gene
was measured by using with RT-qPCR [14].

In this section first we analyze the signature obtained with the mSD algorithm,
then we run our proposed algorithm on the gene expression data.

3.1 Analysis of the Signature of Boutros et al.

The original algorithm mSD found a signature of 6 genes (STX1A, HIF1A,
CCT3, HLA-DBP1, MAFK and RNF5) with a p-value of 2.14 · 10−8. When the
same set of genes is processed by PAM, the corresponding separation of the
survival curves has 5.5 · 10−4 as p-value.

The statistics evaluated on this signature are in table 1. The first column
contains the percentage of missing data and no critical situation, on the multi-
dimensional point of view, has to be highlighted. In the second column there is
the measure of the importance of each gene.

When STX1A is left out from the signature, the p-value computed by con-
sidering the other 5 genes increases up to 0.2789 providing an high importance
of this gene i(STX1A | Boutros) = 2.704. In the case of HIF1a the importance
is i(HIF1a | Boutros) = −0.956, being 6.097 · 10−5 the p-value of the signature
when HIF1a is omitted. It seems that the absence of this gene provides a better
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Table 1. Summary statistics for the signature of Boutros et al. (G) good prognosis
group, (P) poor prognosis group; loCL is the lower bound of the confidence inteval at
0.05 level, while upCL is the corresponding upper bound.

missingPct import meanDiff pV goodIs (G)Lev (G)loCL (G)upCL (P)Lev (P)loCL (P)upCL

STX1A 0 2.704 -10.763 0 down -0.989 -1.235 -0.751 0.538 0.293 0.752
HIF1a 4.082 -0.956 -8.993 0 down -0.85 -1.159 -0.562 0.516 0.31 0.707
CCT3 0 -0.456 -6.384 0 down -0.304 -0.476 -0.151 0.372 0.176 0.548
MAFK 17.007 3.209 -2.847 0.003 down -0.278 -0.634 0.085 0.217 -0.006 0.413
RNF5(*) 0 2.455 -0.868 0.183
HLA DPB1 0 1.161 5.104 0 up 0.394 0.137 0.636 -0.365 -0.61 -0.1

signature, although in its the sequential building HIF1a acts as gene that de-
creases the p-value of the sequence under construction. The third column of table
1 is the mean difference of the expression level of the gene with respect to the
good and poor prognosis groups. The following column is the p-value concerning
the null hypothesis of equal expression level. Also in this case RNF5 is in evi-
dence given that is the only gene of the signature for which the null hypothesis
is not rejected. This result seems to be consistent with the lowest importance of
this gene. In the use of this signature for prognosis evaluation RNF5 can be left
out given that is undifferentiated whith respect to the good and poor groups.
The columns 6 and 9 are the mean levels of the expresion of the genes in the
two groups. STX1A, HIF1A, CCT3 and MAFK appear to be down-regulated in
the good prognosis group while HLA-DBP1 is up-regulated in the same group.
For each level, and for both groups, the bootstrap confidence limits (columns
7-8 and 10-11 of table 1) are computed.

3.2 Analysis with the Proposed Algorithm

The following computation are applied to 153 genes instead of the full data. 5
genes have more than 75% of missing values so they are not considered. About
the 64% of the genes have been recognised as showing bimodality, while about the
17% provide a significative (at level 0.05) separation of the population survival
curves. At the end of the first step 16 genes (ACTR3, COL1A2, FADD, GPR56,
PHB, SELP, SERPIND1, SNRPF, SPRR1B, SSBP1, STARD10, STX1A, TIP47,
ZFP, CACNA1L and CALCA) are considered as seeds.

Table 2 shows all the signatures found, and it represents our main result.
The first column contains the gene seed, while in the second the signature is

listed and the order of the genes is that generated by the algorithm. In the third
column the p-value of the signature is shown after a decimal-log transformation.
As we can see there are several signatures with a p-value lower that 5.5 · 10−4 as
obtained by the standard mSD algorithm. Some of the genes in each signature
are closed in round brackets, this mean that in the pruning step those genes
are not differentially expressed with respect to the classification induced by the
signature at level 0.05. The p-value of the signature after the removing of the
genes in brackets is in the last column. In two cases (ACTR3 and ZFP) such a
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Table 2. Signatures developed from the 16 seed genes. The genes between brackets
are not differentially expressed at level 0.05. The p-value in column 3 is evaluated with
respect to all genes; the following p∗-value is computed after the removing from the
signature of those genes not differentially expressed.

Seed Signature log(pV) log(p∗V)
ACTR3 ACTR3, STX1A, (STARD10), SSBP1, FADD, DOC 1R, CTLA4,

SPRR1B, (RELA), PER1
-12.657 -0.904

COL1A2 COL1A2, SERPIND1 -1.313 -1.313
FADD FADD, STX1A, STC1, (RNF5), LAMB1, RELA, (ID2),

(KIAA1128), (MYC), TRIO, (MYH11), ACTR3, PLGL,
RAFTLIN, (EP300), MSN, (CTNND1)

-12.49 -1.819

GPR56 (GPR56), KRT5, (DDC), ICA1 -2.105 -1.522
PHB (PHB), STX1A, SPRR1B, ZWINT -5.996 -3.655
SELP SELP, ADM, PAFAH1B3, PHB, (IL20RA), G22P1, EIF4A2,

AKAP12, (ARCN1), ARHGDIA, (COL9A2), CSTB, CTLA4,
CTNND1, (DOC 1R), (FEZ2), ID2, KIAA0101, (LYPLA1),
(MAFK), (NAP1L1), (NICE 4), PTK7, (RAF1), SNRPB,
SPRR1B, STX1A, FOSL1

-6.997 -5.876

SERPIND1 SERPIND1, CALCA, SNRPB, HIF1a, SPRR1B, ZWINT, CNN3,
EIF4EL3, (KIAA0905), RNF5, CIT, (ID2), (IL6ST), PAFAH1B3,
(RMB5), STARD10, (XBP1), RET, STX1A, NAP1L1, TRA1

-10.804 -8.198

SNRPF SNRPF, CALCA, WFDC2, GRB7, CCT3, COL9A2, CPE,
(CTLA4), EIF4EL3, (KIAA0767), (LTB4DH), MLPH, MORF,
PAFAH1B3, (PLGL), (RAF1), THRAP2, WEE1, RET, IGJ,
(FEZ2), (MYLK), NFYB, (SLC20A1), (KTN1)

-7.732 -5.554

SPRR1B SPRR1B, STX1A, FADD, RAFTLIN, (COPB) -8.765 -6.887
SSBP1 (SSBP1), CCR7, G22P1, (IL20RA), KTN1, HIF1a, NAP1L1,

TEB4, (COL1A1), (RNF5), DDC, (SLC20A1), (ARCN1),
(FOXA1), HLA DPB1, (ID2), (IRX5), PER1, (ACTG2), ACTR3,
CIT, CNN3, CPE, (CSTB), (CTLA4), (IL6ST), (KIAA0101),
(KIAA0905), (LAMB1), LYPLA1, MAFK, MYH11, (RELA),
(RUNX1), SELL, SPRR1B, TRIO

-8.999 -7.088

STARD10 STARD10, STX1A, CPE, CACNA1L, PAFAH1B3, CCR7,
(CSTB), (CTLA4), (HNRPAB), LAMB1, NAP1L1, (RAF1),
ZWINT, (SNRPB), HIF1a, TRIO, (LMNB1), EIF4EL3, MYH11,
ITPKB, (RAFTLIN)

-12.026 -6.819

STX1A STX1A, FADD, STC1, (RNF5), LAMB1, RELA, (ID2),
(KIAA1128), (MYC), TRIO, (MYH11), ACTR3, PLGL,
RAFTLIN, (EP300), MSN, (CTNND1)

-12.49 -1.819

TIP47 TIP47, (TFF3), COL9A2, CCR7 -4.368 -2.754
ZFP ZFP, MAD2L1, (THBD), HLA DPB1, (RNF5) -3.713 -0.914
CACNA1L CACNA1L, XBP1 -2.192 -2.192
CALCA CALCA, SERPIND1, SNRPB, HIF1a, SPRR1B, ZWINT, CNN3,

EIF4EL3, (KIAA0905), RNF5, CIT, (ID2), (IL6ST), PAFAH1B3,
(RMB5), STARD10, (XBP1), RET, STX1A, NAP1L1, TRA1

-10.804 -8.198

p-value becomes greater than 0.05 (-1.30 after the log-transformation), while the
signature developed from COL1A2 has a p-value very closed to the level. Later
the signatures starting from ACTR3 and ZFP are no longer considered.

Analysis of STX1A-signature. As an example now we concentrate on the
signature expanded from STAX1A that counts 16 more genes (STX1A, FADD,
STC1, RNF5, LAMB1, RELA, ID2, KIAA1128, MYC, TRIO, MYH11, ACTR3,
PLGL, RAFTLIN, EP300, MSN and CTNND1) with a p-value of 3.234 · 10−13.
Figure 1 display the empirical survival curves estimated on the signature.

The statistics evaluated on this signature are in table 3. The amount of missing
value for each gene is moderate. The inspection of the importances shows that
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Table 3. Summary statistics for the signature developed from STX1A. The genes
marked with (*) are not differentially expressed at level 0.05 with respect to the good
and poor prognosis groups. (G) good prognosis group, (P) poor prognosis group; loCL is
the lower bound of the confidence inteval at 0.05 level, while upCL is the corresponding
upper bound.

missPct import meanDiff pV goodIs (G)Lev (G)loCL (G)upCL (P)Lev (P)loCL (P)upCL
STX1A 0 12.077 -11.255 0 down -0.6 -0.799 -0.412 1.038 0.751 1.257
FADD 0 10.303 -6.257 0 down -0.204 -0.368 -0.067 0.477 0.27 0.648
STC1 0.68 10.6 -6.168 0 down -0.504 -0.783 -0.237 0.612 0.291 0.926
RNF5(*) 0 1.48 -0.942 0.186
LAMB1 0 2.452 -2.76 0.002 down -0.119 -0.25 0.068 0.198 0.005 0.399
RELA 2.041 10.885 -2.983 0.003 down -0.133 -0.274 0.026 0.243 0.033 0.472
ID2(*) 0 2.017 0.487 0.312
KIAA1128(*) 1.361 0 -1.603 0.071
MYC(*) 0 11.743 -0.684 0.249
TRIO 3.401 2.034 -2.802 0.002 down -0.187 -0.348 -0.005 0.148 -0.067 0.369
MYH11(*) 3.401 3.55 0.981 0.169
ACTR3 0 1.009 -6.289 0 down -0.209 -0.356 -0.056 0.488 0.3 0.695
PLGL 7.483 4.645 -3.419 0 down -0.432 -0.65 -0.089 0.243 -0.064 0.624
RAFTLIN 0 2.907 2.252 0.007 up 0.193 0.014 0.381 -0.151 -0.472 0.136
EP300(*) 0 0 0.69 0.25
MSN 0 0.431 -2.145 0.011 down -0.102 -0.232 0.046 0.181 -0.074 0.468
CTNND1(*) 0.68 0 -1.009 0.167
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Log(pValue(Log−Rank test)) =  −12.49025

Fig. 1. Display of the empirical survival curves estimated by using the classification
provided the signaturature developed from STX1A
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the inclusion of some gene in the sequence leaves the p-values unchanged, this
is the case of KIAA1128, EP300 and CTNND1. These three genes with lowest
importance, together with RNF5, ID2, MYC and MYH11, are not differentially
expressed. MYC is worth of some remark. It is the second important gene, after
STX1A, but at the same time appear not to be differentially expressed. This
seems to suggest that being a strong carrier of information about a good group
separation is unconnected with the feature of having different level of expression
in the groups. We could hypothize that some time the bimodality associated to
the good and poor prognosis group is a model too simple.

The strong separation of the levels between the groups is for STX1A,
FADD, STC1, RELA and ACTR3, while LAMB1, TRIO, PLGL, RAFTLIN
and CTNND1 show a weak differential expression. When we restrict our at-
tention to the set of genes having a significative different expression level, the
classification provides two groups for which the survival curves have 0.015 as
p-value.

4 Conclusions and Future Works

We reported a signature learning algorithm from gene expression. The reported
results show how our method improves, in terms of the chosen separation mea-
sure, the difference between prognostic groups induced by the selected features.
We used a real dataset of 158 genes measure in 148 samples measured by RT-
qPCR for prognosis of NSLC.
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Abstract. Multi-label Classification (MC) often deals with hierarchi-
cally organized class taxonomies. In contrast to Hierarchical Multi-label
Classification (HMC), where the class hierarchy is assumed to be known
a priori, we are interested in the opposite case where it is unknown and
should be extracted from multi-label data automatically. In this case the
predictive performance of a classifier can be assessed by well-known Per-
formance Measures (PMs) used in flat MC such as precision and recall.
The fact that these PMs treat all class labels as independent labels, in
contrast to hierarchically structured taxonomies, is a problem. As an
alternative, special hierarchical PMs can be used that utilize hierarchy
knowledge and apply this knowledge to the extracted hierarchy. This
type of hierarchical PM has only recently been mentioned in literature.
The aim of this study is first to verify whether HMC measures do signifi-
cantly improve quality assessment in this setting. In addition, we seek to
find a proper measure that reflects the potential quality of extracted hier-
archies in the best possible way. We empirically compare ten hierarchical
and four traditional flat PMs in order to investigate relations between
them. The performance measurements obtained for predictions of four
multi-label classifiers ML-ARAM, ML-kNN, BoosTexter and SVM on
four datasets from the text mining domain are analyzed by means of
hierarchical clustering and by calculating pairwise statistical consistency
and discriminancy.

Keywords: Multi-label Classification, Text Classification, Performance
Measures, Hierarchical Classification.

1 Introduction

A common way to structure large amounts of information is the use of a hi-
erarchical taxonomy, which describes relations between classes or concepts by
means of the notion “is-a”. With the ever-increasing amount of data, automatic
classification of items into such taxonomies is often beneficial or even inevitable.
This classification becomes multi-label because each object belongs not only to
a single class but also to all its ancestors (ancestor inclusion property). One of
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the important research fields in Multi-label Classification (MC) is hierarchical
multi-label classification (HMC) where the hierarchical taxonomy is assumed to
be known a priori and is available for a classifier together with labeled data.
Although a lot of information can be assumed to be hierarchically structured,
sometimes the hierarchical taxonomy is not explicitly given but can be derived
from data by analyzing the multi-labels. In this much less investigated setting,
the classifier obtains multi-label data without information on class hierarchy and
performs multi-label classification. Additionally a Hierarchy Extraction (HE) al-
gorithm can extract a class hierarchy from the training multi-labels. In this set-
ting, the predictive performance of a multi-label classifier can be assessed either
by well-known Performance Measures (PMs) used in flat multi-label classifica-
tion such as precision and recall or by special hierarchy measures that utilize
hierarchy knowledge, which have only recently been mentioned in literature. In
the latter case the extracted hierarchy can be used, however its quality depends
on the choice of HE algorithm that is used.

Performance evaluation by flat measures in the hierarchical taxonomy case
has been shown to be disadvantageous [11]: In traditional MC, there is no direct
relation between individual labels, and therefore the corresponding PMs treat
them equally. With a hierarchical taxonomy, the relations between labels are
given by the hierarchy in the form of ancestor inclusion and should be taken
into account when evaluating the quality of classification results. If a certain
algorithm classifies an article about the soccer world championship into the
category sports instead of soccer, for example, then this should be considered
a smaller error in comparison with classifying the article under economy, as
the true label, soccer is a descendant of sports. Thus, the distance between
predicted and true labels in the hierarchy should be measured in addition to
simply counting misclassified labels. On the other hand, correct predictions of
more general categories corresponding to higher levels in the hierarchy and being
made instead of specific ones are usually less interesting because the deeper a
label in the hierarchy the more difficult is to predict it due to the lack of training
examples and the more valuable its prediction.

The fact that both issues can be addressed in a variety of ways has resulted
in the development of a large number of special hierarchical measures. In the
past ten years (1999-2009), at least ten PMs for HMC have been introduced in
the literature by various authors, but none of them has been established yet as
a standard one. Due to the large number of existing measures and the lack of
comparative studies in the field it is difficult to choose a proper measure or a set
of measures for performance comparisons. Using several measures generally pro-
vides multiple views on the results, therefore giving the user more information
to make decisions, however the selection of PMs must be made very carefully.
Many measures may produce similar results even though their approaches ini-
tially appear to be different. It is therefore important to know how the individual
measures are related to each other to ensure that the chosen set of measures is,
in a certain sense, independent.
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The aim of this paper is a comparative analysis of the existing PMs in order to
facilitate the search for the proper combination of PMs. To investigate relations
between measures we use predictions of four multi-label classifiers ML-ARAM,
ML-kNN, BoosTexter and SVM on four datasets from the text mining domain.
Since we are interested in Hierarchy Extraction (HE), we exploit non-hierarchical
classifiers. To compare the measures, we apply cluster analysis and the approach
proposed in [9] for comparison of two PMs on the basis of statistical consistency
and discriminancy. In this context three issues will be addressed. The first issue
concerns the fact that flat measures have been studied extensively and their be-
havior is well understood. This is not the case for most of the hierarchical PMs,
and often their rather complex definitions do not allow for an intuitive under-
standing of their behavior. To solve this problem, we will empirically compare
hierarchical and flat measures in order to associate the hierarchical measures
with the flat measures that tend to give similar results. The second issue in-
volves verifying that the hierarchical measures do indeed judge the severity of a
misclassification, providing more details than the flat ones. The third issue con-
cerns HE. It is often difficult to determine whether the predicted multi-labels
can produce a good hierarchy or not. A quantitative comparison of extracted
and original hierarchies by means of hierarchy proximity measures can be used
as a quality measure for predictions once the original hierarchy is known. In the
opposite case, the PM to be used should correlate sufficiently with the quality
of the extracted hierarchies. Unfortunately, it has been found [1] that the flat
measures and one hierarchical measure do not possess this desirable property. A
more comprehensive analysis will be provided: HMC PMs will be examined with
respect to HE in order to find the best indicator of HE quality among them.

To the best of the authors’ knowledge, only little related work has been done
to date. In [7] the authors provide theoretical arguments for the choice of PMs
in flat MC. In [11] Kiritchenko defines the three theoretical properties a good
HMC PM should possess. The work in [6] contains an overview of PMs for single-
label hierarchical classification. Finally, in [13] the authors present an overview
of hierarchical classification methods and provide a short overview of a number
of HMC PMs. We point out that there are apparently no studies as yet that
provide an empirical comparison of hierarchical measures. Furthermore there is
no consecutive study comparing hierarchical and flat PMs. Our work aims at
filling this deficiency with experimental results from real-world data.

The paper is organized as follows. In Sec. 2 we introduce the necessary con-
cepts and notation. The comparisons between the hierarchical and flat measures
as well as the analysis of relationships between HMC PMs and HE are given in
Sec. 3. Finally, Sec. 4 concludes the paper.

2 Concepts and Notation

In traditional MC, the task is to learn a mapping f : X → P(L) from the set of
instances X to the set of multi-labels P(L). Here, a multi-label y is any subset of
the label set L = {1, . . . , q} and ŷ is the classifier prediction. MC PMs are based
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Table 1. Overview of the applied HMC PMs with respective citations, ranges, and
groups. “. . . ” means that the measure has an unrestricted range

Measure FK FV FI FS DC DCB DS DW1 SN DW2

Reference [11] [17] [10] [15] [3] [4] [14] [20] [12] [18]
Range [0,1] [0,1] [0,1] [0,1] [0,1] [0, . . . [ [0, . . . [ [0,1] [0,1] [0,1]
Group F-measures Hamming Distance label-to-label

on the calculation of binary classification counters: the numbers of true positives,
false positives, true negatives and false negatives. The most popular measures
include accuracy, precision, recall, and the F-measure [16]. There are also two
possible methods to average the measures over a dataset: macro-averaging as-
signs equal weight to each label, while micro-averaging assigns equal weight to
each multi-label [21]. Here, we use only the micro-averaged versions.

The accuracy A of the predictions refers to the fraction of correctly predicted
labels. The precision P measures how many of the predicted labels are actually
present, the recall R measures how many of the present labels have been pre-
dicted, and the F-measure is the harmonic mean of precision and recall:F :=
2PR
P+R .

All of these measures take values in [0, 1], with higher values indicating better
predictions. In addition to these label-based measures, instance-based ones can
be used, when one is interested in an instance-wise performance measurement:
Pin := |ys∩ŷs|

|ŷs| , Rin := |ys∩ŷs|
|ys| . We use them later for pairwise comparisons of

HMC performance measures by means of the degree of consistency and the
degree of discriminancy.

HMC extends MC by imposing a hierarchical structure on the label set L:
A hierarchy H on L is a set of pairs (p, c) where p, c ∈ L and p is considered
a parent of c. Here we suppose a hierarchy to be a tree. As we exploit global
non-hierarchical classifiers, the information on the hierarchy is available to the
classifier in an indirect way, i.e. as provided by multi-labels. Note that while it
is assumed that the true multi-labels are consistent with the hierarchy, this is
usually not true for the predicted multi-labels since they are affected by classifier
performance.

An HMC PM is a proximity measure between sequences of multi-labels that
takes into account a hierarchy H . The goal is to quantify how close the pre-
dictions are to the true multi-labels. The HMC PMs suggested so far in the
literature can be roughly divided into three groups: The first group consists of
hierarchical versions of the popular F-measure (denoted by a capital F ), the sec-
ond one contains hierarchical versions of the Hamming distance, and measures
in the third group are based on label-to-label distances. Another categorization
divides HMC PMs into distances, denoted by a capital D, where lower values in-
dicate better results, and similarities, denoted by a capital S, where the opposite
relation is the case. Table 1 shows the list of HMC measures used for comparison.
It should be noted that the range of some measures is not be generally restricted,
however in specific cases the range is bound applied hierarchy and the dataset.
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Table 2. Datasets overview

Name depth cardinality labels # feat. paths instances train test
RCV1-v2 4 3.18 103 945 1.44 23,149 15,000 8,149

WIPO-alpha 4 4.32 131 924 1.20 12,052 4,688 7,364
ASRS 2 5.01 67 462 3.08 15,000 10,000 5,000

OHSUMED 4 1.92 101 592 4.32 16,086 12,428 3,658

Most of the measures are based on the calculation of a multi-label to multi-label
difference from which the overall performance measure for a whole dataset is
derived as the average difference per multi-label. For FS we set the parameter
Disθ := 1.

3 Comparison of PMs

To compare the PMs, each of them was applied to the classification results taken
from four multi-label classifiers obtained from four datasets. The classifiers were
the neural-network-based ML-ARAM, the nearest-neighbor based ML-kNN, the
rule-based BoosTexter, all three used as in [1], and the Support Vector Machine
(SVM) implementation LIBSVM [5]. For SVM, label combination and c-svc were
used.

The characteristics of the used datasets are summarized in Table 2. Depth
corresponds to the maximal number of levels in the class hierarchy. Cardinality
is the average number of labels per instances. The paths column means how
many paths a multi-label in the dataset has on average. The data were randomly
divided into training and test set, if not already divided in the original work.

The RCV1-v2 dataset was used as in [2] and the WIPO-alpha dataset as in
[1]. The Aviation Safety Reporting System (ASRS) dataset consists of anony-
mous reports of flight incidents [19]. During preprocessing, stop-words were re-
moved and remaining words were stemmed using the Snowball stemmer. All but
the 2%-most frequent stems were removed. Conversion to TF-IDF1 weights and
normalization was done independently for the training and the test set. The
OHSUMED dataset was used here as in [8], except that the root node of the
hierarchy, with the maximal depth of four, and the documents assigned to it
were not used. The preprocessing was the same as for the ASRS dataset.

3.1 Cluster Analysis

The first approach we used to compare of PMs was hierarchical clustering. It
groups similar objects together by building a hierarchy of clusters which become
more and more coarse from the bottom levels to top levels. The idea was to
visualize the relations between individual HMC PMs as well as between them
and the flat PMs. In this experiment the original hierarchy was used to calculate
1 Term Frequency Inverse Document Frequency
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hierarchical measures. Using predictions of four classifiers on four datasets yields
16 classifier/dataset combinations, which are considered to be a vector v ∈ R16,
for each measure. The similarity between two PMs D1 and D2 can subsequently
be defined as

s(D1, D2) :=
1 + ρ(vD1 , vD2)σ(D1)σ(D2)

2
. (1)

Here, ρ(X, Y ) is Spearman’s rank correlation coefficient, which is close to 1 (-1)
if the relationship between X and Y can be described well using a monotonically
increasing (decreasing) function, not necessarily linear. If ρ(X, Y ) is close to 0,
then no monotone relation between X and Y exists. σ(D) := 1 for similarities
and σ(D) := −1 for distances. Thus, s(D1, D2) is close to 1 if D1 and D2 agree on
which of two given classification results is better, and close to 0 if they disagree.
A value of s(D1, D2) close to 0.5 indicates that there is no clear relationship
between both measures.

Applying hierarchical clustering with average linkage to the similarity values
calculated according to 1 results in the dendrogram shown in Fig. 1. For a
medium threshold (0.95), the following five clusters are obtained, with some
of them being close to the flat measures: DC , DW2, and DS are close to the
accuracy; DCB; FK , SN , FV , and FS are close to the recall and the F-measure;
DW1; FI .

It is important to note that these clusters do not correspond to the intuitive
categorization of the HMC measures into three groups presented above. For
example, FI is not in the same cluster as all the other hierarchical F-measures.
This is an interesting point because it confirms the hypothesis that the measure
selection based exclusively on intuition may lead to biased interpretation of
classification results. Since measures in the same cluster behave similarly, it is
advisable to use only one measure from each cluster.

3.2 Relation to Hierarchy Extraction (HE)

In [2] the task of HE is defined as constructing an appropriate hierarchy H based
on a given a set of predicted multi-labels. The authors propose to measure the

Fig. 1. Dendrogram for average linkage hierarchical clustering of PMs using similarities
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Table 3. Similarities between HE metrics and other HMC metrics as measured by (1)

FK FV FI FS DC DCB DW1 SN DW2 DS

DCTED 0.86 0.86 0.87 0.85 0.62 0.54 0.93 0.91 0.77 0.74
DTO∗ 0.85 0.88 0.91 0.86 0.59 0.49 0.90 0.91 0.74 0.70

DLCAPD 0.88 0.88 0.90 0.88 0.62 0.51 0.93 0.91 0.77 0.74
Avg. Similarity 0.86 0.87 0.90 0.86 0.61 0.52 0.92 0.91 0.76 0.73

Table 4. Average relative difference (in percent) between using original hierarchies
and extracted hierarchies when calculating the HMC PMs

FK FV FI FS DC DCB DW1 SN DW2 DS

RCV1-v2 0.0 0.0 0.0 0.0 0.0 10.1 0.0 0.0 0.0 0.2
WIPO-alpha 0.0 0.0 0.0 0.0 0.0 1.1 3.3 0.3 0.1 0.0

ASRS 2.0 4.2 5.9 0.0 0.2 14.7 10.6 5.8 0.2 2.0
OHSUMED 0.0 0.0 0.0 0.0 0.0 0.5 0.0 0.0 0.0 0.0

quality of the extracted hierarchies by comparing them to the real hierarchies
using hierarchy proximity measures. Specifically, three distance metrics for trees
were used: DCTED based on Constrained Tree Edit Distance (CTED), DTO∗

based on Taxonomic Overlap (TO*), and DLCAPD based on Lowest Common
Ancestor Path tree Distance (LCAPD) (see [2] for details). Further, in [1] it was
observed that neither the flat PMs nor DCB are consistent with the results of
hierarchy proximity measures. Nevertheless a PM that is consistent with HE
results would be advantageous because such a measure would allow a conclusion
to be drawn about the potential quality of HE on the basis of classification
results. To examine how the studied HMC PMs are related to the hierarchy
proximity measures, the similarity values between them were calculated by (1)
(Table 3). DCB yields the lowest average similarity that confirms the result of
[1]. In contrast, DW1, SN , and FI exhibit the highest similarity to the hierarchy
proximity measures. Thus one can successfully use them as indicators for the
potential quality of HE.

Another important question concerns the application of HMC PMs to multi-
label data for which no hierarchy is given. If one wants to use HMC PMs to
evaluate classification experiments on such datasets, a hierarchy extracted by
HE techniques from the training multi-labels should be utilized. To test whether
this approach yields useful results we extracted hierarchies from the training
multi-labels of the four datasets and used the extracted hierarchies to calculate
the HMC PMs. Table 4 shows the relative differences between using the original
and extracted hierarchies. The quality of the results with the use of extracted
hierarchies obviously depends on the quality of the extracted hierarchies. This
can be observed by comparing the results for the different datasets: Those for
RCV1-v2, WIPO-alpha and OHSUMED are, in general, much better than those
for ASRS. Indeed, the tree distance metrics used by [1] show that the original
hierarchies could be recovered almost completely for RCV1-v2, WIPO-alpha
and OHSUMED, while the extracted hierarchy for ASRS was of lower quality.
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Table 5. Average over the four datasets of approximate Degree of Consistency DoC.
Note that DoC(D1, D2) = DoC(D2, D1). The unshaded cells have a standard deviation
of less than 0.1, around 0.1 for the light gray and 0.2 for dark gray cells.

D1/D2 A R P F

FI 0.89 0.91 0.90 0.92
DW1 0.83 0.72 0.88 0.87

SN 0.89 0.84 0.93 0.94

Table 6. Approximate degree of discriminancy DoD(D1, D2) between HMC PMs D1

and flat PMs D2. Note that DoD(D1, D2) = 1/DoD(D2 , D1).

D1/D2 A R P F A R P F

RCV1-v2 WIPO-alpha
FI 0.07 0.66 0.13 0.03 0.04 0.14 0.04 0.02
DW1 11.49 67.28 20.97 4.5e+05 27.44 174.54 49.63 ∞
SN 10.36 61.43 17.47 5.26 0.85 5.86 1.04 0.35

ASRS OHSUMED
FI 1.07 1.65 0.82 0.50 0.39 2.44 0.43 0.20
DW1 34.34 50.44 29.94 ∞ 7.43 26.21 10.57 ∞
SN 45.57 38.95 22.32 32.94 43.17 122.27 51.69 296.39

Another important result is that some HMC PMs are affected more than others
when extracted hierarchies are used. The value of FS , for example, is not affected
at all, whereas the one of DCB is changed for ASRS.

3.3 Degree of Consistency and Degree of Discriminancy

In [9], Huang and Ling suggest formal criteria for comparing two PMs and find-
ing out which of them is better. They introduce the Degree of Consistency DoC,
which shows how strongly two measures tend to agree and the Degree of Discrimi-
nancy DoD, which shows which of both measures is more discriminative. For two
measuresD1 andD2, D1 is said to be statistically consistent with andmore discrim-
inating than D2 if DoC(D1, D2) > 0.5 and DoD(D1, D2) > 1. Huang and Ling
argue that, in this case, D1 is a better measure than D2, since D1 and D2 agree
most of the time but D1 has more discriminating power than D2.

We applied this approach to find out whether hierarchical PMs do judge
the severity of a misclassification with more nuances than the flat ones. To
simplify presentation, we focus on three PMs selected above as good indicators
of HE quality DW1, SN , and FI . The comparison of their DoC values shows a
high agreement with the flat measures (Table 5). By examining their degrees of
discriminancy in Table 6 one can see that two of them, namely DW1, and SN

indeed possess more discriminating power than any of the given flat measures. In
contrast, FI does not achieve higher discriminancy and therefore we recommend
to use DW1 and SN for performance comparisons.

Comparing the classifiers by means of the selected PMs allows one to draw
justified conclusions about their predictive power. The values of DW1 and SN for
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Table 7. Classification results as evaluated by the optimal combination of
HMC PMs with extracted hierarchy. The best result with respect to each mea-
sure/dataset/classifier combination is marked in bold.

ARAM kNN BoosT. SVM ARAM kNN BoosT. SVM
RCV1-v2 WIPO-alpha

DW1 0.189 0.280 0.224 0.130 0.264 0.423 0.305 0.093
SN 0.932 0.893 0.917 0.951 0.909 0.885 0.912 0.931

ASRS OHSUMED
DW1 0.404 0.464 0.393 0.353 0.281 0.444 0.344 0.226
SN 0.829 0.800 0.816 0.819 0.887 0.832 0.871 0.908

each classifier and dataset are given in Table 7. It is obvious that SVM performs
best, receiving the highest scores in all but one of eight comparisons. ML-ARAM
slightly outperforms BoosTexter, winning six of the eight direct comparisons
between both classifiers. Finally, ML-kNN shows the worst performance.

4 Conclusion

In this work, ten hierarchical PMs recently proposed by various authors were
empirically compared with four flat ones by applying them to MC with HE.
In our setting no original hierarchy is available to a classifier, but can be de-
rived from multi-labels. Based on the predictions of four multi-label classifiers
ML-ARAM, ML-kNN, BoosTexter and SVM obtained from four datasets from
the text mining domain, the performance measures were empirically tested for
similar behavior which can lead to biased results. Additionally, hierarchical PMs
were to discern their relation to the results obtained from HE. Some of them
showed a high correlation with the quality of extracted hierarchies as measured
by hierarchy proximity measures. They can therefore serve not only as classifi-
cation performance measures but also as indicators of the HE performance. The
values of the PMs were not affected by using extracted hierarchies instead of the
original hierarchy. From the experiments we conducted, we can recommend two
measures DW1 and SN . Nevertheless, it is important to point out that the results
of this work are not applicable as a stand-alone argument for selecting a suitable
set of HMC PMs for a given dataset. Other important aspects regarding the
choice of PMs are, for example, their computational complexity or the difficulty
of interpreting their results. In addition, some measures may be better suited
for certain datasets than others. It is also advisable to use measures that have
been used in similar experiments before, in order to simplify the comparison.

When comparing hierarchical PMs with traditional flat ones, the former PMs
were shown to improve the quality assessment for MC results obtained on the
datasets with hierarchical class taxonomies. At the same time, HMC and MC
PMs do in general agree on whether a classification result is good or not. This
implies that the HMC measures achieve the intended improvements not only in
theory, but also in practice.
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5 Remarks to the Reviewers Comments

5.1 Reviewer One

Keywords are provided now. The critic point about the weak scientific con-
tribution can not be directly addressed, since it is a vage critic, our subject
was already mentioned as important and more investigations have been also re-
quested in literature, i.e. [13]. The main objective of this paper is to provide a
base method to choose hierarchical performance measures with the aim to help
HMC researchers use only a few measures to evaluate their results and create a
base for discussions. At the moment HMC researchers are using very different
methods and therefore the results are only of limited comparability.

5.2 Reviewer Two

The language was revised by a British native speaker and her proposals were
included. Some examples of changes follows:

– “each of them was applied to classification results of four multi-label clas-
sifiers obtained on four datasets” → “each of them was applied to the clas-
sification results taken from four multi-label classifiers obtained from four
datasets”

– “the range of some measures is not be generally bounded, but specifically the
used hierarchy and dataset bound it” → “the range of some measures is not
be generally restricted, however in specific cases the range is bound applied
hierarchy and the dataset.”

– “macro-averaging gives equal weight to each label, while micro-averaging
gives equal weight to each multi-label [21]. We use only the micro-averaged
versions here.” → “macro-averaging assigns equal weight to each label, while
micro-averaging assigns equal weight to each multi-label [21]. Here, we use
only the micro-averaged versions.”

– “The work [6] contains” → “The work in [6] contains”
– “a quality measure for the predictions when the original hierarchy is known.”
→ “a quality measure for the predictions once the original hierarchy is
known.”
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Abstract. A general assumption in all existing algorithms for mining
functional dependencies is that the database is static. However, real life
databases are frequently updated. To the best of our knowledge, the dis-
covery of functional dependencies in dynamic databases has never been
studied. A näıve solution consists in re-applying one of the existing al-
gorithms to discover functional dependencies holding on the updated
database. Nevertheless, in many domains, where response time is cru-
cial, re-executing algorithms from the scratch would be inacceptable.
To address this problem, we propose to harness the multi-core systems
for an incremental technique for discovering the new set of functional
dependencies satisfied by the updated database. Through a detailed ex-
perimental study, we show that our parallel algorithm scales very well
with the number of cores available.

Keywords: Multi-core systems, data mining, emergent architectures,
parallel programming, incremental mining of functional dependencies.

1 Introduction

Originally, the study of functional dependencies (FDs) has been motivated by the
fact that they could express constraints holding on a relation independently of a
particular instance [1]. Later, Mannila and Rih studied FDs with a data mining
point of view. Indeed, the idea was introduced in [9] as the inference of functional
dependencies problem. Its principle consists in determining a cover of all functional
dependencies holding on a given relation r. Motivations for addressing functional
dependencies inference arise in several areas [10,3,5,6,14,12,15,7,2]. Indeed, FDs
were applied in database management [4,8], data reverse engineering [13] , query
optimization and data mining [5]. A crucial study of the dedicated literature allows
one to note that a general assumption in all existing algorithms is that the database
is static. However, real life databases are dynamic where they are constantly up-
dated. Hence, a possible solution consists in re-applying one of the existing algo-
rithms on the updated database. This solution though simple, has disadvantages.
All previous computation done to discover FDs is wasted and the process of FDs

A. König et al. (Eds.): KES 2011, Part I, LNAI 6881, pp. 590–598, 2011.
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discovery must restart from the scratch. Indeed, the more the size of the database
and the frequency of its update increase, the more this solution becomes time con-
suming and inacceptable in many applications.

To address this problem, we harness multi-core systems to propose an incre-
mental algorithm, called MT-IncFDs, which reuses previously mined FDs and
combine them with the new tuples to insert into r in order to efficiently compute
the new set FDs. Indeed, we have been inspired by the following two advances.
The first innovation is to place multiple cores on a single chip, called Chip Mul-
tiprocessing (CMP). Each core is an independent computational unit, allowing
multiple processes to execute concurrently. The second advancement is to allow
multiple processes to compete for resources simultaneously on a single core, called
simultaneous multithreading (SMT). By executing two threads concurrently, an
application can gain significant improvements in effective instructions per cycle
(IPC). These advances arise in part because of the inherent challenges with in-
creasing clock frequencies. The increase in processor frequencies over the past sev-
eral years has required a significant increase in voltage, which has increased power
consumption and heat dissipation of the central processing unit. In addition, in-
creased frequencies require considerable extensions to instruction pipeline depths.
Finally, since memory latency has not decreased proportionally to the increase in
clock frequency, higher frequencies are often not beneficial due to poor memory
performance. Hence, by combining CMP and SMT technology, chip vendors can
continue to improve IPC without raising frequencies. In order to highlight the ben-
efit of using multi-core systems, we conducted a set of experiments on synthetic
databases.

The remainder of the paper is organized as follows. Section 2 presents some key
notions used throughout the paper. In section 3, we introduce the MT-IncFDs

algorithm for incremental mining of FDs on CMP systems. Experimental eval-
uations are given in Section 4. Section 5 summarizes our study and points out
some future research directions.

2 Preliminaries

Hereafter, we present some key notions which are of use to comprehend the re-
maining of the paper database [1,11,6].

Relation: Let A = {a1, . . . , am} be a finite set of attributes. Each attribute ai

has a finite domain, denoted dom(ai), representing the values that ai can take
on. For a subset X = {ai, . . . , aj} of A, dom(X) is the Cartesian product of
the domains of the individual attributes in X . A relation r on A is a finite set
of tuples {t1, . . . , tn} from A to dom(A) with the restriction that for each tuple
t ∈ r, t[X ] must be in dom(X), such that X ⊆ A and t[X ] denotes the restriction
of the tuple t to X .

Functional dependency: Let r be a relation on A. A functional dependency
(FD) over A is an expression X → A where X ⊆ A and A ∈ A. We refer to X
as the antecedent and A as the consequent. A FD X → A holds on r (denoted
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r |= X → A) if and only if ∀(ti, tj) ∈ r, ti[X ] = tj[X ] ⇒ ti[A] = tj [A]. A FD
X → A is minimal if and only if r |= X → A and ∀Z ⊂ X , r �|= Z → A. We
denote by Fr the set of all functional dependencies satisfied by r.

Canonical cover: Let r be a relation on A. The canonical cover of Fr is de-
fined as follows: Cover(Fr) = {X → A|X ⊂ A, A ∈ A, r |= X → A, X →
A is minimal}.

Agree sets of a relation: Let t and t’ be two tuples of r and X ⊆ A be a set of
attributes. Then, the tuples t and t′ agree on X if and only if t[X ] = t′[X ]. Hence,
according to t and t′, the agree set, denoted Ag(t, t′) = {A|t[A] = t′[A], A ∈ A}.
Ag(r) = {Ag(t, t′)|(t, t′) ∈ r, t �= t′} denotes all agree sets of r.

Agree sets induced by a tuple: Let r be a relation and t be a tuple. Then,
with respect to r, agree sets induced by the tuple t are {Ag(t, t′)|t′ ∈ r} and
denoted by Ag(r)t.

Equivalence class: Let r be a relation on A and t be a tuple. Then, for a given
attribute A ∈ A, the equivalence class of r with respect to t is r(A)t = {t′|t[A] =
t′[A], t′ ∈ r}. We denote by EC(r)t = {r(A)t|A ∈ A} all equivalence classes of r
with respect to t.

3 The MT-IncFDs Algorithm

We are at the beginning of the multi-core era. When combined with simultaneous
multithreading technology, multi-core can provide powerful optimization oppor-
tunities, increasing system throughput substantially. Inspired by these modern
technologies, we propose a multi-threaded algorithm, called MT-IncFDs, for
incremental mining of functional dependencies, which harnesses multi-core sys-
tems. Let r be a relation on A and t be a set of tuples to insert into r. The aim of
MT-IncFDs consists to harness multi-core systems to determine the canonical
cover Cover(Fr′ ) of the updated relation r′ = r ∪ t by taking advantage of of
the already discovered Cover(Fr). Since r ⊂ r′, then Fr′ ⊆ Fr. In other words,
there are two types of FDs:

– the winners: functional dependencies of Fr which still hold on r′.
– the losers: functional dependencies of Fr which do not hold on r′

For that, MT-IncFDs proceeds in two steps:

1. initializing Cover(Fr′) with winners that belong to Cover(Fr);
2. maintaining losers ofCover(Fr) in order to deduce the new FDs ofCover(Fr′).

3.1 Initialization of Cover(Fr′) with Winners

MT-IncFDs assumes an alternate characterization of winners, which relies on
the concept of agree sets induced by t.
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Computing agree sets induced by t. In order to compute the agree sets
induced by t, MT-IncFDs starts by computing the equivalence classes of r
with respect to t. For that, we divide r among the p available threads. Each
thread is given |A|/p equivalence classes to compute.

Example 1. Let us consider the relation of Table 1 and suppose that it contains
only the six first tuples and suppose that we dispose of three threads {T1, T2, T3}.
In order to determine the equivalence classes of r with respect to t7, we assign
to each thread 5

3 equivalence classes. Hence, T1 will compute r(A)t7 and r(B)t7 .
T2 will compute r(C)t7 and r(D)t7 . T3 will compute r(E)t7 . The obtained equiv-
alence classes are :
r(A)t7 = {t1, t3, t4};
r(B)t7 = {t1};
r(C)t7 = {t5};
r(D)t7 = {t1, t2, t3, t4};
r(E)t7 = {t1, t2, t4}.
Then, EC(r)t7 = {r(A)t7 , r(B)t7 , r(C)t7 , r(D)t7 , r(E)t7}.

Table 1. Example of a relation

A B C D E

t1 1 100 1 2 50
t2 4 101 1 2 50
t3 1 102 2 2 70
t4 1 200 1 2 50
t5 2 101 3 3 100
t6 2 200 1 3 70
t7 1 100 3 2 50

It is important to mention that there is no dependence among the threads,
because each thread has to compute equivalence classes of a fixed number of
attributes. Furthermore, the relation r is accessed in read-only. Thus, concurrent
accesses to r by multiple threads do not need synchronization and do not cause
cache coherence invalidations and misses.

Afterwards, MT-IncFDs determines the maximal equivalence classes of r
with respect to t denoted MC(r)t. For that, each thread Ti checks the maxi-
mality of the equivalence classes at hand by comparing them to the equivalence
classes computed by the remaining p−1 threads. This test of maximality is done
concurrently without need of synchronization since the equivalence classes are
accessed in read-only.

Example 2. Let us continue with the previous example. T1 has to check the max-
imality of r(A)t7 and r(B)t7 by comparing them to equivalence classes computed
by T2 and T3. T2 has to check the maximality of r(C)t7 and r(D)t7 by comparing
them to equivalence classes computed by T1 and T3. T3 has to check the maxi-
mality of r(E)t7 by comparing it to equivalence classes computed by T1 and T2.
The result of these test is MC(r)t7 = {{t1, t2, t3, t4}, {t5}}.
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Next, MT-IncFDs uses Proposition 1 in order to compute the agree sets induced
by t.

Proposition 1. For a couple of tuples (t, t′), Ag(t, t′) = {A|t′ ∈ r(A)t, r(A)t ∈
EC(r)t}. Hence, given a relation r and a tuple t, the agree sets induced by t with
respect to r are given by: Ag(r)t = {Ag(t, t′)|t′ ∈ c, c ∈ MC(r)t}.

For that, MT-IncFDs computes the number of couples (t, t′), which can be gen-
erated in order to find the average number of couples that ought to be generated
by each thread. If S is this found average, MT-IncFDs goes over the sorted
list of maximal equivalence classes by their respective sizes and assigns maximal
classes consecutively for each thread until the cumulated number of couples is
equal or greater than the average S. Once the collection of couples of tuples is
generated, each thread should compute agree sets of the couples at hand. This
step requires a scan of the equivalence classes. Since they are accessed in read-
only, they can be thus shared without synchronization among all the threads.

Example 3. Let us continue with the previous example. First, maximal equiv-
alence classes are sorted by their respective sizes. The number of couples of
tuples that ought to be generated from maximal equivalence classes is equal to
6. Then the average S = 2. We start by assigning the only the first equiva-
lence class to T1 since the number of couples obtained from this equivalence
class is greater that S. Hence, T1 generates the following couples of tuples
{(t7, t1), (t7, t2), (t7, t3), (t7, t3), (t7, t5)}. After, it deduces the agree sets induced
by t7 as follows.
Ag(t7, t1) = ABDE. As we note t1 belongs to r(A)t7 , r(B)t7 , r(D)t7 and r(E)t7.
Ag(t7, t2) = DE. As we note t2 belongs to r(D)t7 and r(E)t7

Ag(t7, t3) = AD. As we note t3 belongs to r(A)t7 and r(D)t7 .
Ag(t7, t4) = ADE. As we note t4 belongs to r(A)t7 , r(D)t7 and r(E)t7 .
Ag(t7, t5) = C. As we note t5 belongs to r(C)t7 .

Consequently, Ag(r)t7 = {ABDE, AD, ADE, DE, C}.

Identification of winners. MT-IncFDs uses Proposition 2 in order to identify
the winners of Cover(Fr).

Proposition 2. Let Ag(r)t be the agree sets induced by t with respect to r and
X → A be a functional dependency of Cover(Fr). X → A is a winner if and
only if � ∃Y ∈ Ag(r)t such that X ⊆ Y and A �∈ Y .

To achieve a suitable load-balancing, we divide Cover(Fr) among the p threads.
Each thread is given |Cover(Fr)|/p FDs to check as explained by Proposition 2.
It is important to mention that this step does not need syn- chronization since
each thread can check the FDs independently.

Example 4. Let us consider the relation r of Table 1 and suppose that it contains
only the five first tuples and we will insert the tuple t6. The following table gives
Cover(Fr).
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BC → A AB → C A → D AB → E
BD → A BD → C C → D BD → E
BE → A E → C E → D C → E

After computing the agree sets inducedby t6,weobtainAg(r)t6 = {C, E, BC, AD}.
Since Cover(Fr) contains 12 FDs, then each thread has to check 4 FDs. Indeed, T1

has to checkBC → A,BD → A,BE → A andAB → C.T2 has to checkBD → C,
E → C, A → D and C → D. T3 has to check E → D, AB → E, BD → E and
C → E. According to Proposition 2, the threads deduce that BD → A, BE → A,
AB → C, BD → C, A → D, AB → E and BD → E are winner.

3.2 Maintaining Losers

Once winners are identified, we can easily determine the set of losers since losers
are equal to Cover(Fr)- winners. For that, MT-IncFDs puts all losers in a
queue and assigns them dynamically to a pool of threads on a ”first come-first
served” basis. In order to maintain a loser X → A at hand, each thread has to
determine the agree sets induced by t which do not contain A. For that, each
thread uses a tree recursive procedure whose recursion structure is based on
depth-first search exploration of a search tree. Indeed we use a search tree having
X as root and whose leaf nodes represent candidate antecedents of FDs which
would replace X → A. An arbitrary node, in level i, represents an antecedent
obtained by considering maximal agree sets induced by t which do not contain
A {G1, G2, . . . , Gi}. Each node represents a potential antecedent of a new FD
that replace X → A. In order to obtain a candidate of level i + 1, from a node
Y of level i, we should consider the i + 1th maximal agree set induced by t. We
distinguish two cases:

– if Y ∩ Gi+1 �= ∅, then this maximal agree set induced by t is ignored;
– else, we generate a child node equal to the union of Y and {e}, such that

{e} ∈ Gi+1.

For each leaf node Y , we have to verify that it does not exist a FD of Cover(F ′
r)

having an antecedent included in Y .
Once a thread has finished its task, it has to dequeue another unprocessed

loser. Else, it polls the other running threads until it steals from a heavy loaded
thread. For this step, there is no dependence among the threads, because each
search tree corresponds to a disjoint set of potential antecedents of different FDs.
Since each thread can proceed independently there is no synchronization while
maintaining losers.

Example 5. Through this example we explain how a thread maintain a loser.
Let us continue with the previous example. Let us maintain the loser C → E.
The agree sets induced by t6 that do not contain E are {AD, BC}. We build a
search tree having ”C” as root. Then, we consider the first agree set AD. Since
C∩AD �= ∅, then this agree set is ignored. Afterwards, we consider the agree set
BC. C∩BC �= ∅. Consequently, we generate a child node AC that represents the
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antecedent of the functional dependency AC → E. Next, we generate a second
child node CD that represents the antecedent of the functional dependency
CD → E. (We ignore CE → E because it is a trivial FD i.e., the consequent is
contained in the antecedent).

4 Experimental Results

In this section, we assess the performances of MT-IncFDs and we highlight the
benefit of using multi-core systems. Unfortunately, large multi-core cpus are still
not available. For that, we conducted a set of experiments on a machine equipped
with an Intel processor with 4 cores and 8 GB of RAM. We generated synthetic
data sets (i.e., relations) in order to control various parameters during the tests.
We firstly create a table with |A| attributes in the database and then insert |r|
tuples one by one. Each inserted value depends on the parameter c, which is the
rate of identical values. It controls the number of identical values in a column
of the table. The experiments were carried out on: (1) a relation composed of
10000 tuples, 10 attributes and 50% of identical values per attributes and (2) a
relation composed of 10000 tuples, 20 attributes and 50% of identical values per
attributes. The curves of Figure 2 illustrates the execution time of MT-IncFDs
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Fig. 1. Execution time of MT-IncFDs vs the variation of the number of threads

when, the 1000th, 4000th, 7000th, 10000th tuple is added. According to theses
curves we can note that:

– the more we increase the number of threads the more execution time of
MT-IncFDs decreases and we obtain a quasi-linear speed up;

– the proposed solution scales with both the increasing of number of attributes
and the number of threads;

– the speed up of MT-IncFDs decreases slightly when we increase the number
of tuples of the initial relation r. This is justified by the fact that the more
the number of tuples increases, the more cache misses become important (for
the step of computing of equivalence classes).
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5 Conclusion

In this paper, we proposed the first parallel incremental algorithm for FD mining.
Indeed, MT-IncFDs is a multi-threaded algorithm which harnesses the multi-
core systems. We showed that our algorithm use data structures exhibiting high
locality. Moreover, they are accessed in read-only. Thus, concurrent accesses to
such data structures by multiple threads do not need synchronization and do not
cause cache coherence invalidations and misses. The results of experiments car-
ried out on synthetic databases showed a quasi-linear scale up with the number
of cores for MT-IncFDs algorithm.

As perspective, it would be interesting to study the use of another parallel
framework: clusters including clusters of multi-core machines in order to benefit
from both architectures.
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Abstract. It is shown that four existing paraconsistent semantics (i.e.,
four-valued semantics, quasi-classical semantics, single-interpretation
semantics and dual-interpretation semantics) for description logics are
essentially the same semantics. To show this, two generalized and ex-
tended new semantics are introduced, and an equivalence between them
is proved.

1 Introduction

Description logics (DLs) [2] are known to be valuable for obtaining logical foun-
dations of web ontology languages. Some useful DLs including a standard de-
scription logic ALC [14] have been studied by many researchers. Paraconsistent
(or inconsistency-tolerant) description logics (PDLs) [6,7,8,9,11,12,13,15,18,19]
have been studied to cope with inconsistencies which may frequently occur in
an open world.

Some recent developments of PDLs may be briefly summarized as follows. An
inconsistency-tolerant four-valued terminological logic was originally introduced
by Patel-Schneider [13], three inconsistency-tolerant constructive DLs, which are
based on intuitionistic logic, were studied by Odintsov and Wansing [11,12], some
paraconsistent four-valued DLs including ALC4 were studied by Ma et al. [6,7],
some quasi-classical DLs were developed and studied by Zhang et al. [18,19],
a sequent calculus for reasoning in four-valued DLs was introduced by Straccia
[15], and an application of four-valued DL to information retrieval was studied
by Meghini et al. [8,9]. A PDL called PALC has recently been proposed by
Kamide [3] based on the idea of Kaneiwa [5] for his multiple-interpretation DL
ALCn∼.

The logic ALC4 [6], which is based on four-valued semantics, has a good
translation into ALC [14], and using this translation, the satisfiability prob-
lem for ALC4 is shown to be decidable. But, ALC4 and its variations have no
classical negation (or complement). As mentioned in [16], classical and para-
consistent negations are known to be both useful for some knowledge-based
systems. The quasi-classical DLs in [18,19], which are based on quasi-classical
semantics, have the classical negation. But, translations of the quasi-classical
DLs into the corresponding standard DLs were not proposed. PALC [3], which
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is based on dual-interpretation semantics, have both the merits of ALC4 and
the quasi-classical DLs, i.e., it has the translation and the classical negation.
The semantics of PALC is taken over from the dual-consequence Kripke-style
semantics for Nelson’s paraconsistent four-valued logic N4 with strong negation
[1,10]. The constructive PDLs in [11] are based on single-interpretation seman-
tics, which can be seen as a DL-version of the single-consequence Kripke-style
semantics for N4 [4].

The following natural question arises: What is the relationship among the
single-interpretation semantics of the constructive PDLs, the dual-interpretation
semantics of PALC, the four-valued semantics of ALC4, and the quasi-classical
semantics of the quasi-classical DLs? This paper gives an answer to this ques-
tion: These paraconsistent semantics are essentially the same semantics. 1 More
precisely, we show the following. A new PDL, called QALC, is introduced based
on a generalized quasi-classical semantics. It can be seen that the quasi-classical
semantics and the four-valued semantics are special cases of the QALC seman-
tics. An equivalence between QALC and (a slightly modified version of) PALC
is proved. A new PDL, called SALC, is introduced based on a modified single-
interpretation semantics. An equivalence between SALC and (a slightly modified
version of) PALC is proved. These results mean that the existing applications
and theoretical results (e.g., decidability, complexity, embeddability and com-
pleteness) can be shared in these paraconsistent semantics.

2 Existing Paraconsistent Semantics

2.1 PALC Semantics

In the following, we present the logicPALC. The PALC-concepts are constructed
from atomic concepts, roles, ∼ (paraconsistent negation), ¬ (classical negation or
complement), � (intersection), � (union), ∀R (universal concept quantification)
and ∃R (existential concept quantification). We use the letters A and Ai for atomic
concepts, the letter R for roles, and the letters C and D for concepts.

Definition 1. Concepts C are defined by the following grammar:

C ::= A | ¬C | ∼C | C � C | C � C | ∀R.C | ∃R.C

Definition 2. A paraconsistent interpretation PI is a structure 〈ΔPI , ·I+
, ·I−〉

where
1 This paper does not give a “comprehensive” comparison, since the existing para-

consistent semantics have some different constructors (or logical connectives), i.e., it
is difficult to compare the whole parts of these existing semantics. But, this paper
gives an “essential” comparison with respect to the common part with the construc-
tors ∼ (paraconsistent negation), � (intersection), � (union), ∀R (universal concept
quantification) and ∃R (existential concept quantification). To obtain such a com-
parison with some exact proofs, we need some small modifications of the existing
paraconsistent semantics.
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1. ΔPI is a non-empty set,
2. ·I+

is an interpretation function which assigns to every atomic concept A a
set AI+ ⊆ ΔPI and to every role R a binary relation RI+ ⊆ ΔPI × ΔPI,

3. ·I−
is an interpretation function which assigns to every atomic concept A a

set AI− ⊆ ΔPI and to every role R a binary relation RI− ⊆ ΔPI × ΔPI ,
4. for any role R, RI+

= RI−
.

The interpretation functions are extended to concepts by the following induc-
tive definitions:

1. (∼C)I
+

:= CI−
,

2. (¬C)I
+

:= ΔPI \ CI+
,

3. (C � D)I
+

:= CI+ ∩ DI+
,

4. (C � D)I
+

:= CI+ ∪ DI+
,

5. (∀R.C)I
+

:= {a ∈ ΔPI | ∀b [(a, b) ∈ RI+ ⇒ b ∈ CI+
]},

6. (∃R.C)I
+

:= {a ∈ ΔPI | ∃b [(a, b) ∈ RI+ ∧ b ∈ CI+
]},

7. (∼C)I
−

:= CI+
,

8. (¬C)I
−

:= ΔPI \ CI−
,

9. (C � D)I
−

:= CI− ∪ DI−
,

10. (C � D)I
−

:= CI− ∩ DI−
,

11. (∀R.C)I
−

:= {a ∈ ΔPI | ∃b [(a, b) ∈ RI− ∧ b ∈ CI−
]},

12. (∃R.C)I
−

:= {a ∈ ΔPI | ∀b [(a, b) ∈ RI− ⇒ b ∈ CI−
]}.

An expression I∗ |= C (∗ ∈ {+,−}) is defined as CI∗ �= ∅. A paraconsistent
interpretation PI := 〈ΔPI , ·I+

, ·I−〉 is a model of a concept C (denoted as
PI |= C) if I∗ |= C (∗ ∈ {+,−}). A concept C is said to be satisfiable in
PALC if there exists a paraconsistent interpretation PI such that PI |= C.

2.2 Four-Valued and Quasi-Classical Semantics

Some four-valued semantics in [6] were based on SHIQ, EL + +, DL-Lite, etc.,
and the quasi-classical semantics in [19] was based on SHIQ. The four-valued
semantics in [6] has no classical negation, but has some new inclusion construc-
tors such as strong inclusion. In addition, the quasi-classical semantics in [19]
has two kinds of definitions called QC weak semantics and QC strong semantics.
The following explanation is based on ALC and QC weak semantics. We use the
common language based on ∼,�,�, ∀R, ∃R and/or ¬. 2

The following definition is a slight modification of the definition of ALC4 [6].
2 We cannot compare the existing paraconsistent semantics (i.e., the four-valued se-

mantics, the quasi-classical semantics, the single-interpretation semantics and the
dual-interpretation semantics) themselves since the underlying DLs are different.
Moreover, the motivations of introducing the existing semantics are completely dif-
ferent. For example, in the quasi-classical semantics, the main motivation is to satisfy
three important inference rules: modus ponens, modus tollens and disjunctive syllo-
gism. These inference rules are strongly dependent on a specific inclusion constructor
� and a specific QC entailment |=Q. Thus, our comparison without � is regarded
as not so comprehensive or essential in the sense of the original motivation of the
quasi-classical semantics.
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Definition 3 (Four-valued semantics). A four-valued interpretation I :=
(ΔI , ·I) is defined using a pair 〈P, N〉 of subsets of ΔI and the projection func-
tions proj+〈P, N〉 := P and proj−〈P, N〉 := N . The interpretations are then
defined as follows: 3

1. a role R is assigned to a relation RI ⊆ ΔI × ΔI ,
2. for an atomic concept A, AI := 〈P, N〉 where P, N ⊆ ΔI ,
3. (∼C)I := 〈N, P 〉 if CI = 〈P, N〉,
4. (C1 � C2)I := 〈P1 ∩ P2, N1 ∪ N2〉 if CI

i = 〈Pi, Ni〉 for i = 1, 2,
5. (C1 � C2)I := 〈P1 ∪ P2, N1 ∩ N2〉 if CI

i = 〈Pi, Ni〉 for i = 1, 2,
6. (∀R.C)I := 〈{a ∈ ΔI | ∀b [(a, b) ∈ RI ⇒ b ∈ proj+(CI)]}, {a ∈ ΔI | ∃b

[(a, b) ∈ RI ∧ b ∈ proj−(CI)]}〉,
7. (∃R.C)I := 〈{a ∈ ΔI | ∃b [(a, b) ∈ RI∧b ∈ proj+(CI)]}, {a ∈ ΔI | ∀b [(a, b)

∈ RI ⇒ b ∈ proj−(CI)]}〉.

The following definition is a slight modification of the definition of quasi-classical
description logics [18,19].

Definition 4 (Quasi-classical semantics). A quasi-classical weak interpre-
tation I := (ΔI , ·I) is defined using a pair 〈+C,−C〉 of subsets of ΔI without
using projection functions. The interpretations are then defined as follows: 4

1. a role R is assigned to a pair RI = 〈+R,−R〉 of binary relations +R,−R ⊆
ΔQI × ΔQI ,

2. for an atomic concept A, AI := 〈+A,−A〉 where +A,−A ⊆ ΔI,
3. (∼C)I := 〈−C, +C〉,
4. (¬C)I := 〈ΔI \ +C, ΔI \ −C〉,
5. (C1 � C2)I := 〈+C1 ∩ +C2,−C1 ∪−C2〉,
6. (C1 � C2)I := 〈+C1 ∪ +C2,−C1 ∩−C2〉,
7. (∀R.C)I := 〈{a ∈ ΔI | ∀b [(a, b) ∈ +R ⇒ b ∈ +C]}, {a ∈ ΔI | ∃b [(a, b) ∈

−R ∧ b ∈ −C]}〉,
8. (∃R.C)I := 〈{a ∈ ΔI | ∃b [(a, b) ∈ +R ∧ b ∈ +C]}, {a ∈ ΔI | ∀b [(a, b) ∈

−R ⇒ b ∈ −C]}〉.

3 New Paraconsistent Semantics

3.1 QALC Semantics

Similar notions and terminologies for PALC are also used for the new logic
QALC. The QALC-concepts are the same as the PALC-concepts. The QALC
semantics is defined as a generalization and modification of the quasi-classical
weak semantics defined in Definition 4. Thus, we use the term “quasi-classical”
in the following definition.

3 In [6], the symbol ¬ is used for the paraconsistent negation.
4 In [18,19], the symbols ¬ and ∼ are used for the paraconsistent negation and the

classical negation, respectively.
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Definition 5. A quasi-classical interpretation QI is a structure 〈ΔQI , +,−, ·I〉
where

1. ΔQI is a non-empty set,
2. + (−) is a positive (negative, resp.) polarity function which assigns to every

atomic concept A a set +A ⊆ ΔQI (−A ⊆ ΔQI , resp.),
3. ·I is an interpretation function which assigns to every atomic concept A a

pair AI = 〈+A,−A〉 of sets +A,−A ⊆ ΔQI and to every role R a pair
RI = 〈+R,−R〉 of binary relations +R,−R ⊆ ΔQI × ΔQI ,

4. for any role R, +R = −R.

The polarity functions are extended to concepts by the following inductive
definitions:

1. +(∼C) := −C,
2. +(¬C) := ΔQI \ +C,
3. +(C � D) := +C ∩ +D,
4. +(C � D) := +C ∪ +D,
5. +(∀R.C) := {a ∈ ΔQI | ∀b [(a, b) ∈ +R ⇒ b ∈ +C]},
6. +(∃R.C) := {a ∈ ΔQI | ∃b [(a, b) ∈ +R ∧ b ∈ +C]},
7. −(∼C) := +C,
8. −(¬C) := ΔQI \ −C,
9. −(C � D) := −C ∪ −D,

10. −(C � D) := −C ∩ −D,
11. −(∀R.C) := {a ∈ ΔQI | ∃b [(a, b) ∈ −R ∧ b ∈ −C]},
12. −(∃R.C) := {a ∈ ΔQI | ∀b [(a, b) ∈ −R ⇒ b ∈ −C]}.

The interpretation function is extended to concepts by:

CI := 〈+C,−C〉.

An expression I |= C is defined as +C �= ∅ and −C �= ∅. A quasi-classical
interpretation QI := 〈ΔQI , +,−, ·I〉 is a model of a concept C (denoted as
QI |= C) if I |= C. A concept C is said to be satisfiable in QALC if there exists
a quasi-classical interpretation QI such that QI |= C.

We have the following propositions, which mean that Definition 5 is essentially
the same definitions as those of the original quasi-classical [18,19] and four-valued
[6,7] semantics. See Definitions 4 and 3.

Proposition 6. Let ·I be an interpretation function on a quasi-classical inter-
pretation QI = 〈ΔQI , +,−, ·I〉. Then, the following conditions hold:

1. (∼C)I := 〈−C, +C〉,
2. (¬C)I := 〈ΔQI \ +C, ΔQI \ −C〉,
3. (C � D)I := 〈+C ∩ +D,−C ∪−D〉,
4. (C � D)I := 〈+C ∪ +D,−C ∩−D〉,
5. (∀R.C)I := 〈{a ∈ ΔQI | ∀b [(a, b) ∈ +R ⇒ b ∈ +C]}, {a ∈ ΔQI | ∃b [(a, b) ∈

−R ∧ b ∈ −C]}〉,
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6. (∃R.C)I := 〈{a ∈ ΔQI | ∃b [(a, b) ∈ +R∧ b ∈ +C]}, {a ∈ ΔQI | ∀b [(a, b) ∈
−R ⇒ b ∈ −C]}〉.

Proposition 7. Let ·I be an interpretation function on a quasi-classical inter-
pretation QI = 〈ΔQI , +,−, ·I〉. Let + and − be now represented by P and N,
respectively. Also, P(C) and N(C) for a concept C be represented by PC and
NC , respectively. Define proj+〈P, N〉 := P and proj−〈P, N〉 := N. Then, the
following conditions hold:

1. (∼C)I := 〈NC , PC〉,
2. (C � D)I := 〈PC ∩ PD, NC ∪ ND〉,
3. (C � D)I := 〈PC ∪ PD, NC ∩ ND〉,
4. (∀R.C)I := 〈{a ∈ ΔQI | ∀b [(a, b) ∈ proj+(RI) ⇒ b ∈ proj+(CI)]}, {a ∈

ΔQI | ∃b [(a, b) ∈ proj−(RI) ∧ b ∈ proj−(CI)]}〉,
5. (∃R.C)I := 〈{a ∈ ΔQI | ∃b [(a, b) ∈ proj+(RI) ∧ b ∈ proj+(CI)]}, {a ∈

ΔQI | ∀b [(a, b) ∈ proj−(RI) ⇒ b ∈ proj−(CI)]}〉.

Theorem 8 (Equivalence between QALC and PALC). For any concept C,
C is satisfiable in QALC iff C is satisfiable in PALC.

Proof. • (=⇒): Suppose that QI = 〈ΔQI , +,−, ·I〉 is a quasi-classical inter-
pretation. Then, it is sufficient to construct a paraconsistent interpretation PI
= 〈ΔPI , ·I+

, ·I−〉 such that, for any concept C, QI |= C iff PI |= C. We define
a paraconsistent interpretation PI by:

1. ΔPI := ΔQI ,
2. ·I+

is an interpretation function which assigns to every atomic concept A a
set AI+

= +A ⊆ ΔQI and to every role R a binary relation RI+
= +R ⊆

ΔQI × ΔQI ,
3. ·I−

is an interpretation function which assigns to every atomic concept A a
set AI−

= −A ⊆ ΔQI and to every role R a binary relation RI−
= −R ⊆

ΔQI × ΔQI .

Then, we have the fact: for any role R, RI+
= RI−

.
It is sufficient to show the following claim which implies the required fact. For

any concept C,

1. +C = CI+
,

2. −C = CI−
.

By (simultaneous) induction on C. We show some cases.
Case C ≡ A (A is an atomic concept): For 1, we have the following by the

definition: +A = AI+
. For 2, we have the following by the definition: −A = AI−

.
Case C ≡ ∼D: For 1, we have: +(∼D) = −D = DI−

(by induction hypothesis
for 2) = (∼D)I

+
. For 2, we have: −(∼D) = +D = DI+

(by induction hypothesis
for 1) = (∼D)I

−
.

Case C ≡ ∀R.D: For 1, we have:

+(∀R.D)
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= {a ∈ ΔQI | ∀b [(a, b) ∈ +R ⇒ b ∈ +D]}
= {a ∈ ΔPI | ∀b [(a, b) ∈ RI+ ⇒ b ∈ DI+

]} (by induction hypothesis for 1)
= (∀R.D)I

+
.

For 2, we have:

−(∀R.D)
= {a ∈ ΔQI | ∃b [(a, b) ∈ −R ∧ b ∈ −D]},
= {a ∈ ΔPI | ∃b [(a, b) ∈ RI− ∧ b ∈ DI−

]} (by induction hypothesis for 2),
= (∀R.D)I

−
.

• (⇐=): Suppose that PI = 〈ΔPI , ·I+
, ·I−〉 is a paraconsistent interpreta-

tion. Then, it is sufficient to construct a quasi-classical interpretation QI =
〈ΔQI , +,−, ·I〉 such that, for any concept C, PI |= C iff QI |= C. We define a
quasi-classical interpretation QI by:

1. ΔQI := ΔPI ,
2. + (−) is a positive (negative, resp.) polarity function which assigns to every

atomic concept A a set +A = AI+ ⊆ ΔPI (−A = AI− ⊆ ΔPI , resp.),
3. ·I is an interpretation function which assigns to every atomic concept A a

pair AI = 〈+A,−A〉 of sets +A = AI+
,−A = AI− ⊆ ΔPI and to every

role R a pair RI = 〈+R,−R〉 of binary relations +R = RI+
,−R = RI− ⊆

ΔPI × ΔPI .

Then, we have the fact: for any role R, +R = −R.
It is sufficient to show the following claim which implies the required fact. For

any concept C,

1. CI+
= +C,

2. CI−
= −C.

Since this claim can be shown in the same way as in the claim of the direction
(=⇒), the proof is omitted here.

3.2 SALC Semantics

We introduce a new logic SALC, which has a single-interpretation function.
The idea of this formulation is inspired from the paraconsistent semantics for
a constructive PDL proposed in [11]. These single-interpretation semantics can
also be adapted to Nelson’s paraconsistent logic (see [4]).

Similar notions and terminologies for PALC are also used for SALC. The
SALC-concepts are the same as the PALC-concepts.

Definition 9. Let Φ be the set of atomic concepts and Φ∼ be the set {∼A | A ∈
Φ}. A single paraconsistent interpretation SI is a structure 〈ΔSI , ·I〉 where
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1. ΔSI is a non-empty set,
2. ·I is an interpretation function which assigns to every atomic (or negated

atomic) concept A ∈ Φ ∪ Φ∼ a set AI ⊆ ΔSI and to every role R a binary
relation RI ⊆ ΔSI × ΔSI.

The interpretation function is extended to concepts by the following inductive
definitions:

1. (¬C)I := ΔSI \ CI,
2. (C � D)I := CI ∩ DI ,
3. (C � D)I := CI ∪ DI ,
4. (∀R.C)I := {a ∈ ΔSI | ∀b [(a, b) ∈ RI ⇒ b ∈ CI ]},
5. (∃R.C)I := {a ∈ ΔSI | ∃b [(a, b) ∈ RI ∧ b ∈ CI ]},
6. (∼∼C)I := CI ,
7. (∼¬C)I := ΔSI \ (∼C)I ,
8. (∼(C � D))I := (∼C)I ∪ (∼D)I,
9. (∼(C � D))I := (∼C)I ∩ (∼D)I,

10. (∼∀R.C)I := {a ∈ ΔSI | ∃b [(a, b) ∈ RI ∧ b ∈ (∼C)I ]},
11. (∼∃R.C)I := {a ∈ ΔSI | ∀b [(a, b) ∈ RI ⇒ b ∈ (∼C)I ]}.

An expression I |= C is defined as CI �= ∅. A single paraconsistent inter-
pretation SI := 〈ΔSI , ·I〉 is a model of a concept C (denoted as SI |= C) if
I |= C. A concept C is said to be satisfiable in SALC if there exists a single
paraconsistent interpretation SI such that SI |= C.

Theorem 10 (Equivalence between SALC and PALC). For any concept
C, C is satisfiable in SALC iff C is satisfiable in PALC.

Proof. Let Φ be the set of atomic concepts, Φ∼ be the set {∼A | A ∈ Φ}, and
Π be the set of roles.

• (=⇒): Suppose that SI = 〈ΔSI , ·I〉 is a single paraconsistent interpretation
such that ·I has the domain Φ ∪ Φ∼ ∪ Π . Then, it is sufficient to construct a
paraconsistent interpretation PI = 〈ΔPI , ·I+

, ·I−〉 such that, for any concept
C, SI |= C iff PI |= C. We define a paraconsistent interpretation PI by:

1. ΔPI := ΔSI ,
2. ·I+

is an interpretation function which assigns to every atomic concept A ∈ Φ
a set AI+ ⊆ ΔSI and to every role R a binary relation RI+ ⊆ ΔSI × ΔSI ,

3. ·I−
is an interpretation function which assigns to every atomic concept A ∈ Φ

a set AI− ⊆ ΔSI and to every role R a binary relation RI− ⊆ ΔSI × ΔSI ,
4. for any role R, RI+

= RI−
= RI ,

5. the following conditions hold:
(a) AI+

= AI ,
(b) AI−

= (∼A)I .

It is noted that ·I+
and ·I−

have the domain Φ ∪ Π .
It is sufficient to show the following claim which implies the required fact. For

any concept C,
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1. CI = CI+
,

2. (∼C)I = CI−
.

By (simultaneous) induction on C. We show only the following case.
Case C ≡ ∼D: For 1, we have: (∼D)I = DI−

(by induction hypothesis for 2)
= (∼D)I

+
. For 2, we have: (∼∼D)I = DI = DI+

(by induction hypothesis for
1) = (∼D)I

−
.

• (⇐=): Suppose that PI = 〈ΔPI , ·I+
, ·I−〉 is a paraconsistent interpretation

such that ·I+
and ·I−

have the domain Φ∪Π . Then, it is sufficient to construct
a single paraconsistent interpretation SI = 〈ΔSI , ·I〉 such that, for any concept
C, PI |= C iff SI |= C. We define a single paraconsistent interpretation SI by:

1. ΔSI := ΔPI ,
2. ·I is an interpretation function which assigns to every atomic (or negated

atomic) concept A ∈ Φ ∪ Φ∼ a set AI ⊆ ΔPI and to every role R a binary
relation RI = RI+

= RI− ⊆ ΔPI × ΔPI ,
3. the following conditions hold:

(a) AI = AI+
,

(b) (∼A)I = AI−
.

It is noted that ·I has the domain Φ ∪ Φ∼ ∪ Π .
It is sufficient to show the following claim which implies the required fact. For

any concept C,

1. CI+
= CI ,

2. CI−
= (∼C)I .

Since this claim can be shown in the same way as in the claim of the direction
(=⇒), the proof is omitted here.

4 Conclusions

In this paper, new paraconsistent description logics QALC and SALC were in-
troduced, and the equivalence among QALC, SALC and PALC were proved.
The QALC-semantics is regarded as a generalization of both the four-valued
semantics [6,7] and the quasi-classical semantics [18,19]. The SALC-semantics is
regarded as a small modification of the single-interpretation semantics [11,12].
The PALC-semantics [3], also called dual-interpretation semantics, was taken
over from the dual-consequence Kripke-style semantics for Nelson’s paraconsis-
tent logic N4 [1,10].
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Cairó, Osvaldo I-316, II-306
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Köppen, Mario III-177
Korn, Ralf IV-177
Koschel, Arne II-275
Koshimizu, Hiroyasu IV-34
Kostiuk, Anton IV-177
Kotulski, Leszek I-180, I-190
Kouno, Shouji III-275
Kowalczyk, Ryszard I-200
Krömker, Susanne IV-366
Kubo, Masao III-627
Kuboyama, Tetsuji II-73
Kucharski, Bartosz II-640
Kunieda, Kazuo II-63
Kunimune, Hisayoshi III-529
Kurahashi, Setsuya III-356
Kuroda, Chiaki III-405
Kurosawa, Takeshi III-275
Kusztina, Emma III-510, III-568
Kuwabara, Kazuhiro I-326

Lakhal, Lotfi I-590
Laosinchai, Parames II-134
Lee, Chun-Jen II-285
Lee, Gyeyoung II-203
Lee, Hyungoo I-289
Lee, Seongjoon I-289
Lee, Shawn I-260
Leimstoll, Uwe II-51
León, Coromoto I-32
Leray, Philippe II-176
Leshcheva, Irina A. I-337
Leung, Carson K.-S. II-355
L’Huillier, Gaston II-11
Li, Li I-424
Li, Wei III-167
Li, You III-217
Li, Zhang I-528
Lin, Mu Fei III-558
Liu, Kokutan II-366
Liwicki, Marcus IV-187, IV-204, IV-222
Lokman, Gürcan I-90
Lovrek, Ignac I-357
Lu, Chung-Li II-285
Luckner, Marcin IV-435

Ludwiszewski, Bohdan II-657
Lukose, Dickson III-346

Maass, Wolfgang I-387
Madokoro, Hirokazu I-446
Maeda, Keita III-637
Maekawa, Yasuko IV-280
Magnani, Lorenzo II-486
Majima, Yukie IV-280
Makris, Dimitrios I-347
Malerba, Donato II-559
Mamadolimova, Aziza III-346
Mancilla-Amaya, Leonardo II-621
Mannweiler, Christian IV-146
Marmann, Frank II-430
Mart́ınez, Luis II-124
Marxen, Henning IV-177
Masciari, Elio II-571
Massey, Louis II-1
Matsubara, Takashi III-627
Matsuda, Noriyuki III-49
Matsumoto, Chieko III-328
Matsumoto, Hideyuki III-405
Matsumoto, Kazunori III-285, IV-271
Matsuno, Tomoaki III-106
Matsuodani, Tohru III-336
Matsushima, Hiroshi IV-89
Matsuura, Kenji III-21, III-520
Maus, Heiko II-430, IV-212
Meixner, Gerrit IV-136
Mej́ıa-Gutiérrez, Ricardo II-601
Memmel, Martin I-495, IV-126
Methlouthi, Ines II-325
Metz, Daniel III-56
Miaoulis, Georgios I-347
Mihai, Gabriel I-505
Minaei-Bidgoli, Behrouz I-21, I-110,

II-214
Minarik, Milos I-11
Mine, Tsunenori II-154
Mineno, Hiroshi III-106, III-227
Mitsuda, Takao II-366
Miura, Hirokazu III-49
Miura, Motoki III-96, III-539
Miyachi, Taizo III-1, III-11
Miyaji, Isao III-86
Miyamoto, Takao IV-271
Mizuno, Shinji III-548
Mizuno, Tadanori III-106, III-207
Mori, Hiroyuki III-405



Author Index 613

Mori, Yoko III-126
Morioka, Yuichi IV-98
Morita, Takeshi III-246
Mukai, Naoto III-606
Müller, Ulf III-56
Munemori, Jun III-77, III-126, III-167
Murai, Soichi IV-24
Muramatsu, Kousuke III-529
Mustapha, Nesrine Ben II-538
Mutoh, Kouji II-447
Myriam, Hadjouni II-41

Nagata, Ryo II-144
Nakagawa, Masaru III-153
Nakahara, Takanobu III-295
Nakahira, Katsuko T. III-499
Nakamura, Yu IV-261
NanakoTakata III-548
Nasser, Youssef III-116
Németh, Erzsébet III-385
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Şendrescu, Dorin IV-388
Seta, Kazuhisa III-558, IV-261, IV-288
Shida, Haruki IV-298
Shigeno, Aguri II-31
Shigeyoshi, Hiroki IV-242
Shiizuka, Hisao III-197
Shim, Kyubark II-203
Shimada, Satoshi IV-280
Shimada, Yukiyasu III-423
Shimogawa, Shinsuke III-275
Shintani, Munehiro I-260
Shiraishi, Soma IV-195
Shirota, Yukari II-73
Sikora, Katarzyna III-568
Sikorski, Marcin II-657
Sirola, Miki II-196
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Söser, Peter IV-455
Sproat, Richard IV-378
Stanescu, Liana I-505
Stefanoiu, Dan I-72
Stratulat, Florin I-72
Stratz, Alex II-275
Stravoskoufos, Kostas I-558
Strube, Michael IV-366
Su, Ja-Hwung II-285
Sugihara, Taro III-539
Sunayama, Wataru III-265
Suyanto I-52
Suzuki, Motoyuki I-456
Suzuki, Nobuo III-378
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