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Foreword

Advances in interactivity, computing power, mobile devices, large displays and
ubiquitous computing offer an ever-increasing potential for empowering users.
This can happen within their working environment, in their leisure time or even
when extending their social skills. While such empowerment could be seen as
a way of connecting people in their workspace, home or on the move, it could
also generate gaps requiring larger effort and resources to fruitfully integrate
disparate and heterogeneous computing systems.

The conference theme of INTERACT 2011 was “building bridges” as we be-
lieve human–computer interaction (HCI) is one the research domains more likely
to significantly contribute to bridging such gaps. This theme thus recognizes the
interdisciplinary and intercultural spirit that lies at the core of HCI research. The
conference had the objective of attracting research that bridges disciplines, cul-
tures and societies. Within the broad umbrella of HCI, we were in particular seek-
ing high-quality contributions opening new and emerging HCI disciplines, bridg-
ing cultural differences, and tackling important social problems. Thus, INTER-
ACT 2011 provided a forum for practitioners and researchers to discuss all aspects
of HCI, including these challenges. The scientific contributions gathered in these
proceedings clearly demonstrate the huge potential of that research domain to im-
proving both user experience and performance of people interacting with comput-
ing devices. The conference also is as much about building bridges on the human
side (between disciplines, cultures and society) as on the computing realm.

INTERACT 2011 was the 13th conference of the series, taking place 27
years after the first INTERACT held in early September 1984 in London, UK.
Since INTERACT 1990 the conferences have taken place under the aegis of the
UNESCO International Federation for Information Processing (IFIP) Technical
Committee 13. This committee aims at developing the science and technology of
the interaction between humans and computing devices through different Work-
ing Groups and Special Interests Groups, all of which, together with their officers,
are listed within these proceedings.

INTERACT 2011 was the first conference of its series to be organized in co-
operation with ACM SIGCHI, the Special Interest Group on Computer–Human
Interaction of the Association for Computing Machinery. We believe that this
cooperation was very useful in making the event both more attractive and visible
to the worldwide scientific community developing research in the field of HCI.

We thank all the authors who chose INTERACT 2011 as the venue to publish
their research This was a record year for the conference in terms of submissions
in the main technical categories. For the main Technical Program there were a
total of 680 submissions, including 402 long and 278 short papers, out of which
we accepted 171 (111 long and 60 short submissions), for a combined acceptance
rate of less than 25%. Overall, from a total of 741 submissions for all tracks, 290
were accepted, as follows:
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– 111 Full Research Papers
– 60 Short Research Papers
– 54 Interactive Poster Papers
– 17 Doctoral Consortium Papers
– 16 Workshops
– 12 Tutorials
– 5 Demonstrations
– 6 Organizational Overviews
– 4 Industrial Papers
– 3 Special Interest Groups
– 2 Panels

Our sincere gratitude goes to the members of our Program Committee (PC), who
devoted countless hours to ensure the high quality of the INTERACT Conference.
This year, we improved the reviewing process by moving to an associate chair
model. With almost 700 submitted papers, it is impossible for the PC Chairs to
read every paper. We recruited 103 Associate Chairs (ACs), each of whom han-
dled up to 12 papers. The ACs recruited almost 800 external reviewers, guaran-
teeing that each paper was reviewed by three to six referees. ACs also provided a
meta-review. Internal discussion among all the reviewers preceded the final deci-
sion between the PC Chairs and the AC. This herculean effort was only possible
due to the diligent work of many people. We would like to thank you all for the
effort and apologize for all the bullying required to get the work done on time.

In addition, sincere thanks must be extended to those whose contributions
were essential in making it possible for the conference to happen and for these
proceedings to be produced. We owe a great debt to the Conference Commit-
tees, the members of the International Program Committee and the numerous
reviewers who had to review submissions from the various categories. Similarly,
the members of the conference Organizing Committee, the staff at INESC-ID, es-
pecially Manuela Sado, deserve much appreciation for their tireless help with all
aspects of planning and managing the many administrative and organizational
issues. We would like to especially thank Tiago Guerreiro for his dedication with
the Student Volunteer program, and José Coelho who worked tirelessly to make
the online program a reality. Thanks are also due to Alfredo Ferreira for keeping
and single-handedly maintaining the website, and to Pedro Campos and Marco
Winkler for the superb work done with the conference proceedings. Finally, our
thanks go to all the authors who actually did the scientific work and especially
to the presenters who took the additional burden of discussing the results with
their peers at INTERACT 2011 in Lisbon.

July 2011 Nicholas Graham
Daniel Gonçalves

Joaquim Jorge
Nuno Nunes

Philippe Palanque



IFIP TC13

Established in 1989, the International Federation for Information Processing
Technical Committee on Human–Computer Interaction (IFIP TC13) is an inter-
national committee comprising 30 national societies and 7 working groups, rep-
resenting specialists in human factors, ergonomics, cognitive science, computer
science, design and related disciplines. INTERACT is its flagship conference,
staged biennially in different countries in the world.

IFIP TC13 aims to develop the science and technology of human–computer
interaction (HCI) by encouraging empirical research; promoting the use of knowl-
edge and methods from the human sciences in design and evaluation of computer
systems; promoting better understanding of the relation between formal design
methods and system usability and acceptability; developing guidelines, models
and methods by which designers may provide better human-oriented computer
systems; and, cooperating with other groups, inside and outside IFIP, to pro-
mote user-orientation and humanization in system design. Thus, TC13 seeks to
improve interactions between people and computers, encourage the growth of
HCI research and disseminate these benefits world-wide.

The main orientation is toward users, especially the non-computer profes-
sional users, and how to improve human–computer relations. Areas of study
include: the problems people have with computers; the impact on people in in-
dividual and organizational contexts; the determinants of utility, usability and
acceptability; the appropriate allocation of tasks between computers and users;
modelling the user to aid better system design; and harmonizing the computer
to user characteristics and needs.

While the scope is thus set wide, with a tendency toward general princi-
ples rather than particular systems, it is recognized that progress will only be
achieved through both general studies to advance theoretical understanding and
specific studies on practical issues (e.g., interface design standards, software sys-
tem consistency, documentation, appropriateness of alternative communication
media, human factors guidelines for dialogue design, the problems of integrating
multi-media systems to match system needs and organizational practices, etc.).

IFIP TC13 stimulates working events and activities through its working
groups (WGs). WGs consist of HCI experts from many countries, who seek to
expand knowledge and find solutions to HCI issues and concerns within their
domains, as outlined below.

In 1999, TC13 initiated a special IFIP Award, the Brian Shackel Award, for
the most outstanding contribution in the form of a refereed paper submitted to
and delivered at each INTERACT. The award draws attention to the need for
a comprehensive human-centered approach in the design and use of information
technology in which the human and social implications have been taken into
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account. Since the process to decide the award takes place after papers are
submitted for publication, the award is not identified in the proceedings.

WG13.1 (Education in HCI and HCI Curricula) aims to improve HCI
education at all levels of higher education, coordinate and unite efforts to develop
HCI curricula and promote HCI teaching.

WG13.2 (Methodology for User-Centered System Design) aims to fos-
ter research, dissemination of information and good practice in the methodical
application of HCI to software engineering.

WG13.3 (HCI and Disability) aims to make HCI designers aware of the
needs of people with disabilities and encourage development of information sys-
tems and tools permitting adaptation of interfaces to specific users.

WG13.4 (also WG2.7) (User Interface Engineering) investigates the na-
ture, concepts and construction of user interfaces for software systems, using a
framework for reasoning about interactive systems and an engineering model for
developing user interfaces.

WG13.5 (Human Error, Safety and System Development) seeks a frame-
work for studying human factors relating to systems failure, develops leading–
edge techniques in hazard analysis and safety engineering of computer-based
systems, and guides international accreditation activities for safety-critical sys-
tems.

WG13.6 (Human-Work Interaction Design) aims at establishing relation-
ships between extensive empirical work-domain studies and HCI design. It pro-
motes the use of knowledge, concepts, methods and techniques that enables user
studies to procure a better apprehension of the complex interplay between in-
dividual, social and organizational contexts and thereby a better understanding
of how and why people work in the ways that they do.

WG13.7 (Human–Computer Interaction and Visualization) is the newest
of the working groups under the TC.13. It aims to establish a study and re-
search program that combines both scientific work and practical applications in
the fields of human–computer interaction and visualization. It integrates several
additional aspects of further research areas, such as scientific visualization, data
mining, information design, computer graphics, cognition sciences, perception
theory, or psychology, into this approach.

New WGs are formed as areas of significance to HCI arise. Further informa-
tion is available on the IFIP TC13 website: http://csmobile.upe.ac.za/ifip
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Daniel Gonçalves, Portugal
Nick Graham, Canada
Nuno Nunes, Portugal

Technical Program Committee

Demonstrations Co-chairs
Verónica Orvalho, Portugal
Greg Philips, Canada

Doctoral Consortium Co-chairs
Gitte Lindgaard, Canada
Manuel João Fonseca, Portugal

Full Papers Co-chairs
Nick Graham, Canada
Nuno Nunes, Portugal

Industrial Program Co-chairs
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Stéphane Conversy, France
Nuno Correia, Portugal
Tim Davis, USA
Antonella de Angeli, UK
Andy Dearden, UK
Anke Dittmar, Germany
Carlos Duarte, Portugal
Achim Eber, Germany
David Elsweiler, UK
Danyel Fisher, USA
Peter Forbrig, Germany
Tiago Guerreiro, Portugal
Jacek Gwizdka, USA
Marc Hassenzahl, Germany
Anirudha Joshi, India
Hermann Kaindl, Austria
Ute Klotz, Switzerland

Tessa Lau, USA
Gitte Lindgaard, Canada
Floyd Mueller, USA
Lennart Nacke, Canada
Yukiko Nakano, Japan
Monique Noirhomme, Belgium
Lars Oestreicher, Sweden
Eamonn O’Neill, UK
Dan Orwa, Kenya
Tim Paek, USA
Ignacio Panach, Spain
Fabio Paterno, Italy
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Éric Lecolinet

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 661

Design and Evaluation of Interaction Technology for Medical Team
Meetings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Alex Olwal, Oscar Frykholm, Kristina Groth, and Jonas Moll

Erratum

E1



Table of Contents – Part II

Long and Short Papers

Health I

Finding the Right Way for Interrupting People Improving Their Sitting
Posture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Michael Haller, Christoph Richter, Peter Brandl,
Sabine Gross, Gerold Schossleitner, Andreas Schrempf, Hideaki Nii,
Maki Sugimoto, and Masahiko Inami

Exploring Haptic Feedback in Exergames . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
Tadeusz Stach and T.C. Nicholas Graham

Identifying Barriers to Effective User Interaction with Rehabilitation
Tools in the Home . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

Stephen Uzor, Lynne Baillie, Dawn Skelton, and Fiona Fairlie

Clinical Validation of a Virtual Environment Test for Safe Street
Crossing in the Assessment of Acquired Brain Injury Patients with and
without Neglect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

Patricia Mesa-Gresa, Jose A. Lozano, Roberto Llórens,
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ŚActed RealityŠ in Electronic Patient Record Research: A Bridge
between Laboratory and Ethnographic Studies . . . . . . . . . . . . . . . . . . . . . . . 73

Lesley Axelrod, Geraldine Fitzpatrick, Flis Henwood, Liz Thackray,
Becky Simpson, Amanda Nicholson, Helen Smith, Greta Rait, and
Jackie Cassell

Exercise Support System for Elderly: Multi-sensor Physiological State
Detection and Usability Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

Jan Macek and Jan Kleindienst



XXXII Table of Contents – Part II

Human Factors I

Estimating the Perceived Difficulty of Pen Gestures . . . . . . . . . . . . . . . . . . 89
Radu-Daniel Vatavu, Daniel Vogel, Géry Casiez, and Laurent Grisoni
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Gĺıvia A.R. Barbosa, Ismael S. Silva, Glauber Gonçalves,
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Microinteractions to Augment Manual Tasks . . . . . . . . . . . . . . . . . . . . . . . . 414
Katrin Wolf

OPEN-HEREDEUX: OPEN HEuristic REsource for Designing and
Evaluating User eXperience . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 418
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Time Affordances and Physical Mobility in the Context of Ubiquitous
Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 426

Larissa Pschetz

Usability Evaluation in Software Development Practice . . . . . . . . . . . . . . . 430
Marta Kristin Larusdottir

Website Customization: Exploring a Tag-Based Approach in the
Australian Banking Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 434

Rajinesh Ravendran

Industrial Papers

Acceptance and Speed of Animations in Business Software . . . . . . . . . . . . 438
Lisa Mattes, Martin Schrepp, Theo Held, and Patrick Fischer

Developing Mobile Remote Collaboration Systems for Industrial Use:
Some Design Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 442

Leila Alem and Weidong Huang

Experiences of Online Co-creation with End Users of Cloud Services . . . . 446
Kaarina Karppinen, Kaisa Koskela, Camilla Magnusson, and
Ville Nore

Interactive Installations: Tales from the Trenches . . . . . . . . . . . . . . . . . . . . . 450
Pedro Campos, Miguel Campos, and Joaquim A. Jorge



XLVIII Table of Contents – Part IV

Interactive Posters

A Conceptual Framework for Modeling Awareness Mechanisms in
Collaborative Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 454

Fernando Gallego, Ana Isabel Molina, Jesús Gallardo, and
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Aina Rodŕıguez, Rosa M. Baños, Cristina Botella,
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Raúl Miñón, Julio Abascal, Amaia Aizpurua, Idoia Cearreta,
Borja Gamecho, and Nestor Garay

Multiuser Augmented Reality System for Indoor Exhibitions . . . . . . . . . . 576
Jesus Gimeno, Ricardo Olanda, Bibiana Martinez, and
Fernando M. Sanchez

Natural Interaction without Marks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 580
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Natural User Interfaces 

António Câmara 

YDreams - Informática S.A. 
antonio.camara@ydreams.com 
http://www.ydreams.com/ 

Abstract. Recent developments in user-input technologies are changing the way 
we interact with digital screens. The mouse and the keyboard are being replaced 
by touch and motion based interfaces, increasingly known as Natural User Inter-
faces (NUI). YDreams has developed Yvision, a platform that enables the devel-
opment of natural user interfaces. YVision has a modular architecture matching 
YDreams technologies with the best of open source third party libraries. Our 
technologies emphasize the creation of smart interfaces using autonomous agents 
that go beyond the traditional reactive systems. Yvision also includes computer 
vision algorithms for motion detection and the application of 3D depth sensing in 
rendering engines. NUI applications involve: data acquisition using various sen-
sors that detect the user's motion and gestures; interpretation of sensor data; and 
presentation, the end visualization layer. YVision includes augmented reality ca-
pabilities as a visualization component, where images are captured from the real 
world and enhanced in real-time with contextual information. Natural user inter-
face applications, developed for both 2D and 3D depth sensing, will be presented 
for illustrative purposes. Applications include projects developed for clients such 
as Orange, Coca-Cola, Santander and Nike. Ongoing research projects focusing 
on digital signage and serious games will be also discussed.  

Short Biography  

António Câmara is Chief Executive Officer of YDreams and Professor at Universi-
dade Nova de Lisboa. He got a BSc in Civil Engineering at IST (1977) and MSc 
(1979) and PhD (1982) in Environmental Systems Engineering at Virginia Tech. 
António Câmara was a Post-Doctoral Associate at Massachusetts Institute of  
Technology (MIT) and Visiting Professor at Cornell University (1988-89) and MIT 
(1998-99). António Câmara has been a pioneer on geographical information systems 
research. He published over 150 refereed papers and the "Spatial Multimedia and 
Virtual Reality" published by Taylor & Francis (1999) and "Environmental Systems" 
published by Oxford University Press (2002). He is a founder of YDreams, a interna-
tional leader in interactivity. YDreams has developed more than 600 projects in 25 
countries for companies such as Nike, Adidas, Santander, Coca-Cola, NOKIA and 
Vodafone. The company has received over twenty awards including the Industrial 
Design Society of America Gold Award for Interactive Environments in 2004, and the 
Auggies, Augmented Reality's Oscar, in 2010. YDreams projects and products have 
been profiled in the New York Times, Guardian, Liberation, El Pais, Business Week, 
Economist, Wired, Engadaget, Gizmodo, CNN and CNBC. António Câmara has re-
ceived several national and international awards, namely Premio Pessoa in 2006.  
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The Future of Distributed Groups and Their Use  
of Social Media 

Mary Czerwinski  

Microsoft Research 
Visualization and Interaction (VIBE) Research Group 

marycz@microsoft.com 

Abstract. Distributed team field research has shown that shared group aware-
ness, coordination and informal communication are the most common ways for 
teams to inform each other of progress. In addition, we have observed that 
poorly documented, informal communication causes a fragmented workday due 
to frequent interruptions and knowledge loss due to the passage of time and 
team attrition. Because informal communication has both advantages and  
disadvantages for information sharing, it merits deeper study to allow any pro-
posed solution to preserve the good while reducing the bad. Over the past sev-
eral years, we have conducted a series of studies at Microsoft Corporation and 
beyond to document the nature of group conversations and communications. 
Based on surveys, lab studies, field studies and interviews, we have begun to 
develop a suite of tools that allow groups, both co-located and distributed, to 
stay more aware of their colleagues' actions, get on board to a new team more 
efficiently, and engage with each other at the most optimal times. Examples of 
many of these tools will be discussed, as will our progress in transitioning these 
ideas into real products.  

Short Biography  

Bio: Mary Czerwinski is a Research Area Manager at Microsoft Research, where she 
manages many diverse areas of human-computer interaction, including social comput-
ing, information visualization, CSCW, sensor-based interaction and healthcare. Mary 
has been an avid participant in the ACM SIGCHI community, sitting on the SIGCHI 
Executive Committee for the last 10 years, chairing CHI 2008, UIST 2005, Papers 
Chair for CHI 2000 and UIST 2010, in addition to many other conference volunteer 
roles. Mary was recently awrded the ACM SIGCHI Lifetime Service award and was 
also inducted into the ACM CHI Academy. Mary has ~100 publications in HCI and 
psychology, and holds a PhD in Cognitive Psychology. Mary is very involved in 
supporting academia as well, sitting on multiple university advisory boards and PhD 
student dissertation committees.  
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Opportunities for Proxemic Interactions in Ubicomp 
(Keynote) 

Saul Greenberg 

Department of Computer Science, University of Calgary, Calgary, AB, Canada T2N 1N4 
saul.greenberg@ucalgary.ca  

Abstract. In this keynote presentation, I describe and illustrate proxemic inter-
actions as realized in several projects in my laboratory. My goal is to advocate 
proxemics as a more natural way of mediating inter-entity interactions in ubiq-
uitous computing environments, while still cautioning about the many pitfalls 
around its use.  

Keywords: Proxemic interactions, ubiquitous computing, interaction tech-
niques, ubicomp ecologies.  

1   Introduction 

In the everyday world, much of what we do as social beings is dictated by how we 
interpret spatial relationships. This is called proxemics, and is part of the glue that 
comprises our natural social fabric. What is surprising is how little people's expecta-
tions of spatial relationships are used in interaction design within ubiquitous comput-
ing – ubicomp [1] – ecologies, i.e., in terms of mediating people's interactions with 
surrounding digital devices such as digital surfaces, mobile phones, tablets, com-
puters, and other information appliances. Proxemic interaction imagines a world of 
devices that have fine-grained knowledge of nearby people and other devices – how 
they move into range, their precise distance, their identity, their orientation and their 
context – and how such knowledge can be exploited to design interaction techniques. 
Just as people expect increasing engagement and intimacy as they approach others, so 
should they naturally expect increasing connectivity and interaction possibilities as 
they bring themselves and their devices in close proximity to one another and to other 
things in their everyday ecology. 

This keynote describes and illustrates proxemic interactions1. My goal is to advo-
cate proxemics as a more natural way of mediating inter-entity interactions in ubi-
comp environments, while still cautioning about the many pitfalls around its use. 

2   What Is Proxemics?  

Anthropologist Edward Hall [7] introduced proxemics as an area of study that  
identifies ways that people use inter-personal distance to understand and mediate their 
                                                           
1 The keynote address and this article is largely based upon [2], with many inspirations drawn 

from [3-6] as well as the myriad of wonderful works done by other researchers. 
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interactions with other people. He was primarily concerned with culturally-dependent 
attributes of proxemics, where (for example) people from a Western society would 
consider inter-personal distance somewhat differently from people in an Arabic Soci-
ety. Along the way, he developed a theory of proxemics that articulates how different 
things affect people’s perception of inter-personal distance.  

First are his definitions of four proxemic ‘zones’, which correlate physical to social 
distance. In essence, the closer the distance the more it leads to increasing expecta-
tions (and perhaps violations if the social conditions don’t warrant it) of inter-personal 
engagement and intimacy. A second factor that influences people’s proxemics interac-
tions are the location of fixed- and semi-fixed features within the space. Fixed features 
include those that mark boundaries (e.g., entrances to a particular type of room), 
where people tend to organize certain kinds of social activities within these bounda-
ries. Semi-fixed features are entities whose position can affect whether the space 
tends to bring people together, or move them apart e.g., the placement of furniture. Of 
course, many other factors influence proxemics. These include the social relations of 
the people involved, gaze and eye contact, voice volume, posture, body language, 
cultural taboos about touch, contextual factors such as crowding, and so on.  

3   How Can We Adapt Proxemics to Ubicomp?  

Now comes the speculation: Can we apply the theory of proxemics to ubicomp? I 
restate this as a working hypothesis: 

Just as people expect increasing engagement and intimacy as they ap-
proach others, so should they naturally expect increasing connectivity 
and interaction possibilities as they bring themselves and their devices 
in close proximity to each other and to other things in the ecology. 

The caveat is that proxemics, as envisioned by Hall and others that followed, never 
included ubicomp as part of its theory. Proxemics was about people’s relationship to 
people, not to devices. Even so, I believe that proxemics can be applied as a first-
order approximation that characterizes not only people to people, but people to device 
and device to device inter-entity relationships and expectations. This is not as far-
fetched as it seems, especially because sociologists have found that people often react 
to computational devices as social entities, e.g., [8].   

Our first challenge is to operationalize the concept of proximity in ubicomp. For de-
vices to react, devices must be able to capture and use information from the environ-
ment as variables. While there are likely many variables we could use, we previously 
identified 5 variables – which we call proxemic dimensions – as a starting point [2]. 

• Distance between entities is fundamental. It can be captured as a continuous 
measure (e.g., a value between 0 - 6 feet), as a discrete measure of what zone an 
entity is in with respect to another entity (e.g., [9, 10]), or even as just a binary 
measure, e.g., one entity is or is not in the same room as another entity.  

• Orientation captures the way one entity is facing another (e.g., [11]). It too can 
be precise and continuous (e.g., the exact pitch/roll/yaw angle of one entity rela-
tive to another), or discrete (e.g., facing towards, somewhat towards, or away 
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from the other object). Of course, orientation only makes sense if an entity has a 
‘front face’ to it. 

• Identity uniquely describes the entity. This can include exact identity and attrib-
utes, to a less detailed measure such as an entity’s type, to a minimal measure 
that simply discriminates one entity from another. 

• Movement captures the distance and orientation of an entity over time, where 
different actions can be taken depending on (for example) the speed of motion, 
and/or whether one entity is moving and turning towards vs. away from another 
entity.  

• Location describes the physical context that the entities reside in. It can capture 
contextual aspects, such as when an entity crosses a threshold (a fixed feature) 
marking its presence or departure from a room.  Crucially, the meaning applied to 
the four other inter-entity measures may depend on the contextual location, for 
example, what ‘rules’ get fired in different locations.     

Each measure has appeared before in other ubicomp systems, and various researchers 
have applied one or more of these to proximity (e.g., [9-19]). Yet very few make use 
of all of them, let alone consider them as characterizing the interplay between entities 
in an ubicomp ecology. One of the hurdles is that most developers of these kinds of 
systems have to construct all the low-level sensing from scratch, which can signifi-
cantly hinder prototype development and iteration [20]. To mitigate this problem, we 
developed the Proximity Toolkit [21, 6], a toolkit that tracks the above variables and 
presents them to the programmer both visually and through an API that characterizes 
the relationship between entities.  

4   Vignettes of What We Can Do with Proxemics 

Our efforts in prototyping software in our laboratory, as well as efforts by other re-
searchers who have worked in the area, have produced many different examples of 
how knowledge of proxemics can be applied to interaction design. I characterize some 
of the things that have been done to illustrate the many opportunities available, via a 
scenario of vignettes based on the ubicomp ecology – a room – illustrated in Fig. 1. 
Each vignette is preceded by a heading that describes how proxemics is used to ad-
vantage. I don’t go into any interface specifics here, but the references included pro-
vide pointers to particular systems that exploit and implement these strategies.    

Power management and sustainability. John enters the room. Both the large display 
on the wall and the picture frame on the table (the information appliance) recognize 
that a person has crossed the threshold (the fixed feature) into the room. Each powers 
itself up from sleep mode so as to be readily available. When John leaves, they imme-
diately go back to sleep.  [20] 

Initial state / Ambient display. Each display shows information appropriate for a just-
entering person who may not be directly attending the display. In this case, the wall 
display shows the media player John had on when he was last in the room. It high-
lights – using large images and minimal text appropriate for a quick glance at a dis-
tance – a few videos that he was considering watching [4].  
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Fig. 1. Our scenario’s ubicomp ecology, reproduced from [2] 

 

Ambient to foreground interaction. The display catches John’s attention, so he turns 
towards it and moves closer. As he does, the contents of the video player changes 
progressively. It shows increasingly more movies and more detail about each movie. 
When the display is within reach, touch controls appear so he can interact with it to 
choose and control videos [2, 9, 10, 16, 4]. 

Connection possibilities. John actually wants to play a video he has on his smart phone, 
so he pulls it out of his pocket. As he does, he sweeps it towards the wall display, but 
before it gets there, it is oriented towards the picture frame. The picture frame senses 
that the phone is oriented towards it, and a small icon appears on the picture frame that 
shows the two can connect. John keeps sweeping the phone across the room. When it is 
facing the large display, that display illustrates a connection icon. 

Establishing connections. After a few moments of orienting the phone towards the 
display, the icon changes to show an image of his smart phone, indicating the two are 
connected [14, 15, 4]. Alternately, John could have just walked up to the display, 
pulled his phone out of his pocket, and touched the display with it [19]. 

Awareness of contents. As John approaches the wall display with his phone, the posi-
tion of the icon on the wall display changes its position to follow the approaching 
phone. At the same time, the icon expands. First, the icon shows that it (i.e., the smart 
phone) contains several videos. As John moves even closer, the icon smoothly  
displays several images around it, each identifying one of the videos on the smart 
phone [2, 4]. 
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Information transfer from up close. When he is within reach, John can transfer a 
video from his phone to the wall by several ways. He can just drag one off the icon, or 
he can pick and drop a video directly from his phone to the wall, or he can touch the 
relevant video image on the wall display with his phone [4, 3, 22]. 

Information transfer from afar. Alternately, John could have used a ray-casting 
technique as he was approaching the wall. He touches the desired video on his phone, 
and points the phone to the wall display: the video appears there as an icon as if it 
were ray-cast. A small flick of the phone transfers it across [4, 3]. 

Implicit actions. John turns back, sits on the couch and faces the screen. The system 
recognizes this, fills the screen with the last selected video, and starts playing it  
[16, 4, 3]. 

Attentive user interface. Part-way through the movie, John gets a phone call on his 
phone. He pulls it out of his pocket and presses it against his ear. The environment 
senses this relation of the phone to his head, and as a result the video play pauses. As 
soon as John puts the phone away and turns towards the screen, play resumes  
[11, 4, 3]. 

Multiple people. While John is watching, Shelly enters. Knowing that John is still 
watching but that Shelly had just entered, the wall display adjusts the video slightly to 
show its title. As Shelly moves closer, the running video is made a bit smaller and 
descriptive text appears near where Shelly is standing to explain what the movie is 
about [2, 10, 4]. 

Privacy. Shelly brings out her smart phone and, as with John, an icon appears on the 
display that shows it can connect. However, the contents are revealed as abstract  
entities. It is only when Shelly is close to the display that the actual contents are re-
vealed in a way that is too small for John to see from afar, and where Shelly’s body is 
shielding it. 

Security. Sammy, a neighborhood kid, is visiting John’s son. He knows John’s system 
reacts to proximity, and would love to illicitly download some of John’s action mov-
ies onto his smart phone, as his mom doesn’t normally let him watch them. He goes 
into the room next door, where he stands on the other side of the wall holding the 
large display, brings out his phone, and points to it. However, the wall display ignores 
this, as the phone – even though it is close by – is oriented towards its rear. 

Enhancing social security. Sammy then goes into the room and asks John if he could 
download some action movies. John, knowing about his mom’s stance, says no but 
suggests he can grab some family movies. Sammy transfers one to his phone in the 
manner described above. Sometimes later, John is done with his movie and leaves. 
Sammy enters the room and tries to download an action movie. In this case, the dis-
play doesn’t allow video transfers because John – who lives in the house – is not 
present.  

The dark side #1. John re-enters later with his lover. They have no plans to watch 
video, but the screen turns on showing the latest action movies as they walk by. Dis-
tracted by the display, the intimate mode is broken. 
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The dark side #2. John is watching the hockey game (one of the option he can 
choose). His friend, who is on the road, had asked John to phone him and give him a 
play by play description of the game’s progress. John wants to do this, but he cannot 
as the play pauses whenever he brings the phone to his ear. 

The dark side #3. John has actually bought his large display at a highly reduced rate. 
Advertisers subsidized the cost, and John has agreed to have advertisements directed 
to him. Whenever John walks by, a commercial targeted to the things he usually buys 
appears. If he doesn’t pay attention to it, the volume increases and the commercial 
gets busier, trying to attract his attention. It only goes away if he spends at least 10 
seconds facing the ad [ 6]. 

5   Summary 

The above examples are just a few of the opportunities (and annoyances) possible. 
Others exist in the current literature, and many more remain to be discovered. My 
hope is to stimulate your imagination, where you use these and other examples and 
concepts as a starting point to your own investigations.  
 
Bio. Saul Greenberg is a Full Professor in the Department of Computer Science at the 
University of Calgary. He holds the NSERC/iCORE/Smart Technologies Industrial 
Chair in Interactive Technologies, and a University Professorship – a distinguished 
University of Calgary award recognizing research excellence. He received the 
CHCCS Achievement award in May 2007, and was also elected to the prestigious 
ACM CHI Academy in April 2005 for his overall contributions to the field of Human 
Computer Interaction.  

While he is a computer scientist by training, the work by Saul Greenberg and his 
talented students typify the cross-discipline aspects of Human Computer Interaction, 
Computer Supported Cooperative Work, and Ubiquitous Computing. His many re-
search contributions are bound by the common thread of situated interaction, which 
considers how computer technology fits within the fabric of people’s day to day ac-
tivities. This includes how such technology blends naturally in the flow of people’s 
work practices, how people socialize and work together through technology, and how 
that technology fits within people’s physical environment. He and his crew are well 
known for various significant contributions to the field, all necessary to pursue the 
broad goal of situated interaction: 

• Articulation of design-oriented social science theories that serve as a re-
quirements specification. 

• Innovative and seminal system designs based on observations of social phe-
nomenon. 

• Toolkits enabling rapid prototyping of innovative groupware and ubiquitous 
appliances, and that exploit capabilities of multi-touch surfaces. 

• Refinement of evaluation methods. 
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Abstract. We conducted a quantitative experiment to determine the perform-
ance characteristics of non-speech vocalization for discrete input generation in 
comparison to existing speech and keyboard input methods. The results from 
the study validated our hypothesis that non-speech voice input can offer signifi-
cantly faster discrete input compared to a speech-based input method by as 
much as 50%. Based on this and other promising results from the study, we 
built a prototype system called the Voice Game Controller that augments tradi-
tional speech-based input methods with non-speech voice input methods to 
make computer games originally designed for the keyboard and mouse playable 
using voice only. Our preliminary evaluation of the prototype indicates that the 
Voice Game Controller greatly expands the scope of computer games that can 
be played hands-free using just voice, to include games that were difficult or 
impractical to play using previous speech-based methods. 

Keywords: Computer games, accessible games, speech recognition,  
non-speech vocalization. 

1   Introduction 

Computer games today offer much more than just entertainment. They can provide 
social as well as educational value, and new genres of games such as “games with a 
purpose” (GWAP) [1] are emerging that combine gaming with productive output. 
However, almost all of these games are designed to be played using some form of 
manual input device, typically a keyboard for generating discrete input and a pointing 
device such as a mouse for generating continuous input. Consequently, people with 
                                                           
* The entirety of the work presented in this paper was conducted while the first author was 

affiliated with the Computer Science and Engineering department, DUB Group, University of 
Washington, Seattle, Washington, 98195, USA. 
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various forms of motor impairments who find it difficult or impossible to use manual 
input devices are excluded from reaping the benefits of such games. Is there a way to 
make these games accessible to people with motor impairments? 

There are a number of compelling reasons to explore how to make computer games 
more accessible. First, hands-free access to computer games can benefit a wide range 
of people, including nearly 300,000 children under the age of 18 in the U.S. alone (or 
1 in 250 children) who have been diagnosed with arthritis or other rheumatologic 
conditions [2]. Also, for people with more severe forms of motor impairment, com-
puter games and game-like social applications (such as SecondLife [3]) may be one of 
the few viable avenues for entertainment and social interaction, both of which play an 
important role in improving quality of life [4]. Second, research into effective hands-
free game input can also spur future designs of novel multimodal games. Third, an 
increased understanding of how to effectively control computer games hands-free can 
also inform how to better design general user interfaces for interaction using non-
manual input modalities. 

Strengths and Limitations of Speech Input for Game Control. Speech input is one of 
the hands-free input modalities that holds potential for addressing the above 
challenges. Unlike eye trackers or head trackers, a speech recognition system does not 
require elaborate or expensive hardware, and recent operating systems—such as 
versions of Microsoft Windows since Vista—include speech recognition software for 
free. Furthermore, the human language enables virtually a limitless number of words 
and phrases to be uttered, each of which can be mapped to a discrete command to be 
executed on a computer. This can be beneficial for controlling a number of computer 
games that require numerous keystroke combinations to be executed. Also, the ability 
to utter natural language commands compared to the need to remember and recall 
arbitrary keystroke combinations can be especially beneficial for novice users and 
may lead to a boost in performance [5]. 

However, speech input also has a number of inherent limitations that are prevent-
ing it from being an effective hands-free game control modality. First, the time it 
takes a person to complete uttering a word or a phrase can be a significant factor in 
games that require sub-second timing. The processing time required to recognize the 
spoken utterance also adds to this delay. Related to this is the limitation on the maxi-
mum number of utterances that can be recognized within a short period of time. When 
the need arises for dynamically issuing multiple input events at a rapid and varying 
rate, the per-utterance delay imposes a limit on how many such utterances can be 
recognized within the short time span. 

Another major limitation of speech-based input is its inability to specify smoothly 
varying input. Output from a speech recognizer is discrete in nature, as the output is 
not generated until a word or a phrase has been recognized. The result of a single 
recognition is a single event, with the recognized utterance as the parameter. This 
discrete nature makes it significantly challenging to specify continuous input such as 
smooth motion of a pointer through two-dimensional space. 

The current limitations of speech-based game control methods can be summarized 
in the context of the space of input signals expected by computer games. As  
mentioned earlier, most existing computer games are designed to be played using 
devices that can provide some combination of discrete input signals—such as a  
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keyboard—and continuous input signals—such as a mouse or a joystick. However, 
they vary widely in the degree of temporal and spatial fidelity demanded from each 
type of input signals. For discrete input signals, they can range from simply requiring 
execution of a few non-time-critical commands, to demanding precise and rapid exe-
cution of multiple and possibly simultaneous commands. For continuous input sig-
nals, they can range from simply requiring non-time-critical selection of a point, to 
demanding fast and fluid steering. “Strategy games” such as card games and puzzle 
games typically do not require fast or precisely-timed inputs in either of these two 
dimensions. On the other hand, “skill-and-action” games such as most arcade-based 
games often require both discrete and continuous input signals to be executed rapidly 
and fluidly. Existing speech-based game control methods are currently limited to 
offering hands-free input signals within the subset of this input signal space defined 
by the lower ends of the discrete and continuous input signal dimensions. 

Potential of Non-speech Voice Input for Game Control. Fortunately, our previous 
work and work by others have shown that such limitations of traditional speech-based 
input methods, especially their inability to provide fluid continuous input, can be 
addressed effectively by augmenting them with the use of non-speech voice input [6-
10]. In particular, the Vocal Joystick engine [11] can continuously track non-speech 
vocal properties including volume, pitch, and vowel quality to enable fluid interface 
manipulations such as smooth mouse pointer control. A longitudinal study involving 
participants with and without motor impairments found that people can learn the 
directional vowel mapping after a few hours of training, and even approach the 
performance of physical joysticks for pointing tasks [12]. The Vocal Joystick engine 
has also been successfully integrated into applications such as a hands-free drawing 
program called VoiceDraw [7], demonstrating its expressivity and controllability in 
the context of continuous steering tasks. In a sense, these systems fill a part of the 
void left by current speech-based methods in the computer game input signal space 
mentioned above, namely the far end along the continuous input dimension. 

We felt that the expressivity of the Vocal Joystick engine could also be harnessed 
to expand voice modality’s coverage of the game input signal space along the discrete 
input signal dimension as well, by enabling faster, more responsive discrete input than 
speech-based methods. We hypothesized that by using the Vocal Joystick engine to 
generate discrete instead of continuous input events in response to directional vowel 
vocalizations, we could achieve significantly faster input speeds as compared to using 
spoken commands. Such a method would also nicely complement the continuous 
input mode already offered by the Vocal Joystick engine, as the same directional 
vowel sound mapping can be used, maintaining consistency and likely enhancing 
learnability. The combination of these two methods, along with traditional speech-
based input methods, could greatly expand the coverage of hands-free voice-based 
computer game input methods. 

Towards this end, we conducted a quantitative experiment to determine the per-
formance characteristics of non-speech vocalization for discrete input generation in 
contrast to existing speech and keyboard input methods using an application we built 
called the Vocal D-Pad. While it was expected that non-speech voice input will be 
faster than a speech-based input method, the results from the study showed that non-
speech voice input is significantly faster, with indications that it may further approach 
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the performance of keyboard input with additional training. Based on these promising 
results from the study, we built a prototype system called the Voice Game Controller, 
which combines the rapid discrete input capability of the Vocal D-Pad, the fluid con-
tinuous input capability of the original Vocal Joystick application, and the natural 
language input capability of traditional speech-based input. Our preliminary evalua-
tion of the prototype indicates that the Voice Game Controller greatly expands the 
scope of computer games that can be played hands-free using just voice, to include 
games that were difficult or impractical to play using previous speech-based methods. 

2   Related Work 

There is little prior work on general voice-driven input techniques for computer 
games. Most of what exists can be classified as either tools that map speech com-
mands to keystroke combinations, or individual games specifically designed to use 
voice input in their own way within the game. 

2.1   Current Speech-Based Game Controls 

Speech input in games has primarily been used for communication among multiple 
players [13, 14] or for command-and-control-style applications [5]. There have also 
been some tools developed to enable a player to use their voice to control various 
aspects of computer games. Most common are tools that translate spoken commands 
into specific actions, usually in the form of keystroke combinations. Tools such as 
Shoot [15], Voice Buddy [16], and VR Commander [17] have been specifically mar-
keted for voice control of games, and map spoken commands to a sequence of key-
strokes. Such functionality can be quite useful in games such as flight simulators in 
which there are a large number of possible commands that can be executed at any 
time, often mapped to obscure key combinations. Other general “speech macro” tools 
such as Vocola [18] and WSR Macros [19] offer similar functionality, but do not in-
clude any game-specific functionality. Most of these tools act as keystroke generators 
and are often used in conjunction with a physical keyboard or a mouse as an augmen-
tative input modality. One limitation of these tools is that they cannot be used on their 
own to play games that require continuous input from pointing devices such as the 
mouse or joystick. 

Aside from using speech for dictation or command-and-control, today’s commer-
cial speech recognizers also enable the execution of pointing tasks using speech. Fea-
tures such as the MouseGrid and SpeechCursor [20] offer the ability to control the 
mouse pointer to a limited extent. Although these features do enable basic pointing 
and clicking tasks to be performed using speech, they take significantly longer than 
the mouse [20], and their discrete nature makes them unsuitable for any task that 
requires rapid pointing or smooth steering such as games. 

2.2   Games Designed to Be Controlled by Voice 

There have been a number of games designed specifically to be controlled using the 
player’s voice. Most of them use relatively simple vocal features such as pitch and 
volume. Commercial games such as Karaoke Revolution [21] and Rock Band [22] 
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track the pitch of the players’ singing and generate a score based on how close they 
match the target pitch track. PAH! [23] and shout n dodge [24] are Flash-based side-
scrolling shooter games that continuously map the volume of the microphone input to 
the vertical position of a spaceship. PAH! also enables the user to shoot by making the 
plosive sound “pah.” Racing Pitch [25] uses the pitch of the audio input to control the 
speed of a slot car, with higher pitch vocalization causing the car to travel faster. Iga-
rashi [8] presents a set of simple games that demonstrate the use of pitch changes and 
sound detection to control simple movements of the game character. His games in-
volve making rising or falling pitch sounds to move a character up or down, varying 
the duration of the vocalization to control how far a character moves, and making 
plosive sounds to shoot. In Humming Tetris, Sporka et al. [26] map various pitch 
inflection “gestures” to various controls such as move left, move right, and rotate. 

While these games were designed from the onset specifically to be controlled by 
voice, and while we cannot expect many of the existing or future computer games to 
be redesigned in such a way, they provide insight into the types of non-speech vocal 
properties that can be used to map to existing game inputs. 

2.3   The Vocal Joystick Engine 

As mentioned in the introduction, one of the promising developments in the area of 
voice-based input has been the Vocal Joystick engine [11], which not only tracks the 
continuous vocal parameters such as volume and pitch, but also vowel quality. The 
Vocal Joystick engine samples audio input from the microphone every ten millisec-
onds, and for every frame, if the incoming sound is a vowel sound, reports the recog-
nition probability for each of the nine vowel classes shown in Figure 1. These  
probabilities are then aggregated based on the radial arrangement of the vowel classes 
to yield an overall continuous directional vector, which can be used to steer a mouse 
pointer. The Vocal Joystick engine library [11] provides an API through which  
 

 

Fig. 1. The Vocal Joystick sound map showing the vocal features tracked by the Vocal Joystick 
engine. The vowel compass (left) shows the vowel sounds mapped to each radial direction. Red 
letters in each word approximate the corresponding sound. Discrete sounds such as “ck” and 
“ch” are also tracked, as well as changes in volume and pitch. The mapping to mouse pointer 
movements and events as used in the original Vocal Joystick application are shown.  
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third-party application developers can gain access to such information in real-time. 
The engine can also recognize non-vowel sounds, or discrete sounds, such as “ck” and 
“ch.” The original Vocal Joystick application enabled voice-driven control of the 
mouse pointer using the radial mapping of vowel sounds to directions as shown in 
Figure 1, as well as click and toggle of the left mouse button using the discrete sounds 
“ck” and “ch,” respectively. The volume was also mapped to the pointer speed, ena-
bling the user to control both the pointer movement direction and speed fluidly and 
interactively. Studies have shown the Vocal Joystick to be effective for such basic 
mouse pointing and steering tasks [6, 12]. 

Due to the extremely short latency for vowel sound recognition compared to spo-
ken word recognition, and the directional nature of the vowel sound mappings in the 
Vocal Joystick, we felt that non-speech voice-based discrete input can also offer sig-
nificant advantages over speech-based methods. The following section describes the 
experiment we conducted to test this hypothesis. 

3   Experimental Analysis of Non-speech Voice-Based Discrete 
Input 

To better understand how non-speech voice input compares to keyboard and speech 
input as a method for generating discrete input signals, particularly under contexts 
requiring rapid and precisely-timed input, we conducted a reaction time (RT) experi-
ment using an application we created called the Vocal D-Pad1. The Vocal D-Pad is 
built using the Vocal Joystick engine library and generates emulated directional ar-
row-key events in response to recognized directional vowel sound utterances. The 
application can also emulate the corresponding directional keys being held down for 
the duration of the vocalization, as well as adjacent keys being held down simultane-
ously (e.g., the left and up keys being held down when the vowel sound for the upper-
left direction is vocalized). The system also interfaces with the Microsoft Windows 
Speech Recognizer to enable mapping of spoken command input to emulated key-
board events, akin to the speech macro tools mentioned in the Related Work section. 

The experiment involved the presentation of directional visual stimuli and user re-
sponses generated via one of three input modalities: key (four arrow keys on a key-
board), speech (words “up,” “down,” “left,” and “right”), and voice (directional vowel 
sounds based on the Vocal Joystick). The specific objectives and the setup of the 
experiment can be better understood in the context of the Model Human Processor 
[27], summarized next. 

3.1   Experiment Background 

Figure 2 shows a typical processing flow during a reaction time task in terms of the 
Model Human Processor. The Model Human Processor is an abstraction of the human 
cognitive-perceptual-motor system that can be useful in analyzing basic computer 
task performance. Upon the onset of a stimulus in a reaction time task, the user’s 
 

                                                           
1 The name “D-Pad” comes from “directional pad,” a game input device consisting of four 

directional buttons. 
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Fig. 2. Processing flow during a reaction time task based on the Model Human Processor [27] 
and the relevant measures. The system processor has been introduced to account for the time 
spent during response execution (response time) and recognition (processing time). At input 
onset, the recognition result is sent to the client application. 

perceptual processor activates to process the relevant sensory input. The cognitive 
processor then deciphers the stimulus and determines the appropriate response. Fi-
nally, the motor processor converts the response action into motor signals and trans-
mits them to the relevant motor systems such as the hand or the mouth. We also intro-
duce a new module called the system processor, which is not in the original model 
since it is not part of the user. This represents any processing that the computer may 
need to perform on the input signal received from the user. The system processor does 
not add much time in cases such as button presses, but if the input is a spoken com-
mand, the system processor needs significantly more time to recognize what was 
uttered before it can provide its result as input to a client application. While the sys-
tem processor time will be affected by the speed of the computer being used, the rela-
tive ranking of its value across different modalities should be unaffected. 

Figure 2 also illustrates various measures that are of interest in a reaction time task. 
Reaction time is defined as the time between stimulus onset and response onset. 
Within the context of our experiment, response onset is defined as the earliest point 
when the system detects that some user response has been initiated (e.g., for a button-
press response, when the button switch is closed, and for a voiced response, when the 
microphone first detects voicing activity). System time is the time between response 
onset and input onset—when the system finishes processing the response signal from 
an input device and generates a corresponding input signal for client applications. For 
keyboard input, the system time is a negligible value, but for speech input using a 
general recognizer, the value can be significant. We refer to the total elapsed time 
between stimulus onset and input onset as the input time. 

There are two types of reaction time tasks that are commonly administered: simple 
reaction tasks and choice reaction tasks. In a simple reaction task, there is only one 
type of stimulus, and the user is instructed to issue a fixed response as soon as they 
perceive the stimulus. In a choice reaction task, the user is presented one of a number 
of possible stimuli, each with a corresponding response that must be correctly exe-
cuted. The difference in the response times between these two tasks manifests itself in 
the cognitive processor time. 
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3.2   Hypotheses 

Based on the model and representation presented above, we formulated the following 
hypotheses about the differences between keyboard, speech, and non-speech voice 
modalities with regards to their performance in reaction time tasks (summarized visu-
ally in Figure 3). 

• Hypothesis #1: For trained users, the difference in reaction times across mo-
dalities is expected to be relatively small since the perceptual processor time 
and the cognitive processor time should be constant across modalities. In 
particular, reaction time for voice and speech modalities should be nearly 
identical given that the same motor system is involved and thus the same 
amount of time should be spent in the motor processor. The reaction time for 
the key modality may be slightly faster than that for voice or speech given 
that the vocal cord activation may take longer to generate an audible sound 
compared to the movement of a finger. 

• Hypothesis #2: For a novice user under the choice reaction task using the 
voice modality, the unfamiliarity with the sound-to-direction mapping would 
most likely lead to a longer cognitive processor time and thus longer reaction 
time compared to the key or speech modality. 

• Hypothesis #3: For both the simple and choice reaction tasks, the system 
processor time for the key modality is expected to be significantly faster than 
that for the speech modality, and the system processor time for the voice 
modality to lie somewhere in between, since non-speech vocalization should 
take less time to utter and be recognized compared to a speech command 
given its relative simplicity. 

While we established the above three hypotheses in order to gain better insight into 
the nature of the differences among the three modalities’ input times, we were also 
interested in the overall magnitude of those differences. We expected the key modal-
ity to be faster than the voice modality, and the voice modality to be faster than the 
speech modality, but the pragmatic question was, by how much, particularly in the 
context of computer games? 

 

Fig. 3. Summary of the hypotheses of the experiment. Hypothesis #1 states that reaction times 
across modalities should be relatively similar, especially between voice and speech for trained 
users. Hypothesis #2 states that for a novice user, the voice modality may incur additional time 
to recall the unfamiliar sound-to-direction mapping. Hypothesis #3 states that the system time 
should be almost zero for the key modality, and that it should be significantly less for the voice 
modality compared to the speech modality. 
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3.3   Participants 

Eight participants ranging in age from 21 to 34 were recruited to take part in the ex-
periment. Two of the participants had motor impairments that affected the use of their 
hands for manipulating a keyboard and mouse (MI group), and the rest did not (NMI 
group). All eight participants had participated in prior Vocal Joystick user studies and 
had used the Vocal Joystick for an average of four hours each and had thus been fa-
miliarized with the directional vowel mappings. One of the MI participants (MI1) 
who had arthrogryposis multiplex congenita was unable to use the hands to manipu-
late a mouse or keyboard, but was able to use a mouth stick to press the keys on a 
keyboard. The other MI participant (MI2) had muscular dystrophy and was able to 
use the back of her fingers to press the keyboard keys. 

3.4   Apparatus and Procedure 

Each participant took part in a series of reaction time trials in which a test application 
presented them with a visual stimulus in the form of a blue arrow (100×100 pixels) on 
a computer screen (15” LCD monitor with resolution of 1400×900 pixels) pointing in 
one of the four cardinal directions. The participants were asked to respond to the 
stimulus in a manner dependent on a particular condition. Under all conditions, the 
test application waited for the correct key-down event and measured the elapsed time. 
The two independent factors and their levels were: 

• Input modality: {key, voice, speech} 
• Reaction task type : {simple, choice} 

The key modality involved pressing one of the four arrow keys on a full-sized USB 
desktop keyboard. The voice modality involved uttering one of the four cardinal 
vowel sounds in the Vocal Joystick vowel compass (Figure 1), which the Vocal D-
Pad processed to generate an emulated key-down event. Finally, the speech modality 
involved the utterance of a direction word (“up,” “down,” “left,” or “right”), also 
processed by the Vocal D-Pad in a similar fashion. The Windows Speech Recog-
nizer’s general dictation grammar was disabled and only the grammar consisting of 
the four directional words was activated to minimize the error rate and maximize the 
processing speed. For both the voice and speech modalities, each participant under-
went a basic adaptation process to tune the system to their voice. Under the voice 
modality, the user vocalized each of the four vowel sounds for two seconds while the 
Vocal Joystick engine recorded them and updated its acoustic model. Under the 
speech modality, the user read several paragraphs of passage as part of the Windows 
Speech Recognizer voice training wizard process. 

Under the simple reaction task, the stimulus was always an up arrow, and the par-
ticipant was instructed to respond as quickly as possible using a fixed response (up 
key for the key modality, the upward vowel sound for the voice modality, and the 
word “up” for the speech modality). The time between the end of one trial and the 
appearance of the next stimulus was randomized between one and two seconds (this 
range of pre-stimulus interval was found in past studies to yield the fastest reaction 
times while reducing predictability [28, 29]). Under the choice reaction task, the  
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participant was asked to generate a response matching the arrow stimulus as quickly 
and as accurately as possible. In this mode, the delay between trials was one second. 

For all trials, both the reaction time and system time as defined in Figure 2 were 
measured. In the case of the key modality, the response onset and input onset were 
both considered to occur simultaneously when the key-down event was generated; 
therefore, its system time was always zero. In the case of both the voice and speech 
modality, the response onset was registered when the first voiced audio frame was 
detected by the Vocal Joystick engine, and input onset occurred when the correspond-
ing emulated key-down event was registered. 

3.5   Results 

Aggregate results from the NMI group are presented first, followed by results from 
the MI participants. Figure 4 summarizes the results from the NMI group. The results 
are grouped first by the task type, with each bar corresponding to an input modality 
showing the reaction time and system time portions that made up the total input time. 
Henceforth, results reported as significant are at p < .05 level. 

Differences in Reaction Times. For the simple reaction task, reaction times for voice 
and speech modalities were comparable as expected, since they both involve the same 
muscle groups. Reaction time for the key modality was significantly shorter as 
expected [30, 31]. This is most likely due to the vocal cord activation taking longer to 
generate an audible sound compared to the time it takes for the finger muscle 
activation to result in a key being pressed. This confirms our hypothesis #1. The 
average difference in these reaction times (176 milliseconds) can be interpreted as the 
approximate difference in the motor processor times between the manual and vocal 
modalities 

 

Fig. 4. Summary of the aggregate results from the categorical input experiment for the NMI 
group. The results are grouped by task type. Each bar shows the contribution from reaction time 
and system time towards the total input time, as defined in Figure 2. Error bars show 95% 
confidence intervals for total input times. 
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Under the choice reaction task, voice modality reaction time was slower than that 
for speech (782 milliseconds versus 649 milliseconds). This could be seen as support-
ing hypothesis #2, since even though the participants have had four hours of exposure 
to the Vocal Joystick, their association of the vowel sounds with their corresponding 
directions may not yet be automatic. The fact that this difference did not manifest 
itself in the simple reaction task indicates that the slowdown is most likely due to the 
extra cognitive processing required under the choice reaction task. Our prior work 
[12] has shown that users can fully memorize the directional vowel mappings in under 
5 hours, but it may require more practice for recall of directional vowels to become as 
quick and as automatic as directional words. This suggests that with practice, voice 
modality reaction time under the choice reaction task could approach that of the 
speech modality. Figure 4 depicts this potential improvement on the choice reaction 
task input time bar. 

Differences in System Times. The comparison of system times across task types 
within each modality verifies that the system processor time did not depend on the 
task type, as expected. The significantly shorter system time for the voice modality 
compared to the speech modality supports our hypothesis #3, and reflects the major 
advantage of the use of non-speech vocal input. While it has not been precisely 
determined how much of this difference is due to response time or processing time, it 
is most likely the case that the majority of it is accounted for by the difference in 
processing time. 

Differences in Input Times. The comparison of the total input times reveals that 
overall, the key modality was the fastest (as expected), at 301 milliseconds for the 
simple reaction task and 433 milliseconds for the choice reaction task. However, the 
input time for the voice modality was also significantly faster than speech, by almost 
50% in the simple reaction task and by 35% in the choice reaction task. The latter 
difference can be improved to 45% if the difference in cognitive processor time 
mentioned above is subtracted. While the voice modality input time still lags behind 
the key modality, that difference is significantly less than the improvement over the 
speech modality. 

Results from MI Participants. The results from the two participants with motor 
impairments are summarized in Figure 5. For MI1, under the choice reaction task, 
reaction times across all three modalities were comparable (average of 1,050 ms after 
the learning effect adjustment described above). The fact that the key modality 
reaction time was comparable to voice and speech modalities is likely due to the 
difficulty of moving the mouth stick quickly in response to the stimulus. Also, under 
the choice reaction task, the voice modality input time was comparable to the key 
modality and almost 40% faster than the speech modality. Results for MI2 were 
similar as MI1, with voice modality input time under the choice reaction task (average 
of 780 ms after the learning effect adjustment) being only 25% slower than the key 
modality and almost 45% faster than the speech modality. These results offer a 
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promising sign for the comparative advantage of the voice modality over the key 
modality, especially for these participants with motor impairments. 

Another interesting observation is the fact that the voice and speech input times for 
both MI1 and MI2 were longer than the average time for the NMI group. Our obser-
vations seem to suggest that this may be due to the effect of the MI participants’ mo-
tor impairments on their lung capacity and their ability to rapidly vary vocal parame-
ters. Further study is needed to determine the variability of such effect among indi-
viduals and how much of it can be accounted for via training. 

Summary of Results. Figure 6 illustrates the results from the above study in a 
concrete example context of the game of Pac-Man. In the figure, the player’s Pac-
Man character (in yellow) is assumed to be at a standstill at a juncture, with the choice 
of moving up or down to move away from the chasing ghost character (in pink). The 
ghost character is approaching Pac-Man at a fixed speed, as indicated by the distance 
labeled “1 second.” The multiple positions of the ghost character with corresponding 
input modality labels represent the closest point from Pac-Man that the ghost can be 
allowed to get before it is too late for the player to decide on the direction to move, 
execute the corresponding input, and have it be registered by the game in time 
 

 

Fig. 5. Summary of the results from the categorical input experiment for the two participants in 
the MI group, presented in the same format as Figure 4. 
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to avoid contact with the ghost. In other words, these distances are the visual repre-
sentations of the total input times under the choice reaction task shown in Figure 4. 
The position labeled “voice expert” shows the shortened distance that could be 
achieved if the reaction time for the voice modality is assumed to have become equal 
to that for the speech modality as described above. The figure highlights how signifi-
cant an improvement the non-speech voice-based discrete input can offer over speech-
based input, especially in the context of fast-paced time-critical computer games such 
as Pac-Man. 

 

Fig. 6. An illustration of the implication of the result from the categorical input study in the 
context of a fast reaction time game Pac-Man. For each of the three input modalities, the figure 
shows the closest point that the “ghost” can be allowed to get to Pac-Man where there is just 
enough time for the player to decide on the direction of escape (in this case up or down),  
execute the corresponding response using the modality, and have the response be registered by 
the system. 

4   The Voice Game Controller 

The experimental analysis of non-speech voice-based discrete input yielded promising 
results over the speech-based input method. To leverage this potential and to situate it 
within the context of actual computer games, we built a system called the Voice Game 
Controller that extends the capability of traditional speech-based input by incorporat-
ing the rapid discrete input capability of the Vocal D-Pad and the fluid continuous 
input of the Vocal Joystick. The Voice Game Controller augments, rather than re-
places, current speech-based input methods by retaining the option to use the dictation 
and command-and-control modes when non-time-critical speech input is appropriate. 

The Voice Game Controller runs as a background process on the same computer as 
the one on which the game program is running. It translates the user’s vocalizations 
into keyboard, mouse and joystick (KMJ) signals that game programs expect as input. 
Figure 7 shows a high level representation of the Voice Game Controller architecture. 
The Voice Game Controller utilizes the Windows Speech Recognizer to recognize 
spoken command input, and the Vocal Joystick engine [11] to process non-speech 
vocalizations uttered by the user. Since each game requires different sets of input 
controls, the mapping between vocal input and corresponding KMJ signals is speci-
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fied separately for each game in Voice Game mapping profiles. The input mapping 
engine passes the recognized voice input through a Voice Game mapping profile 
corresponding to the currently active game program, and generates the corresponding 
KMJ signal via the keyboard, mouse, and joystick emulator modules. Because the 
emulated KMJ signals are generated at the system level, they are application-
independent and thus can be used to supply voice-driven KMJ input to non-gaming 
applications as well. From the game program’s perspective, it is as if the user is using 
a standard keyboard, mouse, or joystick. 

The keyboard emulator module can generate key-down and key-up events for any 
key or set of keys, as well as repeated key-down events to emulate the user holding 
down a key. The mouse and joystick emulators can generate two-dimensional direc-
tional vectors (when in relative mode) or positional vectors (when in absolute mode), 
as well as button down and button up events corresponding to physical buttons on 
these devices. All these types of signals can be specified as the output of a mapping in 
a Voice Game mapping profile. 

There are several ways in which spoken command input and non-speech vocal in-
put can be mapped to the KMJ signals just described. First, spoken commands and 
non-speech discrete sound vocalization can be mapped to any of the key events for 
the keyboard emulator or to the button events for the mouse and joystick emulators. 
Second, non-speech vowel vocalization can be mapped to two-dimensional vectors 
based on the Vocal Joystick vowel compass mapping shown in Figure 1, with its 
magnitude possibly determined by the volume or pitch. This capability alone expands 
the realm of games playable by voice to include the numerous mouse-driven games. 
Third, non-speech vowel vocalization can also be mapped to key and button events 
similar to spoken commands and discrete sounds. This is done by determining the 
 

 

Fig. 7. Voice Game Controller architecture. User’s utterances are first processed by the Win-
dows Speech Recognizer and the Vocal Joystick engine, and the corresponding key-
board/mouse/joystick signals are emulated based on the currently active Voice Game mapping 
profile. 
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vowel sound with the maximum probability every frame, instead of aggregating the 
probabilities across all vowels, and generating a binary output of whether or not that 
probability exceeds some threshold. If it does, it is treated as the vowel onset and a 
corresponding key or button event can be generated. The vowel offset event occurs for 
the current vowel when the vowel probability drops below the threshold, a different 
vowel’s probability becomes higher, or the user stops vocalizing. The directional 
mapping of the Vocal Joystick vowel sounds make them ideal for mapping to the 
arrow keys in the context of games. 

In the following section, we present our initial findings from a preliminary evalua-
tion of the Voice Game Controller we conducted in order to assess its effectiveness in 
the context of four different games, comparing its performance to speech-driven con-
trol as well as to the participants’ preferred input devices. 

4.1   Preliminary Evaluation of the Voice Game Controller 

Results from the comparative analysis of categorical input above showed that the 
voice input modality has the potential to offer significant performance gains over 
general speech input, approaching the performance of key input. To determine how 
this advantage translates to actual game play, we conducted a preliminary evaluation 
of the Voice Game Controller with the following four games to assess the viability of 
using the system to play real computer games. 

Selected Games. We chose four games that lie at various points in the input signal 
space. Two Rooms [32] is a puzzle-based maze game in which the player controls 
square pieces using directional arrow keys. Although the time to complete each 
puzzle is considered, once the sequence is known, the emphasis is on how 
consistently and reliably the desired directional input can be generated. Pac-Man is a 
classic arcade game in which the player controls the Pac-Man character through a 
maze using directional arrow keys, attempting to eat all the white dots while avoiding 
four ghost characters. The game requires precise timing to avoid contact with a ghost 
character or to make a turn. The player’s score corresponds to the number of white 
dots and frightened ghosts Pac-Man consumes. Tetris is a puzzle game in which the 
player rotates and positions falling two-dimensional tiles using arrow keys such that 
the tiles form solid horizontal layers, which then disappear from the playing field, 
yielding points for the player. It is necessary to be able to execute a rapid sequence of 
left or right movements to quickly move a piece into the desired position. Finally, 
Fish Tales [33] is a game in which the player controls a red fish in a two dimensional 
scene by using the mouse. The objective of the game is to eat fish that are smaller 
than the player’s fish, while avoiding contact with larger fish. The score is based on 
the number of fish eaten. All of the fish move at varying speeds and directions, 
requiring the player to smoothly and rapidly steer the mouse pointer. 

Evaluation Setup. Five of the eight participants who took part in the reaction time 
study, including the two participants with motor impairments (MI1 and MI2), 
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participated in the evaluation of the Voice Game Controller. Each participant came in 
for four 90-minute sessions separated by 48 hours or less. Throughout the sessions, 
we observed the users play each of the four games using three input modalities: non-
speech voice input mode, speech-only input mode, and the user’s preferred input 
device. The speech-only input mode represents existing speech-based control methods, 
namely uttering directional words to emulate corresponding arrow key events and 
using features such as Speech Cursor and Mouse Grid for pointer control. For the 
preferred input device, the three participants in the NMI group chose the mouse and 
keyboard, while MI1 with arthrogryposis chose a mouth stick with the MouseKeys 
feature for controlling the pointer, and MI2 with muscular dystrophy chose the 
touchpad and keyboard. 

During the first session, participants were shown how to use the Voice Game Con-
troller and the speech-only input mode, and then introduced to the four games. For the 
remainder of the sessions, they played each of the games for 15 minutes at a time, 
spending 5 minutes on each of the three input modalities per game. At the end of the 
final session, a timed evaluation was conducted in which the participants played all 
games for five minutes each using each of the three input modalities. The speech 
input modality was omitted for the mouse-based Fish Tales game because the existing 
speech-based cursor control methods of Speech Cursor and Mouse Grid were too 
slow to be able to play the game at all. For the Two Rooms game, the measure of 
performance was based on the average completion time across all completed stages. 
The other three games were measured based on the average score achieved. 

Results and Observations. Figure 8 summarizes the results from the evaluation 
described above. The data is presented in two graphs, with the graph on the right 
showing how the Voice Game Controller did compared to the speech modality, and 
the graph on the left showing how it did compared to the user’s preferred device. The 
horizontal axes represent how much better or worse the Voice Game Controller did 
with respect to the corresponding modality, with ±0% representing no difference in 
performance, and positive values indicating that it did better by that much percentage 
points. 

 

Fig. 8. Results from the Voice Game Controller user evaluation. The graph on the left shows 
how each participant scored in each game using the Voice Game Controller relative to their 
preferred device. The graph on the right shows the relative performance of the Voice Game 
Controller against speech-based input. ±0% indicates that the Voice Game Controller score was 
on par with the corresponding modality, and positive percentage indicates that the Voice Game 
Controller score was that much higher. 
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Compared to speech, the Voice Game Controller performed significantly better 
across all games for all participants (MI1’s speech data was omitted due to incomplete 
tasks). For Fish Tales, the fact that the participants were able to play it at all using 
voice was a clear win over speech, with which the game could not be played. Within 
the NMI group, Voice Game Controller was 40% faster than speech in Two Rooms, 
and the average score was 50% higher in Pac-Man and 500% higher in Tetris. Within 
the MI group, Voice Game Controller was 32% faster than speech in Two Rooms, 
and the average score was 150% higher in Pac-Man and 160% higher in Tetris. 

The better performance by the preferred input devices was expected, as was seen in 
previous comparative studies [20]. Within the NMI group, the Voice Game Controller 
performance was 40% worse than the preferred device for Two Rooms, and between 
60% and 65% worse for the other three games. For the MI group, the Voice Game 
Controller performance was comparable to their preferred devices for Two Rooms, 
and between 60% and 70% for the other three games. While the preferred device 
performed better than the Voice Game Controller even for the MI group, both of the 
MI participants expressed that the fatigue induced by attempting to manipulate their 
physical devices was less desirable than the hands-free nature of the Voice Game 
Controller. None of the participants raised vocal fatigue as an issue during the study. 

5   Conclusion 

This paper presented results from our investigation into the viability of using non-
speech voice-driven input for expanding the scope of computer games that can be 
controlled hands-free using voice only. Particularly, our experimental analysis into 
the use of non-speech vocalization for discrete input revealed a significant perform-
ance improvement over existing speech-based input method. Based on these findings, 
we built a prototype system called the Voice Game Controller that integrates the ex-
pressivity of traditional speech-based input with the fluid continuous input offered by 
the Vocal Joystick engine, as well as the non-speech voice-driven discrete input func-
tionality of the Vocal D-Pad. The better performance obtained by the Voice Game 
Controller compared to standard speech-driven input in actual games suggests that 
voice input can become a viable modality for people with motor disabilities to play 
many of the mouse and keyboard-centric games that have previously been beyond 
reach for them. The expressiveness and hands-free nature of voice-driven input may 
also serve as a new game input modality for the general population, expanding the 
realm of interactive entertainment. 
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Abstract. Access to graphics and other two dimensional information is still se-
verely limited for people who are blind. We present a new multimodal comput-
er tool, GraVVITAS, for presenting accessible graphics. It uses a multi-touch 
display for tracking the position of the user’s fingers augmented with haptic 
feedback for the fingers provided by small vibrating motors, and audio feed-
back for navigation and to provide non-geometric information about graphic 
elements. We believe GraVVITAS is the first practical, generic, low cost ap-
proach to providing refreshable accessible graphics. We have used a participa-
tory design process with blind participants and a final evaluation of the tool 
shows that they can use it to understand a variety of graphics – tables, line 
graphs, and floorplans.  

Keywords: graphics, accessibility, multi-touch, audio, speech, haptic.  

1   Introduction 

Graphics and other inherently two dimensional content are ubiquitous in written 
communication. They include images, diagrams, tables, maps, mathematics, plots and 
charts etc. They are widely used in popular media, in workplace communication and 
in educational material at all levels of schooling. However, if you are blind or suffer 
severe vision impairment your access to such graphics is severely limited. This con-
strains enjoyment of popular media including the web, restricts effective participation 
in the workplace and limits educational opportunities. 

There are a number of different techniques for allowing people who are blind to 
access graphics, the most common being tactile graphics presented on swell or em-
bossed paper. We review these in Section 3. However, it is fair to say that none of 
these are widely used and that currently there is no reasonably priced technology or 
tool which can be effectively used by someone who is blind to access graphics, tables 
and other two-dimensional content. This is in contrast to textual content, for which 
there exist computer applications widely used by the blind community. For instance, 
DAISY provides access to textbooks and other textual material using speech or re-
freshable Braille displays and Apple’s VoiceOver screen reader provides accessible 
access to the text in webpages.  

The main contribution of this paper is to present the design and evaluation of a new 
tool for computer mediated access to accessible graphics. The great advantages of our 
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tool are that it is relatively cheap to construct and costs virtually nothing to operate, 
provides a generic approach for presenting all kinds of 2-D content, can support dy-
namic, interactive use of graphics and could be integrated with existing applications 
such as DAISY.  

GraVVITAS (for Graphics Viewer using Vibration, Interactive Touch, Audio and 
Speech) is a multi-modal presentation device. The core of GraVVITAS is a touch 
sensitive tablet PC. This tracks the position of the reader’s fingers, allowing natural 
navigation like that with a tactile graphic. Haptic feedback is provided by small vi-
brating motors of the kind used in mobile phones which are attached to the fingers 
and controlled by the tablet PC. This allows the user to determine the position and 
geometric properties of graphic elements. The tool also provides audio feedback to 
help the user with navigation and to allow the user to query a graphic element in order 
to obtain non-geometric information about the element.  

We have used a user-centered and participatory design methodology, collaborating 
with staff from Vision Australia1 and other relevant organizations and blind partici-
pants at all stages in the design and development of the tool. We believe participatory 
design with blind participants is vital for any project of this kind since our expe-
riences, and previous research suggest that people who have been blind from an early 
age may have quite different strategies for understanding graphics to people who are 
sighted [25]. The results of our evaluation of GraVVITAS are very positive: our blind 
participants learnt to use the tool to understand a variety of graphics including tables, 
line graphs and floorplans. 

2   Design Requirements 

In this section we detail our three initial design requirements. These were developed 
in collaboration with staff at Vision Australia. The first design requirement is that the 
computer tool can be used effectively by people who are blind to read an accessible 
version of a wide range of graphics and 2D content. This means that the accessible 
version of the graphic should contain the same information as the original visual re-
presentation. However simple information equivalence is quite a weak form of equi-
valence: a table and a bar chart presenting the same data are equivalent in this sense. 
We require a stronger form of equivalence in which the spatial and geometric nature 
of the original graphic is maintained, so that the blind viewer of the accessible version 
builds up an internal spatial representation of the graphic that is functionally equiva-
lent to that of the sighted viewer. Such functional equivalence is important when 
graphics are being used collaboratively by a mixture of sighted and blind people, say 
in a class room or workplace, or when contextual text explains the graphic by refer-
ring to the graphic’s layout or elements.  

Functional equivalence also means that the accessible graphic is more likely to 
maintain at least some of the cognitive benefits that sighted readers obtain when using 
a graphic instead of text. Starting with Larkin and Simon [21] many researchers have 
investigated the differences between graphics and text and the benefits that can make  

                                                           
1 Vision Australia is the primary organization representing people with vision impairment in 

Australia and a partner in this project. 
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graphics more effective than text [31, 33, 30]. Such benefits include: geometric and 
topological congruence, homomorphic representation, computational off-loading, 
indexing, mental animation, macro/micro view, analogue representation and graphical 
constraining. While it is unlikely that all of these benefits will be displayed by the 
accessible representation we believe that many will be [14]. 

The second design requirement is that the tool is practical. This means that it has 
to be inexpensive to buy and to operate, can be used in classrooms, home and work 
environments, and can be integrated with other applications such as screen readers. 

The final design requirement is that the tool supports interactive, active use of 
graphics. This means that the tool must have a rapidly refreshable display so that it 
supports the kind of interactive use of graphics that sighted users now take for 
granted: interactive exploration of a graphic at different levels of detail; creation and 
editing of graphics; and dynamic presentation of graphics created by applications like 
graphing calculators or spreadsheet tools.  

3   Background 

We now review the main previous approaches to accessible graphics and evaluate 
them with respect to our three design requirements. As a first step it is useful to re-
view different characteristics of the relevant human perceptual subsystems [6, 16]. 

The visual subsystem has sensors that receive light and provide visual information 
such as shape, size, colour, intensity and position. It needs no physical contact with 
objects to acquire this information. It has a wide area of perception that provides pa-
rallel information in a continuous flow and within this is a narrow area (the fovea) 
which can detect highly detailed information. 

The haptic subsystem requires physical contact with objects to acquire information. 
Cutaneous sensors on the skin detect touch and temperature, while the kinesthetic 
sensors on the muscles and joints of the body sense motion. The haptic subsystem can 
provide much of the same information as the visual subsystem (shape, size, texture 
and position) and haptic input can lead to internal spatial representations that are func-
tionally equivalent to those obtained from visual input [4].  

The aural subsystem has sensors that receive aural information such as audio, and 
speech. It is more effective in acquiring sequential stimuli. Since the aural subsystem 
provides binaural hearing it can also locate the source of a stimulus. It does not need 
to have a physical contact with the objects to acquire this information. 

Tactile graphics are probably the most frequently used approach to accessible graph-
ics and are commonly used in the education sector. They allow the viewer to feel the 
graphic and have been in use for over 200 years [10]. Tactile graphics are usually dis-
played on embossed tactile paper in which embossers punch the paper with varying 
height dots to create raised shapes or thermo-form (swell) paper which contains thermo 
capsules that rise when heat is applied. Both of these are non-refreshable media.  

Much less commonly, tactile graphics can be displayed on electro-mechanical re-
freshable displays [36]. These have multiple lines of actuators that dynamically 
change in time. When the display is activated, the user traces the area to feel what is 
on the display. These refreshable displays are primarily designed for presenting 
Braille. Larger displays suitable for presenting tactile graphics are expensive (e.g. A4 
size displays are around US $20,000) and have quite low resolution. 
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One limitation of a pure tactile presentation is that text must be presented as 
Braille. This takes up considerable space and many blind users cannot read Braille. It 
can also be difficult to use easily distinguishable textures when translating a graphic 
that makes heavy use of patterns and colour. From our point of view, however, the 
main limitation of tactile graphics is that they are typically created on request by pro-
fessional transcribers who have access to special purpose paper and printers. As a 
result they are expensive and time consuming to produce. For instance, transcription 
of the graphics in a typical mathematics textbook takes several months and is esti-
mated to cost more than US $100,000. Furthermore non-refreshable media do not 
support interactive use of graphics. 

TGA [19] overcomes the need for professional transcribers by using image 
processing algorithms to generate tactile graphics. Text in the image is identified and 
replaced by the Braille text and the visual properties such as colours, shading, and 
textures are simplified. The image is then uniformly scaled to satisfy the required 
fixed size of the Braille characters. However, it still requires access to expensive spe-
cial purpose paper and printers or a refreshable display. Furthermore, because of the 
large amount of scaling that may be required to ensure that the Braille text does not 
overlap with other elements the results are sometimes unsatisfying. 

Touch sensitive computing devices like the IVEO [13] and Tactile Talking Tablet 
(TTT) [20] are a relatively new development. These allow a tactile graphic to be over-
laid on top of a pressure-sensitive screen. When reading the user can press on an ele-
ment in the tactile overlay to obtain audio feedback. The main advantage is that audio 
feedback can be used instead of Braille. However, the use of these devices is limited, 
requires expensive tactile overlays and does not support interactive use of the graphic. 

To overcome the need for expensive tactile overlays some tools have been devel-
oped that rely on navigation with a joystick or stylus. A disadvantage of such ap-
proaches is that unlike tactile graphics, they do not allow multi-hand exploration of 
the graphic since there is a single interaction point for navigation. 

One of the most mature of these is TeDub (Technical Drawings Understanding for 
the Blind) [27]. It is designed to present node-link diagrams such as UML diagrams. 
TeDub uses an image processing system to classify and extract information from the 
original drawing and create an internal connected graph representation through which 
the user can navigate with a force feedback joystick by following links. Speech is 
used to describe the node’s attributes. A key limitation from our point of view is that 
the navigation and interaction is specialized to node-link diagrams and is difficult to 
generalize to other kinds of graphics.  

The VAR (Virtual Audio Reality) [12] tool also provides a joystick for navigation. 
It allows the user to perform tasks on a graphical user interface. The elements in the 
visual interface are represented by short audio representations placed in a 3D space. 
The user navigates in this 3D space using the joystick. During the tracing, audio asso-
ciated to elements are played through the headphones. In MultiVis, which has a simi-
lar design, the authors used a force-feedback device and non-speech audio to con-
struct and provide quick overviews of bar charts [23]. A key limitation of VAR and 
MultiVis is that they are specialized to a particular kind of application. 

In another study, a tool using a graphics tablet and a VTPlayer tactile mouse is eva-
luated [37] for the presentation of bar charts. The user explored a virtual bar chart on 
a graphics tablet using a stylus. Based on the position of the stylus, the two tactile 
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arrays of Braille cells on the mouse, which was held in the other hand, were activated. 
The activation of the pins in these cells was determined by the pixel values pointed by 
the stylus. Speech audio feedback was also provided by clicking the button on the 
stylus. The tool had the advantage that it was inexpensive to buy and cheap to run. 
Although designed for bar charts it could be readily generalised to other graphics. 
However, we believe that because the interaction is indirect (through a mouse control-
ling a curser that the user cannot see) it would be quite difficult to learn to use. 
Another limitation is that it provides only a single point of interaction. 

In [22] a tool for navigating line graphs was presented. This used a single data 
glove with four vibrator motors. The motors were not used to provide direct haptic 
feedback about the graphic but rather were used to inform the user on which direction 
to move their hand in order to follow the line graph. 

A hybrid tactile overlay/haptic approach was employed in a networked application 
that allowed blind people to play a board game called Reversi (also called Othel-
lo)[26]. This used a touch screen with a tactile overlay to present the board and dy-
namic haptic and audio feedback to present the position of the pieces on the board.  

Layered audio description of the graphic and its content is a reasonably common 
technique for presentation of graphics to blind people. This is typically done by trained 
transcribers and so is expensive and time consuming. It also has the great disadvantage 
that functional equivalence is lost. Elzer et al [9] have developed an application for 
automatically generating an audio description of a bar chart summarizing its content. 
This overcomes the need for a trained transcriber. While clearly useful, for our purposes 
the disadvantages are that the application is specialized to a single kind of information 
graphic and that it does not preserve functional equivalence. 

Thus we see that none of the current approaches to presentation of accessible 
graphics meet our three design requirements: there is a need for a better solution. 

4   Design of GraVVITAS 

We used a participatory design approach in collaboration with blind participants to 
design our tool. We initially planned to use a more formal usability testing approach 
but we found that we were often surprised by what our blind participants liked or 
disliked, and so found it difficult to foresee some of the problems in the interface. 
Therefore we instead used a participatory design process [18] in which the design 
evolved during the course of the usability study and was sometimes changed during 
the user evaluations because of participant feedback. 

It is worth pointing out that all approaches to presenting accessible graphics, in-
cluding tactile graphics, require the blind user to spend a considerable amount of time 
learning to use the approach. This is a significant difficulty when evaluating new tools 
since it is usually not practical to allow more than a few hours training before a partic-
ipant uses the tool. We partially overcame this problem by using the same participants 
in multiple user studies meaning that they had more experience with the tool. 

Since there are relatively few blind people and it is often hard for them to travel, it 
is quite difficult to find blind participants (also pointed out in [32, 28]). Hence  
the number of participants was necessarily quite small–between 6 and 8 for each usa-
bility study. Participants were recruited by advertising the study on two email lists for 
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print-disabled people in Australia, and we used all who responded. They were all 
legally blind and had experience reading tactile graphics. They were aged between 17 
and 63. Participants were asked to sign a consent form which had previously been 
sent by email to them and which they were given a Braille version of on the day. This 
also provided a short explanation of the usability study and what type of information 
would be collected. 

4.1   Basic Design 

One of the most important design goals for GraVVITAS was that it should allow, as 
far as possible, the blind user to build a functionally equivalent internal spatial repre-
sentation of the graphic. We have seen that a haptic presentation allows this [4]. Pre-
vious studies have shown that blind participants prefer tactile presentations to au-
dio [15] and audio is preferred in exploration and navigation tasks. All of our partici-
pants felt that tactile graphics were the most effective way that they knew of for pre-
senting graphics to the blind. 

We believe that one reason for the effectiveness of tactile graphics is that they al-
low natural navigation and discovery of geometric relationships with both hands and 
allow the use of multiple fingers to feel the geometric attributes of the graphic ele-
ments. The use of both hands allows semi-parallel exploration of the graphic as well 
as the use of one hand as an anchor when exploring the graphic. Both of these strate-
gies are common when reading Braille and tactile graphics [11, 8].  

However as we have noted, tactile graphics or overlays are expensive to produce 
and are non-refreshable so they do not support interactive use of the graphic. What is 
required is a low-cost dynamic tactile display that supports exploration with multiple 
hands and fingers. Recent advances in touch screen and haptic feedback devices final-
ly allow this.  

Our starting point was a touch sensitive tablet PC which tracks the position of the 
reader’s fingers. We used a Dell Latitute XT 2 which is equipped with NTrig Duo-
Sense dual-mode digitizer3 which supports both pen and touch input using capacitive 
sensors. The drivers on the tablet PC allowed the device to detect and track up to four 
fingers on the touchscreen. We allowed the user to use the index and middle finger of 
both the left and right hand. 

A key question was how to provide haptic feedback to the reader’s fingers so that 
they could feel like they were touching objects on the touchscreen. In recent years 
there has been considerable research into haptic feedback devices to increase realism 
in virtual reality applications including gaming, and more recently to provide tactile 
feedback in touch screen applications [2]. The main approaches are electromechanical 
deformation of the touch screen surface, mechanical activation applied to the object 
(stylus or finger) touching the surface, and electro-vibration of the touch screen, e.g. 
see [1]. In the longer term (i.e. 2+ years) there is a good chance that touch screens will 
provide some sort of dynamic tactile feedback based on electromechanical deforma-
tion or electro-vibration. However, during the time we have been developing GraV-
VITAS, mechanical activation applied to the fingers touching the screen was the most 
mature and reliable technology for supporting multi-touch haptic feedback. 

                                                           
2 http://www.dell.com 
3 http://www.n-trig.com 
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We therefore chose to provide haptic feedback by using a kind of low cost data 
glove with vibrating actuators. To do so we attached small vibrating motors of the 
kind used in mobile phones to the fingers and controlled these from the tablet PC 
through an Arduino Diecimila board 4 attached to the USB port. Since the touchscreen 
could track up to four fingers there were four separately controlled motors. The 
amount of vibration depended on the colour of the graphic element under the finger 
and if the finger was over empty space there was no vibration. 

One difficulty was that when there are more than four fingers on the touch screen 
the device behaved inconsistently and fingers touching the touchscreen were not al-
ways detected. To shield unwanted fingers, we used a cotton glove. The tool is shown 
in Figure 1. Detection of fingers remained an issue for some users who needed to be 
trained to flatten their finger tips to be properly detected by the touchscreen. During 
the training session we suggested that users lift their fingers up and put them down 
again to reset the finger assignment if they suspected one of their fingers was not 
properly detected. This meant that it took some time for some participants to get used 
to the tool. 

Probably the most 
technically challenging 
part of the implementation 
was determining in real-
time which fingers were 
touching the tablet and 
which finger corresponded 
to which touchpoint on the 
device. Knowing this was 
necessary for us to provide 
the appropriate haptic 
feedback to each finger. 
We stored the maximum 
and average vector differ-
ence between the stroke 
sequences on the device. 
Based on these differences 
we used a Bayesian ap-
proach which chose the most probable feasible finger configuration where a finger 
configuration is a mapping from each stroke sequence to a particular finger. A confi-
guration was infeasible if the mapping was physically impossible such as assigning 
the index and middle finger of the same hand to strokes that were sometimes more 
than 10cm apart. There was a prior probability for each finger to be touching the  
device and a probability of a particular finger configuration based on an expected 
vector difference between each possible pair of fingers. We also used the area of the 
touch points, and the angle between them in the calculations. The approach was quite 
effective. 

One disadvantage of using a haptic presentation of a graphic is that because of the 
sequential movement of hands and fingers involved in perception, acquisition of in-

                                                           
4 http://arduino.cc 

Fig. 1. Using GraVVITAS to view a diagram 
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formation is slower and less parallel than vision. Also, because there is no haptic 
equivalent of peripheral vision, the position of previously encountered objects must 
be stored in memory [34]. To partially address this problem, we decided to provide 
audio feedback in order to help the user with navigation and to obtain an overview of 
the graphic and its layout. The use of audio means that the user can obtain an 
view without having to physically touch the elements.  

Another disadvantage of a purely haptic presentation is that it is difficult to 
represent non-geometric properties of elements and text. While Braille can be used it 
takes up a lot of space and cannot be read by many users. To overcome this we de-
cided to provide audio feedback when the viewer queries graphic elements on the 
display. This was similar to TTT or IVEO.  

The tool displays graphic content specified in SVG (the W3C standard for Scalable 
Vector Graphics) on a canvas which is implemented using Microsoft Windows Pres-
entation Framework. The canvas loads a SVG file and use the metadata associated 
with the shapes to control the tool behaviour. The metadata associated with a shape is: 
its ID, the vibration level for the edges and audio volume level for the interior of the 
shape and for its boundary, the text string to be read out when the shape is queried, 
and the name of a (non-speech) audio file for generating the sound associated with the 
shape during navigation. The SVG graphics could be constructed using any SVG 
editor: we used Inkscape5. The only extra step required was to add the metadata in-
formation to each shape. We did this using Inkscape’s internal XML editor. 

4.2   Haptic vs. Audio Feedback 

In our first trials with the tool we experimented with the number of fingers that we 
attached the vibrating motors to. We tried: (a) only the right index finger, (b) the left 
and right index fingers, and (c) the left and right index and middle fingers. Our expe-
rience, corroborated by feedback from a single blind participant, was that it was bene-
ficial to use fingers on both hands but that it was difficult to distinguish between vi-
bration of the index and middle finger on the same hand. We first tried attaching the 
vibrating devices to the underside and then to the top of the finger but this made little 
difference. Our experience is that, with enough practice, one can distinguish between 
vibration on all four fingers but this takes many hours of use. We therefore decided to 
use the tool with two fingers—the left and right index fingers—as we would not be 
able to give the participants time to learn to use four fingers when evaluating the tool. 

Given that we decided only to provide haptic feedback for the left and right index 
finger, a natural question to investigate was whether stereo audio feedback might be 
better. To determine this we implemented an audio feedback mode as an alternative to 
haptic feedback. This mode was restricted to the use of one finger or two fingers on 
different hands. In audio mode if the user touches an object on the screen then they 
will hear a sound from the headphones. If they use one finger they will hear a sound 
coming from both headphones while if they use two fingers then they will hear a 
sound on the left/right headphone if their left/right finger is on an element. The 
sounds associated with objects were short tones from different instruments played in a 
loop. They were generated using the JFugue library.  

                                                           
5 www.inkscape.org 
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We conducted a usability study to investigate whether audio or haptic feedback 
was better for determining the geometric properties (specifically position and shape) 
of graphic elements. The study used simple graphics containing one to three geome-
tric shapes (line, triangle, rectan-
gle and circle) such as those 
shown in Figures 2, and 3. Each 
shape had a low intensity interior 
colour and a thick black boun-
dary around it. This meant that 
the intensity of the haptic or 
audio feedback was greater when 
the finger was on the boundary. 

We presented the graphics to 
each participant in the two dif-
ferent modes–audio and haptic–
in a counterbalanced design. For 
each mode the following two-
step procedure was carried out. 
First we presented the participant 
with one training graphic that 
contained all of the different 
shapes. In this step we told them 
what shapes were on the screen 
and helped them to trace the 
boundaries by suggesting tech-
niques for doing so and then 
letting them explore the graphic 
by themselves. Second, the par-
ticipant was shown three graph-
ics, one at a time and asked to 
explore the graphic and let us 
know when they were ready to 
answer the questions. They were 
then asked to answer two ques-
tions about the shapes in the 
graphic:  

1. How many objects are there in the graphic?   
2. What kind of geometric shape is each object?   

The times taken to explore the graphic and then answer each question were recorded 
as well as their answers. After viewing and answering questions about the graphics 
presented with the audio and haptic interaction modes the participants were asked 
which they preferred and invited to give comments and explain the features that influ-
enced their preference.  

Eight participants completed the usability study. We found that 6 out of 8 partici-
pants preferred haptic feedback. Error rates with audio and haptic feedback were very 
similar but the time to answer the questions was generally faster with haptic feedback. 

Fig. 2. Example graphic used in haptic vs audio
feedback usability study 

Fig. 3. Example graphic used in audio interface design 
usability study 
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These results need to be considered with some care because they were not statistically 
significant because of the small number of participants. 

Another caveat is that we slightly modified the presentation midway through usa-
bility study. This was because the first three participants had difficulty identifying the 
geometric shapes. The reason was that they found it difficult to determine the position 
and number of vertices on the shape. To overcome this in subsequent experiments 
object vertices were given a different color so that the audio and haptic feedback 
when touching a vertex differed from that for the boundary and the interior of the 
shape. This reduced the error count to almost zero in the subsequent participants. 

We observed that participants used two quite different strategies to identify shapes. 
The first strategy was to find the corners of the shapes, and then to carefully trace the 
boundary of the object using one or two fingers. This was the strategy we had  
expected. 

The second strategy was to use a single finger to repeatedly perform a quick hori-
zontal and/or vertical scan across the shape, moving the starting point of the finger 
between scans slightly in the converse direction to that of the scan. Scanning gives a 
different audio or haptic pattern for different shapes. For instance, when scanning a 
rectangle, the duration of a loud sound on an edge, a soft sound inside the shape, and 
another loud sound on the other edge are all equal as you move down the shape. In 
contrast for a triangle the duration of the soft sound will either increase or decrease as 
you scan down the shape. This strategy was quite effective and those participants who 
used it were faster than those using the boundary tracing strategy. 

As a result of this usability study we decided to provide haptic feedback (through 
the vibrating motors) rather than audio feedback to indicate when the user was touch-
ing a graphic element. The choice was because of user preferences, the slight perfor-
mance advantage for haptic feedback, because haptic feedback could be more readily 
generalized to more than two fingers, and because it allowed audio feedback to be 
used for other purposes. 

4.3   Design of the Audio Interface 

The next component of the interface that we designed was the audio interface. We 
investigated the use of audio for two purposes: to provide non-geometric information 
about a graphic element and to help in navigation. 

The initial interface for obtaining non-geometric information about a graphic ele-
ment was similar to that used in IVEO or TTT. If a finger was touching a graphic 
element the user could query the element by “twiddling” their finger in a quick tiny 
circular motion around the current location without lifting it up. This would trigger 
the audio (speech or non-speech) associated with the element in the SVG file. Audio 
feedback could be halted by lifting the finger from the tablet. Audio feedback was 
triggered by whichever finger the user twiddled and could come from more than one 
finger.  

Designing the interface for determining the position of elements in the graphic us-
ing audio was more difficult and we developed two quite different techniques for 
doing this.  

The first technique was to generate a 3D positional audio based on the location  
of one of the fingers on the touchscreen. This use of 3D audio was based on initial 



40 C. Goncu and K. Marriott 

conversations and studies with blind people who said they liked the use of 3D audio 
in computer games [35]. When the user was not touching an element, they would hear 
through the headphones the sound associated with the graphic elements within a fixed 
radius of the finger’s current position. The sound’s position (in 3D) was relative to the 
finger’s position. So if there was an object on the top right of the finger, the asso-
ciated audio would sound as if it comes from the top right of the user.  

The 3D positional audio navigation mode was initiated by triple tapping one of the 
fingers and stopped when either the user lifted the finger or they triple tapped their 
other finger initiating 3D positional audio relative to that finger. We wondered if 
receiving audio and haptic feedback for the same finger could be confusing so we 
allowed the user to turn the 3D positional audio off temporarily by triple tapping the 
active finger when receiving haptic feedback–it resumed when the haptic feedback 
stopped. 

In the second technique, stereo audio was generated for all objects that intersected 
the scanline between the two fingers touching the screen. Thus if there was an object 
between the two touch points then the user would hear its associated sound. This 
audio was positioned relative to the mid point of the scanline. The use of the scanline 
was suggested by how blind users read Braille or use a quick horizontal scanning to 
discover the objects in a tactile graphic [17, 24] The scanline navigation mode was 
initiated by tapping both fingers and stopped by lifting one of the fingers from the 
screen. Triple tapping could also be used to temporarily turn it off.  

We were not sure how effective these two navigation modes would be and so we 
conducted a second usability study to investigate this. The study was similar to our 
first study. We used graphics with 2-4 geometric shapes like the graphic in Figure 3. 
One shape in each graphic was significantly larger than the other shapes. Different 
colours were used for object boundaries, interiors and vertices. This time we asso-
ciated the name of an object’s geometric shape, i.e. circle, triangle, line or rectangle, 
with the object and this was read out when the object was queried. 

For each of the two navigation modes (3D positional audio and scanline) the fol-
lowing two-step evaluation procedure was carried out. First we presented the partici-
pants with training graphics one at a time for that mode, which was initially on. In this 
part we told them which shapes were on the screen and helped them to use the mode 
to navigate through the shapes. We also taught them how to turn the navigation mode 
on and off. Second, the participant was shown one experimental graphic at a time and 
asked to explore the graphic and to let us know when they were ready to answer the 
questions. They were then asked to answer three questions about the shapes in the 
graphic:  

1. How many objects are there in the graphic?   
2. What kind of geometric shape is each object?   
3. Which is the largest shape?   

The time taken to initially explore the graphic and then answer each question was 
recorded as were their answers. 

We used 6 participants in the study, some of whom had completed the first expe-
riment. For those who had not done the first study, we had an additional training ses-
sion for the haptic interaction. 
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Audio feedback combined with different sounds for each shape allowed partici-
pants to quickly obtain an overview of the graphic and after a first scan in most cases 
they correctly inferred the number of graphic elements. We found there was a slight 
performance benefit for the 3D positional audio mode and that there were very few 
errors for either mode. While participants successfully used the twiddling gesture to 
query objects, two of them complained that twiddling was difficult to use. All partici-
pants kept audio feedback turned on for both navigation modes, with only one person 
turning it off temporarily.  

As expected, the scanline method was used to get an overview of the graphic. Inte-
restingly, some of the participants also used it to get the size of the shape rather than 
using the haptic feedback. They started the scanning at the top with the widest scan-
line and narrowed the scanline to the left or to the right depending on which object 
they wanted to see. When they felt a haptic feedback from the vibrator motors they 
knew that they had touched the edges of the shape and so they could estimate the 
width of the shape. After this they went up and down with both fingers to find out the 
height of the shape. This was quite effective. 

The preferences were split evenly between the two navigation modes and 4 of the 6 
participants suggested that we provide both. Support for providing both also came 
from observation and comments by the participants suggesting that the modes were 
complementary: the scanline being most suited to obtaining an initial overview of the 
graphic and the 3D positional audio being suited to finding particular graphic  
elements. 

4.4   Final Design 

Based on the user evaluations and participant feedback we decided on the following 
design for the user interface for GraVVITAS. We allowed the user to feel graphic 
elements on the display with their left and right index fingers using haptic feedback to 
indicate when their finger was touching an element. Both 3D positional audio and 
scanline navigation modes were provided. These were controlled using triple taps and 
which mode was entered was dependent on how many fingers were touching the dis-
play when the mode was turned on. Graphic elements could be queried by either a 
twiddle or double tap gesture. 

5   Evaluation 

After finalizing the design we conducted a user evaluation designed to test whether 
GraVVITAS met our original design goal and could be used by our blind participants 
to effectively read and understand a variety of graphics. We tested this using three 
common kinds of 2D content that were quite different to each other: a table, a floor 
plan, and a line graph.  

5.1   Design of the Graphics 

An important factor in how easily an accessible graphic can be read is the layout and 
design of the graphic. In order to conduct the user evaluation we first needed to de-
cide how to present the graphics to be used in the study. Our starting point were 
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guidelines developed for tactile graphics. These included guidelines developed by 
tactile transcribers which were quite low-level, giving advice on which textures are 
easily distinguishable, how thick lines need to be etc [29, 8]. We also referred to the 
higher-level design principles developed for touch screen applications with a static 
tactile overlay by Challis and Edwards [5]. Based on these we proposed some general 
principles for designing graphics for use with GraVVITAS. 

The first principle was that the layout of the accessible graphic should preserve the 
basic structure and geometry of the original visual graphic. This was to ensure func-
tional equivalence between the two representations and corresponds to the foundation 
design principle of Challis and Edwards that “A consistency of mapping should be 
maintained such that descriptions of actions remain valid in both the visual and non-
visual representations.” 

However, this does not mean that the design of the accessible graphic should exact-
ly mirror that of the original graphic. One reason for this is that the resolution of touch 
is much less than sight, and so tactile graphics need to be cleaner and simpler than the 
original graphic. This is even more true for graphics viewed with GraVVITAS be-
cause it is difficult to distinguish objects smaller than about 5mm. Thus our second 
design principle was that the shapes should be simple and readily distinguishable at a 
5mm resolution. 

In tactile graphics the height of the tactile object is often used to distinguish be-
tween different kinds of elements, similarly to the use of colour or style in visual 
graphics. In the case of GraVVITAS, the choice of vibration level is the natural ana-
logue. We determined that users could distinguish three different levels. Our design 
principle was that: the vibration level should be used to distinguish different kinds of 
elements, with the same level used for similar kinds of objects. 

Blind users often find it difficult when encountering an unfamiliar kind of tactile 
graphic to gain an understanding of its structure and purpose. One of Challis and 
Edwards’ principles was that the design should “whenever possible encourage a spe-
cific strategy for the exploration of a particular (kind of) display.” Reflecting this 
principle we developed the following generic strategy for reading a graphic with 
GraVVITAS.  

We provided at the top left corner of each graphic a “summary” rectangular shape 
which, when queried, would provide a short spoken description of the graphic’s pur-
pose and content (without giving specific answers to the questions used in the usabili-
ty study). For consistency we decided that the summary shape should have the same 
audio sound associated with it in all graphics, making it easier for the user to identify 
and find it.  

Our suggested reading strategy was to first use scanline navigation to traverse the 
graphic from the top of the screen to the bottom to obtain an overview of the ele-
ments. Then to use the 3D positional audio navigation to find the summary rectangle, 
and use the query gesture to hear the summary. Then repeatedly to use 3D positional 
audio to navigate through the graphic to find the other elements. And, for each ele-
ment, using the query gesture to find what each element is and to use haptic feedback 
to precisely locate the element and understand its geometric shape. 

The other aspect we had to consider in the presentation was the design of the audio 
feedback provided in the navigation mode. The human perceptual subsystem groups 
audio streams by using different characteristics of audio such as frequency, amplitude, 
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temporal position, and multidimensional attributes like timbre, and tone quality [7]. 
Humans can differentiate about five or six different simultaneous sounds. Thus, we 
felt that associating audio with all elements in a complex graphic would end up being 
quite confusing. Instead we decided to associate audio feedback with those graphic 
elements that were particularly important (possibly emphasized in the original visual 
graphic) and objects that were natural navigational landmarks. Of course if an object 
had no associated audio it still has haptic feedback associated with it. We chose to use 
the same audio for the same kind of objects. 

Using these guidelines we designed the three example graphics shown in Figures 4, 
5, and 6   for the usability study. Note that the red square at the top left corner of each 
graphic is the summary rectangle.  

For the table, the cells were represented as squares and aligned in rows and col-
umns. We did not associate audio with the cells because we though the regular layout 
of a table would make navigation straightforward. Querying a cell gave its value as 
well as the name of the row and column it was in. We used different vibration levels 
to differentiate between row headers, column headers and cells. We used thin lines to 
connect the headers and the cells so that it would be easier to find the neighbouring 
cells. The table gave the average distances ran by three different runners in three dif-
ferent months. We asked the following questions:  

• (T1) Who ran the maximum dis-
tance in February?   

• (T2) What is the distance ran by 
John in March?   

• (T3) How was the performance of 
Richard?   

For the floor plan we used audio 
feedback for the doors but not for 
the rooms. The idea being that this 
would aid understanding how to 
“walk” through the floorplan. The 
rooms were represented with filled 
rectangles which had two different 
vibration levels corresponding to 
their border and interior, and the 
doors had one strong vibration level. 
The doors and the rooms also had 
associated text information that 
could be queried. The floor plan was 
of a building with one entrance and 
seven rooms connected by six doors. 
We asked the following questions:  

• (F1) Where is room 4?   
• (F2) How do you go to room 7 

from the entrance?   
• (F3) How many doors does room 6 

have?   

Fig. 4. Table 

Fig. 5. Floor Plan – room numbers are not shown 
in the actual graphic 
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For the line graph the axes and la-
bels were represented as rectangles 
which have their value as the non-
geometric information. The lines in 
the graph belong to two datasets so 
they had different vibration levels. 
Small squares were used to represent 
the exact value of a line at a grid 
point. Their non-geometric informa-
tion was the name of the dataset and 
their value on the horizontal and 
vertical axis. These squares also had 
audio associated with them so that 
the user could hear them while using 
the 3D positional mode. The line 
graph showed the average points scored by two different basketball teams during a 
seven month season. We asked the following questions:  

• (L1) What is the average score of Boston Celtics in September?   
• (L2) Have the Houston Rockets improved their score?   
• (L3) Which team generally scored more during the season?   

5.2   Usability Study 

We used 6 participants all of whom had completed the second usability study. All had 
spent at least 4 hours using variants of the tool before the study. The primary purpose 
of the study was to determine if they could successfully use GraVVITAS to answer 
the questions about the three kinds of graphic. A secondary purpose was to obtain 
feedback about the drawing conventions and the interface of GraVVITAS. 

We did the following for each kind of graphic: table, floor plan, and line graph. First 
we presented the participant with an example graphic of that kind on GraVVITAS, 
walking them through the graphic so as to ensure that they understood the layout con-
vention for that kind of graphic and were comfortable using the tool. Then we presented 
the experimental graphic and asked them to explore it and answer the three questions 
about it. We recorded the answers as well as the time to answer the questions. After 
presenting the three kinds of graphics we asked for feedback about the tool. 

All 6 participants were able to read the example graphics and answer most of the 
questions correctly – two incorrect answers for F2. Participant P3 could not under-
stand the table because of the lines connecting the cells. As a result of feedback from 
P3 we removed the lines from the table graphic for the remaining three participants to 
avoid possible confusion. Question F2 was answered incorrectly by two participants 
because they became confused by the geometry of the floorplan. 

In Table 1, we give the time in seconds taken by each participant to answer each 
question and the median time. The initial exploration took only a few seconds. The 
times vary considerably between participants. In part this is because we had not told 
participants to hurry and so they often checked and rechecked their answer or simply 
spent time “playing” with the graphic in order to better understand how to use GraV-
VITAS. With more experience one would expect the times to significantly reduce. 

Fig. 6. Line graph 
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Table 1. Time taken in seconds to answer each question for the three kinds of graphic 

Participant Table Floorplan Line graph 
 T1 T2 T3 F1 F2 F3 L1 L2 L3 
 P1 67 40 45 110 1058 49 266 301 393 
P2 462 45 37 50 420 300 142 80 70 
P3 n/a n/a n/a 120 300 285 326 242 219 
P4 100 92 36 62 210 360 350 158 141 
P5 113 20 78 102 370 225 80 131 29 
P6 121 16 35 55 388 155 180 96 159 
Median 113 40 37 82 379 255 223 145 150 

All participants said they liked the tool and said that with enough training they 
would be more than comfortable using the tool. The error and timing data, backed by 
participant comments, suggests that 5 out of 6 participants found the floorplan the 
most difficult graphic to understand, followed by the line graph, and then the table. 
This is not too surprising: one would expect that graphics with a more predictable 
layout structure are going to be easier to read by blind people.  

Most participants used a reading strategy similar to the one we suggested. 4 of 
them started with moving a scanline from the top of the graphics to the bottom so that 
they could determine the location of the components. They then used one finger with 
3D audio navigation mode to find the exact location of each component. When they 
found a component (indicated by vibration) they almost always used the query gesture 
to get its associated information. They repeated this process for each component. 

Usually the first component they looked for was the summary object which they 
queried once. 4 of the participants queried this summary component a second time 
during the interaction but none of them a third time. 2 of the participants started by 
placing their fingers in the middle of the graphic and querying the objects, but later 
decided to query the summary shape so as to perform a more systematic exploration.  

5 of the participants used the 3D audio all the time, only 1 of them turned it off 
saying that s/he could remember where each component was. When reading the line 
graph, 5 of them used two fingers to answer the trend question, and 1 of them pre-
ferred to read each individual data point. 

3 of the participants had problems with double tapping to query an object because 
our implementation required both taps to intersect with the object and if the user was 
tapping on the border of the object then they were quite likely to miss the object on 
the next tap, meaning that the tool would not provide the expected query information. 
Several participants suggested that rather than having to explicitly query an object the 
associated audio description should be triggered when the user first touches the ob-
ject. This seems like a good improvement. Other suggestions were to provide more 
meaningful audio with objects for the navigation mode. 

6   Conclusion 

We have described the design and evaluation of a novel computer tool, GraVVITAS, 
for presenting graphics to people who are blind. It demonstrates that touch-screen 
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technology and haptic feedback devices have now reached a point where they have 
become a viable approach to presenting accessible graphics. We believe that in the 
next few years such an approach will became the standard technique for presenting 
accessible graphics and other two dimensional information to blind people, much as 
screen readers are now the standard technique for presentation of textual content. 
While touch screens and SVG are still not widely used, we believe that in a few years 
they will be mainstream technology.  

We had three design requirements when designing GraVVITAS. The first was that 
it could be used effectively by people who are blind to read an accessible version of a 
wide range of graphics and 2D content. Our user studies provide some evidence that 
this is true, allowing the participants to answer questions about different kinds of 
graphics. We observed that in all of the user studies the participants referred to the 
shapes in terms of their relative position to each other and their position overall in the 
graphic. This provides additional evidence that the tool allows the blind user to build 
an internal representation that is functionally similar to that of the sighted user look-
ing at the original graphic. A limitation of the current evaluation is its small size and 
that the same participants were used in several studies. In the future we plan to con-
duct an evaluation with a larger set of participants.  

The second design requirement was that the tool is practical. The tool is inexpen-
sive to buy and to operate: it was built from the off-the-shelf components with a total 
cost of US $2,508 of which nearly $2,000 was for the Dell Latitude XT Tablet PC 
(with multi-touch screen). It costs virtually nothing to operate for the end user al-
though there are still time costs involved in the creation of the graphics for the effort 
of transcribers. Its size and design mean that it could be used in classrooms, home and 
work environments, and it could be integrated with other applications such as DAISY 
to read graphics contained in books etc. The main limiting factor is that it currently 
requires a human to produce the accessible graphic. This can be done using freely 
available SVG editors such as Inkscape so is an improvement on the need for access 
to special purpose printers and paper when producing tactile graphics. However, our 
longer term goal is to automate this process, along the lines of TGA, by automatically 
generating accessible graphics from SVG. 

The final design requirement was that the tool supports interactive, active use of 
graphics. In principle because the display is refreshable GraVVITAS supports this. 
However the current software does not yet take advantage of this. We plan to explore 
how best to provide user-guided zooming and panning. This will help us overcome 
the low resolution of the graphics displayed on the screen. We will also explore how 
to support creation of graphics by blind users through applications like graphing cal-
culators and also with a generic graphics authoring tool. 

Finally, we would like to further investigate the design of our system. First we 
want to examine how non-blind users in limited situations can also benefit from it [3]. 
Second, we want to explore whether blind users with concerns about wearable sys-
tems can prefer to use other devices such as electro-vibration surfaces where the feed-
back is produced on the device. 
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Abstract. Many studies have investigated ways to leverage communication 
with people with aphasia.  Here, a new concept is developed for people with 
non-severe aphasia in a way that accesses the emotional and unaware layer of a 
conversation and then communicates certain information to the partner hence; 
introducing new dynamics and structure to a conversation. We present the con-
cept with detailed design and expert evaluation results. 

Keywords: Aphasia, Accessibility, Storytelling, Contextual interview,  
Assistive technology. 

1   Introduction 

Aphasia is an acquired communication disorder that impairs a person's ability to proc-
ess language or to understand others often caused by brain injury or trauma. Aphasia 
affects language comprehension and generation, such that people’s ability to express 
themselves verbally suffers [3]. People with Broca’s aphasia or expressive aphasia 
usually can understand or read what other people say or write but they have problems 
in expressing themselves verbally and in writing. The consequence of aphasia is that 
people have problems maintaining contacts with their friends cannot participate in 
social exchange and eventually become passive and socially isolated.  

There has been a growing interest in improving the quality of life for people with 
aphasia through technology intervention [1, 2]. It has been observed that the use of 
assistive technology can reduce social isolation and improve independence. There-
fore, new tools are emerging for specific purposes such as helping aphasics while 
cooking [6], using internet [1] etc. These applications support higher-level communi-
cation needs of aphasics. However, people have several other communication needs 
such as social closeness and information transfer [5]. Up to now augmentative and 
alternative communication (AAC) devices have focused mainly on helping aphasics 
with basic communication needs [4]. Though these AACs are mostly used during 
therapy period they are however not conversation tools. Therefore, we see an oppor-
tunity in assisting aphasics to participate in conversations by our proposed design. 

In this paper we focus on the development of a supportive device to help leverage 
communication with a target group of aphasic people besides using online strategies. 
We explore possibilities for a new communication support tool and present a final 
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design that creates a new layer of interaction within a conversation and hopes to re-
construct the flow of information and enhance the overall experience derived from a 
dialogue in an unobtrusive way. This was achieved with the use of a monitored stress 
ball to stimulate an unaware interaction and then providing a constructive feedback to 
the partner. An iteration approach is observed to investigate the topic and to further 
develop into a final design. In understanding the problem domain, the researcher 
began with literature research to know ways of aiding communication or social activi-
ties for people with Aphasia. Furthermore the psychological needs for the target 
groups were briefly identified to settle on an approach for creating a new product for 
them. Lastly, an experiment was conducted to observe the kind of behaviors that may 
emerge in a group with limited communication abilities similar to aphasia. Certain 
design interventions were derived from these investigations and a final design oppor-
tunity was selected for development. 

2   Understanding the Problem Domain 

At the start of the project we investigated several questions such as a) How can we aid 
communication or social activities for aphasic patients? b) Can a group of people with 
impaired communication problems perform a common goal and how? An experiment 
designed for 15 participants was conducted to answer the questions. The objective 
was to make people work together using a square game by allowing them to perform 
physical tasks that oblige them to communicate and cooperate. All participants were 
students in their early twenties and had no impaired ability however the were not 
allowed to talk during the experiment depending on the type they belonged.  

Each participant was allocated as member of type “A” or “B”. Members of type 
“A” were not allowed to talk throughout the activities while those in type “B” were 
allowed to talk. The experiment was divided into three groups with sorted members.  
Group 1 had five members belonging to type “B”. Group 2 had three members of type 
“A” and two of type “B”. Group three had four members as type “A”. The table be-
low summarizes the division.  

Table 1. Group division and number of members 

Group ID Members of type “A” Members of type “B” 
Group 1 - 5 
Group 2 3 2 
Group 3 4 (omitted one person) - 
 
After experimenting, a questionnaire was handed out to members of groups to ob-

tain both quantitative and qualitative data. The questions emphasized on their experi-
ence in the group as different types and to know how they improvised in order to 
communicate with other members. Also, by observing a video of the experiment, 
more information was obtained. Results from the experiment shows that even if 
members of a group is not allowed to talk, the group can still perform certain activity 
together given a common goal. Members are able to work together using  
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gestures, pointing, etc, to communicate with one another and still retain a level of 
involvement/satisfaction. Eye contact was hardly sustained especially with people that 
were not allowed to talk. As a result, communication between members was shallow 
but rather focused their attention on the given task. Furthermore, participants who 
were not allowed to talk appeared less dominant hence, the social cohesion within the 
group may be improved by providing clues to help them properly take turns in a dia-
logue. Pointing gestures was the most effective method used to communicate espe-
cially with members who were not allowed to talk. In chapter 3, these insights are 
developed into actual concepts. 

3   Design Interventions and Development 

An idea generation session was conducted to obtain more ideas from certain direc-
tions. Below are three design opportunities that were identified and the third was 
selected to be further developed. 

Recap. This idea attempts to bring an aphasic in contact with others to talk about their 
daily experiences. A sound recording device is used to record sound in a daily context 
and later replayed to stimulate discussion with friends or family. At the instance of 
recording the sound, pictures related to the subject matter or context can be captured 
and are automatically tagged to the sound sample to support future discussion when 
sharing. Figure 1(top) illustrates this idea; two individuals used the device to record 
their daily activity and later met with others for social discussions.  

Information Schema. In this concept a person with aphasia may re-create or organize 
photos / illustrations on a timeline to generate or represent stories which may support 
future communication with others as illustrated on figure 1(middle). By pointing at 
the pictures on the board, he may be able to tell his stories easily without having to 
recall the words. The picture shows an aphasic creating his story on his playground, 
and later used them to tell his story to a friend. 

The mediator concept. The design opportunity here is to enhance the flow or contri-
butions of members in a conversation that may be between a person with aphasia and 
his partner. The partner in this case can be a therapist, family or friend. Having identi-
fied “turn taking” as an important aspect of communication, the concept attempts to 
provide feedback to partners in order to establish a convenient moment to interrupt or 
give clues. This is conceptualized with the use of objects that affords tinkering like in 
a stress ball in order to cause subconscious interaction with the object. According to 
the mental activity or state of a person, their interaction with the object changes and 
this information can be abstracted and used to provide feedback to the partner. Hope-
fully, this information flow would introduce a new dynamics/structure into their con-
versation. Figure 1(bottom) illustrates two people talking and holding different ob-
jects each. Through the objects, partners can receive impulse from the other and may 
as well initiate certain impulse to the other. 
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4   Final Concept 

The design opportunity further developed is the mediator concept because it provides 
a rare opportunity in design for aphasics. It deviates from the traditional photo and 
sound often capitalized or abused within this context however, it is aimed to focus on 
a rich and interactive experience that may be derived from a dialogue. The following 
subtopics present the steps of developments. 

 

 

 

Fig. 1. Scenario of Audio Recap concept (top), scenario of Information Schema Recap  
concept (middle), scenario of Information Schema Recap concept (bottom) 

A user test and concept evaluation was made to know how people unconsciously 
interact with objects in their hands and how much this interaction changes depending 
on the state on thinking. The prototype used for this investigation consists of two 
balloons inter-connected using a plastic tube. When one end is pressed, the pressure at 
the other end increases causing an instant feedback to the person holding at the other 
end. The first test was with two people, where one asked questions to the other.  
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Different questions were asked and the difficulty level of the questions varied. It was 
observed that people unconsciously play with the balloon when they are relaxed. 
However, when the question demands more concentration, they momentarily stop 
playing with the ball. 

4.1   Material Explorations 

Throughout the design process, various materials were explored for building the ball. 
This is important to select the best material that would trigger the kind of interaction 
we need and to provide optimum comfort for the user. Examples of the materials 
created are silicon ball, balloon filled with powder, balloon filled with tinny wooden 
balls, tightly dense stress ball, PU ball, etc. PU ball was preferred over other materials 
because it allows full compression yet does not strain the hands. It is a perforated 
material and allows air to escape when pressed and then return to its original shape 
immediately after release. However due to unavailability of this material, silicon ma-
terial was used. The silicon material provided similar affordances however do not 
allow full compression, as it is airtight. 

4.2   Digitizing Interaction and Feedback 

A silicon ball was made and monitored through the change in air pressure when 
pressed. A vibrator motor was used to provide instant feedback according to the re-
sults of the analysis. The prototype provides feedback in a way that makes the device 
seem invisible to users. Different feedback modalities were investigated however, 
haptic feedback was quickly settled upon in order to avoid visual distractions and to 
retain eye contact during the conversation. From empirical analysis, feedback in the 
rhythm of heartbeat was preferred over continuous vibration as it may create empathy 
amongst the partners. In essence, the harder the ball is pressed, the stronger the heart-
beat, and when the user freezes while squashing the ball, the ball beats faster. A pilot 
test was done with some design students to ensure the prototype was robust enough 
for future testing and evaluations. 

4.3   Introducing a Desktop Interface 

A desktop interface (Fig. 2 top-left) is introduced and prototyped as part of the con-
cept in order to provide visual cues to support the conversation. An example of the 
programs that may be installed may be a photo album organized in events. This way 
when a conversation began, a photo album can be opened to provide picture support. 
Another example may be a Phonetic & Alphabet Chat to be used to scramble letters or 
sounds that may serve as clues. The purpose for linking the handheld device and the 
desktop devise is to strengthen the use of computers as visual or auditory cues. The 
handheld device provides information abstracted from the conversation in order to 
invite users to use the desktop device when needed. This may cause the desktop de-
vice and similar other computer applications built for support to have better utilitarian 
purpose. 
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Fig. 2. The Desktop interface (top-left), the form of the desktop tool (top-right), the electronic 
prototype (bottom-left, and the prototype setup with balls (bottom-right) 

5   Expert Evaluation 

Having created a preliminary prototype to evaluate the design unity and rationale, a 
discussion session with an interaction expert was organized. The preliminary proto-
type was used to experience the design. The evaluation took place in an open office 
area. The working prototype was placed on a desk together with the desktop device. A 
computer was used to show the interface of the desktop device. Two chairs were 
placed closely apart to motivate a close proximity conversation.  The goal was to 
enable the expert to experience the prototype in order to evaluate the rationale of the 
concept. This is aimed to inspire new insight for the design development. 

Results: Interaction with objects of the design is classified into aware and unaware 
layers. The expert identifies interaction with the ball devices as unaware layer of 
communication as it is non-obtrusive to the users but yet would influence them. He 
believes it would change the quality of their conversation. However, when attention 
moves to the desktop device, the interaction with the system changes phase and 
causes the devices to become visible. He recommends developing the interaction and 
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feedback with the ball devices because it may change people’s expressive attitude and 
satisfaction in a dialogue. 

i. The feedback received in form of heartbeat may have positive influence on users 
because it initiates the feeling of contact without physical touch. This may cause 
the partners to become more connected both physically and emotionally. He 
thinks there might be information overload if the person with aphasia regularly 
receives dynamic response from the device. This reveals the potential need to 
provide the users with some control; i.e., to choose to receive dynamic feedback 
from the device. His advice is to investigate the potentials of this design firstly 
within a therapeutic or structured conversation before moving on to general ap-
plications. 

ii. The expert points out that users are constrained in movement especially because 
of the visible wires/connections. This may have psychological effect on users 
and the designed effect may be limited.  

6   Redesigning the Final Prototype: Mediator Concept 

The final prototype incorporates a wireless module and two ball devices for initiating 
and receiving impulse. It does not include the desktop device because the current line 
of development focus on the interaction and influence with the ball devices. Figure 3 
is an overview of the final design. The wireless module includes a ball device and a 
case to hold the extended part of the electronics. It is implemented in a decentralized 
way, which makes it more sustainable, or standalone. On the casing is a button and a 
light source which shows the current state of the device. There are two selectable 
modes implemented on each module, one allows full functionality and the other al-
lows the user to deactivate dynamic impulse meaning they would not receive regular 
impulse from the partner.  

 

Fig. 3. The final prototype 

Each module includes an air pressure sensor that measures the relative pressure in 
the ball to the atmospheric pressure. This signal is amplified within a range of 0-3.3 
volts for analogue to digital conversion on an ATMega328 micro-controller chip. An 
interval routine that runs on the micro-controller processes this signal and outputs a 
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modulation scheme/command through a wireless protocol to the second module. An 
interrupt routine is called when data arrives at the wireless port. Depending on the 
current mode of the device, the data is used to modulate the vibration motor embed-
ded in the ball to stimulate haptic feedback.  

7   Conclusion and Future Steps 

Certain design interventions were derived and a course of development was settled 
upon which introduces a new dimension of a product for people with aphasia. The 
prospective product is a pair of wireless modules, which includes a ball in form of a 
stress ball, and a casing that holds parts of the electronics and controls. The end prod-
uct was designed to access the unaware layer of a conversation in order to provide 
partners with a constructive feedback that may enrich the social experience of users. 

Prototypes were created to validate certain design steps and later developed into a 
more experiential and advanced prototype, momentarily as a final design. Further 
investigations should be made to quantify the influence of the new product within a 
conversation. This would provide more insight for developments. In future, PU rubber 
material should be adopted, as it would enhance the interaction with the ball. Fur-
thermore, investigations should be made to know if people are more likely to use a 
desktop application when the ball device is introduced. At this point, it is essential to 
evaluate the prototype with an aphasia therapist/expert to gain contextual insight; 
afterwards, a user test with actual users like aphasics may commence. An initial test 
between a person with aphasia and his/her therapist should be done before trying out 
in more dynamic situations. The design concept developed in this paper can eventu-
ally serve as an intervention tool, which can be integrated into application interfaces 
already built for people with aphasia. 
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Abstract. Public information services and documents should be accessible to 
the widest possible readership. Information in newspapers often takes the form 
of numerical expressions which pose comprehension problems for people with 
limited education. A first possible approach to solve this important social prob-
lem is making numerical information accessible by rewriting difficult numerical 
expressions in a simpler way. To obtain guidelines for performing this task 
automatically, we have carried out a survey in which experts in numeracy were 
asked to simplify a range of proportion expressions, with three readerships in 
mind: (a) people who did not understand percentages; (b) people who did not 
understand decimals; (c) more generally, people with poor numeracy. Re-
sponses were consistent with our intuitions about how common values are con-
sidered simpler and how the value of the original expression influences the cho-
sen simplification. 

Keywords: numerical information, simplification strategies. 

1   Introduction 

A United Nations report [1] recommends that public information services and docu-
ments should be accessible to the widest possible readership. Information in newspa-
pers often takes the form of numerical expressions (e.g., economic statistics, demo-
graphic data) which pose comprehension problems for people with limited education. 
A UK Government Survey in 2003 estimated that 6.8 million adults had insufficient 
numeracy skills to perform simple everyday tasks, and that 23.8 million adults would 
be unable to achieve grade C in the GCSE maths examination for 16-year-old school 
children [2]. 

A first possible approach to solve this important social problem of making numeri-
cal information accessible is to rewrite difficult numerical expressions more simply. 
Such an approach would require a set of rewriting strategies yielding expressions that 
are linguistically correct, easier to understand than the original, and as close as possi-
ble to the original meaning. For example, ‘25.9%’ could be rewritten as ‘just over a 
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quarter’. Simplification may in some cases entail loss of precision, but this is not 
necessarily a bad thing, for several reasons. Loss of precision can be signaled linguis-
tically by numerical hedges such as ‘around’, ‘more than’ and ‘a little under’, so it 
need not be misleading. As Krifka has argued, competent writers and speakers fre-
quently approximate numerical information and readers and hearers can readily rec-
ognise this, even when no hedge is present, especially when numbers are round [3]. 
For instance, in ‘the distance from Oxford to Cambridge is 100 miles’ it is clear that 
100 miles is an approximation. Williams and Power [4] showed that writers tend to 
approximate numerical quantities early in a document, then give more precise ver-
sions of the same quantities later. As Krifka argues in the same paper [3], an inappro-
priately high level of precision would flout Grice’s Maxim of Quantity [5] by giving 
too much information. There cannot be many situations in which we need to know 
that the distance from Oxford to Cambridge is 100.48 miles, for example. 

This paper presents an exploratory survey in which experts in numeracy were 
asked to simplify numerical expressions (presented in context) for several kinds of 
readership, with the aim of collecting a repertoire of rewriting strategies that can be 
applied in an automatic text simplification system.  

2   Background  

Text simplification, a relative new task in Natural Language Processing, has been 
directed mainly at syntactic constructions and lexical choices that some readers find 
difficult, such as long sentences, passives, coordinate and subordinate clauses, ab-
stract words, low frequency words, and abbreviations. Chandrasekar et al. [6] intro-
duced a two-stage process, first transforming from sentence to syntactic tree, then 
from syntactic tree to new sentence; Siddharthan [7] instead proposed a three-stage 
process comprising analysis, transformation and generation. In 1998, the project 
PSET [8] employed lexical as well as syntactic simplifications. Other researchers 
have focused on the generation of readable texts for readers with low basic skills [9], 
and for teaching foreign languages [10]. However, to our knowledge, there have been 
no previous attempts to automatically simplify numerical information in texts.  

A corpus of numerical expressions was collected for the NUMGEN project [4]. 
The corpus contains 10 sets of newspaper articles and scientific papers (110 texts in 
total). Each set is a collection of articles on the same topic - e.g., the increased risk of 
breast cancer in red meat eaters, and the decline in the puffin population on the Isle of 
May. Within each set, identical numerical facts are presented in a variety of linguistic 
and mathematical forms. 

3   Experiment 

Candidate rewriting strategies may be obtained in two ways: one is to collect them 
directly from human authors, another is to validate strategies mined from a large cor-
pus. Our experiment employs the first option. 
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3.1   Underlying Assumptions 

In this paper we consider a ‘numerical expression’ (NE) to be a phrase that presents a 
quantity, optionally modified by a numerical hedge as in ‘more than a quarter’ or 
‘around 97 %’. To date, we have restricted coverage to proportions - i.e., fractions, 
ratios and percentages. We have two working hypothesis: 

 
H1: When experienced writers choose numerical expressions for readers with low 

numeracy, they tend to prefer round or common values to precise values. For ex-
ample, halves, thirds and quarters are usually preferred to eightieths or forty-
ninths, and expressions like N in 10 or N in 100 are chosen instead of N in 365 or 
N in 29. 

H2: The choice between different simplification strategies (fractions, ratios, percent-
ages) is influenced by the value of the proportion, with values in the central 
range (say 0.2 to 0.8) and values at the extreme ranges (say 0.0-0.2 and 0.8-1.0) 
favouring different strategies. 

3.2   Materials  

We focused on simplification strategies at two levels: decimal percentages, and 
whole-number percentages. Three sets of candidate sentences were chosen from the 
NUMGEN corpus for presentation to participants: eight sentences containing only 
decimal percentages, and two sets of eight sentences containing mixed whole-number 
and decimal percentages. Although the number of sentences in each set was eight, the 
number of numerical expressions was larger as some sentences contained more than 
one proportion expression.  

A wide spread of proportion values was present in each set, including the two end 
points at nearly 0.0 and almost 1.0. We also included some numerical expressions 
with hedges and sentences from different topics in the corpus. In short, we included as 
many variations in context, precision and different wordings as possible. 

3.3   Participants  

Our experimental evaluation involved 34 participants, considering only the ones that 
answered at least one question. They were primary or secondary school mathematics 
teachers or adult basic numeracy tutors, all native English speakers. The task of sim-
plifying numerical expressions is difficult, but it is a task that this group seemed well 
qualified to tackle since they are highly numerate and accustomed to talking to people 
who do not understand mathematical concepts very well. We found participants 
through personal contacts and posts to Internet forums for mathematics teachers and 
numeracy tutors. 

3.4   Survey Design and Implementation  

Our survey took the form of a questionnaire in which participants were shown a sen-
tence containing one or more numerical expressions which they were asked to sim-
plify. The survey was divided into three parts as follows:  
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1. Simplification of numerical expressions for a person who can not understand 
percentages. We will refer to this part as ‘No Percentages’.  

2. Simplification of numerical expressions for a person who can not understand 
decimals. We will refer to this part as ‘No Decimals’.  

3. Free simplification of numerical expressions for a person with poor nu-
meracy. We will refer to this part as ‘Free Simplification’.  

 

For part (2), the set of sentences containing only decimal percentages was used. One 
of the two mixed sets of sentences with whole-number and decimal percentages was 
used for part (1) and the other for part (3). The experiment was presented on Survey-
Monkey1, a commonly-used provider of web surveys.  

We asked participants to provide simplifications for numerical expressions that 
were marked in each sentence. Below the sentence, each numerical expression was 
shown beside a text box in which the participant was asked to type the simplified 
version. Our instructions said that numerical expressions could be simplified using 
any format: number words, digits, fractions, ratios, etc. and that approximators such 
as ‘more than’, ‘almost’ and so on could be introduced if necessary. Participants were 
also told that the meaning of the simplified expression should be as close to the origi-
nal expression as possible and that, if necessary, they could rewrite part of the original 
sentence. 

4   Results  

The results of the survey were carefully analyzed as follows. First, within each block 
of questions, a set of simplification strategies was identified for each specific numeri-
cal expression. These strategies were then grouped together according to the mathe-
matical forms and/or linguistic expressions employed (fractions, ratios, percentages). 
Where necessary, they were subdivided further according to choices of numerical 
values for the constituents of the simplified expressions (denominators in fractions, or 
reference value in ratios, for example). Not all simplification strategies occur with 
enough frequency to merit detailed analysis; the approach followed here has been to 
group together (under a generic label of Others) all simplification strategies with a 
low frequency of use with respect to the total (for example, in the case of fractions, a 
total of ten different kinds of fractions were used (hundredths, sixths, tenths, etc.), but 
we only represent in labeled sub-columns the ones with significant usage; the rest are 
summed in the Others sub-columns). The non-numeric column represents simplified 
expressions where no numbers were used like ‘almost all’ or ‘around none’. Remain-
ing simplifications (Rem. column) are rewritings of the whole sentence or parts of it, 
coinciding with comments expressed by the participants that sometimes the whole 
sentence would be better understood if the non-numerical part was also simplified, 
and some deletions. The observed frequencies (represented in percentages) of the 
different simplification strategies are given in Table 1. Rows do not add up 100% as 
not all participants gave an answer for all numerical expressions. 

                                                           
1 www.surveymonkey.com 
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Table 1. Frequencies of simplification strategies for 34 participants: (1) No Percentages: in-
tended for people who do not understand percentages, (2) No Decimals: intended for people 
who do not understand decimals, and (3) Free Simplification: intended for people with poor 
numeracy. Frequencies are represented in percentages  

NO PERCENTAGES (%) 
Fractions Ratios Numerical 

Expression Halves Thirds Quarters Others Total N in 10 N in 100 Others Total 
Non-

numeric
Percent-

ages 
Rem. 

more than 1% 3     15 18   6   6 15 18 24 
2%       6 6   12 6 18 3 12 38 

16.8%     3 24 26   15 50 65   9   
27%   9 71 3 82     12 12   6  

at least 30%   21 9 12 41 29   6 35   3 9 
40% 21 6   26 53 29     29   6 3 
56% 82       82           6 3 
63% 24 41   9 74 9   15 24   3  
75%     32   32     29 29 3   24 

97.2%       3 3 3 29 6 38 21 18 12 
98%       6 6   12   12 65 3 9 

Mean 12% 7% 10% 9% 39% 6% 7% 11% 24% 10% 7% 11% 

NO DECIMALS (%) 
Fractions Ratios Numerical 

Expression Halves Thirds Quarters Others Total N in 10 N in 100 Others Total 
Non-

numeric
Percent-

ages 
Rem. 

0.6% 3     3 6 3 6   9 6 47 3 
2.8%       3 3 24     24   47 9 
6.1%           15   3 18   50 3 
7.5%       12 12 3 6 3 12   50 6 

15.5%       15 15 3 6 3 12   44 9 
25.9%     15   15   3 9 12   38 3 
29.1%       3 3 9 3 3 15   50 3 
35.4%   9   3 12 9 3 3 15   41 3 
50.8% 44       44   3   3   21 3 
73.9%     44   44   3 3 6   18 3 
87.8%       3 3 9 3 3 15   47 3 
96.9%       3 3 6 3 3 12   29 12 
96.9%       6 6 9 6 3 18   21 6 
97.2%       3 3 6 6 6 18 3 41 6 
97.2%       3 3 12 3 3 18 3 32 6 
98.2%       3 3 9 3 3 15 6 44 3 
Mean 3% 1% 4% 4% 11% 7% 3% 3% 14% 1% 39% 5% 

FREE SIMPLIFICATION (%) 
Fractions Ratios Numerical 

Expression Halves Thirds Quarters Others Total N in 10 N in 100 Others Total 
Non-

numeric
Percent-

ages 
Rem. 

0.7%             6   6 18 9 26 
12%       6 6 12 3 6 21   21 3 
26%     41   41     12 12     3 
36%   41     41 3   6 9     3 
53% 41       41           6 6 
65% 6 15     21 3 9 6 18   3 12 
75%     15   15     9 9 6 3 15 
91%           21 9   29 6 6 12 

above 97%           3 29   32 12 6   
Mean 5% 6% 6% 1% 18% 5% 6% 4% 15% 5% 6% 9% 

 
In order to analyse the results we performed a one-way analysis of variance 

(ANOVA), which results are represented in Table 2. When considering the whole 
survey (Whole column), there is no significant difference in the use of fractions, ratios 
and percentages. Only the use of non-numeric expressions is significant, but this  
is due to their low usage. However, when analysing the survey by parts we find inter-
esting results. 
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Table 2. Results of ANOVA test. Strategies which do not share a letter are significantly  
different. 

Strategy No Percentage No Decimals Free Simplif. Whole 
Fractions A   A   A  A  
Ratios  B  A   A  A  
Percentages   C  B   B A  
Non-Numeric   C   C  B  B 

 
Overall, fractions are the preferred simplification for people who do not understand 

percentages. Although ten different types of fractions were used by the participants, 
the most commonly used were halves, thirds and quarters. The second preferred type 
of expression is ratios. From the nine different types of ratios employed (ranging from 
N in 10 to N in 1000), the most common were N in 10 and N in 100. It is surprising 
that 7.5% of the expressions chosen were percentages, even though participants were 
asked to simplify for people who do not understand percentages. We are unsure 
whether they ignored the instructions, did not agree with them, or just did not find 
another way of simplifying the expression. However, the use of percentages is not 
significant with respect to the use of non-numeric expressions.  

Whole number (cardinal) percentages are the preferred simplification for people 
who do not understand decimals. This reinforces the idea that they are easier to un-
derstand than the original number, while at the same time being the closest to the 
original value and mathematical form. Frequencies of use of fractions and ratios are 
very similar and are not significantly different. Non-numeric simplifications were 
seldom used, in contrast to the first part of the survey; in fact, they occurred only for 
the peripheral points on the proportion scale, e.g., almost everyone or a little.  

Fractions and ratios are similarly used when simplifying for people with poor nu-
meracy. The frequencies of non-numeric expressions and percentages are similar to 
the ones in the first part of the survey.  

In order to test hypothesis H1 (round or common values are preferred to precise 
ones), we carried out a series of two sample t-tests on common and uncommon frac-
tions and ratios. The results showed that there was significant difference between the 
use of common and uncommon fractions in the three parts of the survey and the 
whole survey (no percentages: p < .001, no decimals: p = .07, free simplification: p < 
.0001, whole: p < .0001). However, in the case of ratios there was no significant dif-
ference except in the case of free simplification (no percentages: p = .48, no decimals: 
p = .36, free simplification: p = .006, whole: p = .14).  

As can be seen in the results, the use of different types of fractions seems to de-
pend on the value being simplified, with quarters, thirds and halves (common frac-
tions) preferred in the central range from 20% to 80%, and greater variety (and rarer 
use of fractions) at the peripheral. These phenomena can also be observed in non-
numeric expressions. This was our hypothesis H2, and in order to test it we performed 
a series of two sample t-tests on the use of fractions, ratios, percentages and non-
numeric in central and peripheral values. The results showed that the use of the four 
strategies was significantly different for central and peripheral values of the propor-
tions (fractions: p < .0001, ratios: p = .03, percentages: p < .0001, non-numeric: p < 
.0001). The only exception was the use of ratios in the first part of the survey 
(simplification for people who do not understand percentages), with a p-value of 0.14.  
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5   Discussion 

When asked to simplify for people who do not understand percentages, or for people 
with poor numeracy, the participants preferred fractions, followed by ratios; when 
asked to simplify for people who do not understand decimals, they preferred whole-
number percentages. Responses show that fractions are considered as the simplest 
mathematical form, followed by ratios, but this did not mean that fractions were pre-
ferred to ratios in every case: the value of the original proportion also influenced 
choices, with fractions heavily preferred for central values (roughly in the range 0.2 to 
0.8), and ratios or non-numeric preferred for peripheral values (below 0.2 or above 
0.8), always depending on the kind of simplification being performed.  

As some participants commented, not only are percentages mathematically sophis-
ticated forms, but they may be used in sophisticated ways in a text, often for example 
describing rising and falling values, for which increases or decreases can themselves 
be described in percentage terms. Such complex relationships are likely to pose prob-
lems for people with poor numeracy even if a suitable strategy can be found for sim-
plifying the individual percentages. Another danger is that simplifying several related 
percentages might obscure the relationship between them. One obvious case would be 
to render two different values identical, e.g. by simplifying both 48% and 52% to one-
half. Another would be to replace two percentages by apparently simpler raw data, for 
two values with different totals, thus making it harder to see which of the two propor-
tions is larger. In some of the examples with more than one numerical expression 
being compared, some of the evaluators reported a tendency to phrase them both 
according to a comparable base - e.g., both in terms of tenths, rather than one as a 
fifth and one as a third. Thus we should consider the role of context (the set of nu-
merical expressions in a given sentence as a whole, and the meaning of the text) in 
establishing what simplifications must be use. 

6   Conclusions 

Through a survey administered to experts on numeracy, we have collected a wide 
range of examples of appropriate simplifications of percentage expressions. Our aim 
is to use this data to guide the development of a system for automatically simplifying 
percentages in texts. With the knowledge acquired from our study we will improve 
our algorithm to simplify numerical expressions. Our initial hypothesis was that in 
choosing suitable simplifications, our experts would favor certain mathematical forms 
- those corresponding to simpler mathematical concepts taught earlier in the curricu-
lum. As expected, the results supported a ranking in which fractions were the simplest 
form, followed by ratios, whole-number percentages and decimal percentages. How-
ever, it did not follow that for any proportion value a fraction was the most appropri-
ate simplification, because other forms (e.g., non-numeric expressions) were preferred 
for peripheral values (near to 0% or 100%) that would have required unfamiliar frac-
tions such as one-hundredth. The value of the original proportion also influenced 
choices, depending on its correspondence with central or peripheral values. Our re-
sults also show that the experts use different options for each simplification strategy.  
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We have also collected a parallel corpus of numerical expressions (original and 
simplified version). This corpus will be shared with other researches so it can be used 
to different applications to improve the readability text. This could be a very useful 
resource because simplification of percentages remains an interesting and non-trivial 
problem. 
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Abstract. No two persons are alike. We usually ignore this diversity as we have 
the capability to adapt and, without noticing, become experts in interfaces that 
were probably misadjusted to begin with. This adaptation is not always at the 
user’s reach. One neglected group is the blind. Age of blindness onset, age, 
cognitive, and sensory abilities are some characteristics that diverge between 
users. Regardless, all are presented with the same methods ignoring their capa-
bilities and needs. Interaction with mobile devices is highly visually demanding 
which widens the gap between blind people. Herein, we present studies per-
formed with 13 blind people consisting on key acquisition tasks with 10 mobile 
devices. Results show that different capability levels have significant impact on 
user performance and that this impact is related with the device and its de-
mands. It is paramount to understand mobile interaction demands and relate 
them with the users’ capabilities, towards inclusive design. 

Keywords: Individual Differences, Mobile Accessibility, Blind, Mobile De-
vice, User Assessments. 

1   Introduction 

Mobile devices have become indispensable tools in our daily lives and are now used 
by everyone in several different situations. However, every human is different and so 
is every situation. This diversity has not been given enough attention in mobile user 
interface design decreasing the user's effectiveness or even hindering the ability to 
interact. Particularly, disabled target groups, characterized by specific individual 
differences, can greatly benefit from an effective mobile user interface [1]. However, 
alternative user interfaces are likely to be misaligned with the users and their identi-
ties. These adapted mobile user interfaces are stereotypical disregarding that the rela-
tion between the user and the device depends on particular characteristics and not on a 
common idea. In general, mobile interaction has not evolved to meet the users' re-
quirements. 

We focus our attention on blind people. The absence of such an important and in-
tegrating sense as vision, in the presence of so demanding interfaces as are the ones in 
current mobile devices, justifies it. Besides personality differences, two blind users 
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are likely to have totally different stories to what blindness, and its implications, is 
concerned. The cause of the impairment, age of onset, time with impairment, age, 
simultaneous impairments, cognitive or sensorial abilities, are some examples of the 
characteristics that may diverge between users. Some of these may implicate others, 
some may be collateral damages, and others can overcome some. A young ‘recent-
blind’ is different from an older one. While the former is likely to have all his other 
senses immaculate, the latter may have some other age-related impairments. How-
ever, he is also likely to have developed sensory compensation mechanisms. How are 
they different and how will those differences affect their functional ability? 

What is indisputable is that the enormous diversity found among this particular 
group of users turns the "stereotypical blind" idea inadequate. As an example, age, its 
related degenerations, but also how it influences sensory compensation and augments 
individual differences, is an example of a characteristic that must be considered when 
discussing a particular blind person. As blindness age of onset can determine how one 
will face the challenges imposed by any daily task. These characteristics have a huge 
impact on the blind users’ lives and how they are able to deal with technology. Re-
gardless, all are presented with the same methods and opportunities ignoring their 
capabilities and needs.  

Interaction with mobile devices is highly visually demanding which increases the dif-
ficulties. Even mobile assistive technologies for the blind have a narrow and stereotypi-
cal perspective over the difficulties faced by their users. A blind user is presented with 
screen reading software to overcome the inability to see onscreen information. How-
ever, these solutions go only half-way. In the absence of sight other aptitudes/limitations 
stand up. To empower these users, a deeper understanding of their capabilities and how 
they relate with technology is mandatory. As such, we performed a study with the target 
population consisting on key acquisition tasks with different mobile keypads, in order to 
relate individual differences with devices' demands. 

1.1   The Blind 

We focus on a particular target group: blind people. This can be explained both by the 
high visual demands imposed by current mobile device interfaces (which are increas-
ing, e.g., touch screens) and the diversity within the population. In this section, we 
offer an overview of the population and related concepts, valuable to understanding 
the remaining of this paper. 

1.1.1   Causes 
Blindness is due to a variety of causes. Age-related blindness is increasing throughout 
the world, as is blindness due to uncontrolled diabetes. Diabetes is responsible for 8% 
of legal blindness, according to the American Diabetes Association, making it the 
leading cause of new cases of blindness in adults 20-74 years of age. This is signifi-
cant since diabetic retinopathy is often accompanied by peripheral neuropathy which 
also impairs the sense of touch [2]. 
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1.1.2   Worldwide Statistics  
The American Foundation for the Blind estimates that there are 10 million blind or 
visually impaired people in the United States. In a survey realized in 1994-1995, 1.3 
million Americans (0.5%) reported being legally blind. Of this number, only 10% 
were totally blind and another 10% had only light perception. The remaining 80% had 
some useful vision. Few statistics appear to be available about the age of onset of 
blindness. It is reported that only eight percent of visually impaired people are born 
with any impairment [3]. Worldwide, an estimated 180 millions are visually impaired, 
of which 40-45 millions are blind [4]. 

The prevalence of blindness is much higher for the elderly [2]. It is estimated that 
1.1% of the elderly (65 and over) are legally blind compared to 0.055% of the young 
(20 and under) [5]. About 82% of all people who are visually impaired are age 50 and 
older (although they represent only 19% of the world's population). The attitude to-
wards blindness as well as space representation may be affected by the age of onset of 
blindness [2].  It is also reported that more than 50 percent of individuals with visual 
impairments also have one or more other impairments [6]. It is worth mentioning that 
blindness is expected to increase in the following years [5].  

1.1.3   Individual Differences among Blind People 
Previous studies [7] have shown that individual differences among blind people are 
likely to have a wider impact on their abilities to interact with mobile devices than 
among sighted people. Tactile sensitivity, spatial ability, short-term memory, blind-
ness onset age and age are mentioned as deciding characteristics for a blind user mo-
bile performance.   

The capability-demand theory builds on the concepts of user capability and product 
demand and aims to analyze user-product compatibility, i.e. an assessment and com-
parison of the sensory, cognitive and motor demand made by a product in relation to 
the ability levels of the expected user population [8]. We embrace the capability-
demand theory and aim to assert relations between users and devices, and ultimately 
aim at a match between individual capabilities and mobile interaction demands. This 
way, we will provide both the tools for mobile designers, showing which designs are 
most effective and inclusive, and for blind users, identifying for each one, the most 
appropriate interfaces. 

2   Related Work 

Mobile interaction is still in its early stages when compared with interaction with 
desktop computers that has been subject of attention for several decades. Although 
mobile computing is an active research theme, mobile HCI was not until recently an 
important subject. In particular, only few researchers have leaned over the multitude 
of individuals, scenarios and situations faced by mobile devices.  

The related work presented here is twofold. Firstly, we survey mobile user inter-
faces for blind users and present the actual research state considering alternative inter-
faces for the target population. Secondly, we present projects that have focused on 
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individual differences, taking into consideration some kind of particular characteris-
tics instead of a global "average user" model. 

2.1   Mobile Interaction for the Blind 

A blind person, or even one with low vision, faces several limitations when interact-
ing with mobile devices [9,10,11]. Looking at these, whether keypad or touch screen-
based, the interaction mechanisms are convoluted to deal with the limited input area 
and overall device small size. Furthermore, the mechanisms found to overcome the 
lack of space (when compared to desktop computers) resort to an intensive visual-
based dialogue with the mobile device user. As an example, several text-entry sys-
tems are based on multi-tap approaches where the user is able to see both the relation 
between keys and letters (visual feedback from the physical or virtual keys), and the 
evolution of the process on the display. A user with severe visual limitations is unable 
to receive this information and thus his ability to interact with these devices is highly 
limited.  

An attempt to attenuate difficulties arising from disabilities is being made through 
assistive technologies, designing new solutions based on alternative interaction meth-
ods such as haptic interfaces, screen readers or multimodal information feedback [12]. 
In the case of mobile phones, accessibility solutions consist of devices with native 
features to make them more accessible to a given population, the so called accessible 
phones, or mobile phones that allow third-party software installation like screen read-
ers or screen magnifiers. 

Special mobile devices were developed to overcome the barriers arising from vis-
ual impairments. As examples are the Braillino or the Alva Mobile Phone Organizer, 
among many others very similar between each other [13]. These devices, which typi-
cally work as a Personal Digital Assistant, or as a docking station, use a Braille key-
board for text input, a Braille screen for output information, and provide functional-
ities like the ones provided in regular mobile phones. Yet, they all share the same 
flaws: their cost is prohibitive and they are not as portable as a mobile phone is, being 
too big and heavy. Even though their cost and size has decreased, they are still not as 
practical as common mobile devices and have the inconvenient to "look disabled". 
Another factor, and one of the most important, is that although Braille is the recog-
nized alternative language for blind people, a reduced percentage is actually Braille-
knowledgeable1. 

Nowadays, a common mobile solution for blind users resorts to the usage of a 
screen reader, replacing the visual feedback by its auditory representation (e.g., Mo-
bile Speak2 or Nuance Talks3) [14]. This approach supposedly enables the users to 
access the same applications a fully-sighted user accesses. The ability to use a "non-
disabled" device with the same characteristics (technical, social and economical) is a 
great advantage of this type of solutions. However, the offered feedback is restricted 

                                                           
1 American Foundation for the Blind: Programs and Policy Research, "Estimated Number of 

Adult Braille Readers in the United States", International Braille Research Center (IBRC), 
http://www.braille.org/papers/jvib0696/vb960329.htm 

2 http://www.codefactory.es/en/products.asp?id=316 
3 http://www.nuance.com/for-individuals/by-solution/talks-zooms/index.htm 
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to the output, as no information is obtained on key/function relation. Moreover, the 
information on the screen is prepared for visual feedback and not to be read. As an 
example, considering text-entry, screen reader approaches force the user to try to find 
the desired letter in the keypad, committing several errors in the process, and possibly 
leading to situations where he/she simply quits trying. A person that acquires blind-
ness in an advanced stage of life, along with the reduction of other capabilities such as 
tactile sensitivity, is likely to face difficulties in the first contact with this approach, 
rejecting it before gaining the experience that enables its use [9]. In contrast to tradi-
tional interfaces, designed for the "average user", simple screen reading approaches 
are designed for the "stereotypical blind", one that has improved tactile and auditory 
senses along with good mental health and motivation. 

Guerreiro et al. [15] proposed two non-visual texting interfaces for keypad-based 
devices - NavTap and BrailleTap – that take advantage of blind users’ capabilities. 
NavTap was designed for those who are not able to learn traditional MultiTap meth-
ods, allowing them to easily navigate through the alphabet using only four keys, thus 
eliminating the need to memorize mappings between keys and letters. Similarly, by 
transforming the traditional keypad layout into a more familiar interface, BrailleTap 
was designed for those who master the Braille alphabet, allowing them to enter text 
on common devices. More recently, with the emergence of touch screen devices, 
several approaches have been proposed featuring directional gestures for menu navi-
gation [16] and text-entry tasks [17,18]. 

In general, there has been as effort to provide visually impaired users with tech-
nologies that are able to surpass the target group's problems and inabilities. However, 
the majority of the approaches are designed taking into consideration a "stereotypical" 
image of the blind user. Whether considering Braille interfaces or other touch-
demanding interfaces, they are created without a real knowledge of the users and their 
needs. If blind-targeted interfaces were designed following an user-centered design 
approach, nowadays they would not be merely based on the Braille alphabet (as the 
overall knowledge is minimum) nor on the users' tactile capabilities (as a great major-
ity of the blind population are older adults with no compensatory mechanisms and 
low tactile capabilities). However, there are interfaces characteristics that have shown 
to be advantageous for particular sets of users. Further research needs to be performed 
to assess the individual differences within the target population and understand the 
interface demands and match for particular blind users. 

2.2   Accounting for Individual Differences 

While desktop computers already offer a multitude of personalization capacities, 
whether considering individual differences or just taste, mobile devices are still re-
stricted to a limited set of personalization options, which are majorly aesthetic or 
related to the users' personality. A better understanding of the individual differences 
that characterize the users in the mobile interaction context is required. Only with that 
knowledge will we be able to "prescribe" adequate devices and interfaces that em-
power the users.  

While it is important to understand that a mobile device user is different from the 
next one and that those differences should be considered to improve device accessibil-
ity, it is also important to understand that, even for a single user, his capacities and 
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needs are likely to diverge across time (dynamic diversity) [19]. Gregor and Newell 
state that most computer systems are designed for a typical younger user with static 
abilities over time. However, even when user-centered paradigms are employed, the 
designers look typically at concerns such as representative user groups, without re-
gard for the fact that the user is not a static entity. This does not take into account the 
wide diversity of abilities among users and it also ignores the fact that these abilities 
are dynamic over time. The authors propose a new paradigm, designing for Dynamic 
Diversity, based on a user-sensitive inclusive design methodology [19]. The use of the 
term "inclusive" rather than "universal" reflects the view that "inclusivity" is a more 
achievable, and in many situations, appropriate goal than "universal design" or "de-
sign for all". "Sensitive" replaces "centered" to underline the extra levels of difficulty 
involved when the range of functionality and characteristics of the user groups can be 
so great that it is impossible in any meaningful way to produce a small representative 
sample of the user group nor often to design a product which truly is accessible by all 
potential users [19].  

In order to lessen the difficulties that many people feel when interacting with mo-
bile devices, inclusive design when developing these products is crucial. To make this 
a reality, it is necessary to attend to the many different characteristics of the user. 
Persad et al. [8] propose an analytical evaluation framework based on the Capability-
Demand theory, where user capabilities at sensory, cognitive and motor levels, are 
matched with product demands. 

When studying interfaces for blind people, a capability that should not be ignored 
is tactile sensibility. Besides being crucial to capture information at the expense of 
vision, approximately 82% of all people who are blind are aged 50 or more [20] and 
as diabetes is one the main causes of blindness, changes in this sensorial capability are 
fairly common and should be accounted for. In [21,22] several physical requirements 
were identified in order for mobile devices to be accessible with limited sensibility. 
Despite the fact that these studies acknowledged key requirements, these characteris-
tics were not quantified nor related with the different users’ abilities. 

Cognitive capabilities such as short-term memory, attention and spatial ability 
should also be meaningful when developing interfaces for the blind. Mobile interac-
tion requires a cognitive effort that, for someone lacking sight, is much more demand-
ing. Although there are studies that relate cognitive ability with mobile device usage 
for sighted older adults [23], there is an enormous gap in terms of studies relating 
cognitive ability and mobile phone interaction of a visually impaired person.  

3   Assessing the Impact of Individual Differences 

Mobile accessibility solutions for blind users are commonly presented as audio re-
placements for onscreen information. However, there is more to it. Not only the inter-
action is much more demanding in the absence of sight, but also blind people often 
present differences that make them far in capability from the stereotyped blind. 
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3.1   Research Goals 

In this study, we intend to understand the impact of individual differences among the 
blind when interacting with mobile device keypads as well as how these differences 
are revealed when confronted with different device demands. Particularly, we want to 
answer the following research questions: 1) Does tactile sensitivity affect perform-
ance on a simple key acquisition task?; 2) Does cognitive ability affect performance 
on a simple key acquisition task?; 3) Which keyboard demands have most impact on 
user performance?; 4) Are individual differences worth considering on mobile inter-
face design? 

3.2   Procedure 

To evaluate the match between users and interfaces by using various measures of 
compatibility, we performed studies with the target population. They were threefold. 
The first two consisted in measuring user capabilities, more specifically, tactile sensi-
tivity and cognitive ability. In the third and final, we conducted an experimental task 
to assess user performance in a simple key acquisition task. Details on each of these 
studies and the results obtained considering the different capabilities and product 
demands are depicted in the following sections. 

3.3   Tactile Sensitivity 

To assess the participants’ tactile capabilities, two different components of tactile 
sensitivity were measured. The first, pressure sensitivity, was determined using the 
Semmes-Weinstein monofilament test [24] (Figure 1). In this test, there are several 
nylon filaments with different levels of resistance, bending when the maximum pres-
sure they support is applied. This way, if a user can sense a point of pressure, his 
pressure sensitivity is equal to the force applied by the filament. 

   

Fig. 1. Tactile assessment: Semmes-Weinstein  test (left) and Disk-Criminator (right) 

Five monofilaments of 2.83, 3.61, 4.31, 4.56 and 6.65 Newton were used, starting 
the stimuli with the one of 2.83, the least resistant one. Pressure was applied in the 
thumb, index and middle fingers, those generally used when interacting with mobile 
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devices, and in random order, so we could prevent arbitrary identification of a stimu-
lus by the person being tested. The process is repeated with the filament with the next 
resistance level, until all filaments are tested or the participant correctly identifies the 
stimulus made. Different levels can be found for different fingers. 

The other tactile sensitivity component measured was spatial acuity, using the 
Disk-Criminator [25] (Figure 1). This instrument measures a person’s capability to 
distinguish one or two points of pressure on the skin surface. The Disk-Criminator is 
generally an orthogonal plastic instrument that has in each side a pair of metal  
filaments with relative distances ranging from 1 to 25mm. When the person being 
tested identifies a stimulus as being two points, her spatial acuity discrimination is 
equal to the distance between the filaments.  

The distance between the filaments of the Disk-Criminator tested ranged from 2 to 
15 mm, with 1mm increments. Each of these filament pairs was, as with the pressure 
sensitivity, applied randomly in the same three fingers. There were made 10 stimuli 
per finger, randomly, alternating between a pair of filaments and a unique filament. 
The participant had to indicate when he/she felt one or two points of pressure. When 
he/she was able to correctly identify 7 out of 10 stimuli, his/her level of spatial acuity 
was registered as the distance between filaments. 

3.4   Cognitive Assessment 

The cognitive evaluation focused two components of the cognitive ability, a verbal 
and a non-verbal. The verbal component was evaluated in terms of working memory: 
a short-term memory and main responsible for the control of attention [26]. The non-
verbal component, which consists of abilities independent of mother language or 
culture, was evaluated in terms of spatial ability: the ability to create and manipulate 
mental images, as well as maintain orientation relatively to other objects [27].  

To evaluate working memory, the subtest Digit Span of the revised Wechsler Adult 
Intelligence Scale (WAIS-R) was used [28]. In the first part of this test, the participant 
must repeat increasingly long series of digits presented orally, and on the second, 
repeat other sets of numbers but backwards. The last number of digits of a series 
properly repeated allows calculation of a grade to the participant’s working memory 
and, subsequently, to the user’s verbal intelligence quotient (Verbal IQ). 

   

Fig. 2. Spatial ability test: Planche a Deux Formes (left) and Planche du Casuiste (right) 
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Spatial ability was measured using the combined grades of the tests Planche a 
Deux Formes and Planche du Casuiste. These two tests are part of a cognitive battery 
for vocational guidance [29]. The goal of these tests is to complete, as fast as possible, 
a puzzle of geometrical pieces (Figure 2). 

A K-means algorithm was used to group the Spatial Ability and Verbal IQ values 
into levels according to their different measures. The different values were grouped 
into three levels: Inferior, Average, Superior (Table 1). 

Table 1. The studied cognitive ability characteristics and the group levels formed with a K-
Means algorithm. Each group level’s measure corresponds to the cluster’s centre value. 

Group Levels 
Attribute 

Inferior Average Superior 
Measure 

Spatial Ability 1.90 5.20 9.03 Spatial ability score (1-20). 
Verbal IQ 72 91 129 Verbal IQ score. 

3.5   Experimental Task 

While we acknowledge that the challenges imposed to blind users are spread among 
different interaction layers, we focused our attention in the first barrier they encoun-
ter, the physical one. Therefore, we chose the simplest task when using a mobile de-
vice, so we could isolate its demands and understand their effect on users’ perform-
ance. The task presented in this study consisted of simple key acquisitions with 10 
different mobile devices (Figure 3). All selected phones featured a keypad, since they 
are still the most used among the blind. None of them had any sort of accessibility 
aid. Devices were categorized according to their keypads’ physical attributes. A K-
means algorithm was used to group these attributes into levels according to their dif-
ferent measures. Key Spacing and Key Height values were grouped into three levels: 
Smaller, Average and Bigger; while Key Size and Key Label into two: Smaller and 
Bigger. The values of the last attribute Key Material were grouped into two catego-
ries: Good, if the materials on the phone and keyboard are distinct, and Bad if not. 
Table 2 shows the keyboard attributes and their groups, including the value of the 
clusters’ center for each level. 

  

Fig. 3. Mobile phones tested (from top left to bottom right: Samsung C108, Nokia 1110,  
Motorola C650, Nokia 6150, Siemens MC 60, Nokia 3310, Nokia 638, Sendo, Samsung, HTC 
S310). A test with a user in three of the ten mobile devices (right). 
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Our goal in this experimental task was to evaluate performance, in terms of effi-
ciency (time) and effectiveness (number of errors), in low level tasks. Each partici-
pant was asked, randomly, to input a key (0 to 9, “*” and “#”) with the keypad. All 
numbers were issued two times making a total of 24 keys by phone (Figure 3). After 
each acquisition, the participant had to place the operating hand resting on the table.  

All of the mobile devices were shown, before the evaluation, to the volunteers, so 
they could experiment and understand the layout. All doubts were cleared by the 
researchers. 

The time taken to press each key was measured (Average Time) as well as the 
number of errors (Task Errors), with an error being considered when the participant 
pressed the wrong key, pressed more than a key, or tried to press a key but failed.  

Table 2. The keyboards’ attributes and the group levels formed with a K-Means algorithm. 
Each group level’s measure corresponds to the cluster’s center value. 

Group Levels Attribute 
Smaller Average Bigger 

Measure 

Horizontal 0.7 mm 2.2 mm 4.6 mm Key 
Spacing Vertical 0.8 mm 2.2 mm 3.3 mm 

Distance between the closest edges 
of the keys, horizontally and verti-
cally (mm). 

Key 
Height 

 0 mm 0.5 mm 1.1 mm 
Distance between the base and the 
top of the key (mm). 

Horizontal 8.3 mm  11.7 mm 
Key Size 

Vertical 4.8 mm  6.1 mm 

Largest side or diameter of the 
polygon, horizontally and vertically 
(mm). 

Key 
Label 

 0.1 mm  0.4 mm 
Height of the label(s) on the num-
ber 5 key (mm). 

Key 
Material 

 
If the key material is contrasting 
with the mobile phone's base mate-
rial. 

3.6   Participants 

The participant group was composed by 13 students (8 female, 5 male) from a forma-
tion centre for visually impaired people, where all the evaluations took place. With 
ages ranging from 25 to 61 years old (averaging 50), all of the volunteers were blind 
(at most light perception). 

All of the participants used mobile phones on a daily basis with the help of screen 
readers. However, even when using screen readers, 3 participants stated that they have 
difficulty sending text messages, restricting use to placing and receiving calls. Their 
characterization, including the results of the tactile sensitivity and cognitive assess-
ments, is displayed in Table 3. 

3.7   Design and Analysis 

This study features two dependent variables (Average Time and Task Errors) and 
several factors related to device attributes (Key Size, Key Spacing, Key Height, Key 
Material and Key Label) as well as participants’ individual differences (Blindness 
Onset, Time with Impairment, Education, Spatial Acuity, Pressure Sensitivity, Spatial 
Ability, Verbal IQ).  
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Table 3. Participant’s characterization. The lower the spatial acuity and pressure sensitivity 
values, the better the tactile sensitivity. The opposite for verbal IQ and spatial ability. 

User Gender Age Time with 
Impairment Education Spatial

Acuity 
Pressure 

Sensitivity
Verbal 

IQ 
Spatial 
Ability 

P01 Female 48 2 Years 4th Grade 3 4.31 66 1,75 
P02 Female 58 54 Years 6th Grade 4 3.61 69 1,75 
P03 Female 53 21 Years 7th Grade 3 4.31 84 3,25 
P04 Female 48 31 Years 9th Grade 2 4.31 78 5,5 
P05 Female 39 5 Years 9th Grade 2 4.31 79 7,75 
P06 Male 61 58 Years 6th Grade 2 4.31 104 4,75 
P07 Male 25 6 Years 12th Grade 2 2.83 64 5,5 
P08 Female 53 33 Years 4th Grade 4 4.31 78 1 
P09 Male 51 16 Years 9th Grade 3 4.31 84 6,25 
P10 Male 59 59 Years 9th Grade 2 4.31 134 4 
P11 Female 41 21 Years 12th Grade 2 3.61 123 10,85 
P12 Male 58 24 Years 9th Grade 2 4.31 86 8,5 
P13 Female 55 55 Years 10th Grade 2 3.61 98 1,75 

 
Shapiro-Wilk test was used to examine the normality of the data. Since the two de-

pendent variables did not exhibit a normal distribution, Kruskal-Wallis test was used 
to assess significant differences of the different independent variables. When statisti-
cally analysing multiple factors, a two-way ANOVA was used, admitting data nor-
mality. Correlation between Blindness Onset and Time with Impairment with the 
dependent variables was measured using Pearson’s Correlation Coefficients. 

4   Results 

Our goal is to understand the impact of each characteristic and how these differences 
are revealed when subject to different demands. First, we focus on each user attribute 
and present the impact on overall performance. Then, we look into device demand 
variations and observe how they affect participants’ effectiveness and efficiency. 
Hence, we will be able not only to call researchers and manufactures attention to 
individual differences but also to point out the demands that should be considered to 
promote inclusive design. 

4.1   Individual Differences 

Blindness Onset age had a positive low degree correlation with Task Errors (r=0.22, 
p<.05). It also had significant moderate correlation with Average Time (r=0.29, 
p<.01). The greater the age of onset, the less time and number of errors the users 
made. A relation between Time with Impairment and Average Time was also found. 
The bigger the Time with Impairment, the less Average Time the users took, as a mod-
erate negative correlation was found (r=0.37, p<.01). 

The user’s Education had an impact on the Task Errors (Χ2(2)=8.34, p<.01). More 
educated user’s made significantly fewer errors on the task proposed.    
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In terms of tactile sensitivity, Spatial Acuity had a significant effect on Average 
Time (Χ2(1)=4.204, p<.05). Participants with better spatial acuity (2mm) were faster 
than the remaining (Figure 4).  

Regarding cognitive ability, Spatial Ability did not impact the efficiency or the ef-
fectiveness of the volunteers. On the other hand, the Verbal IQ relation with Average 
Time and Task Errors had a significant effect (Χ2(2)=21.92, p<.01 and Χ2(2)=6.33, 
p<.05). The higher the Verbal IQ, less time the users took to press a button (Figure 4), 
while also committing fewer errors (Figure 5). Although Spatial Ability has not shown 
significant effects, the two cognitive abilities together had a significant influence on 
the outcome of the user’s performance (F3,122=5.63, p<.01).  

 

Fig. 4. Average Time for Spatial Acuity (left) and Verbal IQ (right). Error bars denote 95% CI. 

 

Fig. 5. Task Errors (average) for Verbal IQ (left) and Average Time for Spatial Ability and 
Verbal IQ (right). Error bars denote 95% CI. 

Looking at the relation of cognitive ability with tactile sensibility, a multiple factor 
analysis shows that the Verbal IQ and Spatial Acuity affected significantly the effi-
ciency and effectiveness of the participants (F1,124=4.20, p<.05 and F1,124=8.85, p<.01 
respectively). Figure 6 shows that for participants with the same Spatial Acuity, per-
formance improved with Verbal IQ increase. 
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Fig. 6. Average Time for each Verbal IQ and Spatial Acuity (left) and Task Errors (average) for 
each Verbal IQ and Spatial Acuity (right). Error bars denote 95% CI. 

4.2   Mobile Devices 

The analysis of the participants’ performance on each mobile phone shows that the 
number of errors and time varies across all devices (Figure 7). The analysis of vari-
ance shows that the devices’ attributes influence significantly the users’ efficiency 
(Χ2(9)=39.81, p< .01) and effectiveness (Χ2(9)=46.72, p< .01). 

 

Fig. 7. Average Time for each Mobile Device (left) and Task Errors (average) for each Mobile 
Device (right). Error bars denote 95% CI. 

If we look at each attribute by itself, all of them, with the exception of  Key Mate-
rial, had a significant effect on Task Errors (Χ2(1)=7.68, p< .01 for Key Size, 
Χ2(2)=13.26, p< .01 for Key Height, Χ2(2)=10.52, p< .01 for Key Spacing and 
Χ2(1)=7.28, p< .01 for Key Label). As we can see in Figure 8, the bigger and more 
pronounced the attribute was, fewer errors participants made.  

The relation of the attribute Key Height with Average Time was also significant 
(Χ2(2)=16.12, p< .01), as we can see on Figure 9. 

A multiple factor analysis between the different characteristics of the mobile de-
vices revealed a couple of significant pairs. The pair Key Size and Key Height had a 
significant effect on Average Time and Task Errors of the participants (F2,124=14.47, 
p<.01 and F2,124=2.84, p<.01 respectively). We can verify from Figures 9 and 10 that 
participants made by far most mistakes and took the longest time when interacting 
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with devices with a small Key Spacing and an average Key Size. It is also interesting 
to note that a better performance resulted from a higher Key Spacing between keys in 
conjunction with average Key Size, than with the opposite. 

 

Fig. 8. Task Errors (average) for each Key Size (top left), Key Height (top right), Key Spacing 
(bottom left) and Key Label (bottom right). Error bars denote 95% CI. 

 

Fig. 9. Average Time for Key Height (left) and for Key Size and Spacing (right). Error bars 
denote 95% CI. 

Key Height and Key Size had a significant effect on Task Errors (F2,124=3.28, 
p<.05). Figure 10 showcases this relation, where we can observe that the devices with 
an average Key Size but with a small Key Height resulted in poor effectiveness. It is 
also apparent that independently of Key Size, the smaller the Key Height was, the 
more errors participants made.  
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Fig. 10. Task Errors (average) for each Key Size and Key Spacing (left) and Task Errors (aver-
age) for each Key Size and Key Height (right). Error bars denote 95% CI. 

Other pair with significant impact on users’ Average Time and Task Errors was 
Key Label and Key Spacing (F1,125=17.13, p<.01 and F1,125=18.70, p<.01 respec-
tively). A small Key Label in conjunction with a small Key Spacing, resulted in more 
errors and longer time than any other case, as we can see in Figure 11. 

Lastly, Key Material and Key Height affected significantly (F1,125=19.40, p<.01) 
the number of errors made by the participants. Figure 11 shows that keys with a good 
Key Material do not have a clear benefit if they have a small Key Height, as the num-
ber of errors increased as the height of the keys decreased. 

 

Fig. 11. Average Time for each Key Spacing and Key Label (left) and Task Errors (average) for 
each Key Spacing and Key Label (right). Error bars denote 95% CI. 

 

Fig. 12. Task Errors (average) for each Key Height and Key Material. Error bars denote 95% CI. 
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5   Discussion 

Looking back to the aforementioned research questions: 

1. Does tactile sensitivity affect effectiveness/efficiency on a simple key acquisition 
task? 

Results showed that spatial acuity significantly affects the way the users acquire the 
keys. Users with less acuity take longer to explore the keypad and recognize the de-
sired keys. This is more visible in tactile-wise demanding devices (low key spacing, 
size and relief). No significant effect was found on Task Errors. However, this could 
be explained with the absence of pressure as no time limits were imposed. 

2. Does cognitive ability affect effectiveness/efficiency on a simple key acquisition 
task? 

Verbal IQ presented a significant effect both on users’ effectiveness and efficiency. 
The evaluations performed are suitable assessments both for attention and short-term 
memory. Indeed, these are abilities that are likely to change from one individual to 
another, particularly with age. Regarding spatial ability, no significant effects were 
found. This was expected as all participants were experienced with the keypad layout.  

3. Which keyboard demands have most impact on user performance? 

All the device characteristics analyzed showed to have influence on user performance. 
The devices present similar keypad layouts and the task is quite simple. However, 
differences were still found and, in some cases, dramatic. It is paramount to under-
stand each demand and its limits. Further, this understanding goes beyond accessibil-
ity and assistive technologies. Mobile devices are challenging for everyone, every 
now and then, and inclusive design should be promoted for every user’s benefit.  

4. Are individual differences worth considering on mobile interface design? 

Results showed that individual differences have an impact on user performance and 
hence they should be considered to improve effectiveness. As the tasks demands in-
crease, likely so will the differences between users. These differences are commonly 
so dramatic that exclusion is reached.  

6   Conclusions 

Individual differences among the blind have a great impact on the different mobile 
interaction proficiency levels they attain. General-purpose interfaces and assistive 
technologies disregard these differences. In this paper, we argue that both the users’ 
capabilities as the device demands should be explored to foster inclusive design. We 
presented a study with 13 blind people where different capability (particularly, atten-
tion and spatial acuity) levels showed to have a significant impact on key acquisition 
effectiveness and efficiency. It is noticeable that these differences are present even in 
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the simplest task. Furthermore, mobile device demands variations showed to have a 
wide impact on the user’s ability to interact, giving relevance to informed design. 

Next, we will relate low-level user characteristics with mobile interaction modali-
ties demands. In possession of a thorough characterization of how different users 
relate to different interaction modalities, we will derive a model that allows us to 
make predictions regarding the performance of particular user/modality pairs.   
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Abstract. Smartphones with touchscreen-based interfaces are increasingly used 
by non-technical groups including the elderly. However, application developers 
have little understanding of how senior users interact with their products and of 
how to design senior-friendly interfaces. As an initial study to assess standard 
mobile touchscreen interfaces for the elderly, we conducted performance meas-
urements and observational evaluations of 20 elderly participants. The tasks in-
cluded performing basic gestures such as taps, drags, and pinching motions and 
using basic interactive components such as software keyboards and photo view-
ers. We found that mobile touchscreens were generally easy for the elderly to 
use and a week’s experience generally improved their proficiency. However, 
careful observations identified several typical problems that should be ad-
dressed in future interfaces. We discuss the implications of our experiments, 
seeking to provide informal guidelines for application developers to design bet-
ter interfaces for elderly people. 

Keywords: Mobile, Smartphones, Touchscreens, Gestures, Aging, Elderly, 
Senior Citizens, User Evaluation. 

1   Introduction 

Mobile phones are filling essential roles in today’s societies both for the elderly and 
younger groups. The Ministry of Internal Affairs and Communications in Japan re-
ported that approximately 75% of people aged six or older had their own mobile 
phones in 2009 [1]. At the same time, more than 70% of people aged 60-69 and 40% 
of people aged 70-79 used mobile phones. 

It is known that senior citizens tend to use their mobile phones for relatively lim-
ited purposes (e.g., [2]). The limiting factors include hard-to-see displays, hard-to-
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press buttons, and hard-to-learn procedures. Special mobile phones for the elderly 
(such as the Raku-Raku Phone from NTT DoCoMo [3]) have been developed and are 
widely used, and they provide such features as simplified interfaces with larger but-
tons. However, their limited functionality may increase the digital divide between the 
older and younger generations. 

Touchscreen-based smartphones have the potential to address these problems. 
First, the finger-based intuitive interactions can be useful regardless of the age of the 
user. Second, touchscreen-based interfaces allow us to offer senior-friendly interfaces 
through software-level adaptations. Senior citizens can use the same hardware devices 
as younger people and also access online services and communities. This increases 
the social inclusion of the elderly, improving the quality of their lives and making a 
more sustainable society by benefiting from the power of senior citizens. 

The current penetration rate of touchscreen-based smartphones for the elderly is es-
timated to be low. However, in the next few years they are expected to become the 
majority of mobile phones, since many of the new mobile phones are smartphones 
and the major smartphone operating systems all support touchscreens. The market of 
smartphone applications for senior citizens is expected to grow due to the rapidly 
increasing numbers of elderly mobile phone users in developed countries. Our infor-
mal preliminary survey supports this expectation, indicating that at least some senior 
citizens, even those who usually feel hesitation about new technologies, were inter-
ested in the latest touchscreen-based smartphones and enjoyed using gestures on their 
screens. Given the explosive growth of mobile phones including smartphones (even in 
emerging countries [4]), senior-friendly smartphone applications will be strongly 
desired throughout the world. 

A major problem is that application developers currently have little understanding 
of how to design better touchscreen interfaces for elderly users since the de facto 
standards of basic operations on touchscreen-based smartphones, which consist of 
tapping, dragging, and pinching, have only been adopted in the last few years. We 
need frameworks and guidelines supported by empirical evidence to help develop 
senior-friendly interfaces. As an initial step, we need to know how the elderly interact 
with current touchscreen interfaces as a basis for the development of frameworks and 
guidelines. 

We observed and measured the actions of elderly people using touchscreen smart-
phones. Based on previous research on senior citizens’ use of traditional button-based 
mobile interfaces (e.g., [5][6]) and gesture-based commands on touchscreens (e.g., 
[7][8]), we focused on typical finger-based operations on standard devices to assess 
the practical use of mobile touchscreen interfaces. The goal of this study is to deter-
mine the trends and problems of mobile touchscreen interfaces that elderly users actu-
ally encounter. The tasks included: (1) controlling basic operations with gestures such 
as taps, drags, and pinching motions, for which we measured task completion times, 
analyzed their behaviors while making the motions, and asked about the users’ prefer-
ences; and (2) using interactive components operated with basic gestures such as 
software keyboards and photo viewers, for which we simply observed their behaviors 
and asked for user comments. Based on the quantitative and qualitative results, we try 
to provide informal guidelines for application developers to design senior-friendly 
interfaces. Our initial experiments also suggested future research directions and new 
experiments. 
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The remainder of this paper is organized as follows. First, in Section 2 we summa-
rize related work. Next we describe the methods of our experiments. Then we present 
the results of the performance measurements and review the observational analyses 
and the subjective feedback. We also discuss the implications of the experiments and 
possible future research. Finally, we summarize this work. 

2   Related Work 

Much research has been done to evaluate the usability for elderly people of desktop or 
laptop user interfaces [9][10]. Guidelines for designing accessible Web user interfaces 
for elderly people have been proposed [11]. In contrast, developing design guidelines 
for the elderly using such new interfaces as mobile terminals with touchscreen inter-
faces is ongoing work. Design guidelines for general touchscreen-based mobile inter-
faces have only recently been adopted and guidelines that consider elderly users are 
yet to be investigated [12]. 

There have been a number of user evaluation studies of touchscreen interfaces. 
Leonardi et al. designed a tabletop touch panel interface and found that the direct 
interaction metaphor was easy to understand and had a pleasing effect that attracted 
and motivated elderly participants in their study [13]. Lepicard et al. found two-
handed touchscreen input was difficult for elderly users [14]. Stößel et al. compared 
old users to young users in 42 different gesture inputs for touch surfaces and meas-
ured their speed and accuracy. They found that older users are a little slower but there 
was no significant difference in accuracy and suggested that older adults favor accu-
racy over speed [7]. 

Many studies of elderly users and mobile terminals have also been conducted. Seik 
et al. compared the performance using PDA applications between younger adults and 
older adults. Their results showed that both older and younger participants performed 
at the same level [5]. Darroch et al. examined the preferred font sizes on PDA 
screens, comparing older and younger adults. There were no significant differences in 
reading performance and accuracy between the older and younger adults, but the 
preferred size of the font was slightly larger for the older participants [15]. Kurniawan 
investigated the problems that older people face when using mobile phones and as-
sessed some characteristics of a mobile phone for the elderly [16]. Older people are 
relatively passive adopters with fears of the consequences of using unfamiliar tech-
nologies, such as reduced face to face communications, or of accidents caused by 
careless use, such as by talking while driving. They like functions that support their 
declining functional capabilities. 

Usability studies for new smartphones with touchscreen interfaces have just begun. 
Stone proposed a special free text input method for elderly people [17]. There have 
been some accessibility-related evaluations of mobile touchscreens for visually-
impaired or motor-impaired users [18][19]. Stößel et al. compared older users and 
younger users in how they interacted with touchscreens including multi-touch sys-
tems. They focused on symbolic gestures and direct manipulations. Their results 
showed that older users prefer direct manipulations. There were no age-related differ-
ences in direct manipulations, but considerable age differences in the use of symbolic 
gestures. Symbolic gestures are relatively more accepted by older users. Also, they 
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found no age-related differences in single-finger gestures, but younger users were 
more likely to use double-fingers gestures [8]. 

These studies give us valuable information regarding various perspectives of 
touchscreen interfaces for elderly people. However, few studies have focused on the 
up-to-date, de facto standard set of touchscreen operations, which consists of simple 
gestures such as tapping for selecting items, dragging for scrolling, and pinching for 
zooming. To derive general guidelines for designing senior-friendly interfaces on a 
common device, we assessed the elder's trends in performance and behaviors in the 
basic set of touchscreen operations. 

3   Methodology 

3.1   Participants 

Twenty elderly Japanese in their 60s and 70s (14 females and 6 males) were paid to 
participate in the experiments. Their profiles are summarized in Table 1. 

All of the participants had at least two years of prior experience with personal 
computers, except for one participant whose experience was not recorded (P15). 
Twelve of the participants had at least two years of prior experience with mobile 
phones, one was not a mobile phone user (P9), and two did not report their mobile 
phone experience (P1 and P15). Four of the participants had up to two years of ex-
perience with touchscreen-based mobile devices (P1, P4, P5, and P14). Given their 
relatively longer experience with traditional information technologies, the results of 
our experiments are expected to reflect the problems specific to mobile touchscreen 
interfaces rather than those due to the lack of general IT skills and knowledge. 

Only one participant was left-handed (P18), but she interacted with the touchscreen 
primarily with her right hand, as did all of the right-handed participants. Some stated 
that they had difficulties in their daily lives due to age-related problems with their 
eyes (P1, P4, and P9) or age-related hearing loss (P5). 

3.2   Apparatus 

We used an iPad (the “large device” with a 9.7-inch, 147.8×197.1 mm multi-touch 
screen with 768×1024 pixel resolution, weighing 680 g) and an iPod touch (the “small 
device” with a 3.5-inch, 49.3×74.0 mm multi-touch screen with 640×960 pixel resolu-
tion, weighing 101 g) running iOS 4.2 in the experiments. The large device was en-
closed in a case while the small device was used without a case. The experimental 
software described below was implemented as a native application for the small de-
vice running in the low resolution mode (320×460 pixels without a status bar at the 
top of the screen) at 163 ppi. On the large device, it was run in the small device emu-
lation mode (double size) at 66 ppi. We tested the small device as a representative of 
mobile devices that have similar size touchscreens. We included the large device in 
the experiments believing that the larger touchscreen would be especially helpful for 
the elderly participants, since they may have visual and motor limitations that would 
be eased by the larger screen. 

The participants sat on a chair in front of a table during the experiments. We asked 
them to hold the devices in a comfortable manner. As a result, the participants who 
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used a large device generally put it on the table while the other participants who used 
a small device generally held it with their left hands. 

3.3   Procedure 

The participants performed the series of experimental procedures twice, separated by 
one week, except for one participant (P11) who could not return for the second ses-
sion. Each session consisted of (a) performance measurements for gesture operations 
and (b) realistic uses of interface components. Each session took about two hours, 
including a post-experiment interview. During the one-week period, each participant 
was asked to practice the gesture operations using the experimental software at least 
once per day. They were also allowed to freely use the pre-installed applications. 

Performance measurements. Each participant was asked to perform four standard 
touchscreen operations: tapping, dragging, pinching without panning, and pinching 
with panning. Fig. 1 shows images of each task. 

Each tapping trial started when a target, a white rounded-square button, appeared at 
a random location on the screen. It ended when the target was successfully tapped, 
meaning the finger was briefly placed on and quickly removed from the target. For 
each trial, the target was randomly selected from three sizes: 30, 50, and 70 pixels. 
The target became blue as the finger was touching the target. Once a target had been 
dismissed, the next target appeared until the participant had completed 30 tapping 
trials. Before the timed trials, the participant was allowed to have some practice trials. 

We used 30, 50, and 70 pixels as the typical sizes of the keys in a software key-
board, general buttons, and icons on the home screen, respectively. We controlled the 
logical size in pixels, instead of the physical size, aiming to identify the problems that 
elder users may face in the actual use of standard mobile interfaces. 

Each dragging trial started when an image (200×200 pixels) appeared at a random 
location on the screen. It ended when the image was moved into the target using 
dragging motions. The target was a green square (also 200×200 pixels) with 20-pixel-
wide borders, which was always displayed at the center of the screen. The width of 
the borders of the target rectangle represented the tolerance, so errors up to 10 pixels 
in any direction were permitted for the final image location when the trial ended. The 
participants had some practice trials and 30 timed trials, just as with the tapping trials. 

Each pinching-without-panning trial started when a variable-size square image ap-
peared at the center of the screen. It ended when the image was adjusted to match the 
target by using two-finger pinching or spreading motions. The initial image was 50, 
100, 300, or 400 pixels. The target was the same 200-pixel target used in the dragging 
trials. The final image size could range from 190 to 210 pixels. The participants again 
had some practice trials but only 20 timed trials. 

Each pinching-with-panning trial started when a square image appeared at a ran-
dom location on the screen. It ended when the image’s size and location had been 
adjusted to match the same target rectangle. This required two-finger pinching and 
spreading motions and one- or two-finger dragging. The initial image sizes and the 
target size were the same as in the “without panning” condition. The participants 
performed some practice trials and 20 timed trials. 
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Fig. 1. Our experimental software was designed to practice and assess four standard touch-
screen operations: (a) tapping, (b) dragging, (c) pinching without panning, and (d) pinching 
with panning. The text, lines, and arrows are annotations, not displayed in the actual  
experiments. 

Realistic use. The participants were asked to use two standard interactive 
components: photo viewer and software keyboard. We chose these two components as 
representative of fundamental tasks in online communications: browsing and entering 
information. Also, they require the use of all of the tested gestures. First each 
participant was briefly shown how to use each component. Then they were asked to 
use the component for about 20 minutes with informal tasks such as finding photos 
that contain more than ten people and copying some printed reference sentences. We 
also briefly introduced them to some frequently used applications such as cameras, 
music players, e-book readers (for magazines and newspapers), and games. 

3.4   Design 

For the performance measurements, the device (large or small device) was a between-
participant factor, where P0-P9 used the large device and P10-P19 used the small 
device. The week (1 or 2) was a within-participant factor. Other within-participant 
factors included the target size for tapping tasks and initial size for pinching tasks. We 
measured the task completion time as the primary dependent variable. We also inves-
tigated the participants’ behaviors in depth and asked about their preferences. 

For the realistic use experiment, we observed the participants’ behaviors and then 
asked them for comments. 

3.5   Hypotheses 

Here are the main hypotheses we sought to test in this study: 
 

1. Basic touchscreen operations are easy for the elderly to perform without training. 
2. A week’s practice will improve the performance. 
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3. The simplest gesture, tapping, is the easiest to perform. 
4. Pinching with panning is the most difficult to perform because of its complexity. 
5. The larger screen is preferred and more efficient for tapping, because the targets 

are larger, but the smaller screen is better for dragging and pinching operations, re-
quiring smaller finger movements. 

6. For the interactive components, the participants face problems similar to those of 
traditional user interfaces, such as unclear instructions and unclear indicators of the 
current state. 

Table 1. Twenty senior citizens participated in the experiments. P0-P9 tested a large screen 
device while P10-P19 tested a small screen device 

Prior experiences 
# Age Gender 

Dominant
hand PC Mobile 

Touch-
screen 

Difficulties in 
vision/hearing 

P0 70s Female Right 10 years 6 years none - 
P1 70s Male Right 10 years - 1 year Vision 
P2 70s Female Right 10 years 6 years none - 
P3 70s Male Right 2 years 5 years none - 
P4 70s Female Right 10 years 5 years once Vision 
P5 70s Female Right 8 years 2 years 2 years Hearing 
P6 70s Male Right 15 years 3 years none - 
P7 70s Male Right 23 years 15 years none - 
P8 70s Female Right 6 years 3 years none - 
P9 60s Female Right 6 years none none Vision 

P10 60s Female Right 7 years 8 years none - 
P11 60s Female Right 10 years 10 years none - 
P12 70s Female Right 8 years 3 years none - 
P13 70s Male Right 10 years 5 years none - 
P14 70s Male Right 15 years 8 years once - 
P15 60s Female Right - - none - 
P16 60s Female Right 6 years 6 years none - 
P17 60s Female Right 15 years 10 years none - 
P18 70s Female Left 10 years 11 years none - 
P19 60s Female Right 10 years 5 years none - 

4   Basic Gesture Performances 

We found no significant effects on the task completion times due to the age, gender, 
dominant hand, prior experience, or difficulties in vision/hearing. This does not prove 
that these factors cannot affect the performance because we did not control for them 
in this experiment. Their precise effects or irrelevance should be assessed in future 
research. 

4.1   Taps 

Fig. 2 shows the average task completion times for tapping operations for each target 
size. For the first week, the average times were 0.77 seconds and 1.02 seconds for 
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large and small devices, respectively. For the second week, they were 0.72 seconds 
and 0.94 seconds. A week’s practice reduced the task completion times by 7% and 
9% for large and small devices, respectively. 

Analysis of variance showed significant main effects on the task completion times 
due to the device (F1,1158 = 14.43, p < .001) and the target size (F2,1158 = 28.81, p 
< .001). It also showed a significant interaction effect between the device and the 
target size (F2,1158 = 8.96, p < .001). There were no significant main effects of the 
week’s practice (F1,1158 = 1.12, p > .05). A post hoc analysis found that tapping 30-
pixel targets on the small device was significantly more difficult than the other condi-
tions. It took about twice as long to tap the 30-pixel target compared to the 50- or 70-
pixel targets. 
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Fig. 2. Tapping task completion times for each target size with standard errors before and after 
a week’s practice 

4.2   Drag 

Fig. 3 shows the average task completion times for dragging operations. For the first 
week, the average times were 2.09 seconds and 2.17 seconds for the large and small 
devices, respectively. For the second week, they were 1.59 seconds and 1.77 seconds. 
A week’s practice reduced the task completion times by 24% and 18% for the large 
and small devices, respectively. 

Analysis of variance showed significant main effects from the week’s practice 
(F1,1138 = 50.83, p < .001) and for the device (F1,1138 = 4.52, p < .05) on the task com-
pletion times. There were no significant interaction effects. 
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Fig. 3. Task completion times for dragging with standard errors before and after a week’s practice 

4.3   Pinching and Spreading without Panning 

Fig. 4 shows the average task completion times for zooming in and out operations for 
each initial image size. In the first week, the average times were 2.69 seconds and 
2.75 seconds for the large and small devices, respectively. For the second week, they 
were 1.92 seconds and 1.99 seconds. A week’s practice reduced the task completion 
times by 29% and 28% for the large and small devices, respectively. 

Analysis of variance showed significant main effects on the task completion time 
of the week’s practice (F1,753 = 100.15, p < .001) and from the initial size (F3,753 = 
20.87, p < .001). It also showed a significant interaction effect between the device and 
the initial size (F3,753 = 6.51, p < .001). There were no significant main effects of the 
device (F1,753 = 0.63, p > .05). A post hoc analysis found that spreading motions were 
more difficult than pinching motions, especially on the small device. It took 3.13 
seconds to zoom in to resize the image from 50 pixels to 200 pixels while it took only 
2.19 seconds to zoom out from 400 pixels to 200 pixels, even though the required 
amount of finger movement on the screen was larger for zooming out. Some partici-
pants commented that spreading (zooming-in) motions were more difficult than 
pinching (zooming-out) motions, reinforcing these results. 

4.4   Pinching and Spreading with Panning 

Fig. 5 shows the average task completion times for zooming with panning operations 
for each initial image size. In the first week, the average times were 4.57 seconds and 
5.01 seconds for the large and small devices, respectively. In the second week, they 
were 3.20 seconds and 3.60 seconds. A week’s practice reduced the task completion 
times by 30% and 29% for large and small devices, respectively. The times were 
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Fig. 4. Task completion times of pinching without panning with standard errors before and after 
a week’s practice 
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Fig. 5. Task completion times for pinching with panning with standard errors before and after a 
week’s practice 

approximately the total of the times for separately dragging and pinching without 
panning. This seems to confirm that the participants often used a 2-phase approach, 
where they first dragged the image to the center of the screen and then zoomed in or 
out to fit the target rectangle. 
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Analysis of variance showed significant main effects on the task completion times 
of the week (F1,738 = 76.71, p < .001), the device (F1,738 = 11.92, p < .005), and the 
initial size (F3,738 = 18.85, p < .001). It also showed a significant interaction effect 
between the week and the initial size (F3,738 = 5.09, p < .005). A post hoc analysis 
found that a week’s practice greatly improved the performance, especially for zoom-
ing in from 50 pixels to 200 pixels (6.38 seconds and 4.06 seconds for weeks 1 and 2, 
respectively). 

5   Observational Findings 

5.1   Why Is Tapping a Small Target So Difficult? 

To help explain why tapping 30-pixel targets showed much worse performance on the 
small device, Fig. 6 shows the locations where the participants actually touched in 
relative coordinates with respect to the target location. The average x-locations were 
off center by +12.9 (SD = 10.0) and +8.28 (SD = 24.2) pixels for Weeks 1 and 2, 
respectively. In contrast, the corresponding values for the y-axis were only +2.0 (SD = 
9.7) and +1.8 (SD = 31.2) pixels. The participants clearly tended to touch the right 
side of the target. The size and location of the target did not affect this tendency. The 
gap between intended and actual touch locations could be explained by the fact that 
all of the participants used their right hands to perform the operations. The gap in the 
(x, y) range was similar for the 50- and 70-pixel targets on the small device while it 
was smaller for the large device. The touch locations mostly ranged from (−25, −25) 
to (+25, +25). As a result, the 30-pixel targets frequently caused errors and increased 
the task completion times, while the larger targets had few errors. For 30-pixel targets 
on the small device, the error rate was 39%, where an error means the participant 
tapped the screen outside of the target at least once during the trial. This error rate was 
much worse than the acceptable 4% value used in most human-computer interaction 
(HCI) literature. The error rates were 6.5% and 5.6% for 50- and 70-pixel targets, 
respectively, on the small device. The respective values were 13.6%, 1.4%, and 1.7% 
for 30-, 50-, and 70-pixel targets on the large device. 

The distribution of touch locations also indicates why the performance was little 
improved after a week’s practice. As shown in Fig. 6, the variance of the locations in 
Week 2 was actually larger than in Week 1. Our observations and the participants’ 
comments showed that this was caused by a change in the participants’ error correc-
tion strategy. Due to the gap between the intended and actual touch locations, the 
participants often tapped outside the target and saw that nothing happened. In that 
case, in Week 1 they tended to tap the same place until they received the expected 
feedback. In Week 2, they seemed to change their strategy and tapped at different 
places, now being aware of the gap between the intended and actual touch locations 
and trying to correct for it. However, this strategy often resulted in an error by over-
shooting the target, especially for small 30-pixel targets on the small device (Fig. 7-a). 
In addition, we found another type of strategy change. In Week 2, some participants 
tried to vary the speed and pressure by slowing down or speeding up their finger 
movements if they failed to tap the target on the first attempt. The average contact 
times with the screen when tapping were 105 ms (SD = 43 ms) and 114 ms  
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Fig. 6. The distribution of touch locations relative to the location of the 30-pixel target on the 
small device before and after a week’s practice. The target area is shown as a rounded square. 
The participants tended to tap the right side of the target. The variation of touch locations was 
larger after the week’s practice. 
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Fig. 7. (a) Due to repetitive overshooting, a participant touched the screen 32 times to tap a 
small target (P12, Week 2). (b) Adding extra pressure (i.e., “pressing”) on the screen while 
tapping can cause an irregular trajectory (P13, Week 2). 

(SD = 76 ms) for Weeks 1 and 2, respectively. This increased-pressure strategy often 
caused other problems. First, an overly slow tap can be recognized as a “hold” opera-
tion by many applications. Second, exerting more pressure on the screen during a 
slow motion can cause the finger to draw a random path, which is then recognized as 
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a drag (Fig. 7-b). The low visibility of the visual feedback seemed to make these 
problems even worse, since a dynamic change of the target color was often obscured 
by the finger when tapping a small (30-pixel) target. Due to these factors, five of the 
participants (P7 who used the large device and P12, P13, P15, and P16 who used the 
small device) actually became slower after a week’s practice. 

5.2   Problems in Applications 

The problems with tapping small targets were frequently observed during the use of 
the practical interactive components. For example, the participants failed to tap the 
proper key on the software keyboard or failed in moving the cursor to a specific posi-
tion in a text input area. In addition, we found that the participants faced general user 
interface problems, which seem to be common with traditional user interfaces. 

First, the participants were often confused due to unclear instructions. A typical 
gesture-based interface on a touchscreen lacks textual labels and menus to show 
“what is possible with this application”. It also provides few explicit instructions for 
each gesture. Even though an interface is carefully designed so that it is natural and 
intuitive for users to control many of its functions, the participants tended to stick to 
the few functions that the experimenters had explained. They were sometimes con-
fused when they invoked an unexpected function with an unintentional gesture. A 
participant commented that he wanted standard menus as with a personal computer 
(PC). Though the participants were experienced PC users and familiar with standard 
QWERTY keyboards, they often could not find the backspace and shift keys on the 
software keyboard because those keys did not have the textual labels “Backspace” 
and “Shift”. 

The participants were also confused when an application has multiple modes with-
out an indication of the current mode. For example, the photo viewer provides multi-
ple thumbnail views such as by folder, by event, and by person, but it was difficult to 
tell which view was active. The software keyboard was more problematic. Since 
Japanese needs to input thousands of Chinese-related characters as well as characters 
using three alphabetic sets, Arabic digits, and symbols, the interface requires frequent 
mode-switching between predictive input [20], 5-touch input [21], and a QWERTY 
keyboard. The participants frequently lost track of their current mode, especially 
when another mode had a similar look-and-feel. One participant explicitly complained 
that there was no textual indication of the current mode. 

6   Subjective Feedback 

In contrast to our expectations, the participants commented that dragging and pinching 
were preferred and easier to do than tapping. In particular, most of the participants 
stated that dragging was the easiest operation to perform. They found that pinching was 
also easy, though some reported that pinching with panning was somewhat difficult. 

As regards the device, the tradeoff between the size and weight was mentioned. 
Many participants said that the large device was too heavy to carry while the small 
device was too small to read. Some female participants wanted a middle-sized, 7-inch 
device that would fit into their handbags. 
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When it came to applications, the participants wanted to use various types of appli-
cations, such as cameras and photo viewers, newspapers, e-books, and games. Many 
of them stated that they especially wanted smartphones when they had a few extra 
minutes, such as when riding the train. 

The participants frequently commented that using touchscreen interfaces was “en-
joyable”. For example: 

 
It is fun to flip through photos [in the photo viewer]. (P5) 
I want to do nothing but use this [a touchscreen]. (P14) 
 
These comments confirm the findings of previous research [22]. The enjoyability is 

one of the most important factors in encouraging the elderly to continue participating 
in society via information technologies. We need more investigation of the factors 
influencing why they enjoyed using these devices. Perhaps it is part of the nature of 
touchscreen-based interfaces or the participants were excited by using new devices. 

7   Discussion 

The experiments partly confirmed and partly rejected our hypotheses. The first hy-
pothesis was generally confirmed. The participants, even those who had never used 
touchscreens, performed the gesture-based operations reasonably well, except for 
tapping on small targets. The second hypothesis was partly confirmed. A week’s 
practice significantly improved the performance for dragging and pinching opera-
tions, though there were no significant effects for tapping. The third and fourth hy-
potheses were rejected. The participants stated that dragging and pinching were easier 
and more comfortable than tapping. Though some of them found that pinching with 
panning was a little difficult, their performance was not seriously hindered by the 
difficulty. The fifth hypothesis was partly confirmed. It was surprising that even for 
dragging and pinching, as well as for tapping, the larger screen outperformed the 
smaller screen, even though it required more than twice the amount of finger move-
ment on the screen. However it was reported that the device with the large screen was 
too heavy to carry and use outdoors. The last hypothesis was also confirmed. 

7.1   Design Implications 

Based on the experimental findings, we suggest these informal guidelines for applica-
tion developers seeking to design better interfaces for the elderly. 

Use larger targets (8 mm or larger in size). The elderly tend to make errors when 
tapping a small target, such as a 30-pixel button on a small screen. In the experiment, 
the touch locations were mostly distributed within 8 mm on the physical screen 
regardless of the device and the target size. Thus, interactive objects such as buttons, 
icons, and clickable text should at a minimum be larger than 8 mm. Note that some 
common components in the latest smartphone interfaces, such as keys in a software 
keyboard and a “back” button in the upper-left corner of a small device, conflict with 
this guideline. With targets located close to each other without spacing (e.g., software 
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keyboard), the size should be much larger to avoid invoking adjacent targets. This 
guideline confirms the result of previous work [23], which found that the speed and 
error rates were much worse when tapping buttons smaller than approximately 8 mm. 

Address the gap between intended and actual touch locations. The elderly tend to 
miss their intended targets due to parallax and the large contact area of each finger. 
Providing a calibration mechanism might be a solution. However, practical calibration 
is difficult because of the nature of handheld devices. Users frequently tilt and rotate 
their devices depending on their situations. Another solution might include providing 
appropriate visual feedback to indicate where the users touched the screen, even when 
they have missed all of the interactive targets. 

Consider using drag and pinch gestures rather than taps. The elderly tend to 
prefer dragging and pinching operations over tapping. This is a new finding that was 
not observed in an earlier experiment on multi-touch interactions for elder users [8]. It 
is also the opposite of the result for motor-impaired users [18]. Though applications 
need not avoid using drag and pinch operations, the application should provide 
instructions and clear visual clues to show which gesture invokes which function. 
Since typical functions invoked by dragging and pinching provide no visual clues, 
such as flipping and zooming photos, most participants in our experiment could not 
find those functions without guidance. 

Explicitly display the current mode. Some elderly users are less likely to notice 
changes of the modes and can become confused. Applications should avoid multi-
mode interfaces as much as possible. If a multi-mode design is needed, then there 
should be explicit feedback about mode-changes and a display of the current mode. 
The indicators of mode changes should be persistent and large, since the elderly users 
may fail to notice short alerts or small changes in the look-and-feel. Also, the 
feedback should be readable as they tend to have difficulty in interpreting the 
meanings of symbolic representations. 

7.2   Future Work 

A limitation of this study is that we did not have younger participants as a reference 
group. We focused on investigating how the elderly actually interact with mobile 
touchscreens and how practice improves their proficiency, as a first step towards 
guidelines and frameworks to develop senior-friendly interfaces. Hence in-depth 
analyses of aging effects were beyond our scope. An informal experiment we con-
ducted with two young participants (2 females, 24 and 31 years old), in which they 
performed touchscreen operations 3%-49% faster than the senior participants, indi-
cated that younger users interact more rapidly with touchscreen interfaces. However, 
the general trends were similar. For example, considering the result of previous re-
search [23], the minimal target size that a user can tap with good speed and accuracy 
seems to be around 8 mm for both younger and older people. Additional investigation 
of the similarity and differences between younger and older users in their perform-
ances, behaviors, and preferences would help in designing more universal interfaces 
that satisfy users of all ages. 
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In addition to the comparison with younger users' performance, more investigation 
is needed to understand the trends and problems we encountered. Are they caused by 
physical and cognitive disabilities such as attention and memory loss related to aging? 
How do the experiences with other technologies affect performance? A study with 
more control of the variables such as age, disability, and experience with technologies 
may discover clues towards more practical solutions for specific user groups. 

8   Conclusion 

We conducted performance measurements and observational evaluations to assess 
standard mobile touchscreen interfaces when used by the elderly. Our participants 
were 20 Japanese in their 60s and 70s. The tasks included (1) controlling basic opera-
tions with gestures such as taps, drags, and pinching motions and (2) using basic in-
teractive components such as software keyboards and photo viewers. The results 
show that touchscreen mobile interfaces are preferred and not too difficult to use, 
even by the elderly. A week’s practice significantly improved the performance in 
dragging and pinching, but did not significantly affect tapping. We identified several 
typical problems, such as mismatches between the user’s visual target and the touched 
position as detected by the sensor. We discussed the implications of the experiments 
on the design of better interfaces for the elderly and considered future research direc-
tions. This and future studies will provide the basis for the development of senior-
friendly user interfaces. 
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Abstract. The emergence of touch screen devices poses a new set of challenges 
regarding text-entry. These are more obvious when considering blind people, as 
touch screens lack the tactile feedback they are used to when interacting with 
devices. The available solutions to enable non-visual text-entry resort to a wide 
set of targets, complex interaction techniques or unfamiliar layouts. We propose 
BrailleType, a text-entry method based on the Braille alphabet. BrailleType 
avoids multi-touch gestures in favor of a more simple single-finger interaction, 
featuring few and large targets. We performed a user study with fifteen blind 
subjects, to assess this method’s performance against Apple’s VoiceOver ap-
proach. BrailleType although slower, was significantly easier and less error 
prone. Results suggest that the target users would have a smoother adaptation to 
BrailleType than to other more complex methods. 

Keywords: Blind, Braille, Mobile Devices, Text-Entry, Touch screens. 

1   Introduction 

Long are the days where mobile phones were considered a luxury, as they are now an 
integral part of our daily lives. Progressively more powerful, these devices allow an 
ever growing set of functionalities, meant not only for communication purposes, but 
also for productivity and leisure. Even though they are becoming increasingly ubiqui-
tous, they are still far from being accessible to everyone. Disabled target groups, such 
as blind people, still struggle with these visually demanding devices. 

The emergence and success of touch screen devices, which are gradually replacing 
the traditional keypad ones, can pose a daunting future to the blind, as several chal-
lenges arise. Interaction with touch screens is even more demanding from a visual 
standpoint, as familiar and more easily identifiable input methods, such as keyboards, 
are replaced by their virtual onscreen counterparts. The lack of tactile feedback and 
the physical stability offered by keypads can turn selection of targets much harder, or 
even render the blind user virtually lost. Besides the fact that these devices are usually 
devoid of physical buttons, the interface is constantly changing from screen to screen, 
depending of context, making it hard to navigate and access the desired content. 

The aforementioned problems make touch screen text-entry a major challenge for a 
blind person. Several single-touch, as well as multi-touch solutions, based on hitting 
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targets, gestures or a combination of both have been proposed to address this problem. 
Yfantidis and Evreinov [4] developed an interface based on simple unidirectional 
single-finger gestures, regardless of position, to select characters. Although this 
method eliminates the need to search for targets, it is very dependent on the gesture-
finger orientation, which can become troublesome since there is not a standard way to 
hold devices and maintain orientation as it was envisioned. Apple’s VoiceOver1 text-
entry solution, relies on a soft keyboard in which the users focus the desired key by 
touching it, and enters it by split-tapping or double tapping anywhere. On the strong 
side, it enables the blind user to input text similarly to a sighted person with a simple 
screen reading approach. On the other hand, VoiceOver typically uses a QWERTY 
soft keyboard layout, hence it features a large number of targets, making it difficult to 
find a specific letter especially if the user is not familiar with computer keyboards. In 
a similar fashion, Bonner et al. system No-Look Notes [1], also uses targets and selec-
tion through multi-touch techniques like split-tapping. However No-Look Notes 
minimizes the number of targets on screen by dividing it into eight sectors containing 
groups of characters, just like the standard 12-key phone keypad. Split-tapping one of 
these segments brings another screen, with the corresponding letters arranged in new 
segments, for the user to select the same way he did previously.  This solution im-
proves on some of VoiceOver’s problems, but still presents users with an unfamiliar 
and inconsistent layout, changing from a circular pie menu layout in the character 
group screen, to a vertical list in the character selection screen. Furthermore, the use 
of split-tapping among other gestures, as simple as they are, can be quite difficult to 
people with dexterity and coordination problems. 

In light of these problems, we present BrailleType, a single-touch text-entry system 
for touch screen devices. BrailleType allows the blind user to enter text as if he was 
writing Braille using the traditional 6-dot matrix code. The Braille system is simple 
yet powerful, as any character, including accentuated letters, can be made through the 
combination of six or less dots. BrailleType takes advantage of this knowledge to 
allow the user to input text, resorting to a single screen composed of 6 targets repre-
senting the Braille matrix. This paper details BrailleType as well as its evaluation 
through a user study with fifteen blind subjects. 

2   BrailleType 

The Braille system was devised by Louis Braille in 1825 as a method of writing and 
reading for blind people. Although its use is declining due to the use of electronic text 
in conjunction with assistive software such as screen readers, it is still a widely used 
method and paramount to the daily lives of blind people. 

Each Braille character or cell is represented by combinations of dots on a 3x2 ma-
trix (Figure 1). There are 63 possible combinations, making it possible to represent 
alphabet letters, accentuated letters, punctuation, numbers, mathematical symbols or 
even musical notes. 

The use of the Braille alphabet, common knowledge for many blind users, to en-
ter text on a mobile keypad device was already explored by Guerreiro et al. on 

                                                           
1 http://www.apple.com/accessibility/iphone/vision.html (Last visited on 07/04/2011). 
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BrailleTap [2]. In that system, the Braille cell was mapped to different keypad but-
tons (keys ‘2’, ‘3’, ‘5’, ‘6’, ‘8’ and ‘9’ on the mobile phone). Each press on those 
keys would fill the matrix with the corresponding dots, accepting the character 
through the press of another button (key ‘4’). 

 

Fig. 1. From left to right: the vowels: ‘a’, ‘e’, ‘i’, ‘o’, ‘u’ in Braille 

BrailleType comes as an adaptation of this approach to the now widely popular 
touch screen devices. Herein, the touch screen serves as a representation of the Braille 
cell, having six large targets representing each of the dots positions. These targets 
were made large and mapped to the corners and edges of the screen to allow for an 
easy search (Figure 2). Since they are also arranged accordingly to the known and 
expected Braille cell, the targets become spatially easy to find. 

  

Fig. 2. BrailleType main screen on the left (visual representation of the six target zones was 
added for illustration). Middle screen shows the letter ‘r’ marked and ready to be accepted. The 
image on the right shows a user writing the letter ‘r’ with BrailleType. 

In order to keep this system simple and undemanding, multi-touch techniques were 
avoided. All interactions with BrailleType are made through single finger input. 
Whenever a user presses or drags a finger to a new target, the corresponding dot 
number is audibly announced, but the target is not immediately selected. A small 
timer was implemented to prevent involuntary selections from the user. This timer can 
be easily configured, allowing for a more experienced user to decrease or eliminate 
the waiting time.  

To mark a dot in the Braille cell, the user must touch the desired target, and wait 
for an audio confirmation cue. Repeating the process on a dot already marked, would 
remove it and inform the user through audio feedback. After marking all the neces-
sary dots for a Braille character, in whichever order the user desires, a double-tap in 
any part of the screen accepts it. A space is made by entering an empty Braille cell. If 
the user tries to accept an incorrect combination of dots, the Braille matrix is cleared 
and an error sound is played. 

A swipe to the left clears the Braille cell if one or more dots were already marked 
or deletes the last entered character if the matrix was empty. 
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This method seeks to provide a less stressful first approach with touch screen de-
vices by reducing the number of onscreen targets. By reducing the number of errors 
and enabling the user to succeed, we augment their confidence to go farther. Also, we 
intend to take advantage of the capabilities of those who use Braille on a regular ba-
sis, but also enable those who do not to learn or maintain Braille usage through simple 
daily interactions (e.g., writing text messages).  

3   Evaluation 

We conducted a comparative evaluation of BrailleType and VoiceOver with the target 
population. On two sessions, one for each system, participants first learned how to use 
both text-entry methods and had the opportunity to interact and practice with them. 
After this tutorial, participants were asked to write a set of sentences and end the 
session with a brief questionnaire. Any input made by the users during the evaluation 
was logged for later analysis. We focused both on the efficiency and effectiveness of 
the participant’s writing, through the analysis of WPM and MSD error rates metrics. 

3.1   Participants 

Fifteen blind people (light perception at most) were recruited from a formation centre 
for the visually impaired. The evaluations took place in a quiet office room of this 
center. The participant group was composed of 10 males and 5 females, with ages 
ranging from 24 to 68 years old (averaging 45).  

With more or less difficulty, the entire target group, with the exception of two sub-
jects, writes text messages on their mobile phones with the help of screen readers. 
These two participants did not have mobile phones with screen readers and stated that 
they had never written a text message, restricting the phone use to placing and receiv-
ing calls. In terms of touch screen devices, only one user had made contact with this 
technology previously. 

All of the participants knew the Braille alphabet and had had previous contact with 
a computer keyboard, thus being familiar to some extent with the QWERTY layout. 

3.2   Material 

For this experimental task we used the Samsung Galaxy S touch screen device, which 
runs on Google’s operating system Android. This device has a 4 inch capacitive touch 
screen with multi-touch support, and although the screen does not occupy the entire 
device, since it has upper and bottom non-touch sensitive zones, no tactile upper and 
bottom boundaries were created.  

BrailleType and a text-entry method identical to VoiceOver, in both keyboard lay-
out and interaction methods, were implemented as Android applications. All audio 
feedback was given using SVOX Classic TTS. An application to manage both text-
entry methods, user sessions and sentences required to type was also implemented. 
This application informed which sentence to type and logged all the participants’ 
interactions (focus and entry), so it could be analyzed afterwards. 
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3.3   Procedure 

This user study was composed of two sessions per user, each one focusing on one of 
the two text-entry methods, BrailleType and VoiceOver. The order in which the ses-
sions were undertaken was decided randomly to counteract order effects. 

In both sessions, with the help of the experimenter, participants started by learning 
the system and interacting with it for a minimum of 10 minutes and a maximum of 15 
minutes. Each possible action was exemplified and taught to the participants and, as 
they trained, they were encouraged to ask questions and allay all doubts. If by the end 
of 15 minutes the participant was unable to write his name or a simple, common four-
letter word, the evaluation was not continued. For the BrailleType method, two differ-
ent timeout values for target selection were used. An introductory one of 1250 ms 
after entering the target zone, and a second one of 800ms. This last value was set 
when the experimenter felt the participant was confident enough and understood the 
basic actions of the method. All participants performed the test with the second value. 

After the practice phase, participants were instructed to write a set of sentences as 
fast and accurately as they could, without the need to put any accentuation or punctua-
tion. Each trial consisted of 5 phrases, each with 5 words with an average size of 4.48 
characters. These sentences were extracted from a written language corpus, and each 
one had a minimum correlation with the language of 0.97. The sentences’ selection was 
managed by the application and randomly presented to the user to avoid order effects.  

All focused and entered characters were registered by the application during the 
evaluation. Since we wanted to focus on the number of errors participants made, the 
option to delete a character was locked. If a participant made a mistake or was unable 
to input a certain letter, she/he was told not to worry and simply carry on with the 
next character. It was made clear to all participants that we were testing the system 
and not their writing skills. When participants finished each sentence, the device was 
handed to the experimenter to load the next random sentence and continue with the 
evaluation. All sentences were read aloud by the experimenter and then repeated by 
all participants to ensure that they understood them correctly. 

After writing all 5 test phrases, the session ended with a brief questionnaire to col-
lect the participants’ opinions on the text-entry method. All these steps were repeated 
for both techniques. 

4   Results 

Our goal in this study was to assess, in an exploratory evaluation, how BrailleType 
stands against a VoiceOver alike solution, in regards to speed, accuracy and preference.  

4.1   Text-Entry Speed 

Concerning speed, we used the WPM text entry measure, calculated as (transcribed 
text – 1) * (60 seconds / time in seconds) / (5 characters per word) [3]. Time to input 
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each sentence was measured from the moment the first character was entered to the 
last. Figure 3 shows the performance of each participant, speed wise, on both meth-
ods. Some participants had similar WPM on both methods, but VoiceOver was gener-
ally faster, with an average of 2.11 WPM against BrailleType’s 1.45 WPM. 
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Fig. 3. WPM (average) for each participant on each system 

Participants 8 and 9 after the 15 minutes of the practice session were still strug-
gling with the VoiceOver alike method, so they did not perform the test. Given the 
normality of the data (according to the Shapiro-Wilk test), a One-way ANOVA was 
applied to confirm that VoiceOver-alike was significantly faster than BrailleType 
(F1,143=43.15, p<.001).  

Both methods’ WPM increased from sentence to sentence, however BrailleType’s 
showed a larger improvement, with an increase from the first sentence to the last of 
46.15%, against the VoiceOver’s alike smaller 29.4%. 

4.2   Text-Entry Accuracy 

To measure accuracy, the MSD Error Rate was used, calculated as MSD 
(presentedText,transcribedText) / Max(|presentedText|,|transcribedText|) * 100 [3]. 
Since the data did not present a normal distribution, the non-parametric Friedman Test 
was used. The VoiceOver alike method, with an average MSD error rate of 14.12% 
against BrailleType’s 8.91%, was significantly more error prone (X2 (1)=81.94, 
p<.01). This difference can be observed on Figure 4, where the majority of partici-
pants made fewer errors with BrailleType. In terms of progress along the five test 
sentences, results showed that when using BrailleType participants made between the 
first and the last phrase 5.42% less errors, while with the method identical to Voice-
Over 6.7% less errors. Even though the last one had a slighter better performance 
increase, it still showed on average, almost twice as much errors as BrailleType (9.7% 
against 5.2%).  
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Fig. 4. MSD Error Rate (average) for each participant on each system 

4.3   Users’ Feedback 

Upon finishing each session, participants completed a small questionnaire about the 
text-entry method. This questionnaire was composed of a five-point Likert scale with 
four sentences and an open question about the perceived difficulties and general opin-
ion on the method. Table 1 shows the participants’ ratings to both methods. 

Table 1. Questionnaire results for each system (Median, Inter-quartile Range). The ‘*’ indi-
cates a statistically significant response. 

 Easy to com-
prehend. * 

Easy to use. * 
Quickly write 
text. 

Would use this 
system. 

BrailleType 5 (0) 5 (1) 3 (1) 3 (2) 

VoiceOver 4 (2) 4 (2) 4 (3) 3 (1) 

 
Users strongly agree that BrailleType is much easier to understand and to use than 

a system identical to VoiceOver (X2 (1)=4.72, p<.05 and X2 (1)=4.92, p<.05 respec-
tively). Even though BrailleType was significantly slower in the tests, the partici-
pants’ opinion is that they can write almost as fast as they do on VoiceOver’s alike. 
However, the fact that BrailleType is a slower system weighted on the response to 
whether they would use the system, as the VoiceOver method was marginally pre-
ferred. In terms of perceived difficulties, the major complaint about the system identi-
cal to VoiceOver was that keys were too small and close to each other, making it hard 
to select and enter the intended letters. Another problem worth mentioning is that 
most users made involuntary errors due to split-tapping, as they would accidently 
touch/rest fingers on the screen and enter unwanted letters. BrailleType was touted as 
a simple and easy system but slow. Most users wanted to select targets faster, which 
sometimes resulted in errors as they would not wait for the confirmation cue and 
continue without actually selecting them. 
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5   Conclusions and Future Work 

As we move towards a future where touch screen devices threaten to replace their 
keypad counterparts, an effort to make them accessible to everyone is paramount. 
Blind people, in particular, have an added difficulty due to the absence of tactile feed-
back. Available solutions feature unfamiliar layouts, many targets/sub screens and/or 
multi-touch gestures, which although appear to be simple, can still be quite tricky to 
accomplish by many people. 

BrailleType tries to overcome these limitations by featuring a familiar layout, the 
Braille cell, with few and larger targets. This approach proved to be slower than 
VoiceOver’s approach. This does not come as a surprise since the presented method 
features timeouts and requires multiple inputs per character. On the other side, users 
commit far fewer errors with BrailleType. The large number of soft keys along with 
the difficulty in split-tapping, a keyboard layout with small and close targets, and 
errors due to involuntarily touching the screen with multiple fingers were the main 
reasons to this difference. These difficulties reached a pinnacle with two of the par-
ticipants who were unable to write their names or a simple four-letter word, after the 
practice session with the help of the experimenter. 

BrailleType showed promise by being an easy to comprehend, simple to use, albeit 
slower, text-entry method. As Braille is being less practiced due to new technologies, 
BrailleType could bridge these two worlds and reach out to people who would nor-
mally shy away from these devices due to unfamiliar concepts, while giving others an 
incentive to use Braille, as it should not be forgotten.  

As future work we intend to delve further into the target selection process and test 
the method with progressively smaller timeout intervals or completely remove them, 
as we believe BrailleType can be a much faster method while keeping the errors to a 
minimum. A long term study with the target users will be fundamental to understand 
the impact of experience and the full potential of this eyes-free method.  
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Abstract. Although tools and design guidelines exist to make web sites acces-
sible, a majority of web sites continue to be inaccessible. When a web site of-
fers special prices that are available only on the web site (not the physical 
store), and the web site itself is inaccessible, this can lead to discriminatory 
pricing, where people with disabilities could end up paying higher prices than 
people without disabilities who can access the web site and take advantage of 
the online-only prices. This research examined whether 10 of the top e-
commerce web sites which offer online-only price specials are accessible. The 
results revealed that there were multiple categories of accessibility violations 
found on all of the evaluated web sites.  

Keywords: discrimination, web accessibility, disabilities, e-commerce. 

1   Introduction 

Web accessibility is the concept of making sure that web sites can work properly for 
users with disabilities that are using alternative input or output devices, such as screen 
readers or adaptive keyboards. Typically, for a web site to be accessible, it must fol-
low a set of design guidelines, such as the web guidelines from Section 508 (U.S. 
Law), or the Web Content Accessibility Guidelines (WCAG) from the Web Accessi-
bility Initiative (WAI). Other countries also have legislation that relates to web site 
accessibility, including the Equality Act in the U.K. [6], Act on Equal Opportunities 
for Disabled Persons in Germany [4], and the Disability Discrimination Act in Austra-
lia [1], to name a few. 

Although tools and design guidelines exist to make web sites accessible, a majority 
of web sites continue to be inaccessible. Various authors have documented how  
U.S. federal and state government web sites, university web sites, airline web sites,  
e-commerce sites, and employment web sites continue to be inaccessible 
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[5],[7],[8],[8],[10]. However, there is an additional problem: web site inaccessibility 
often leads to other unwanted societal effects, such as pricing discrimination. A pre-
vious study documented that, when airline web sites are inaccessible, people with 
disabilities must use the airline call center, which can lead to the individual paying a 
higher airfare (even though that is against the law) [11].  

For many stores, there are two components to the enterprise: the physical, brick 
and mortar store, and the online, e-commerce site. These two components are often 
tightly integrated (for instance, stores such as Wal-Mart allow a customer to order 
from the web site and  have an item shipped to a local store), but many e-commerce 
sites offer special web-only prices which are not available in the physical store or 
over the phone. When a web site offers special prices that are available only on the 
web site, and the web site itself is inaccessible, this can lead to discriminatory pricing. 

2   Research Methodology 

There were two components to this research: stage one was determining which large 
stores have both physical and online components and offer special web-only prices, 
and stage two was evaluating those web sites for accessibility. The 50 largest e-
commerce sites in the U.S. according to [2] were narrowed to 41 sites which had both 
physical stores and e-commerce sites (the other nine e-commerce sites, such as Ama-
zon.com and Zappo’s, had no physical counterpart). Next, those 41 web sites were 
examined to determine which sites had web-only special prices using the following 
five-step process:  

 
1. Examined a few items, to see if there was a separate online-only price. 
2. Searched for a “hot deals” (or something similar) section on the web site, and 

checked for online-only deals. Checked if there are any flyers or deals located 
only in a local area (if a zip code is required). 

3. Searched the e-commerce site’s search engine using the phrase “online only.” 
4. Searched using Google advanced search, set to the domain of the e-commerce 

site, and the exact phrase “online only” (because many web site search engines 
are actually product search engines, not keyword search engines). 

5. Signed up for an email mailing list for specials, and monitored for a week to 
determine if any web-only specials were sent out.  
 

After evaluating for online-only prices or specials, it was determined that the 10 larg-
est stores that had online-only prices (in order, starting from the largest) were: Sta-
ples, Office Depot, OfficeMax, Sears, BestBuy, Costco, Victoria’s Secret, Macy’s, 
Gap Direct, and Neiman-Marcus. To evaluate the accessibility of the web sites during 
stage two, expert inspections were conducted (with multiple, independent evaluators 
for each web site) using a screen reader, since this is considered to be the most effec-
tive form of accessibility evaluation for compliance with standards [12] and most 
accurate when multiple evaluators inspect the same web site [10].  

The expert evaluations were conducted during November and December 2010 by 
utilizing the web site accessibility standards of Section 508 (1194.22) of the U.S. 
Rehabilitation Act, which involve 16 guidelines, which are referred to as paragraphs 
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“a” through “p” [14]. The expert evaluation process was guided by the “Absolute 
Minimum Accessibility Inspection” which has been used effectively in other accessi-
bility evaluations [10]. Each “paragraph” of the Section 508 guidelines is considered 
to be weighted equally, and the existence of a paragraph violation for a web site was 
recorded. Each web site was individually evaluated by a minimum of four individuals 
without disabilities (due to the total number of evaluators involved, some web sites 
received five evaluations). All evaluators then met, discussed their individual evalua-
tions, and compiled one meta evaluation, which typically has a higher level of validity 
than only one evaluation [13]. Table 1 is a summary of the Section 508 guidelines 
with the associated “paragraph” letters. 

Table 1. Summary description of the 16 paragraphs of the U.S. Section 508 web guidelines 

Paragraph Summary Description 
A Text Equivalent (have a text equivalent for any graphical elements) 
B Synchronized Equivalent Alternatives (have captioned video, transcripts of 

any audio, or other alternatives for multimedia) 
C Use of Color (color should not be used as the only method for identifying 

elements of the web page or any data) 
D Organization (style sheets are encouraged, but users should still be able to 

utilize a web page when style sheets are turned off) 
E, F Redundant Text Links on Server-Side Image Map and (f) Client-Side Image 

Maps (redundant clickable links for server-side image maps, and accessible 
client-side image maps are preferred) 

G, H Row and Column Headers (use appropriate headers and markup to allow easy 
navigation of a table) 

I Frames (title all frames and label all frames for easy identification and naviga-
tion, e.g., use “navigation” “main content” and “search” rather than “top” or 
“bottom”) 

J Screen Flicker Frequency (limit or eliminate the use of flickering, which can 
provoke seizures) 

K Text-Only Page Default (if a web page cannot be made accessible, provide an 
equivalent text-only page, and make sure it is kept up to date) 

L Scripting Languages (make sure that equivalents for any non-accessible script-
ing are included, e.g., for those who are not using pointing devices) 

M Linked Plug-In or Applet (if any plug-ins are required, make sure to provide a 
link to an accessible version of the plug-in) 

N Online Electronic Forms (all forms must be properly labeled and accessible) 

O Method to Skip Repetitive Navigation Links (all web pages should have a link 
which allows a user to skip directly to the main content, bypassing any site 
navigation information) 

P Alerts on Timed Responses (if any page responses are timed, the user should 
be given the opportunity to indicate that more time is needed) 

3   Results 

The accessibility evaluations of these web sites revealed that all 10 web sites violated 
at least one paragraph of the Section 508 guidelines, with an average of three  
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paragraphs violated per web site. The variety of violations ranged from OfficeMax 
violating only paragraph a (alternate text equivalent) to Costco violating five para-
graphs (a, d, h, i, and o). Staples violated paragraphs a, b, and m with buttons and 
images that did not have alternate text and flash content without an alternative. An 
example of the impact this could have on pricing was that the Staples “Cyber Mon-
day” links were not accessible. OfficeDepot also violated the same three paragraphs 
for similar reasons, and a promotional video lacked transcripts or captioning. Office 
Max violated only paragraph a (lack of text equivalent for some of the graphical ele-
ments on the site). Sears violated paragraphs a, b, and o with lack of alternate text, no 
method of skipping repetitive navigational links and the lack of transcripts or caption-
ing for a promotional deals video. 

BestBuy violated paragraphs a, b, f, and m with the lack of alternate text, a flash 
video with no alternative way to reach or read the content, and no links to the required 
plug-in. An example of the impact that this could have on pricing discrimination is the 
“deals” section that cannot be accessed without the use of a mouse on the BestBuy 
web site as illustrated in Figure 1. 

 

Fig. 1. Screenshot of the deals section on the BestBuy web site which cannot be accessed by 
the keyboard alone 

Costco had violations in five paragraphs (a, d, h, i, and o), and those violations in-
cluded the lack of functional skip navigation links, poor alternate text, lack of func-
tionality without the style sheet, and frames and tables that were not labeled or poorly 
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labeled. Victoria’s Secret violated paragraphs a and o, with lacking alternate text and 
a method to skip repetitive navigational links. The Macy’s web site violated para-
graphs a, b, and l with lack of alternate text, inaccessible videos, and a script to dis-
play a promotional code that was not accessible with a screen reader.   GapDirect 
violated paragraphs a, l, m, and n with lack of alternate text, inaccessible scripting, no 
link for the flash plug-in, and unlabeled form fields. Neiman-Marcus violated para-
graphs a, n, and o with lack of alternate text on images and buttons, forms with incor-
rect labels, and no link to skip repetitive navigational links. Table 2 shows the results 
of which web sites violated which paragraphs of the Section 508 guidelines. 

Table 2.  Results of Violations of the Section 508 Guidelines 
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     x     
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       x x  

m) Applets/Plug-ins x x   x    x  

n) Forms         x x 

o) Skip navigation    x  x x   x 

p) Timed response           

Total Categories 

Violated 

3 3 1 3 4 5 2 3 4 3 
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4   Conclusion 

Companies must pay careful attention to the accessibility of their interfaces, particu-
larly so that all individuals are provided equal access to all content. If people with 
disabilities cannot access pricing “deals” or “specials” on e-commerce web sites, it 
could lead to pricing discrimination. Discrimination against an individual on the basis 
of disability is clearly against the law in many countries. In the U.S., the 2007 court 
case involving Target.com [3] illustrated the necessity for businesses to pay closer 
attention to web site accessibility.  

Individuals involved in designing or maintaining these interfaces must carefully 
design to standards, such as WCAG. WCAG (Web Content Accessibility Guidelines) 
form the basis for web accessibility policies throughout the world, including Section 
508 in the U.S. One example of how the accessibility violations discovered in this 
study conflict with WCAG is seen in WCAG 2.0 Principle 2, which specifies that 
interfaces must be navigable through a keyboard interface [15].  

Some basic recommendations that can significantly improve the accessibility of a 
web site can be derived from either WCAG or other regulations, such as Section 508 
in the U.S. (recall Table 1). WCAG 2.0 summarizes its guidelines by an interface 
being perceivable, operable, understandable, and robust [15]. Perceivable means that 
an interface must provide alternatives for the types of media that are presented, 
whether inherently visual, auditory, or haptic. Operable means that all users can read 
and use the content, even from a keyboard alone. It also means that users should have 
enough time to read content, be easily able to know where they are, and be confident 
that the design of an interface will not inherently cause a seizure. Understandable 
means that content should be readable and easy to understand, have predictable opera-
tion, and assist users with avoiding and correcting mistakes. Robust means that an 
interface should be able to be accessed regardless of the technology used to access it, 
including assistive technologies [15].  

Policymakers and those responsible for enforcing current laws (including civil 
rights legislation) should be aware of the impact that web inaccessibility can have on 
the civil rights of individuals with disabilities. Following guidelines such as WCAG 
and performing regular evaluations on the accessibility and usability of an interface, 
involving users with disabilities, accessibility experts, and automated evaluation tools 
will help to prevent possible discrimination problems, such as the ones discussed in 
this study. More research needs to be done on how inaccessible web sites can lead to 
unwanted and possibly illegal actions such as pricing discrimination, employment 
discrimination, and societal exclusion.  
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Abstract. Brain-computer interfaces (BCIs) have widely been used in medical 
applications, to facilitate making selections. However, whether they are suitable 
for recreational applications is unclear as they have rarely been evaluated for 
user experience. As the scope of the BCI applications is expanding from medi-
cal to recreational use, the expectations of BCIs are also changing. Although the 
performance of BCIs is still important, finding suitable BCI modalities and in-
vestigating their influence on user experience demand more and more attention. 
In this study a BCI selection method and a comparable non-BCI selection 
method were integrated into a computer game to evaluate user experience in 
terms of immersion and affect. An experiment with seventeen participants 
showed that the BCI selection method was more immersive and positively af-
fective than the non-BCI selection method. Participants also seemed to be more 
indulgent towards the BCI selection method. 

Keywords: Brain-computer interfaces, affective computing, immersion, games. 

1   Introduction 

A brain-computer interface (BCI) can be described as a communication link between 
the brain and the machine. In a BCI system, signals from the brain are analyzed to de-
termine the user’s state of mind or intentions, which in turn can be translated into ac-
tions [9]. BCI systems have been applied for medical use to help disabled users by 
giving back mobility [8] and breaking the isolation of people with physiological dis-
orders [7,11]. 

As successful applications of BCIs become news and commercial BCI input de-
vices become publicly available, BCIs are finding their way into recreational use. 
However, as the scope of BCI applications is expanding from medical to recreational 
use, the expectations for BCIs are also changing. Currently they are unable to meet 
the high performance and accuracy of existing input modalities such as mouse and 
keyboard, and are therefore unfit as replacement. Instead they should be seen as  
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separate modalities which can be used beside, or in combination with, existing input 
modalities [17]. However, using BCI as input modality still comes with many chal-
lenges. Where increasing the performance of BCIs has always been an important goal 
for medical studies, the way they are applied as modalities and the influence they 
have on the user experience is becoming more and more important for recreational 
BCI applications. 

Whether BCIs are suitable for recreational applications is as yet unclear as they 
have rarely been evaluated for user experience. They may turn out to be valuable ad-
ditions for recreational applications such as games which are developed to be chal-
lenging and enjoyable. Moreover the inaccuracy of BCIs can become a challenging 
factor in games. As gamers love working with new technologies, are capable of adapt-
ing quickly to a new environment and are used to the concept that games have to be 
mastered [16], they may be more indulgent towards BCI modalities. 

The purpose of this study was to evaluate a BCI system for user experience in the 
terms of affect and immersion. As making selections is an important aspect in many 
games and BCIs are frequently used to make selections, a BCI selection method was 
used in this study. One of the most frequently used brain signals in BCI systems to 
make selections is the steady-state visually evoked potential (SSVEP) [1]. In most 
cases SSVEPs are triggered by presenting a modulated visual stimulus with a periodic 
signal, usually at frequencies above 5 Hz, to a user. The periodic signal of the stimu-
lus can then be traced back in the measured brain signals which are mostly recorded 
from the occipital region of the scalp [23]. The power of an SSVEP only covers a nar-
row bandwidth matching that of the stimulus [15]. This makes them relatively easy to 
detect, which is why the BCI selection method used in this study was based on 
SSVEP. The BCI selection method and a comparable non-BCI selection method were 
integrated into a computer game where both introduced a challenge factor. As the BCI 
selection method would be able to directly translate the user intentions into in-game 
actions, it was expected that it would enrich the user experience in terms of immer-
sion and affect. 

How immersion and affect can be influenced by input modalities will be explained 
in the background in section 2. The BCI and non-BCI selection methods and how they 
were integrated in a game will be described in section 3. In section 4 the experimental 
setup and how both selection methods were evaluated will be explained. After this, 
the results of the experiment will be reported, followed by the discussion and the  
conclusion. 

2   Background 

2.1   Immersion 

Immersion has meaning in various contexts, such as while reading a book, watching a 
movie or playing games. Whether the term is used consistently in these contexts is 
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unclear. However, for playing games there seems to be a shared concept of immersion 
among gamers [4]. Immersion in games is often accompanied by high levels of con-
centration, losing track of time and empathy.  

In a study by Brown et al. [4] an attempt was made to define immersion within 
games. In their study they examined the concept of immersion experienced by  
gamers. Their results indicate that immersion is not just a static experience, but has 
different levels of involvement. They defined three levels of involvement: engage-
ment, engrossment and total immersion. They also state that to reach a certain level of 
immersion, a number of barriers must be crossed. Some of these barriers are related to 
human characteristics, such as personal preferences, empathy and the will to invest 
time and attention. Others are related to the construction of the game such as the 
graphics, a plot and atmosphere. However, to reach a state of total immersion an im-
portant barrier to take is related to the controls. Through them gamers translate their 
intentions into in-game actions [19] and virtually controls should become invisible to 
the gamer. As intentions originate from the brain, users first need to translate their in-
tentions into real world actions to handle the controls. Even if these real world actions 
become virtually invisible for the user, they still need to be performed. Using a BCI to 
detect intentions may allow them to be translated directly into in-game actions, mak-
ing the real world actions redundant. 

In a study by Jennett et al. [12] immersion in games was further investigated. They 
identified five factors of immersion: cognitive involvement, real world dissociation, 
emotional involvement, challenge and control. As in the study of Brown et al., some 
factors were related to human characteristics (cognitive involvement, real world dis-
sociation and emotional involvement) and others were related to the construction of 
the game (challenge and control). To measure these factors, as well as the total im-
mersion, they developed a questionnaire which was also used in this study to measure 
the immersion while using the BCI and non-BCI selection methods. 

2.2   Affect 

Affect can be referred to as experiencing emotions and has some overlap with immer-
sion [12]. It has a large impact on how well users are able to perform tasks and how 
they respond to possible usability problems. According to Norman [18], a more posi-
tive affect causes users to be more indulgent towards minor usability problems. Al-
though there are many dimensions associated with affect, according to Picard [20] the 
three most commonly used dimensions of emotion are valence, arousal and domi-
nance. Picard also notes that the valence and arousal dimensions are critical in recrea-
tional applications. 

Bradley et al. [3] developed a questionnaire, the the self-assessment manikin 
(SAM), to measure emotional responses in these three dimensions. In Fig. 1 some 
emotions associated with valence and arousal can be seen. Integrating the selection 
methods into an enjoyable, challenging and task oriented environment, such as a 
game, should result in a more positive affect in terms of valence and arousal which 
will aid users to overcome the inaccuracy of the selection methods. 
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Fig. 1. Emotions in the valance and arousal space 

3   Selection Methods 

To measure the effects of the BCI and non-BCI selection methods on the user experi-
ence in terms of immersion and affect, the selection methods were integrated into a 
simple game. The game, called Mind the Sheep!, offered the players an enjoyable, 
challenging and task oriented environment. 

3.1   Mind the Sheep! 

Mind the Sheep! consists of a playground representing a meadow on which a few ob-
stacles, such as fences, gates or trees are placed. There are three dogs in the play-
ground which are controlled by the player. Depending on the objectives of a specific 
level, the playground can be populated with a number of sheep or collectibles. A 
screenshot of the game can be seen in Fig. 2 with ten white sheep and three black 
dogs. The goal of the game is to gather all sheep into a pen or gather all collectibles as 
quickly as possible using the three dogs. Players can use one of the selection methods 
to select one of the three dog. 

To move a dog, players point at any location on the playground with the mouse and 
start the current selection method by pressing the left mouse button. As long as they 
hold down the mouse button the selection method continues to be operative thereby 
increasing the accuracy of the selection method. Releasing the mouse button stops the 
selection method and one of the dogs is moved to the location indicated by the player. 
When players indicate a position unreachable for the dogs, the instruction is ignored. 
As the accuracy of the selection methods increase over time, there is a trade-off be-
tween accuracy and speed. It also requires users to multi-task as they need to concen-
trate on a dog and keep an eye on the sheep at the same time. 
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Fig. 2. Screenshot of Mind the Sheep! with three black dogs and ten white sheep. The pen is  
located in the center. 

The dogs use a simple A* search based path finding algorithm to move to a spe-
cific location on the map. By default, sheep will walk around and graze randomly. 
However, when a dog approaches, they will tend to flock and move away from the 
dog allowing them to be herded in a desired direction. The flocking behavior is intro-
duced by using the boids algorithm [22]. By positioning the dogs at strategic locations 
on the map a flock of sheep can be directed into the pen. 

3.2   BCI Selection 

To use SSVEPs for making selections, stimuli emitting unique periodic signals should 
be presented to a user simultaneously. When a user focuses on one of the stimuli, the 
periodic signal of that stimulus can be traced back in the user's brain signals. As each 
stimulus represents a single target, the corresponding target can then be determined as 
the selected one. As users would not want to continuously make selections, they were 
able to start and stop this selection method thereby controlling the presence of the 
stimuli. The size of the stimuli and the frequency of their periodic signals have an in-
fluence on the how well they are reflected in user's brain signals. Therefore, these 
properties were determined in a pre-experiment study. 

In the pre-experiment study a small white cross was placed at the center of an LCD 
monitor on a black background (Fig. 3). During the study participants were exposed 
to different types of trials, in which the presented stimulus varied in size and fre-
quency. The detailed setup of the pre-experiment study was described in [10]. 

Based on the work of Volosyak et al. [24], 7 different frequencies (6 Hz, 6.67 Hz, 
7.50 Hz, 8.57 Hz, 10.00 Hz, 12.00 Hz and 15.00 Hz) were used. Their study showed 
that frequencies which are integer factors of the refresh rate of an LCD monitor are 
more suitable for presenting stimuli. Using the factor of the refresh rate produces a 
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more stable stimulus frequency because only whole frames are visible on the LCD 
screen. The diameters of the stimuli were set to 2 and 3 centimeters, which is consis-
tent with the work in the literature [5,14]. 

In each trial a simple stimulus, a blinking white circle, appeared at the location of 
the cross. The participant focussed for 4 seconds on the stimulus. Between trials, par-
ticipants had 6 seconds rest to relax their vision. All trials were presented 25 times 
and were placed in a random order prior to the study, thus for each participant, 25 
segments of 4 seconds of data were recorded for each different trial. 

The results of the pre-experiment study with 7 participants indicated that a good set 
of frequencies is 10 Hz, 12 Hz and 15 Hz with a diameter of 3 centimeters. Without 
any training, the frequencies in this set were classified correctly with an average recall 
of 78.1 % (σ = 18.5) using a CCA-based detection method which will be further ex-
plained in section 4.2. 

 

Fig. 3. Screen layout of the monitor during the pre-experiment study 

3.3   Non-BCI Selection 

The BCI selection method introduces a challenge factor when a selection is being 
made as users need to concentrate on a stimulus to make an accurate selection. The 
main challenge is to gather enough data to be able to make a good detection, which is 
directly related to the time the selection method is operative. Although it would be 
much easier for users to make a selection by pointing and clicking with a mouse, this 
would offer little challenge and give the non-BCI selection method a great advantage 
when compared with the BCI selection method. To pose a similar challenge in the 
non-BCI selection method, it was modelled to be similar to the BCI selection method 
in terms of the time required for an accurate selection. 

Similar to the BCI selection method users were able to start and stop the non-BCI 
selection method. When operative, the dogs were highlighted one at a time with an 
increasing highlight period. The diameter of the stimuli were kept the same as in the 
BCI selection method, 3 centimeters. When users stopped the selection method, the 
current highlighted dog was selected.  

To make an accurate selection, users had to react in time when the dog they wanted 
to select was highlighted. With a highlight period of 250 ms users should have enough 
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time to react as this is close to the average human reaction time [13]. The highlight 
period should reach 250 ms only by the time that is equal to the time needed to make 
a selection using the BCI selection method, which is around 2.5 seconds [14]. There-
fore, the highlight period started with 100 ms and was increased 5% after every high-
light, with a maximum highlight period of 500 ms. 

4   Methods 

4.1   Experimental Setup 

The experiment held in this study consisted of two different sessions. In each session 
a participant used one of the selection methods (BCI or non-BCI) while playing Mind 
the Sheep!. Each participant used both selection methods. However, a counterbal-
anced measures design was used to avoid confounding variables such as learning a 
strategy to play the game. 

Each session was divided into three trials, a familiarity trial, an easy trial and a dif-
ficult trial. In the familiarity trial participants could get used to the selection method 
by selecting and moving the dogs. During this trial, participants had to collect 10 ob-
jects which were placed across the playground. Next, in the easy trial, participants had 
to pen a small flock of 5 sheep using the dogs. During this trial two pens were placed 
on the playground, one on the left and one on the right of the screen to make the task 
easier for the participants. Finally, in the difficult trial, participants had to gather 10 
sheep, which were more scattered across the playground, into one pen that was placed 
in the center of the playground. Between the two sessions, participants were given a 
break of ten minutes. 

The layout of the playgrounds across the trials were kept the same to ensure no play-
ground was more difficult for one of the selection methods. However to ensure that par-
ticipants did not create an optimal strategy for a specific trial, the positions of the dogs, 
collectible objects and sheep were altered for the different selection methods. 

A timeout was set for each trial for the participants to finish the level by collecting all 
objects or gathering all sheep into a pen. Participants had 3 minutes, 5 minutes and 10 
minutes for the familiarity, easy and difficult trials respectively. Since immersion in 
games is often accompanied by losing track of time, the time left was not visible for the 
participants. Otherwise it could have influenced their perception of the elapsed time. 

The game ran on a PC which was connected to a projector1. The projector was 
mounted on the ceiling and projected the game on a screen approximately 3 meters 
away from a participant. The sizes of the stimuli were scaled proportionally with the 
increased distance to the screen. To make sure the frequencies for the SSVEP based 
BCI selection method were correctly presented by the projector they were checked 
with a light sensor. 

Participants sat on a chair behind a table and by using the mouse on the table they 
were able to start and stop the selection methods. The data acquisition ran on a sepa-
rate PC and sent the raw electroencephalography (EEG) data to the game PC. 

                                                           
1 Mitsubishi WD510U, 93.3", 60Hz, 1360x768. 
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4.2   SSVEP Detection 

Prior to the experiment, 32 electrodes were placed according to the international 10-
20 system [21]. For the EEG data acquisition a BioSemi ActiveTwo system2 was 
used. During each SSVEP selection EEG data was used from eight parietal-occipital 
electrodes (i.e. Pz, P3, P4, PO3, PO4, Oz, O1, O2). The EEG data was re-referenced 
to the common average reference (CAR) [6] of all 32 electrodes, after which a detec-
tion method was used to determine which frequency the participant was focusing on. 

There are various methods to detect the presence of SSVEP. One of the most popular 
and widely used detection methods is power spectral density analysis (PSDA) where a 
fast Fourier transform (FFT) is used to estimate the power spectral density (PSD) of a 
time window of the EEG signal. The magnitude of each stimulation frequency can then 
be used for classification. A relatively new approach is using canonical correlation 
analysis (CCA) where sets of reference signals are constructed for each one of the 
stimulation frequencies. Each set contains the sine and cosine for the first, second and 
third harmonic of the stimulation frequency. The re-referenced EEG data and each set 
with reference signals are used as input for the CCA. CCA tries to find pairs of linear 
transformations for the two sets such that when the transformations are applied the re-
sulting sets have a maximal correlation. The stimulation frequency with the highest 
maximum correlation is classified as the frequency the participant was focusing on. 

As CCA-based detection methods have some improvements and advantages com-
pared to PSDA-based detection methods, such as better signal-to-noise ratio (SNR), 
lower inter-subject variability and the possibility of using harmonic frequencies [2], a 
CCA-based detection method was used in this study. 

4.3   Questionnaires and Data Acquisition 

To measure the affective reaction of the participants while playing the game, they were 
requested to fill in a SAM [3] after each trial. It was expected that if participants became 
more frustrated by using a selection method, this would result in higher arousal and 
lower valence scores. The dominance would also be higher if participants had the feel-
ing that a selection method was working properly and that they were in control. 

After each session participants filled in a questionnaire on immersion. The ques-
tionnaire by Jennett et al. [12] was used for this. It contains 31 questions and is de-
signed to measure the total immersion as well as five different factors of immersion 
(cognitive involvement, emotional involvement, real world dissociation, challenge 
and control). Although valence, arousal and dominance would probably differ be-
tween selection methods for which participants have an aversion, this does not neces-
sarily mean participants would not become immersed in the game. 

Furthermore some game statistics, such as the number of times a dog was selected, 
the total number of selections, the average selection duration and the time participants 
needed to finish a trial were collected while participants played the game. Ideally par-
ticipants would use all the dogs as this would make it easier to gather the sheep. The 
number of times a particular dog was selected would be a good indication of how well 
the selection methods performed for the participants. 

                                                           
2 BioSemi, Amsterdam, The Netherlands. 
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At the end of the experiment participants were asked which selection method they 
would like to use if they were given the opportunity to play the game again. This should 
have given a good indication of which selection method the participant preferred. 

After the experiments, scores were obtained for the total immersion, the five im-
mersion factors, the SAM questionnaire and the game statistics. The results from the 
SAM questionnaire were averaged over the three trials to get an average score for the 
valence, arousal and dominance scales. As each participant used both selection meth-
ods, the scores were compared using a Wilcoxon signed-rank test to determine if there 
was a significant difference between the two selection methods. 

4.4   Participants 

Seventeen participants (7 female and 10 male), aged between 17 and 37 (μ = 22.00, σ 
=4.74) participated in the experiment. All participants except for one had normal or 
corrected-to-normal vision and described themselves as daily computer users. Al-
though eight participants had at least one-time experience with EEG, fourteen partici-
pants had no experience with BCIs. Before the experiment, all participants signed an 
informed consent form and they were paid according to institution's regulations. 

5   Results 

When the 17 participants were asked which selection method they would choose if 
they were given the opportunity to play the game again, 5 of them chose the non-BCI 
selection method and 12 of them chose the BCI selection method. This is a first indi-
cation that participants prefer the BCI selection method over the non-BCI selection 
method. A detailed insight might be provided by the scores for immersion, the SAM 
questionnaire and the game statistics, which are described below. 

5.1   Immersion 

Based on the immersion questionnaire the total immersion score was calculated for 
both selection methods. On average the participants rated the BCI selection method (μ 
= 160, σ = 14.55) higher than the non-BCI selection method (μ = 144, σ = 21.89). 
This difference was significant (Z = -2.155, p = 0.031). 

The five immersion factors were also analyzed and the scores, averaged over partici-
pants, are shown in Table 1. The scores for all factors, except for the challenge factor, 
are higher for the BCI selection method. The five immersion factors were examined for  
 

Table 1. Scores of the five immersion factors, averaged over participants. Values are repre-
sented as μ(σ) with * indicating a significant difference with p < 0.05. 

 non-BCI BCI 
Cognitive* 53.12 (9.01) 58.47 (5.36) 
Dissociation* 25.18 (5.64) 28.06 (4.79) 
Emotional* 54.35 (8.54) 59.88 (5.95) 
Challenge 20.88 (2.89) 20.71 (2.34) 
Control* 32.06 (5.77) 37.06 (5.08) 
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significant differences between the BCI and non-BCI selection methods. There are sig-
nificant differences for the cognitive involvement factor (Z = -2.219, p = 0.026), the real 
world dissociation factor (Z = -1.992, p = 0.046), the emotional involvement factor (Z = 
-2.013, p = 0.044) and the control factor (Z = -2.310, p = 0.021). For the challenge fac-
tor no significant difference (Z = -0.476, p = 0.634) was found. 

5.2   Affect 

Based on the SAM questionnaire the total SAM scores were calculated for both 
selection methods and the average results are shown in Table 2. 

Table 2. Average SAM scores, the values are represented as μ(σ) with * indicating a significant 
difference of p < 0.05 

 non-BCI BCI 
Valence* 6.37 (1.55) 7.08 (1.31) 
Arousal 4.82 (2.31) 4.53 (2.37) 
Dominance 5.65 (2.46) 6.08 (1.64) 

 
For the valence scale the difference was significant (Z = -2.012, p = 0.044), 

however, no significant difference was found for the arousal (Z = -0.315, p = 0.752) 
or dominance (Z = -0.403, p = 0.687) scores. 

5.3   Game Statistics 

The game statistics which were collected during the experiments are shown in Tables 
3 and 4. They show the number of selections and the average selection time. For the 
number of selections (Table 3) there are significant differences for the easy task trial 
(Z -2.202, p = 0.028) and the difficult task trial (Z = -2.107, p = 0.035). However, no 
significant difference was found for the familiarity trial (Z = -1.866, p = 0.062). 

Table 3. Average number of selections for each trial, presented as μ(σ) with * indicating a sig-
nificant difference of p < 0.05 

 non-BCI BCI 
Familiarity 12.53   (4.87) 10.47   (2.67) 
Easy* 43.00 (26.27) 27.88   (7.86) 
Difficult* 98.88 (65.90) 74.12 (30.28) 

Table 4. Average selection time (in seconds) for each trial, presented as μ(σ) 

 non-BCI BCI 
Familiarity 1.92 (0.86) 2.49 (1.71) 
Easy 1.96 (1.04) 2.64 (2.63) 
Difficult 1.95 (1.31) 1.71 (0.85) 
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Although no significant differences were found for the average selection time 
(Table 4) between the BCI and non-BCI selection methods for any of the three trials, 
it can be seen that for the familiarity and easy task trials the average selection times 
for the BCI selection were around 0.5 seconds higher. However, for the difficult task 
trial the average selection time was lower. 

6   Discussion 

Most participants indicated that they preferred playing the game with the BCI 
selection method. This seems to be supported by the results of the immersion 
questionnaire. The total immersion score was significantly higher for the BCI 
selection method, indicating that participants were more immersed than when using 
the non-BCI selection method. For the BCI selection method participants only had to 
make their intentions clear to the BCI system by concentrating on the dog they wished 
to selected. Besides starting and stopping the selection method, there were no other 
actions required. However, for the non-BCI selection method, participants still had to 
translate their intentions into an action, stopping the selection method at the correct 
time. As participants were able to translate their intentions directly into in-game 
actions while using the BCI selection method, they might have become more easily 
immersed. 

Further inspection of the five immersion factors showed that all factors, except for 
the challenge factor, were significantly higher for the BCI selection method. The 
questions related to the challenge factor were about the game itself. As the averages 
of the challenge factor were almost equal for the two selection methods, they indicate 
that participants did not find the game more challenging using one of the two 
selection methods. For using the selection methods, the control factor might be a 
better indicator. As the control factor was significantly lower for the non-BCI 
selection method, it indicates that participants had more trouble using the non-BCI 
selection. 

The results of the SAM questionnaire indicate that participants were more content 
using the BCI selection method. The results of the cognitive involvement and real 
world dissociation factors were also significantly higher for the BCI selection method. 
This could have been caused by the fact that participants had to concentrate on a dog 
while using the BCI selection method and did not have to translate their intentions 
into real world actions. 

Some participants developed a strategy to deal with the trade-off between accuracy 
and speed. When they wanted to be accurate in their selections, they waited long 
enough to make an accurate selection. However, when they wanted to be quick, they 
moved all three dogs as one by pressing rapidly at a location on the playground. 
Although this behavior was observed for both selection methods, for the BCI 
selection method participants appeared to switch between precise and quick whenever 
they wished. However, for the non-BCI selection method they appeared to prefer only 
making quick selections, explaining the significantly higher number of selection for 
the non-BCI selection method. 

For the BCI selection method the number of selections was lower and, although not 
significant, the average selection time was higher. Participants were also more 
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immersed and content. Apparently, participants accepted that for a good SSVEP 
detection they had to wait a couple of seconds. However, for the non-BCI selection 
method they understood that it was related to their own reaction speed and suddenly 
they appeared to be in a hurry. Although the non-BCI selection method was modeled 
to be similar to the BCI selection method, it might have had an effect on the 
preference of the participants, as they did not want to wait to make a selection. The 
non-BCI selection method did introduce the same challenge and required participants 
to multi-task similarly to the BCI selection method. However, participants seemed to 
be more indulgent towards the BCI selection method than towards the non-BCI 
selection method. This could be caused by the curiosity of participants for the  
BCI selection method or the self overestimation by participants while using the  
non-BCI selection method. 

7   Conclusion 

In this study a BCI system was compared to a non-BCI system to evaluate the user 
experience in terms of immersion and affect. For the BCI system a selection method 
based on SSVEP was integrated into a game, introducing a challenge factor. A 
comparable non-BCI selection method based on time was also implemented into the 
game, introducing an equal challenge. Seventeen participants played the game with 
both selection methods in three trials. They rated each selection method on immersion 
and affect. 

The results show that the BCI selection method was found to be more immersive 
and positively affective than the non-BCI selection method. While using the BCI 
selection method participants were able to directly translate their intentions into in-
game actions, which made it easier for them to become more immersed. In this case, 
the user experience in terms of immersion and affect seemed to be improved while 
using the BCI selection method. Furthermore, participants appeared to have more 
patience when using the BCI selection method than when using the non-BCI selection 
method, which could have been caused by the curiosity of participants for the BCI 
selection method or the self overestimation by participants while using the non-BCI 
selection method. 

For future studies it would be interesting to look at long term effects on immersion 
and affect. Is the BCI selection method still significantly more immersive and 
affective when participants are used to it? Another question is whether the indulgence 
towards the BCI selection method is permanent or only temporary. It would also be 
interesting to add a selection method based on pointing and clicking which was left 
out of this research. Thereby testing for the cognitive load as the selection methods 
used in this study required participants to multi-task. Given the intended purpose of 
this research, it would also be interesting to use commercial BCI input devices  
(e.g. Emotiv's EPOC). This would also require a proper study comparing the 
equipment used in this research and commercial BCIs to determine the differences 
and if they are feasible to use within the setup of this experiment. Other (non-)BCI 
selection methods, such as speech and gestures could also prove to increase 
immersion and affect. 
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Abstract. Home energy use represents a significant proportion of total con-
sumption. A growing research area is considering how to help everyday users 
consume less. However, simply determining how to best reduce consumption 
remains a challenging task for many users. Based on goal setting theory, this 
paper presents two lab studies (based on the presentation of detailed scenarios 
and the solicitation of goal selections for the individuals depicted) in order to 
better understand how users make such decisions. It reveals a preference for 
goals that are perceived to be easy and specific, rather than those known to be 
effective (e.g. those that reduce energy consumption) or generic. Goal setting 
theory suggests that easy goals lead to low levels of commitment and motiva-
tion, suggesting such choices may be doubly ineffective. Ultimately, this paper 
contributes to a better understanding of users’ goal selections and argues this is 
a prerequisite to effectively supporting users in reducing resource consumption. 

Keywords: Sustainability, Goal-Setting, Motivation, Energy Consumption. 

1   Introduction 

In the USA, energy consumption in private homes accounts for 22% of total use [14]. 
With increasing pressure placed on traditional sources and mechanisms of energy 
generation, there is growing interest in ways to reduce these levels. One way this can 
be achieved is via the design of interactive systems that encourage, support and moti-
vate individual users to reduce their levels of consumption. Indeed, this is a rapidly 
developing research area in Human-Computer Interaction (HCI) covering topics as 
diverse as novel measurement systems [12], the design of sophisticated eco-feedback 
devices [6] and the exploration of how psychologically grounded theories of motiva-
tion and behavior change can best be adapted to leverage these rapid technological 
advances [7].  

This paper extends this work. It explores how goal-setting theory, a psychological 
framework for understanding motivation and behavior change, can be applied to the 
task of reducing the home energy consumption of everyday users. Although there are 
numerous previous studies on this topic [e.g. 1, 10], this paper makes two main novel 
contributions. Firstly, we report data that supports goal setting theory within the  
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specific domain of sustainability and within an interactive interface. Providing a do-
main specific validation of this theory will help generate effective new techniques for 
accurate, real-time capture of consumption activity and the development of advanced 
systems and interfaces for processing, storing and presenting this material. The sec-
ond contribution relates to the notion that users have a poor understanding of how to 
set goals that result in significant changes to consumption levels [2]. We start to ex-
plore this idea in detail and show that people tend to pick easier goals for themselves, 
perhaps because they feel that others will choose difficult goals in their place.  This 
has implications for the design of interactive systems since goal-setting theory posits 
that difficult goals are more effective motivators than easier goals. In this way, this 
paper contributes to our understanding of how people make sustainable goal choices, 
work that has direct application to the domain of HCI and sustainability.  

This paper takes steps towards achieving these objectives. Specifically, it describes 
two studies exploring the nature of the goals users select in home energy reduction 
scenarios and the feasibility with which they regard them. The method used is a fast, 
economical and effective way to test theories in this domain and can be applied to 
other theoretical constructs. By casting light on user’s perceptions of appropriate 
goals in this domain, this paper highlights possibilities for designing systems that 
encourage and support users in selecting appropriate goals. 

2   State of the Art 

Goal setting theory is an established and actionable framework for understanding how 
to motivate behavior change [8]. Fundamentally, it explores how the type and form of 
goals affect people’s level of motivation and ability to achieve targets.  

Two of the most important aspects within this framework are the challenge and 
clarity of goals. Studies have confirmed that difficult goals promote the highest levels 
of effort and performance as long as they are clearly expressed and criteria for suc-
cessful achievement are well identified [3, 8]. Vague goals, such as achieving optimal 
personal performance in some task, lack external reference and allow for a wide range 
of performance levels. Specificity decreases performance variability among users by 
reducing ambiguity with increasingly precise goals. 

Other key factors affecting performance towards meeting goals include those that 
vary among individuals, such as self-efficacy (a measure of perceived empowerment), 
and goal commitment. People with higher self-efficacy choose more difficult goals 
for themselves than those with lower self-efficacy. They also have a higher commit-
ment to achieving goals and are better at responding to negative feedback. Feedback 
is important for goals to be effective; feedback plus goals are more effective than 
goals alone [8]. 

Researchers have also applied goal-setting theory to consumption reduction scenar-
ios. Becker [3] tested the effects of combined goal-setting and feedback on conserva-
tion behavior. Two groups of 40 households were either given electrical consumption 
feedback or not, three times a week. The two groups were also split into those with an 
easy (2%) savings goal or a difficult (20%) savings goal. The results showed that the 
difficult-goal-plus-feedback group was the only group that used significantly less 
(13%) electricity.  
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In contrast, McCalley [10], reported no difference in energy reduction for people 
who chose 5% and 20% goal levels in a task that gave immediate feedback on energy 
conserved using a washing machine simulation. Most people saved 20% compared to 
the control condition; this could suggest that self-set goals are more effective than 
imposed goals regardless of the goal level. Indeed evidence supports this assertion. 
For instance, the benefits of setting your own goal are cognitive rather than motiva-
tional. Autonomy in goal setting leads to setting higher challenges and having greater 
performance than when goals are assigned. Once you have chosen your own goal, you 
are also more committed to that goal [15]. 

Abrahamse [1] reinforced these points by indentifying the importance of support-
ing users in selecting personal, specific goals. They looked at integrating goal setting 
with tailored feedback about energy consumption. Participants received tailored rec-
ommendations via a website but their only goal was to reduce 5% of energy consump-
tion. Feedback was given from their self-reports online after 2 and 5 months and 
households in the study ultimately saved 5.1% energy. This paper expands upon this 
work by allowing participants to choose their own goals from a set that includes op-
tions such as reducing consumption by percentages as well as more concrete goals 
such as using sleep mode on computers. Using self-chosen and more specific goals 
may be a more effective technique than setting abstract percentages. Finally, He et al. 
[7] suggested that adapting goals to specific situations and users is important in creat-
ing effective motivational systems.  

In summary, this literature suggests that goal-setting theory has much to offer as an 
actionable framework for designing effective eco-feedback systems that motivate 
users to reduce consumption. Questions regarding how to select appropriate goals 
remain, in part due to the diversity of the literature on this topic and in part due to an 
undeveloped understanding of the basis with which users select goals in this domain 
[2]. The work in this paper attempts to address these issues via an experimental para-
digm that allows users to choose goals with different levels of difficulty and specific-
ity and provides instant feedback on these selections. 

3   Sustainable Goals Pilot Study 

This study explored how people select goals in order to reduce resource consumption 
in home scenarios. It builds on prior work suggesting that users typically select inap-
propriate or ineffective goals [2] and aims to more deeply understand the factors con-
tributing to goal choice.  

In order to do this, three scenarios depicting different home settings and lifestyles 
were developed. Scenarios were chosen because we felt it was more feasible within a 
lab setting compared to real time feedback. We argue that the use of such scenarios 
provides a mechanism for standardizing between participants, and is a simple and 
effective early-stage alternative to real system deployments that gather data about 
participants’ current behaviors and household energy consumption. The scenarios 
were instantiated as narrated descriptions accompanied by illustrative sketches and 
produced in a video format. Table 1 highlights key aspects of the scenarios. A set of 
11 unique goals was selected for each scenario (33 total). Goals were drawn from a 
literature review [e.g. 11] and sources such as the StepGreen social network [9].  
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A representative set of goals is also shown in Table 1. An additional criterion for goal 
selection was to include goals that varied on level of difficulty (easy/hard) and context 
(contextual/non-contextual) in each scenario. The easy/difficult categorization was 
validated using an online questionnaire.  

Table 1. Scenario types and corresponding specific goals 

 High Income Low Income Single Woman 

Scenario Details Doctor and archi-
tect, 1 child, 5 bed 
house, pool 

Janitor and super-
market clerk, 3 
children, 3 bed 
house 

Lives alone, 1 bed 
apt, career focused 

Specific Goals Don’t heat pool in 
summer. Turn off 
lights and take 
advantage of 
sunlight. 

Repair leaky taps 
quickly. Don’t use 
standby mode on 
appliances. 

Use public transport 
to get to work. Use 
energy saving light 
bulbs. 

 
The questionnaire listed all 33 goals and asked participants to categorize each on a 

Likert scale spanning easy to difficult. 20 users completed the questionnaire. Of the 
33 goals, two goals initially classified as difficult were perceived to be easy by sub-
jects. After removing these from consideration Cronbach’s alpha showed a high level 
of internal consistency of the remaining goals (difficult goals = 0.72 over 9 goals in 
total). Similarly, two goals originally classified as easy were rated as difficult by par-
ticipants. After removal of these, Cronbach’s alpha showed the internal consistency of 
the remaining 20 goals to be high (easy goals = 0.86).  

In order to create contextual goals, the scenarios were written to include three con-
textual hints, which were directly related to three of the eleven goals available to 
choose for that scenario. For example, in the scenario involving the single woman, the 
narrated description stated that she used regular (non energy saving) light bulbs. Cor-
respondingly, one of the contextual goals for this scenario was to use energy saving 
light bulbs. In the high-income family scenario, it was mentioned that they had a pool 
and one of the contextual goal choices for that scenario was to heat the pool less often 
to save energy. These goal choices were only available for those scenarios. On the 
other hand, non-contextual goals for each scenario did not relate to contextual detail 
provided within the scenarios. Illustrative examples of the goals used in the study can 
be seen in Table 1.  

The main study used the three scenarios and 33 validated goals and was completed 
by 20 participants recruited via an email advertisement on a popular university forum 
and the snowball sampling method. Ages ranged from 20 to 34 with an average age of 
26.5. 17 of the participants were male and 3 female. All were educated to the graduate 
level or above; 13 were in full time employment while the remaining 7 were students. 
Most of the sample was Portuguese (13), 3 were Indian and 1 each was Greek, Swed-
ish, Taiwanese and Venezuelan. 13 were employed, 5 were students and 2 were un-
employed. 18 were single and 2 were living with a partner. Household size ranged 
from 1 to 4 with an average size of 2.65, household income ranged from €€ 10,000 to 
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€€ 48,000 with an average household income of approximately €€ 27,500. Participants 
were given €€ 5 compensation for their time. 

The experiment started by capturing a baseline measure of environmental concern, 
a simple questionnaire was developed. The level of overall environmental concern 
was calculated as the mean of three items measured on five point Likert scales. An 
analysis of the data captured during the studies conducted in this paper indicated this 
simple measurement tool exhibited a high level of internal consistency (Cronbach’s 
alpha test reporting 0.79). The three items were as follows: 

In your opinion, how serious (severe) is global warming? (Likert scale labels from 
‘Not serious’ to ‘Very serious’) 

I feel my energy consumption is something I… (‘Don’t need to worry about’ to 
‘Do need to worry about’) 

I feel worried about the possible effects of global warming. (‘Not at all worried’ to 
‘Extremely worried’)  

Participants then moved to a computer interface (built using Adobe AIR) where 
they were then exposed to the three scenarios in a fully balanced Latin square design - 
three participants experienced each of the six possible presentation orders. Directly 
after watching each video, participants were asked to select goals from the validated 
list that would best enable the depicted family to reduce their resource consumption. 
They were provided with immediate feedback on the effectiveness of the goals using 
a range of typically non-homogeneous metrics (e.g. money saved, or impact on car-
bon footprint). After selecting four goals per scenario, they were asked to rate whether 
or not they believed that the goals were realistic by rating whether or not the family 
described in the scenario would achieve it. They were asked the following for each 
goal chosen: 

“How often do you think the family would commit to each of the following goals 
you have just chosen?” 

The four goals were presented with a Likert scale with the points labeled: 
Rarely/Never, Occasionally, About half the time, Frequently and Almost Al-
ways/Always. Finally, after completing this process for all three scenarios, the ex-
periment closed by asking participants to report how often they engaged in the activi-
ties implied by the goals used in the study. This questionnaire included all of the 
thirty-three goals that had been presented in the interface previously in random order. 
Participants were asked: 

“How often do you perform each of the following energy-saving behaviors when 
you are in your home? Please select not applicable (N/A) if you do not own an item.” 

These items were presented with the same Likert scale as previously, including the 
point “Not applicable”. Any “Not applicable” answers were excluded from the analy-
sis. Adding up scores from the final questionnaire created a measure of sustainable 
lifestyle, higher scores indicating higher current sustainable behaviors. This last 
measure was intended to separate out what participants felt to be ideal goals, from 
those that they felt to be realistic goals. This is an interesting comparison to make as 
people can make different choices for others than they do for themselves. In total, the 
experiment lasted approximately 25 minutes. 
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Table 2. Most popular goals chosen for households in the scenarios and selves, means and 
corresponding standard deviations shown in parentheses. ** Significant at the .01 level * sig-
nificant at the .05 level. 

 Selected 
for others  

Self  
performs 

Mean rating 
of how often 

others  
perform 

Mean rating 
of how often 
self performs

Feedback 
over year  

Use public transport 
to get to work 

72.2% 33.3% 3.23 (0.83) 1.46 (1.76)** €€  104 saved 

Turn off lights and 
take advantage of 

sunlight 

72.2% 88.9% 3.62 (1.12) 4.38 (1.12) €€  38 saved 

Turn off lights when 
not in the room 

72.2% 100% 4.54 (0.66) 4.69 (0.48) €€  6 saved 

Turn off water when 
not using 

72.2% 100% 4.31 (0.95) 4.92 (0.28) €€  145 saved 

 
The study was designed with an exploratory analysis in mind. The overarching 

goal was to cast light on the types of goals people select, with the expectation that 
there would be tradeoffs between easy and hard goals and goals that are known to be 
effective and ineffective. Two formal hypotheses were also generated. The first hy-
pothesis is novel in the sustainability domain and relates to goal context. The second 
serves to check on internal consistency of the experimental setup and determine 
whether participants were accurately reporting their attitudes and actions. The hy-
potheses were: 

 
H1: Contextual goals will be chosen more frequently within the consumption re-

duction scenarios than non-contextual goals. 
H2: Environmental concern will be positively correlated with self-report of engag-

ing more frequently in sustainable behaviors. 

3.1   Results 

Table 2 shows the most popular goals chosen for each of the three scenarios, includ-
ing the information presented to participants about projected savings. Participant’s 
self-report of their own behavior is also shown, as is their assessment of whether or 
not the individuals depicted in the scenarios would adopt the goals.  

The least popular goals chosen for the scenarios, along with corresponding feed-
back are presented below, with the amount of times each was selected is shown in 
parentheses: 

 
Use energy saving light bulbs - €€ 27 saved (1) 
Eat lunch at home once or twice a week - save on petrol costs and cut emissions (1) 
Save 5 Euros from your bill a month - €€ 60 saved (0) 
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Hypothesis 1 was supported. Goals were coded as either 1 for chosen or 0 for not 
chosen and means calculated. A t-test (t (17) = 3.12, p < 0.01) showed participants 
selected goals classified as contextual (Mean = 0.44, SD = 0.10) over those goals 
classified as non-contextual (Mean = 0.32, SD = 0.06). A second t-test (t (17) = 2.40, 
p < 0.05) revealed participants selected easy goals (Mean = 0.41, SD = 0.07) over 
those rated as difficult (Mean = 0.28, SD = 0.16). The top 4 most popular goals shown 
in Table 2 were all classified as easy goals. 

Hypothesis 2 was also supported. The sum of the participants’ ratings of how often 
they engaged in the goals used in the study was calculated as a measure of the sus-
tainability of their lifestyles. This was strongly correlated with the level of environ-
mental concern (Pearson’s r = 0.53, n = 18, p < 0.05). The sum of participants’ ratings 
of how often they engaged in the goals that were classed as difficult was also calcu-
lated as a measure of their sustainable lifestyles. The level of environmental concern 
also correlated strongly with the difficult sustainable behaviors that participants re-
ported they performed (r = 0.62, n = 18, p < 0.01). 

Differences between users recommendations of goals for others and their willingness 
to adopt them personally are clear in this data. In particular, public transportation was 
recommended for those depicted in the scenarios much more frequently that it was 
reported to be personally suitable – a t-test showed this difference to be significant (t 
(12) = -3.18, p < 0.01). In contrast, participants reported themselves more willing to rely 
on sunlight (as opposed to artificial light) than individuals in the scenarios, this result 
approached significance (t (12) = 1.87, p = 0.08). A similar non-significant trend 
emerged in ratings for turning off water whilst not in use (t (12) = 2.13, p = 0.06). The 
means and standard deviations for these t-tests are shown in Table 2. 

3.2   Discussion  

The first finding is the firm support for the hypothesis that people prefer contextual 
goals to non-contextual ones. Contextual goals are more actionable and are thus more 
likely to be carried out. The selection of more contextual goals over non-contextual 
ones shows that people need accurate, relevant and contextualized information when 
they are choosing goals. Providing information that relates to users specific behaviors 
and the contexts in which they happen will allow them to select more appropriate 
goals and ultimately better motivate users towards reducing consumption.  

The results also indicate that people are poor at selecting optimal goals in this do-
main. The second and third most popular goals selected related to home lighting and 
were easy to accomplish but have little measureable impact. This suggests that people 
select goals based on the ease with which they can be achieved and seamlessly inte-
grated into their routines and lifestyles. People seem to be more aware of the exis-
tence of easier goals and think that they are a fast way to make effective changes and 
be more sustainable. However, such goals are highly problematic. Not only do they 
have very limited impact on energy consumption, but the ease with which they can be 
achieved can lead to reduced levels of motivation [8]. 

Another finding in this study is that users pick different goals for others than they do 
for themselves. Furthermore, they overestimate the willingness of others to adopt them. 
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As shown in Table 2, the public transportation goal was the most popular chosen for the 
individuals depicted in the scenarios, with participants estimating that this would be 
performed around half the time. However, when the same people were asked how often 
they performed this activity, a significantly lower rating was recorded. 

Finally, perhaps unsurprisingly, higher levels of environmental concern translated 
into the adoption of more difficult goals; this could be due to the fact that people with 
higher levels are aware of the impact of their particular behaviors.  

4   Follow Up Goal Setting Study 

4.1   Method 

A larger second study was conducted in order to build on the findings from the pilot 
study. It used the same scenarios approach as in the pilot. However, this study did 
revise several methodological shortcomings present the pilot. 

The number of goals was reduced from thirty-three in the pilot to twelve in the 
second study. Instead of presenting eleven different goals in each scenario, the same 
twelve goals were presented in each scenario. This enabled a more direct comparison 
between scenarios. The scenarios were presented to participants in a random order to 
control for practice and habituation effects. 

The goals were selected in order to cover a broad range of behaviors.  From the 
thirty-three used in the pilot, the twelve in the current study were chosen to include an 
equal number of easy/difficult goals and of vague/specific goals. Validation of goals 
in the easy/difficult categorization was completed during in the pilot. A similar vali-
dation for vague/specific goals was performed as part of this study. This took the form 
of an online questionnaire in which participants rated the goals on a Likert scale. The 
scale was scored with the following terms: very vague; somewhat vague; neither 
vague nor specific; somewhat specific; and very specific. After performing this vali-
dation, 12 goals were selected such that three goals fell in to the category pairs of 
easy/specific, three in easy/general, three in difficult/specific and three in diffi-
cult/general. Cronbach’s alpha reported the internal consistency of the specific goals 
as .78 and of vague goals as .70. The final goal list is shown in Table 3. 

A significant change from the pilot was the removal of goals that were contextual 
within the individual scenarios. This addressed one of the methodological issues with 
the pilot: that contextual goals in each scenario might serve as a confound with the 
overall, scenario-independent level of specificity of the goals. 

33 participants completed the study online. They were recruited via online adver-
tisements for participants on Facebook, via email lists and through an online study 
website. Participants were not compensated for their time. Ages ranged from 16 to 63 
with an average age of 30.5. There were 12 males and 20 females, with one person 
choosing not to report their gender. Just over half of the sample (17) was educated to 
degree level or above, 10 people had completed high school and 5 people had com-
pleted some college, 1 did not report their education. 16 participants were employed, 
13 were students, 3 were unemployed and 1 was retired. Most of the sample were 
Portuguese (18), 7 were from the U.S.A., 3 were from the U.K. and 1 each were from 
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Romania and India with the remaining 3 choosing not to report nationality. The ma-
jority of the sample was single (22), 6 were married, 2 were living with a partner and 
1 was divorced. The household size ranged from 1 to 8 with a mean size of 3 and 
household income ranged from €€ 12,000 to €€ 250,000 with a mean of approximately 
€€ 55,000. All participants had Internet access at home. 

Table 3. Goal list with levels of difficulty and specificity 

Goal Specificity Difficulty 

Save a percentage of your energy bill 
over time 

Vague Easy 

Reduce carbon footprint Vague Easy 

Do more outdoor activities Vague Easy 

Save the environment Vague Difficult 

Take part in a local environmental or-
ganization 

Vague Difficult 

Compete with neighbor to be more sus-
tainable 

Vague Difficult 

Switch off appliances/lights when not in 
the room 

Specific Easy 

Turn off water when not using it Specific Easy 

Wash full loads only and where possible 
at 30 degrees Celsius 

Specific Easy 

Use public transport Specific Difficult 

Replace old large kitchen appliances Specific Difficult 

Become vegetarian Specific Difficult 

 
The experiment began by asking for demographic information including basic de-

tails about a participant’s household, such as size and income. A baseline measure of 
environmental concern was then collected. This was achieved with the New Ecologi-
cal Paradigm [5], a well-established 15-item measure intended for this purpose. Each 
item is measured on a 5-point Likert scale and an overall score of environmental con-
cern is derived from the mean of pro-environmental responses. 

Participants were then presented with the scenarios used in the pilot study (the 
high-income family, the low-income family and the single woman) in a random order. 
The list of 12 goals was presented after each scenario video. When the participant 
moused over a goal, feedback on the effectiveness popped up for that goal. Feedback 
was as accurate as possible and the majority was derived from content and tools 
available on the Stepgreen.org website [9]. Other statistics were taken from trusted 
sources such as the US Department of Water. Participants were then asked to select 
three goals from the list of 12 that they felt would enable the family presented in the 
scenario to reduce their resource consumption. After selecting three goals, they were 
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taken to the next screen, which showed a summary of the goals chosen with the ap-
propriate feedback for each goal. The participants were then asked: 

“How often do you think the family would commit to each of the following goals 
you have just chosen?” 

For each of the three goals chosen, participants had to choose from a 5-item Likert 
scale with the items: Rarely/Never; Occasionally; About half the time; Frequently and 
Almost always/Always. This was repeated for three times for each scenario. After the 
scenarios were completed, participants were again presented with the list of 12 goals 
and asked:  

“How often would you commit to each of the following goals?” 

This item was scored exactly as the item above. We asked participants in an open-
ended question if they would like to add any more goals/activities that they currently 
do. The study ended with a well-established 10-item measure of self-efficacy [13].  

The experimental hypotheses were as follows: 

H1: Participants will choose specific/easy goals more often than vague/difficult 
goals within the scenarios and will also rate themselves as more likely to 
commit to specific/easy goals compared to vague/difficult goals. 

H2: Participants will choose easy goals for themselves even though they receive 
feedback that shows they are ineffective goals. 

H3: Participants will rate others' commitment to goals as higher than their own.  

4.2   Results 

The first hypothesis was supported. More people chose specific goals for others within 
the scenarios than vague goals. This result was significant (t (32) = 6.87, p < 0.001); 
means and standard errors are shown in Figure 1. This supports goal setting theory, 
which states that people prefer specific goals to vague ones. The results show that more 
people chose easy goals for others rather than difficult ones. This result was also signifi-
cant (t (32) = 5.61, p < 0.001); means and standard errors are shown in Figure 1. 

 

Fig. 1. On the left: Mean goal choices for others in scenarios by goal type (maximum 9). On the 
right: Mean rating of own commitment by goal type (scale maximum 5). Standard errors are 
also shown. 
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Participants also rated themselves as more likely to commit to specific goals  
than vague goals. This was a significant result (t (32) = 6.98, p < 0.001) as shown in 
Figure 1. There was also a significant difference (t (32) = 10.37, p < 0.001) in how 
often they thought they would commit to easy goals compared to difficult goals (see 
Figure 1). 

Table 4 shows the list of goals in order of popularity over all the three scenarios. 
The maximum possible for each goal is 99, where each of the 33 participants chose 
 

Table 4. Goal list by scenario popularity. Goal type and feedback presented are also shown. 

Goal Amount 
chosen 

Goal 
Type 

Feedback 

Use public transport to 
get to work 

55 Specific 
Difficult 

This could save €€ 104 a year, assuming €€ 10 
a week spent on petrol replaced with €€ 2 
bus costs a day 

Switch off appliances or 
lights when not in the 
room 

50 Specific 
Easy 

Save €€ 12 yearly and 80 kilos of CO2 

Wash full loads at 30C 48 Specific 
Easy 

This could save €€ 13 and 71 kilos of CO2 a 
year 

Save a percentage of 
energy consumption or 
money over time 

30 Vague 
Easy 

This could save you e.g., 10% from your 
monthly bill 

Turn off water when not 
using it 

27 Specific 
Easy 

This would save €€ 145 yearly and 11,000 
liters of water 

Do more outdoor  
activities 

25 Vague 
Easy 

Benefit your health, more fresh air and 
outdoor activities can help prevent  
diseases and prolong your life 

Replace old large 
kitchen appliances with 
new energy efficient 
ones 

18 Specific 
Difficult 

The initial investment of new appliance 
will be recovered within 3 years 

Reduce carbon footprint 12 Vague 
Easy 

A collection of several different types of 
actions, the result would be better for the 
planet and our natural resources 

Compete with neighbor 
to be more sustainable 

12 Vague 
Difficult 

For example, installing a solar panel, this 
would give you free power for 20 years 
after the initial cost 

Save the environment 9 Vague 
Difficult 

Think about future generations and a 
better living environment for everyone 

Take part in a local 
environmental organiza-
tion 

7 Vague 
Difficult 

You will get some exercise and fresh air 
and contribute positively to your  
community 

Be vegetarian 7 Specific 
Difficult 

It’s one of the most effective steps you can 
take and it can save 1600 kilos of CO2 a 
year 
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that goal in each of the three scenarios. As can be seen in the table, most of the spe-
cific and easy goals are in the top half of the table, as predicted. People prefer goals 
that are specific, supporting goal setting theory. Feedback for each of the goals is also 
shown in the table. Two of the most popular goals: switching off appliances and 
washing full loads of clothes at 30 degrees Celsius, are two of the least effective. 
These goals save around €€ 1 a month but they were chosen, on average, by half the 
participants per scenario. This supports our second hypothesis.  

There were some small differences in the most popular goals by scenario. In the 
high-income scenario, the most popular goals were: wash full loads at 30 degrees 
Celsius (chosen by 21 of 33 participants), switch off appliances (20 out of 33 partici-
pants) and use public transport (17 out of 33). In the low-income scenario, the most 
popular goals were: use public transportation (14 out of 33), turn off appliances, turn 
off water and do more outdoor activities were all chosen 13 times. In the single 
woman scenario, the most popular goals were: use public transportation (24 out of 
33), wash full loads at 30 degrees Celsius (23 out of 33) and turn off appliances (17 
out of 33). 

Our third hypothesis was not supported. There were some differences between rat-
ings of how often others would commit to a goal compared to how often the self 
would commit to a goal. In contrast what was expected and to the findings in the 
pilot, participants rated themselves as more likely to commit to using public transpor-
tation (Mean = 3.18, SD = 1.78) compared to others (Mean = 1.76, SD = 1.03). This 
was a significant result (t (16) = -3.67, p < 0.01). They also rated themselves as more 
likely to commit to switch off water when it is not being used (Mean = 4.54, SD = 
0.78) than others (Mean = 0.85, SD = 1.73). This was a significant difference (t (12) = 
-7.22, p < 0.001). Participants also rated themselves as significantly (t (16) = 2.28, p < 
0.05) more likely to commit to switching off appliances (Mean = 4.41, SD = 0.51) 
that are not in use compared to others (Mean = 3.82, SD = 1.01). 

Once again there was no significant correlation found between self-efficacy and 
goal type chosen for others or between self-efficacy and ratings of participant com-
mitment to goal type.  Higher self-efficacy was expected to correlate with more diffi-
cult goal choices, but this was not found. 

There were also no significant correlations found between scores on the New Eco-
logical Paradigm (NEP), a measure of pro-environmental orientation, and types of 
goal choice for others, or between the NEP and ratings of self-commitment to goals. 

4.3   Discussion  

Our main study showed full support for our first hypothesis. Participants chose spe-
cific and easy goals within the scenarios more often than they chose difficult and 
vague goals. This confirms the results from the pilot study and also confirms goal 
setting theory, which states that participants prefer specific goals, as they are more 
actionable than vague goals. The least popular goal was: be vegetarian. Even though it 
is a specific goal, this is probably due to that fact that it is too difficult for most people 
to commit to.  

People also indicated they would personally commit more to specific goals rather 
than vague goals, supporting goal setting theory. The data also showed they would 
commit more often to easy goals rather than difficult goals, extending the findings 
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from the pilot. One possible explanation is that difficult goals may be too much of a 
long-term commitment for people, while easy goals can be rapidly integrated into a 
person's everyday activities. For instance, both doing more outdoor activities, and 
taking part in a local environmental organization have clear real world parallels. 
However, doing more outdoor activities was rated as an easier goal, possibly because 
it is perceived to be more under a person's direct control than joining an organization. 
Actionable and effective recommendations are needed for people to choose appropri-
ate sustainable behaviors. 

Our second hypothesis was also supported. The two least effective goals in terms 
of money and CO2 savings were the second and third most popular choices. However, 
goal setting theory states that difficult and specific goals produce the greatest results. 
This finding has implications for encouraging behavior change regarding sustainable 
activities. Easy goals such as turning off appliances or lights tend to be the ones peo-
ple know most about. People therefore need be provided with more information about 
effective goals, perhaps presenting more difficult goals or actions in terms of smaller 
steps that can encourage more effective behavior change over time. 

Using public transportation to get to work was the most popular goal and is much 
more effective than the next two goals in popularity for the scenarios. People need 
concrete, effective recommendations if they are to make sustainable informed choices 
about their lifestyle. 

There was no support found for our third hypothesis. We expected to see a differ-
ence between ratings of commitment to goals between the self and others. There was 
a difference found but not in the direction expected. More people rated their own 
commitment to some goals as higher than others' commitment to goals. This is differ-
ent from the results in the pilot, which suggested that people would choose more dif-
ficult goals for others than for themselves. However, the wording of the question was 
different in the main study: we asked how often participants would be willing to 
commit to goals, whereas in the pilot we asked about the current behaviors. Our inter-
pretation of this result is that people are more honest when asked about current behav-
iors and overestimate about their future plans. However, this discrepancy could also 
be due to differences in the samples; our second sample was broader (and somewhat 
older) than our first, so they could simply be more aware of the changes they are able 
to enact in their lives. Further work needs to be done in this area to determine the 
extent to which people think others will shoulder the responsibility for sustainable 
energy use. 

5   Conclusion 

This paper presented two main contributions. Firstly, our studies found support for 
goal setting theory within the domain of sustainability. Both the pilot and the main 
study showed that people prefer specific or contextual goals to vague or non-
contextual ones. The second contribution shows that users have a poor understanding 
of how to set goals that have a significant effect on energy consumption levels. Both 
studies showed that people tend to pick easier goals for themselves, perhaps because 
they feel that others will choose difficult goals in their place. Since goal setting theory 
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states that more difficult goals are more effective at getting real results, this has impli-
cations for the design of interactive systems. 

Previous discussions of goal setting theory have typically been based on aggregate 
consumption data shown using simple numerical displays [e.g. 10]. While consider-
able benefits have been shown in this work, this paper argues that additional benefits 
will emerge through appropriately designed techniques based upon the theory and in 
the field and would use real-time contextualized feedback [6]. Participants would be 
able to choose their own goals and receive feedback based on detailed disaggregated 
data representing consumption practices [4] from their home. They would be pre-
sented with customized information and personalized recommendations [7] based on 
the goals chosen and feedback received. This system would not be annoying, intrusive 
or repetitive and would adapt to users needs as required. This paper takes steps to-
wards the first design of such a system by showing how users choose goals, the types 
of goals they choose for themselves and makes an attempt to understand the reason 
for these choices. This will lead to further work, such as a system based in people’s 
homes, which collects their energy data, allows self-set goals and gives contextualized 
feedback based on this. The type of goal setting interface utilized in this paper can be 
used to test theories cheaply and easily. It is quicker than implementing a working 
system in the field and can be used as a first step to designing useful systems that can 
have an impact on encouraging sustainable behavior change. 

Options for future work on this topic are broad. A key development would be to in-
tegrate further work exploring goal selection with real-time sensing and presentation 
of home energy consumption levels. This will allow the development of interfaces 
that provide tailored, actionable and contextually relevant goals to users. Regularly 
updated feedback would also offer users confirmation of the effectiveness of their 
actions and goals. In summary, this paper has highlighted the need to better under-
stand goal selection behavior in the context of consumption reduction scenarios, so 
that users can be guided towards more effective and efficient goal selections. Ulti-
mately, this paper suggests that developing a better understanding of users goals will 
allow the design of better systems to reduce energy consumption. 
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Abstract. This work illustrates the design of a context-aware software architec-
ture supporting the narration of interactive stories for mobile users. The peculi-
arity of this work is the use of an extended set of context dimensions, including 
the surrounding environment and the user social network, for enhancing the en-
gagement and the emotional impact on the users experiencing the story.  
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1   Introduction 

The main goal of this project is the definition of a software architecture for supporting 
the creation and the delivery of narrations for mobile users, whose evolution is deter-
mined by the context. In particular we consider those dimensions of the context - such 
as the weather, the time of the day or the temperature - that may enhance the emo-
tional impact of the content communicated to the user. Such dimensions often are not 
considered, because their monitoring may require a set of sensors that usually are not 
embedded in most devices. The architecture described in this work takes advantage of 
context data available on the web for overcoming this problem. Besides, the interac-
tive story is here treated as an experience to be virally communicated and shared by a 
community of users that is considered also as an additional dimension of the context 
influencing the access to specific fragments of the narration. A small group of poten-
tial authors has been involved from the start of the project, before the development of 
the software prototype. The result was an evolving development process, where the 
contributions of computer science specialists and users were integrated and produced 
a result that - in a following preliminary validation phase - was judged satisfying in 
terms of expressivity, and which is open to further conceptual and technical advances. 

2   Related Work 

The notion of context has been exploited by several authors [7] [13] that have ana-
lyzed and used different dimensions of it, including the location, the user, the device, 
the network and the time. Context-aware applications guide the user experience in 
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relation to the context sensed, and they may influence both the interaction and the 
communication of information. Research on the adaptation of the information pre-
sented to the user in relation to the context has been developed particularly for the 
hypermedia and the web [3] [16], but a wide number of studies have focused also on 
the domain of the so-called mixed reality, that includes all the different blendings of 
navigable real and virtual environments. The location has been one of the most ex-
plored dimensions of context. Early works include the Active Badge system [22] for 
locating people inside a building by means of a wearable badge and delivering ser-
vices to them. Location awareness is used in many applications related to the cultural 
heritage domain - such as museum guides [11] or educational games for enhancing 
the visits to archaeological sites [2] - and to tourism. Another dimension of the con-
text, the user history, has been considered for adapting the content presented to the 
users, for example enabling its proactive presentation in relation to repetitive behavior 
patterns [6]. Other dimensions, such as the weather or the temperature, have been 
investigated in a number of research works, including [9] and [15]. As stated in the 
introduction, in most situations the values related to these variables can't be sensed 
directly by sensors embedded in the users’ devices. That is the reason why some re-
searchers have proposed software architectures [9] that abstract the sensor compo-
nents and rely on different methodologies for acquiring the values, including the web 
access. In most cases the knowledge of an extended set of context dimensions is used 
for informative purposes, such as indicating to tourists specific indoor or outdoor 
attractions in dependence of bad or good weather conditions. Most of the studies and 
applications developed so far - especially those ones targeted to mobile devices - have 
focused on providing appropriate information to the users, lowering their cognitive 
load, but have been rarely focused on the emotional use of the context. One of the few 
exceptions is a recent work [20], that emphasizes the emotive potential of the context 
for augmenting or diminishing the user engagement.  

The exam of narratology, that is the study of the structure of the stories, and of its 
influence on the design of interactive stories has been an important component of our 
work. An interest survey [5] analyses the theories developed by famous authors from 
the classical age to contemporaneity - including Aristotle, Propp, Greimas, Barthes 
and Bremond - in order to find the most suitable for the interactive storytelling do-
main. Our approach focuses on the studies of an Italian researcher, Cesare Segre [21], 
that we chose because of its generality and adaptability to different literary genres. 
Most of the approaches for building models and software architectures for interactive 
storytelling are focused on the proposal of drama managers (i.e., software components 
controlling the development of narration on the basis of the story developed by the 
author) [14] or autonomous agents influencing the evolution of the story [19]. Some 
of the applications for managing interactive stories have used location awareness for 
delivering appropriate information to the user. Hansen et al. [12] introduce the con-
cept of location-based Mobile Urban Dramas, where the city becomes the stage for 
the drama, and the user participates to a play where the actors voices can be heard 
through her mobile phone headset as she moves through the town. Another interesting 
project, iLand [8], permits to narrate - to users equipped with mobile devices - stories 
related to the oral culture and traditions of the island of Madeira, delivering content 
related to specific locations.  
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The role of the emotions in the computer human interaction has become increas-
ingly important with the pervasivity of computer systems, that go beyond the limits of 
work environments. A number of works focus on the so-called affective interaction 
[17], where the emotional information is communicated by the user to the system in 
order to improve the interaction. In this work, we share the interest for the user emo-
tions but, rather than studying the means for capturing them, we consider the emo-
tional role that may have the context, associated to a narrative content, for obtaining 
an emotional engagement of the user. 

3   Defining the Conceptual Model 

In a previous work [4] the exam of the narrative theories led us to consider the studies 
of Cesare Segre [21] as one of the most interesting starting points for defining a 
model of interactive story. The segmentation process of a literary text described by 
Segre - that leads to identify the main sequences of the narration and their relations - 
was the basis for the model of story defined in [4]. The initial formalization was 
modified for modeling also stories characterized by a non-linear narrative structure. 
The Segre's sequence was mapped to the main structure of the interactive story, that 
we named scene. Scenes may originate a complex narrative structure that may be 
navigated following different paths. The key components of the Segre's sequence 
were mapped to the two main components of the scene, the scenery and the situation. 
A single scene is characterized by a scenery and by one or more situations. The scen-
ery is the passive part of the scene, and it includes the components of the physical 
environment, such as building and trees. The situation is the active part of the scene, 
and it corresponds to the Segre's concept of event, that represents facts happening 
inside the story. Each situation is anchored to a specific location inside a scenery and 
is associated to a definite interactive content. In a certain phase of the narration only a 
subset of the situations are active and deliver their content when the user enters the 
associated locations. The entrance of the user and the following interaction usually 
modify the subset of the active situations, according to the branching structure de-
signed by the story author, and bring the story in a new state. We may classify this 
model as location-aware and drama manager inspired. In this work we tried to go a 
step further. Everyone can experience that a fragment of story communicated to the 
user in the location determined by the author can have a stronger emotional impact. 
 

 

Fig. 1. Two snapshots of the same location during the day and the night 
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But the final strength of this impact may greatly be enhanced (or diminished) in rela-
tion to the different conditions of time, weather or other dimensions of the surround-
ing context, as it can be seen in Fig. 1, where the same phrase - the mad man is wan-
dering through the park - read in the same location but in different light conditions 
may cause varying emotional reactions. That is the reason why in this work we en-
hanced the previous model, increasing the dimensions of the context that regulate the 
access to the situations. Another feature introduced in this work was the role of the 
social community in the enjoyment of the narration. While in the previous work we 
described stories designed for single user interactions, in this paper we considered the 
possibility for the author to deliver a story for a community of users. The primary role 
for this community is the sharing of the users’ experience, not only for helping other 
users to discover fragments of content available in specific context conditions, but 
also for achieving a deeper cognitive and emotional comprehension of the experiences 
lived by its members. The community represents also an additional dimension of the 
context that may be used by the story creator for enabling the access to specific frag-
ments of the narration depending on the actions of the community members. 

4   Experimenting the Conceptual Model 

Because one of the goals of this work was to focus on the narrative expressivity and 
the emotional engagement of the stories designed with our system, we decided to 
actively involve from the start a small group of potential authors. We communicated 
to a small group of students of the Fine Arts Academy of Venice (3 students aged 20) 
the initial design choices, as described in the previous section, and we asked them to 
design an interactive story based on an extended set of context types, including loca-
tion, time, weather and interactions of the users’ community. We chose as the location 
for the story San Servolo, a small island in the Venice lagoon near San Marco square 
(see Fig. 2 on the left), characterized by a group of buildings immersed in a gracious 
park. In the past century the island was the site of an asylum for mad men that were 
treated with various methods, including the cruel electroshock but also the music 
therapy and the rehabilitative work. The results of the students work came in the form 
of a story called San Servolo, travel into the memory of an island, focused on the life 
on the island at the times of the sanatorium. The narrative structure proposed by the 
students was based on a set of ten situations associated to eight locations of the island 
(see Fig. 2 on the left), often characterized by visible landmarks.  

The students designed a set of narrative paths, requiring the access to specific 
situations before the delivery of the content associated to other situations. Fig. 2 on 
the right shows a logical scheme displaying, through the use of arrows, where an 
ordered access to situations is required. Some situations are associated to the extended 
set of context dimensions described in the previous section: a mad woman of the asy-
lum tells her story next to the sculpture in the park, but only in the afternoons; a piece 
of classical music - reminder of the music therapy used for the guests of the institution 
- can be heard by the users facing the south side of the Venice lagoon, but only during 
the nights characterized by the absence of clouds. Finally, situations 7 and 8 embody 
the so-called apparitions, where the guests of the asylum appear to the users wander-
ing through the park, presenting themselves during the night as mad men and during 
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the days as men recovered from their illness. The students produced a detailed story-
board for the content of each situation that was the basis for the creation of ten associ-
ated video contributions. Their work gave a practical demonstration of the expressive 
potential of the context-aware story model and indicated where to focus the develop-
ment. For example the story imagined by the students showed that they were more 
attracted by the different dimensions of the environmental context rather than by the 
complexity of the content to deliver. As a matter of fact, the content produced by 
them was rich from an emotional and narrative point of view, but had a simple techni-
cal structure, being composed by single videos for each distinct situation. As a conse-
quence, in the following implementation phase, we focused on the implementation of 
an expressive set of rules related to the context. We decided to maintain the simple 
video container suggested by the students for the delivery of the narration. This deci-
sion had significant consequences on speeding up the implementation of the user 
interfaces, helping also their portability towards different client software platforms. 

 

Fig. 2. An aerial view of the island - evidencing the locations associated to the situations de-
fined in the narration - and a logical scheme of the relations between the situations 

5   The Software Architecture 

Because of the limits of the space we'll focus mainly on the high-level description of 
the software architecture (Fig. 3). The director, the main component of the story 
manager implemented on the server, decides which content to deliver to the client 
after matching the current values of the context variables with the set of context-
related rules defined in the authoring phase for each situation. While the current loca-
tion value is retrieved from the user device, most of the values of the environmental 
context are retrieved from different web services. This reasonable solution allows to 
define a simple and modular software architecture with a noticeable increased number 
of context dimensions available for narrative purposes. Besides, all the interactions of 
the user and her community are logged for being matched with the rules related to the 
user and the community histories. For example the user may access certain situations 
only if she has already experienced a subset of other situations. Besides, in the current 
implementation, in order to promote the use of the social network for composing the 
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different fragments of the narration, the author may specify a rule that inhibits the 
delivery of content of a certain situation when such content has already been delivered 
to a given number of users. The discussion space of the community, accessible from 
the user client interface, takes advantage of the Facebook social plugins [10] for per-
mitting to all the people experiencing the story to write comments and to read the 
thoughts of the other users. All the comments written by the users authenticated with 
their Facebook account are visible also in their Facebook profiles, contributing to 
spread the interest about the interactive story towards their social network (including 
of course the users that access Facebook from desktop platforms). Generally speak-
ing, in the current implementation the condition for the delivery of the content of a 
given situation can be informally expressed as follows: 

deliver content of situationi if current location = location of situationi 
and current weather = type of weatherk and min timei < current time < max timei  

and min temperaturei < current temperature < max temperaturei  
and (cont. delivery for situationi,j1 and … and cont. delivery for situationi,jn = true) 

and current num. of deliveries for situationi < max number of deliveries for situationi 
 

where situationi ∈ set of situations S, type of weatherk ∈ set of weather values W, min 
timei, max timei, min temperaturei and max temperaturei depend from situationi. The set 
{cont. delivery for situationii,j1, …, cont. delivery for situationi,jn} expresses the state of 
content delivery for a subset of situations Ri⊂ S and different from situationi.  

client

story manager

server

user interaction manager

Event manager

Director

Location
manager

Social 
network
manager

Env. context
manager

Story state
manager

Situation content
loader

Rules
repository

Content
repository

History
repository

Web
services

Presentation
manager

Sensor
module

User input
manager

Facebook

User

Env.
context

repository

Sensor
modulesSituations

repository

 

Fig. 3. High-level view of the software architecture 

All the components of the proposed architecture have been implemented using 
standard web technologies, including a JSP application server connected to a Post-
gresSQL DBMS and to a web server. On the client side, the use of HTML5 has per-
mitted a rapid implementation of the prototypical interface, displayed in Fig. 4.  
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After the required registration, the user activates the Discovering San Servolo func-
tion and starts wandering through the San Servolo island for capturing the fragments 
of the narration. Each time the system recognizes the context conditions for display-
ing the interactive content associated to a specific situation, such content is delivered 
to the client, as shown by Fig. 4 on the left. The user can decide at any time to switch 
to the second function of the client application, Share your experience (Fig. 4 on the 
right), for sharing her thoughts with her social network. The software architecture was 
preliminary tested with another group of students of the Fine Arts Academy (6 stu-
dents, aged 20). After the test the users filled in a brief questionnaire. All the users 
gave a positive evaluation of the narrative expressivity allowed by the software archi-
tecture and of the possibility to share the experience. The early involvement of users 
resulted in a smooth development process, but also stimulated new ideas, as the appli-
cation of the architecture to new domains. Other groups of users are currently experi-
menting the application, and we hope to have further interesting feedback for improv-
ing the quality of the system. I gratefully acknowledge Alessia Bort, Paola Bressan, 
Giorgia Franchin and Giorgia Sportelli for their contribution to the elaboration of the 
case study and to the creation of the software prototype.  

 

Fig. 4. Screenshots of the browsing interface for mobile devices 

References 

1. Abowd, G.D., Dey, A.K., Brown, P.J., Davies, N., Smith, M., Steggles, P.: Towards a Bet-
ter Understanding of Context and Context-Awareness. In: Gellersen, H.-W. (ed.) HUC 
1999. LNCS, vol. 1707, pp. 304–307. Springer, Heidelberg (1999) 

2. Ardito, C., Buono, P., Costabile, M.F., Lanzilotti, R., Pederson, T.: Mobile Games to Fos-
ter the Learning of History at Archaeological Sites. In: VL/HCC 2007, pp. 81–86 (2007)  

3. Brusilovsky, P.: Adaptive hypermedia. User Modeling and User Adapted Interaction  
11(1-2), 87–110 (2001) 

4. Carnielli, A., Pittarello, F.: Interactive Stories on the Net: a Model and an Architecture for 
X3D worlds. In: Web3D 2009, pp. 91–99. ACM Press, New York (2009) 

5. Cavazza, M., Pizzi, D.: Narratology for Interactive Storytelling: A Critical Introduction. 
In: Göbel, S., Malkewitz, R., Iurgel, I. (eds.) TIDSE 2006. LNCS, vol. 4326, pp. 72–83. 
Springer, Heidelberg (2006) 



Designing a Context-Aware Architecture for Emotionally Engaging Mobile Storytelling 151 

6. Celentano, A., Pittarello, F.: Observing and Adapting User Behavior in Navigational 3D 
Interfaces. In: AVI 2004, pp. 275–282. ACM Press, New York (2004) 

7. Chen, G., Kotz, D.: A Survey of Context-Aware Mobile Computing. Technical Report 
TR2000-381, Dartmouth College, Department of Computer Science (2000)  

8. Dionísio, M., Nisi, V., van Leeuwen, J.P.: The iLand of Madeira - Location Aware Multi-
media Stories. In: Aylett, R., Lim, M.Y., Louchart, S., Petta, P., Riedl, M. (eds.) ICIDS 
2010. LNCS, vol. 6432, pp. 147–152. Springer, Heidelberg (2010) 

9. Erdmann, D., Dorfmueller-Ulhaas, K., André, E.: Integrating VR-Authoring and Context 
Sensing: Towards the Creation of Context-Aware Stories. In: Göbel, S., Malkewitz, R., 
Iurgel, I. (eds.) TIDSE 2006. LNCS, vol. 4326, pp. 151–162. Springer, Heidelberg (2006) 

10. Facebook Social Plugins, http://developers.facebook.com/plugins 
11. Gordillo, S., Rossi, G., Lyardet, F.: Modeling Physical Hypermedia Applications. In: 

SAINT-W 2005, pp. 410–413. IEEE Computer Society, Los Alamitos (2005) 
12. Hansen, F.A., Kortbek, K.J., Grønbæk, K.: Mobile Urban Drama - Setting the Stage with 

Location Based Technologies. In: Spierling, U., Szilas, N. (eds.) ICIDS 2008. LNCS, 
vol. 5334, pp. 20–31. Springer, Heidelberg (2008) 

13. Kappel, G., Retschitzegger, W., Kimmerstorfer, E., Pröll, B., Schwinger, W., Hofer, T.: 
Towards a Generic Customisation Model for Ubiquitous Web Applications. In: Second Int. 
Workshop on Web Oriented Software Technology, IWWOST, pp. 79–104 (2002) 

14. Lamstein, A., Mateas, M.: Search-Based Drama Management. In: 2004 AAAI Workshop 
on Challenges in Game AI. AAAI Press, Menlo Park (2004) 

15. Moltchanov, B., Mannweiler, C., Simoes, J.: Context-Awareness Enabling New Business 
Models in Smart Spaces. In: Balandin, S., Dunaytsev, R., Koucheryavy, Y. (eds.) ruS-
MART 2010. LNCS, vol. 6294, pp. 13–25. Springer, Heidelberg (2010) 

16. Perkowitz, M., Etzioni, O.: Adaptive Web Sites. Communications of the ACM 43(8), 152–
158 (2000) 

17. Picard, R.W.: Affective Computing. MIT Press, Cambridge (1997) 
18. Riedl, M.O., Stern, A.: Failing Believably: Toward Drama Management with Autonomous 

Actors in Interactive Narratives. In: Göbel, S., Malkewitz, R., Iurgel, I. (eds.) TIDSE 2006. 
LNCS, vol. 4326, pp. 195–206. Springer, Heidelberg (2006) 

19. Sanchez, S., Balet, O., Luga, H., Duthen, Y.: Autonomous Virtual Actors. In: Göbel, S., 
Spierling, U., Hoffmann, A., Iurgel, I., Schneider, O., Dechau, J., Feix, A. (eds.) TIDSE 
2004. LNCS, vol. 3105, pp. 68–78. Springer, Heidelberg (2004) 

20. Schöning, J., Bartindale, T., Olivier, P., Jackson, D., Krüger, A., Kitson, J.: iBookmark: 
Locative Texts and Place-based Authoring. In: CHI 2009 - Spotlight on Works in Progress, 
pp. 3775–3780. ACM Press, New York (2009) 

21. Segre, C.: Introduction to the Analysis of the Literary Text. Indiana University Press 
(1988) 

22. Want, R., Hopper, A., Falcao, V., Gibbons, J.: The Active Badge Location System. ACM 
Transactions on Information Systems 10(1), 91–102 (1992) 

 



P. Campos et al. (Eds.): INTERACT 2011, Part I, LNCS 6946, pp. 152–161, 2011. 
© IFIP International Federation for Information Processing 2011 

Towards Emotional Interaction: Using Movies to 
Automatically Learn Users' Emotional States 

Eva Oliveira1,2, Mitchel Benovoy3, Nuno Ribeiro4, and Teresa Chambe2 

1 Digital Games Research Centre, Polytechnic Institute of Cávado and Ave, 
4750-810 Barcelos, Portugal 
eoliveira@ipca.pt 

2 LaSIGE, University of Lisbon FCUL, 1749-016 Lisbon, Portugal 
tc@di.fc.ul.pt 

3 Center for Intelligent Machines, McGill University, Montreal, Quebec, Canada 
benovoym@cim.mcgill.ca 

4 CEREM – Centro de Estudos e Recursos Multimediáticos, Universidade Fernando Pessoa 
nribeiro@ufp.edu.pt 

Abstract. The HCI community is actively seeking novel methodologies to gain 
insight into the user’s experience during interaction with both the application 
and the content. We propose an emotional recognition engine capable of 
automatically recognizing a set of human emotional states using 
psychophysiological measures of the autonomous nervous system, including 
galvanic skin response, respiration, and heart rate. A novel pattern recognition 
system, based on discriminant analysis and support vector machine classifiers is 
trained using movies’ scenes selected to induce emotions ranging from the 
positive to the negative valence dimension, including happiness, anger, disgust, 
sadness, and fear. In this paper we introduce an emotion recognition system and 
evaluate its accuracy by presenting the results of an experiment conducted with 
three physiologic sensors. 

Keywords: Affective computing, Emotion-aware systems, Human-centered 
design, Psychophysiological measures, Pattern-recognition, Discriminant 
analysis, Support vector machine classifiers, Movies classification and 
recommendation. 

1   Introduction  

Society’s relation with technology is changing in such ways that it is predictable that, 
in the next years, Human Computer Interaction (HCI) will be dealing with users and 
computers that can be anywhere, and at anytime, and this changes interaction 
perspectives for the future. Human body changes, expressions or emotions would 
constitute factors that became naturally included in the design of human computer 
interactions [1].  HCI aims to understand the way users experience interactions and 
strives to stimulate the sense of pleasure and satisfaction [2] by developing systems 
that focus on new intelligent ways to react to user's’ emotions. In fact, our cognition, 
creativity, health and aesthetic sensibility are highly influenced by our emotions, 
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playing an important role in our lives. Human Computer Interaction research 
community has been using physiologic, brain and behavior measures to study possible 
ways to identify and use emotions in human-machine interactions [3; 4]. However, 
there are still challenges in the recognition processes, regarding the effectiveness of 
the mechanisms used to induce emotions. The induction is the process through which 
people are guided to feel one or more specific emotions, which provokes body 
reactions. If the induction is not well succeed it would be more difficult to detect or 
recognize that changes. In this work, we present a novel pattern recognition system, 
based on discriminant analysis and support vector machine classifiers, which is 
validated using movies’ scenes selected to induce emotions ranging from the positive 
to the negative valence dimension, including happiness, anger, disgust, sadness, and 
fear. The recognition engine was designed as a low-cost emotions recognition system 
and it is part of a system - iFelt - which is an interactive web video system developed 
to learn user’s emotional patterns using movies’ scenes selected to induce emotions. 
In this paper we present our recognition method and the accuracy results by 
presenting an experiment with three physiologic sensors. Following this introduction, 
section 2 makes a review of most relevant related work, and section 3 introduces the 
iFelt system. Section 4 introduces the iFelt experiment, with a focus on the elicitation 
method. The paper ends in section 5, with conclusions and a discussion of 
perspectives for future work. 

2   Related Work 

There are different approaches for the affective evaluation of interactions because 
emotions are not straightforward to understand and are very complex to model. There 
are evaluations based on emotional dimensions, such as valence [15] or based in 
categories [16]. The recognition of emotions through physiological patterns is an 
unconscious way to assess emotions, which can be even more accurate than self-
assessment [5]. However, recognition processes commonly categorize emotions. 
Thus, the mapping of physiological patterns into emotional labels relies on the 
application of one or more emotional models. Based on directives from the Humaine 
Network of Excellence – an European Union initiative devoted to the evaluation of 
affective systems -  there are three commonly used such models: 1) the Categorical 
model, which defines emotions as discrete states, 2) the Dimensional model, which 
bases emotion perspectives in a spatial circumplex of emotion properties (the most 
common refer to arousal and valence), and 3) the Appraisal model, which defends 
that emotions depend on people’s own evaluation of events and its circumstances. 
The characterization of emotions by physiologic patterns faces some problems, but it 
has some advantages when compared to other recognition methods.  

The characterization of emotions has still some limitations regarding the 
differentiation of emotions from physiologic signals, namely, in finding the adequate 
elicitation to target a specific emotion [4]. Moreover, due to the fact that being 
emotions, time-, space-, context- and individual-based, trying to find a general pattern 
for emotions, and trying to obtain a “ground truth” can be difficult: these are some of 
the major problems we currently face [3]. On the other hand, there is a major advantage 
when compared to facial and vocal recognition, because emotions cannot be intentional 
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- we cannot trigger the autonomic nervous system (ANS) contrarily to the so called 
“poker face” where people disguise facial expressions as well as vocal utterances [13]. 
Another common argument against physiologic measurements for emotion analysis is 
the fact that sensors are invasive, but new wearable sensors and related technological 
advances promise to allow for mouses that can incorporate sensors in the same way as, 
for example, the ones used in wrist band’s to measure affective states [6]. Regarding the 
matter investigated in this work, Picard et al. also claim that cameras for facial 
recognition can be more invasive than physiologic sensors because they reveal identity 
or appearance besides emotional information. Films are by excellence the form of art 
that exploits our affective, perceptual and intellectual activity. In 1996, a research group 
[8] tested eleven induction methods and concluded that films are the best method to 
elicit emotions (positive and negative) and mainly when subjects (not studying 
psychology) are treated individually and are introduced to the purpose of the study. 
More recently, other researchers used films to induce emotions with different goals. One 
of the first works is from [8], which tried to find films that induce differential emotional 
states (dimensional space) while J. Gross et al. [5] tried to find as many films as 
possible to elicit discrete emotions and find the best films for each discrete emotion. In 
light of the evidence of distinct physiological responses of emotion, the machine 
learning and HCI communities have each investigated the automatic recognition of 
emotions. Picard et al. [6] pioneered this area by showing that some emotional states 
can be recognized automatically using physiological signals and pattern recognition 
methods. In [18], the authors made an overview represented in a table (Table 1) that we 
complete with the elicitation method used, which presents the most relevant studies 
regarding emotion recognition, using different physiologic signals and different 
classification methods. Methods that have used movies had the lower results, which in 
our opinion demands for new ones that can more effectively explore the power of 
movies to induce emotions given that, according to [8], movie scenes are considered to 
be one of the best methods to induce emotions. 

Table 1. Four studies on automatic physiological-driven classification on affect 

Ref Year Signals Participan
ts 

Features Select./Red. Classifiers Target Results Elicitation 

[6] 2001 C,E,R,M 1 40 SFS, Fisher LDA 8 emotions 
 

81% images

[3] 2008 C,E,R,M 3 110 SBS LDA 4 emotions 
 

70% music

[14] 2008 C,E,R,M 40 5 - SVM 5 emotions 
 

47% movies

[7] 2009 C,E,R.EE 10 18 - LDA, 
SVM,RVM 

3 emotions 51% movies

Signals: C: cardiovascular activity; E: electrodermal activity; R: respiration; M: electromyogram 
and;EE: electroencephalographic; Selection: SFS: Sequential Forward Selection; SBS: 
Sequential Backward Selection; Fisher: Fisher projection; Classifiers: SVM: Support Vector 
Machine; RVM: Relevance Vector Machines; LDA: Linear Discriminant Analysis; 

 
The collection of physiologic data when users are watching movies was recently 

developed in the psychology area to test whether films can be efficient emotional 
inductors, which could help psychologists in specific treatments [10], or in the 
computer science area to automatically summarize videos according to the emotional 
impact on their viewers [11,12]. Money & Agius (2009) [12] report an experiment on 
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how user physiological responses vary when elicited by different genres of video 
content in order to validate the development of personalized video summaries. They 
also showed specific video segments to a group of viewers monitored with biometric 
artifacts (electro dermal response, respiration amplitude, respiration rate, blood 
volume pulse and heart rate) and concluded that there are significant differences 
between users when watching the same video segments. Money et al. (2009) [12] 
make use of the dimensional theory to classify the affective results in this study. 

In the next section we describe the classification procedure of our system. 

3   The iFelt Classification and Recognition Engines 

iFelt is an interactive web video system designed to learn users emotional patterns, 
and explore this information to create emotion based interactions. The system is 
composed of two components. The “Emotional Recognition and Classification” 
component which performs emotional recognition and classification of user’s 
emotional states and the “Emotional Movie Access and Exploration” component that  
explores ways to access and visualize videos based on their emotional properties and 
users’ emotions and profiles. In this paper we are focused on evaluation of the 
Emotional Recognition and Classification component whereas the Emotional Movie 
Access and Exploration are thoroughly described in [17]. In this section we will 
describe in detail the elicitation procedure and how we collect, process, and classify 
biosignals to learn and later recognize emotional patterns as a low-cost emotions 
recognition system. 

3.1   Emotional Elicitation 

Every emotion recognition process needs to address the problem of how to induct 
emotions. Our emotional recognition and classification component is grounded in the 
induction of emotional states by having users watch movie scenes. The selection of the 
movie scenes was based in our own judgment and also based on J. Gross’ work [5]. We 
have selected 3 scenes from their work, and a selection of 13 additional scenes that in 
our opinion were emotionally intense and represent the set of emotions  needed to test 
our recognition engine, with an average duration of 2 minutes 22 seconds per scene. 
The system, iFelt, uses the subjects’ data obtained while watching movie scenes to 
create an engine to enhance automatic recognition of users’ emotional states. The 
selected movie scenes induct subjects to feel five basic emotions (happiness, sadness, 
anger, fear and disgust) and the neutral one, so, every subject should see 16 scenes (four 
of happiness, four of sadness, four of fear, two of disgust and two of anger) and one 
neutral scene. Based on their feedback, we associated the captured physiological signals 
with emotional labels, and trained our engine. 

3.2   Biosignal Capture 

Biosignal recording uses biosensors for measuring Galvanic Skin Response (GSR), 
Respiration (Resp) and Electrocardiogram (ECG) and is responsible for users’ 
biosignals recording and signal processing pipeline each sampled at 256 Hz. These 
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sensors were specifically chosen as they record the physiological responses of 
emotion, as controlled by the  autonomous nervous system, and also because they 
were already proven sufficient for measuring our five basic emotions (happiness, 
sadness, anger, fear and disgust) [4,12]. From the heart we measured heart rate, heart 
rate acceleration, and heart rate variability. We also measured the first and second 
derivative of the heart rate. For respiration, we measured the rate, the amplitude and 
the first and second derivative of the rate. For GSR, we measured the stats plus the 
number of Skin Conductance Responses (SCRs). 

3.3   Emotional  Classification 

Emotionally relevant segments of the recordings that are free of motion artifacts are 
hand-selected and labeled with the help of the video recordings and subjects 
responses. High-frequency components of the signals are considered to be noise and 
filtered with a Hanning window [13]. For the GSR signal, a cutoff frequency of 2.0 
Hz was used, whereas for the ECG and respiration signals, cutoffs of 128 Hz and 10 
Hz were used in the filters. To account for inherent physiological differences between 
participants, the mean of the 3-minute silent baseline data preceding each stimulus 
onset was subtracted from the active data and the signal range was adjusted to a [0;1] 
interval. We extract six common statistical features from each type of the filtered 
biosignals, of size N (Xn, n  [1...N]): the filtered signal mean, the standard deviation 
of the filtered signals, the mean of the absolute values of the first differences of the 
filtered signals, the mean of the absolute values of the first differences of the 
normalized signals, the mean of the absolute values of the second differences of the 
filtered signals and the mean of the absolute values of the second differences of the 
normalized signals. A total of 6 x 3 = 18 features are computed from the three types 
of biosignals. These features were chosen to cover the typically measured statistics in 
physiological recordings. The advantage of using relatively simple statistical feature 
is that these can be computed efficiently, opening the door for real-time applications. 
We employed digital signal processing and pattern recognition, inspired by statistical 
techniques used by Picard [6], in particular in our use of sequential forward selection 
(a variant of sequential floating forward selection). We specifically chose statistical 
features, as these are computationally easy to produce, which opens the way to future 
real-time systems, choosing only classifier-optimal features, followed by Fisher 
dimensionality reduction. For the classification engine, however, we implemented 
linear discriminant analysis (LDA) rather than the maximum a posteriori used by 
Picard, since our previous experiments with physiological data has shown that LDA 
produces high classification rates. LDA was selected to dimensionally reduced data 
by building a statistical model for each emotional class and then cataloguing novel 
data to the model that best fits. We are thus concerned with finding which 
classification rule (discriminant function) best separates the emotion classes. LDA 
finds a linear transformation Φ of the x and y axes that yields a new set of values 
providing an accurate discrimination between the classes. The transformation thus 
seeks to rotate the axes with parameter v, so that when the data is projected on the 
new axes, the difference between classes is maximized. 
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3.4   Emotion Recognition 

The pattern recognition module uses discriminant analysis, support vector machine 
(SVM) and k-Nearest Neighbour (K-NN) classifiers [20] to analyze the physiological 
data and it was validated by the usage of specific movie scenes selected to induce 
particular emotions. We used the greedy sequential forward floating selection (SFFS) 
algorithm to form automatically a subset of the best n features from the original large 
set of m (n < m). SFFS starts with an empty feature subset and, on each iteration, 
exactly one feature is added. To determine which feature to insert, the algorithm 
tentatively adds to the candidate feature subset one that is not already selected and 
tests the accuracy of a k-NN classifier built on this provisional subset. A feature that 
results in the highest classification accuracy is permanently included in the subset, 
while a poor feature is deleted. The process stops after an iteration where no feature 
additions or deletions cause an improvement in accuracy. The resulting feature set is 
now considered optimal. The SVM classifier generates parallel separating 
hyperplanes that maximize the margins between the subjects' data, which has the 
effect of minimizing generalization error. Because SVMs are binary classifiers by 
nature, we used a one-versus-all decision strategy to perform multiclass classification. 
This technique divides the single multiclass problem into c binary classifiers in which 
the one with the highest recognition confidence value assigns the final label.  

We trained the SVMs with a Radial Basis Functions (RBF) kernel for which the 
parameters were determined concurrently using an iterative grid selection technique 
that finds the best combination using the training error of the classifier as a 
performance metric [20]. The SVM module outputs the identity of the recognized 
person, along with a classification confidence value based on the distance between the 
feature vector of the probe and the hyper-margin of the closest subject. The k-NN 
classifier used here classifies a novel object r by a majority of “votes” of its 
neighbors, assigning to r the most common class amongst its k nearest neighbors, 
using the Euclidean distance as metric. It was found through experimentation that a 
value of k = 5 resulted in the best possible selected feature subset. 

4   Evaluation and Discussion 

We used a portable system - Nexus 4 - with 3 inputs channels for ECG, Respiration 
and HR. It is a wireless 'real-time' data link computer, and can store up to 24 hours of 
physiological data on its built-in flash memory. The computer software used to 
process data was Biotrace1. Eight participants, averaged 34 year, were submitted to an 
experiment. Because we presented full length feature films to our subjects, we were 
able to recruit only eight subjects.  However, we deem this number of participants 
acceptable as a first attempt to classify their emotional reactions. After the subject 
arrived, the electrodes were attached and the recording system checked. We 
developed a web interface to easily perform the learning procedure, which began by 
asking the user to rest for 3 minutes, in a quiet mode. At the beginning of the sessions, 
a 3-minute silent baseline was recorded, while the participants engaged in focused 
relaxation by limiting their concentration to their respiration. This pre-stimulus 
 

                                                           
1 http://www.mindmedia.nl/english/biotrace.php 
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Fig. 1. Class Clustering of Five Emotional States 

relaxation time was critical to stabilize the physiology to a homeostatic state, as some 
participants initially exhibited anxiety at being the focus of attention and being wired 
to the sensors. Then the neutral scene was shown to collect the neutral state right after 
the baseline. The sequence of 16 movie scenes began with the happiest scenes first 
alternating with fear related ones. Then, we showed the disgust related scenes 
alternating with fear related scenes. The last set included the sad scenes, alternating 
with anger, but chosen in a way that the most intense sad emotions were presented 
towards the end of the experimental session following recommendations of [5]. We 
also chose this sequence because it was evident from our previous sessions that when 
people watched intense sad emotions they became emotionally unavailable to be 
amused, or even frightened, by any movie scene. In turn, this choice was found to be 
the most adequate sequence in order to improve recognition accuracy.  Upon 
watching completion, subjects answered a questionnaire describing the emotion from 
the set which they considered was the dominant, in which intensity and if they 
enjoyed watching it. After the movies session, the experimenter labeled minute per 
minute every movie used in this experience with the expected emotion, to compare 
with the results of the recognition. The learning phase expressed in Figure 1 
demonstrates the class clustering of five emotional states: happiness, anger, sadness, 
fear and disgust projected on the 2D Fisher space along with the SVM class-
boundaries of one person, which is satisfactory once we want to learn each user’s 
emotional patterns. It is a positive result because it shows that emotion instances 
distribution of the same category are near to each other, and apart from the other, 
which reveals coherence and confidence. To evaluate the pattern recognition process, 
we compared the expert-labeled movies with the output of the automatically classified 
data from the iFelt system. The expert labeled the movies in consecutive blocks of 
one minute length. To compare with the output of the recognition system, which 
produced classification scores on consecutive five-second windows, the median score 
was computed over minute long segments of the classified data. At least two subjects 
watched each of the eight movies, and were classified by the system. With the SVM 
classifier, the overall average recognition rate is 69% (s.d. 5.0%), which represents a 
49% improvement over random choice. Because we are classifying 5 classes, the 
random probability is 1/5 (20%), which is what the simplest classifier could do. 
However, our classifier performs at 69%, which is 49% higher than the random 
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choice of 20%. Our k-NN classifier produced an overall average recognition rate of 
47% (s.d. 9.3%). The SVM classification score shows promise that the iFelt 
recognition system can be used to automatically evaluate human emotions. Although 
it is important to note that further research needs to be conducted to optimize both the 
classification algorithms for the type of data used here and the scenes used to learn 
the emotional patterns. However, two key positive aspects of the system emerged 
which is the use of easily computed statistical features, which can be used to develop 
real-time classification systems, and a quite reasonable recognition rate, with only 
three sensors when compared with the works listed in section 2. 

5  Conclusion and Future Work 

We presented an emotional recognition system capable of automatically recognizing a 
set of human emotional states using psychophysiological measures and pattern 
recognition techniques based on discriminant analysis and support vector machine 
classifiers. Regarding our experiment methodology we concluded that, every time a 
subject watched an intense sad movie scene, such as atrocities performed in 
genocides, the person could not feel happiness in any kind of subsequent happy scene. 
Another conclusion we made was that people, after watching a very disgusting scene, 
such as watching sputum in a very expository way, normally kind of forgot the past 
sensations (sadness, happiness, fear) and felt a little indisposed. The third observation 
we made was that after 16 movie scenes, in a total duration of 40 minutes, the 
experience became emotionally intense and subjects became tired and lost their good 
mood.  In order to test the performance of our system, a novel emotion elicitation 
scheme, based on emotions induced by watching selected movie scenes was 
presented, engendering a moderate degree of confidence in collected, emotionally 
relevant, biosignals. Discrete state recognition via physiological signal analysis, using 
pattern recognition and signal processing, was shown to be reasonably accurate. A 
correct average recognition rate of 69% was achieved using sequential forward 
selection and Fisher dimensionality reduction, coupled with a Linear Discriminant 
Analysis classifier. An important conclusion of this work is that it is easily computed 
statistical features can be implemented in real-time classification systems, which 
allows moving towards an emotional interaction system, and also reveals that few 
features can achieve pretty good results. Even though physiologic sensors are 
invasive, recent technological advances is resulting in the development of wearable 
sensors less intrusive, which make our recognition engine useful in assessing human 
emotional states during human-computer interactions and further validates the use of 
movies as powerful emotional triggers. Our ongoing research also intends to support 
real-time classification of discrete emotional states, adding also arousal/valence 
mappings from biosignals for multimedia content classification and user interaction 
mechanisms by developing emotional aware applications that react in accordance to 
user's’ emotions. In the context of our work we are considering using emotion 
recognition to automatically create emotional scenes, recommend movies based on 
the emotional state of the user and adjust interfaces according to user’s emotions and 
based on emotional regulation theories. By creating emotional profiles for both 
movies and users, we are developing new ways of discovery interesting emotional 
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information in unknown or unseen movies, compare reactions to the same movies 
among other users, compare directors intentions with users effective impact, analyze 
over time our reactions or directors tendencies. Measuring physiological signals of 
users is a natural input mechanism that can be used to automatically classify 
information with emotional semantic which can enhance retrieval systems by adding 
emotional information to search engines, as can be used in interactive applications 
that take into account the affective states of users. 
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Abstract. Compared to collocated interaction, videoconferencing disrupts the 
ability to use gaze and gestures to mediate interaction, direct reactions to spe-
cific people, and provide a sense of presence for the satellite (i.e., remote) par-
ticipant. We developed a kinetic videoconferencing proxy with a swiveling dis-
play screen to indicate which direction that the satellite participant was looking. 
Our goal was to compare two alternative motion control conditions, in which 
the satellite participant directed the display screen’s motion either explicitly 
(aiming the direction of the display with a mouse) or implicitly (with the screen 
following the satellite participant’s head turns). We then explored the effective-
ness of this prototype compared to a typical stationary video display in a lab 
study. We found that both motion conditions resulted in communication pat-
terns that indicate higher engagement in conversation, more accurate responses 
to the satellite participant’s deictic questions (i.e., “What do you think?”), and 
higher user rankings. We also discovered tradeoffs in attention and clarity be-
tween explicit versus implicit control, a tension in how motion toward one per-
son can exclude other people, and ways that swiveling motion provides atten-
tion awareness, even without direct eye contact. 

Keywords: Video-mediated communication, videoconferencing, gaze  
awareness, proxy, telepresence. 

1   Introduction 

Attention is fundamental to the flow of face-to-face conversations. Each participant 
projects cues of what he is paying attention to and other participants interpret these 
cues to maintain awareness of his locus of attention. This awareness helps them un-
derstand his deictic references. Both production and consumption of awareness cues 
occur at conscious and subconscious levels [1]. 

Videoconferencing systems disrupt the link between attention projection and atten-
tion awareness. They do this in part because they do not faithfully reproduce the  
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spatial characteristics of gaze, body orientation, and pointing gestures. This disruption 
is one of the reasons why video-mediated communication is less effective than face-
to-face interaction. The lack of a shared physical environment further hampers par-
ticipants’ abilities to use spatial cues to support conversation and direct attention [2, 
3]. Videoconferencing configurations that involve multiple people at one site offer 
multiple plausible loci of attention, increasing the potential for confusion. 

 

Fig. 1. The experimental setup, showing three collocated participants and the kinetic proxy 
seated around a table. The proxy was operated by a confederate, and positioned so that its 
swiveling display approximately matched participant eye-height. 

We are particularly interested in videoconferencing systems to support hub-and-
satellite meetings, where most participants are collocated except for one participant at 
a satellite location. This satellite is represented in the collocated space by a proxy 
device consisting of a display screen, camera, speaker, and microphone (Fig. 1). The 
satellite perceives the hub location through streams of audio and video displayed on 
his computer display. 

A study of proxies in everyday use has documented the benefits of a physical rep-
resentation of the satellite in group interaction [4]. Our own use and studies of proxies 
in our day-to-day work has led to a design that includes a wide-field-of-view camera 
that shows most of the meeting room at the hub site (see Fig. 3). The satellite views 
this panorama of the hub room displayed in a window that is full-screen width across 
his display. Relative to this window, the satellite’s camera is positioned horizontally 
centered and vertically as close as possible.  

This view gives the satellite a good sense of the spatial relationships among the 
people and objects in the meeting room. He can maintain awareness of the locus of 
attention for each of the hub participants. Because the camera the satellite views is 
positioned near the screen representing him, he has a good sense of when a hub par-
ticipant looks directly at him or gestures toward him. 

The reverse, however, is not true. The hub participants have a general sense of 
whether the satellite is looking left, center or right, but nothing more fine-grained than 
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that. The video mediation introduces too many invisible parameters, such as the field 
of view of the wide-angle camera and the size of the satellite’s desktop monitor, pre-
venting the hub participants from having a precise sense of the satellite’s focus of 
attention. With the multiple potential foci of attention in a typical meeting (e.g., peo-
ple, whiteboard drawings, artifacts), breakdowns occur when the hubs cannot deter-
mine the satellite’s focus of attention. 

Moreover, the hub participants do not have a visceral sense of mutual eye contact 
with the satellite participant. When he looks straight at the camera, all of the hubs 
perceive him to be looking straight at each one of them. We call this the newscaster 
effect1 [5]. When he looks to the left, none of the hubs perceive him to be looking 
directly at any of them, but instead experience him to be looking over their right 
shoulder. This disruption of eye gaze awareness adds to making it difficult for the 
hubs to maintain awareness of the satellite’s focus of attention.  

A more subtle problem is that the satellite is just not as “present” as his collocated 
counterparts. We have observed several instances where people are talking in order 
around the table, e.g., to introduce themselves or report status, and the satellite on his 
proxy is skipped. We call this the skip-over effect. Despite the physical presence of 
the proxy, we believe there are many factors contributing to this deficit in presence. 

We sought to mitigate these problems by physically moving the proxy in response 
to the satellite’s actions. We began with one degree of motion by putting the display 
of the proxy on a motorized turntable that is controlled by the satellite participant. We 
called this a kinetic proxy. 

To explore how kinetic proxy movement may address the newscaster and skip-over 
effects, we implemented several forms of motion control, and assessed hub partici-
pants’ perceptions of the differences. We performed a lab study of the prototype, 
comparing a stationary proxy, a kinetic proxy under the satellite’s explicit control by 
mouse cursor, and a kinetic proxy controlled implicitly by the satellite’s head motion. 
This is the first study to directly compare alternative ways to project attention and 
evaluate people’s responses. 

The study’s setting was a distributed conference consisting of several collaborative 
tasks. We used measures of conversation effectiveness such as engagement, natural-
ness of interaction, cognitive effort and sense of presence. 

We found that the kinetic conditions were generally better than the stationary condi-
tion, with interesting caveats. For example, screen motion toward one person is more 
akin to turning one’s back (rather than one’s head) toward someone else. We also found 
unexpected and previously undescribed benefits and drawbacks to both means of con-
trol of the kinetic proxy. Among these is that implicit control generates more incidental 
proxy motion, which increases the cognitive effort experience by hub participants. 
These findings suggest designs for future experimentation in kinetic proxies. 

2   Background 

Researchers of interpersonal interaction recognize that the nuances of body  
orientation and non-verbal behavior—some consciously controlled, others not—are 

                                                           
1  What we call the newscaster effect is more commonly referred to as the Mona Lisa effect. We 

prefer the former in this context, as the affordances of live audio and video viewed on a digi-
tal screen are more directly comparable, and are closer to most people’s experiences. 
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important parts of the messages that people send and receive when communicating in 
person. Goffman highlighted the difference between the expressions that people give 
and those that they give off [6]. The former are verbal signs of the content they want 
to communicate; the latter are nonverbal and contextual. The former are more con-
scious; the latter are more subconscious. Hall’s study of proxemics formalized that, 
with cultural differences, the way people orient their bodies toward or away from one 
another indicates their degree of intent to engage in conversation [7]. Face-to-face is 
more direct, a 90-degree angle is more casual, and a 180-degree angle is more transi-
tory and disengaged. The design and motion of the kinetic proxy, with its explicit and 
implicit forms of control, is inspired by these insights. 

2.1   Gaze Awareness in Videoconferencing 

There is a long series of research prototypes that have tried to improve gaze aware-
ness in videoconferencing. Hydra [8] was a 4-way distributed meeting system that 
packaged a video camera, small display, microphone, and speaker in self-contained, 
table-top surrogates dedicated to represent each participant at the meeting. Partici-
pants could look toward any of the other participants, and everyone would have an 
appropriate indication of his or her gaze. A study that compared mediated with same-
room conversations found very similar patterns in overall speaking time, speech seg-
ment duration, and the distribution of turns taken. Our current study draws upon these 
same three conversational measures (among others). 

More recent videoconferencing studies have also focused on gaze awareness. 
GAZE-2 [9] used several cameras at each site to capture video of each participant. 
The system detected which video window was being looked at by tracking each par-
ticipant’s eye movements. Each participant’s video view was then shared with the 
other participants in a rendering of a virtual meeting room. Each video in the virtual 
room was presented as a flat screen, which was digitally skewed to face the remote 
participant toward which each participant was looking. These virtual screens rotated 
in a similar way to our single physical screen. 

HP’s Halo and Cisco’s TelePresence are conference room-scale installations that 
support individual as well as group meetings. Because all of the participants at each 
site share the same views of the participants at the other site, correct gaze is not main-
tained as one moves to different positions within the room. The Virtual Window [10] 
sought to adjust for motion parallax such as this by tracking participants’ head mo-
tions and moving a remotely-operated camera to simulate the effect of looking 
through an opening directly into the remote space. 

MultiView [11] preserved gaze and gesture spatial relationships for groups of par-
ticipants in a two-site (extensible to three) conference. Multiple cameras at each 
site—one facing each participant—sent multiple video streams to a directional 
viewscreen at the other site. Positioning was carefully arranged so that every partici-
pant at one site had a correct, angle-adjusted view of every participant at the other 
site, relative to his or her seating locations. 

2.2   Sociable Robots 

Other research prototypes expressly examine gaze direction in human-robot  
interaction. Yamazaki et al. [12] developed robots with movable heads to support 



166 D. Sirkin et al. 

turn-taking in their communications. These robots engaged humans in one-on-one 
monologue or simple dialog while orienting their heads toward people or objects of 
interest. The studies emphasized the coincident timing of robotic gestures with transi-
tional words. Our work also explores how orientation cues can influence interaction, 
but in a highly collaborative context. 

Such robots also act as agents rather than avatars. By representing themselves in an 
interaction rather than a human other, and by not simultaneously presenting live video 
of that remote other, they avoid the potential to both complement and contradict an 
operator’s actions. Kinetic proxies take this hybrid approach to providing physical 
motion as well as onscreen video. 

2.3   Kinetic Proxies 

A number of embodied telepresence systems have focused on kinetic proxies for hub-
and-satellite interactions. PRoP [13] was a series of explorations of mobile, robotic 
personal stand-ins, composed of a video camera and LCD panel (and later, a small 
pointer) mounted atop a vertical pole and connected to a drivable base. Due to mobil-
ity constraints, PRoP’s primary means of directed gaze was through a pan-tilt-zoom 
camera head, which served as a partial indicator of the operator’s focus of attention, 
much like our proxies. But as we have found, this can be an ambiguous cue, as the 
camera may not always follow the operator’s attention, or agree with his or her gaze. 
This overall form and interaction experience has recently appeared in commercial 
telepresence robots, including Willow Garage’s Texai [14], Anybots’ QB [15], and 
InTouch Health’s Remote Presence [16]. 

Sun’s Porta-Person [17] prototype also addressed the social presence of remote 
participants through motion, but specifically within “hybrid meetings,” which include 
a mix of conference rooms, remote and local participants. The device included a video 
camera and display—replaced by a laptop computer in a later design—stereo speakers 
and microphones, all mounted atop a turntable and positioned on, or alongside, a 
conference table. Porta-Person and its turntable represent a direct lineage influence on 
the physical design of our kinetic proxy. 

MeBot [18] was a small, desktop proxy with a three degree-of-freedom head that 
displayed cropped video of the operator’s face, mounted to a mobile base with articu-
lating arms. A study found that the proxy displaying motion was more engaging and 
likable than without motion. The role of motion as an indicator of attention was not 
evaluated, and since the participant’s head motion was tracked (only), alternative 
forms of control were not compared. 

Though it is not a telepresence proxy, the RoCo prototype [19] is relevant because it 
uses physical motion to influence engagement. It consisted of an LCD screen mounted 
on a 5 degree-of-freedom robotic “neck” that could rotate, lean and gesture expres-
sively, mirroring the posture of the person standing in front of it. Studies of RoCo dem-
onstrated that the system could create emotional engagement. RoCo, with its gesture 
mirroring capability, was an inspiration for our implementation of implicit control. 

GestureMan’s [20] goal was to support a remote operator in projecting his or her 
intentions in a workspace shared with a human collaborator. Unlike other proxies, it 
did not support live video of the operator. Instead, it had the ability to orient its own 
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robot head, body and a pointing arm, which were controlled by tracking the operator’s 
head movements, screen touches and joystick use. 

Animatronic Shader Lamps Avatars [21] were another form of kinetic proxy: a 
life-scale Styrofoam head mounted on a pan-tilt unit, onto which a video feed of the 
satellite operator’s likeness is projected. The system tracked the operator’s yaw and 
pitch head motions and mirrored them on the avatar. An advantage of this approach 
was that it presented correct focus of attention cues for all of the individuals interact-
ing with the avatar and over a broad range of viewing angles. It has not been system-
atically studied from a human-factors perspective. 

3   Laboratory Study 

To test the effectiveness of the kinetic proxy, we conducted a laboratory study to 
compare it to a typical stationary video display, and to compare explicit and implicit 
motion control mechanisms. The study sought to explore the satellite’s ability to pro-
ject gaze cues under these alternative conditions, and hub participants’ resulting sense 
of gaze awareness and presence, by including the directional affordances that people 
enjoy in face-to-face conversation. 

3.1   Study Design 

We ran the study as a within-subject design to encourage participants to make com-
parisons that primarily reflect the absence or presence of motion affordances, and 
their form of user control. Each group of participants experienced all of the following 
three conditions: 

Stationary: The proxy showed no physical motion at all. This condition most 
closely resembles a traditional video-chat style conference. 
Explicit Control: The proxy screen swiveled in response to the satellite participant 
explicitly selecting the location she wanted to aim her proxy towards. The position 
of the proxy was directly linked to the position of the mouse cursor over the pano-
rama view (there was no need to click the mouse button).  
Implicit Control: The proxy screen swiveled in response to where the satellite 
was looking, based on automatic tracking of her head motion. 

We set out to test two hypotheses about the perception of motion and control of a 
kinetic proxy: 

Hypothesis 1 (H1): Physical motion of the proxy results in greater conversational 
engagement, improved sense of directional attention, and preferred interactions by 
hub participants, compared to no motion at all. 

By physical motion, we mean the physical movement of the proxy within the meeting 
room (where the hub participants are located). This is in contrast to apparent motion, 
which might be represented by repositioning a projected image on a stationary screen. 
For this study, we focused on physical motion of the screen that displayed the satellite 
participant’s video stream. 
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Hypothesis 2 (H2): Implicit control of the proxy results in more natural interac-
tions, with lower cognitive effort, and greater sense of the satellite participant’s re-
actions, compared to explicit control. 

In both cases, the goal is to more closely reflect the way that people interact during a 
collocated discussion, or at least, a reported improvement over the non-motion con-
ference experience. We used a combination of behavioral and perceptual measures 
that are described in more detail below. 

Procedure 

We ran six groups of subjects through the experiment. We counterbalanced the order-
ing of conditions across groups. All of the groups were composed of three collocated 
hub participants who were recruited, plus a confederate acting as the satellite. Partici-
pants were led to believe that the confederate was an untrained recruit like them. The 
same confederate participated in all of the groups, so that the kinetic proxy would be 
operated in a consistent way throughout the experiment.  

Each group worked in each condition for approximately 10-15 minutes. Immedi-
ately after each condition, participants individually completed a questionnaire that 
asked them to rate their experience with that condition. After all three conditions were 
completed, participants individually rated their preference among the conditions on a 
questionnaire and then participated in a semi-structured group interview. All sessions 
lasted approximately one hour, and the entire session was recorded using two over-
head cameras and microphones in the hub room that captured the team’s activity for 
later analysis.  

Tasks 

During each condition, the group performed a decision-making task with no right 
answer [22] that was intended to evoke discussion and interaction within the group. 
The following three tasks were always performed in the same order. 

Task 1: Decide on a local restaurant to visit as a group after the study (hypotheti-
cally) that would work for everyone’s dietary constraints and interests. 
Task 2: Recommend a number of sites or attractions for a first-time visitor to the 
region, identified as an acquaintance of the satellite participant. 
Task 3: Generate a personalized license plate for a well-known regional celebrity 
figure, whom the group selected from a short list of alternatives. 

Participants were instructed at the beginning of the experiment that the members of 
the group with the best solution to Task 3, as judged by the experimenter, would re-
ceive a $20 gift card. (In fact all participants received the gift card.) 

Participants 

The 18 participants (9 male, 9 female) were recruited from the local region and did 
not know each other prior to the study. They were given a gratuity for their participa-
tion. Participants ranged in age from 20 to 55 years old. Their prior experience with 
videoconferencing varied from this study being their first exposure, to participating in 
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conferences on a weekly basis. While individual groups had an uneven makeup, every 
group had both genders (the confederate was female).  

3.2   Experiment Setup 

Turntable Kinetic Proxy 

The satellite participant and hub group were located in adjacent rooms, and communi-
cated through a videoconferencing proxy that we built for the study (see Fig. 2). A 
12” Tablet PC supported in the portrait orientation displayed head-and-shoulders 
video of the satellite participant. The tablet was mounted atop an 8” turntable, which 
the satellite could remotely position within ±90°, to directly face any of the hub par-
ticipants in the room. The frame, constructed of ¼” sheet acrylic to minimize its vis-
ual appearance, positioned the display approximately at eye level to the seated hub 
participants (see Fig. 1). The proxy and hub participants were evenly distributed 
around a 3’ round conference table. 

 

Fig. 2. Side and front views of the kinetic proxy. At its top is a fixed-position wide-angle video 
camera. Below the camera is a 12” tablet PC, which shows video of the satellite participant. 
The tablet is mounted atop a remotely-operated turntable which, in turn, is mounted atop a 
hutch that holds a videoconference speakerphone. 

The proxy also included a fixed-position Axis 212 wide-angle camera. The view 
from this camera was displayed across the entire width of the satellite’s 30” monitor 
(see Fig. 3). This configuration allowed the satellite to see all of the hub participants 
and their positions around the table, as well as the top edge of the Tablet PC, to con-
firm that it was oriented as she expected. The satellite’s screen also displayed the 
video directly from the tablet’s integrated webcam, but the confederate preferred to 
focus on the larger, wide-screen image, both to more directly engage the hub indi-
viduals and because it provided sufficient feedback of the screen’s orientation. 
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All audio and video communication was over wired and wireless LAN, while the 
position control stream for controlling the motion of the proxy was carried by USB 
cable between the two rooms. 

 

Fig. 3. View of the satellite’s interface. At the top is the view coming from the fixed wide-angle 
camera. The lower left window provides feedback of the image the satellite is projecting on his 
or her proxy. It also provides feedback that the head-tracker has a good representational model 
of the satellite’s head. 

Explicit and Implicit Control 

For the explicit control condition, the satellite participant moved her mouse to place 
the cursor at a particular spot on the client’s widescreen view of the hub’s workspace. 
Doing so sent a command which rotated the proxy’s screen to face that location in the 
room. The client program updated the desired ‘go-to’ position approximately 30 times 
per second. Since the proxy’s turntable was only capable of rotation in the horizontal 
plane, we only tracked the horizontal component of the cursor’s position. 

The satellite’s wide display meant that she had to turn her head to see the hub par-
ticipants to her left and right. For the implicit control condition, we tracked this head 
motion using an in-house, webcam-based software head tracker. This mode also up-
dated the proxy position approximately 30 times per second. Similar to the explicit 
control condition, we used only the horizontal component of head rotation to orient 
the proxy’s screen. 

In both cases, proxy motion was calibrated so that the satellite’s mouse or head 
motions mapped directly to the intended positions around the conference table. 

3.3   Measurements 

To measure the effects of the experimental conditions, we collected both objective 
and subjective data during each videoconference session. The objective measures 
included a tally of responses to deictic prompts and sociometric data that was  
captured by sensor badges that all of the participants wore around their necks [23]. 
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The subjective measures included the individual questionnaire after each session that 
focused on the quality of interaction with the satellite member during that condition, 
the final questionnaire that probed participants’ perceptions and preferences about 
group communication across all three conditions, and the semi-structured group inter-
view, where we discussed these issues in greater detail. 

Sociometric Badges 

Each participant wore a sociometric badge that consists of several sensors, including 
an internal microphone, accelerometer, and infrared emitter and detector, which store 
their data on a removable Micro-SD card. The sensors are all housed in a lightweight 
black plastic case that is similar in shape, but slightly smaller in size, than a deck of 
playing cards. One badge was worn around each participant's neck on a lanyard that 
positioned it about mid-chest. 

The microphone recorded the wearer’s speech amplitude and time codes [23], and 
was the only sensor used in this study. Badge data from each day’s sessions were 
downloaded, combined and analyzed using scripts that had been developed earlier. 
These scripts measured speaking time, speech energy, speech-segment length, and 
turn-taking per participant and condition. 

Five badges were used in total: one worn by each hub participant, one worn by the 
satellite, and one placed on the proxy. The badge worn by the satellite was not used in 
the analysis, as the one on the proxy produced a duplicate but cleaner audio signal. 

Deictic Prompts 

Interspersed through each session, the confederate satellite participant would directly 
address one of the hub group members with a question of the form “What do you 
think?” or “What type of food do you like?” Often, this first question was followed 
with similar second or third questions to the other two members about their opinions. 
Responses to these questions were tallied during subsequent video analysis, paying 
attention to whether it was a first, second, or third question in a series. This distinction 
is important, because there are three potential respondents to a first question, while 
there are two for a second question, and only one for a third. Because of this increas-
ing likelihood of responding correctly, we only analyzed responses for the first ques-
tion according to the following protocol: 

Correct Response: The intended person responded immediately. 
Correct Confirmation: The intended person checked or confirmed whether he or 
she was being addressed before responding (e.g., “Do you mean me?”). 
Multiple with Correct: More than one person responded immediately. The group 
that responded included the intended person. 
Incorrect Response: Someone other than the intended person responded  
immediately. 
No Response: None of the participants responded to the question. An example is 
several seconds of silence, followed by a new thread in the conversation. 

Two other codes are possible: 1) someone other than the intended person checked or 
confirmed whether he or she was being addressed before responding and 2) more than 
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one person responded immediately but this did not include the intended person. Nei-
ther of these categories was present in our data.  

The number of deictic prompts varied from session to session, depending on the 
flow of the conversation or the personality of the participants, but when summed over 
the study, each condition had 12 first-question prompts and responses. 

Questionnaires and Post-Study Semi-Structured Interview 

The questionnaire after each condition included nine Likert-style statements and a 
single brief written response (see Table 1). Each had a 7-point scale with “Strongly 
Disagree” or “Strongly Agree” as their endpoints. The written response question in-
vited participants to, “Please comment on your experience interacting with the remote 
person in this session.” 

The final questionnaire included three questions that asked which of the three con-
ditions the participant felt the group communicated best with the satellite participant, 
as well as which condition was most preferred and least preferred. 

Following the last of the three conditions, study administrators explained the nature 
of the study, revealed the confederate’s role in the study, and discussed with the group 
reflections on the experience. The group interview provided an opportunity to interac-
tively engage participants about their responses, and to follow-up on particular com-
ments. The debrief sessions were video recorded and reviewed after the study. 

4   Results 

4.1   Conversational Engagement 

Our goal was to measure the influence of the kinetic proxy on conversation effective-
ness. For this comparison, we included sociometric measures such as speaking time 
and energy, segment length, and turn-taking. Prior work demonstrates how these 
measures can characterize interaction [24], as well as establishes desirable values and 
directionality for the measures in face-to-face interaction [7, 25, 26, 27]. 

In order to assess participants’ level of engagement in the conversation, we meas-
ured their communication behavior using the sociometric badges. A within-subject 
analysis of this data detected several significant differences between the conditions, 
which suggest that the different configurations did have an impact on participants’ 
engagement. 

Speaking Time 

Greater speaking time suggests a higher level of activity in a conversation [25]. We 
found a significant difference in the percentage of time that people spoke in each of 
the conditions (F2,46=3.62, p=0.03). Participants in the kinetic conditions on average 
spoke for a larger percentage of time (Explicit: 18.7% and Implicit: 17.8%) than in 
the Stationary condition (16.6%). Posthoc pairwise comparisons showed a significant 
difference between the Stationary condition and the Explicit condition (p=0.02), and a 
marginally significant difference between Stationary and Implicit (p=0.09), but no 
difference was detected between Explicit and Implicit (p=0.29).  
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Speech Energy 

Speech energy is the variance in speech volume. Higher speech energy often corre-
lates to the perceived excitement of speakers [26] and can be used to indicate their 
level of activity in a conversation [28]. We found a significant difference in the vari-
ance in speech energy in each of the conditions (F2,46=3.99, p=0.03). Participants 
spoke with higher speech energy in the Explicit (0.110 units) and Implicit conditions 
(0.107 units), than the Stationary condition (0.103 units). Posthoc pairwise compari-
sons showed a significant difference between the Stationary condition and the Explicit 
condition (p=0.008), and between Stationary and Implicit (p=0.04), but no difference 
between Explicit and Implicit (p=0.44). 

Speech Segment Length 

Speech segment length can indicate level of attentiveness and engagement in a con-
versation [25]. Speech segment lengths are shorter when there are more interjections 
such as “Oh,” “Uh-huh,” or “Wow” and when there are more frequent turn transi-
tions. More interjections and turn-transitions may show that the listeners are more 
attentive to or engaged with a main speaker. Hence calculating the average segment 
length of all types of speech (such as interjections, interruptions, or full turns) allows 
us to estimate the attentiveness of the conversation. We found a significant difference 
in the length of speech segments in each of the conditions (F2,46=10.53, p<0.001). The 
average speech segment length was longest in the Explicit condition (0.80 sec), fol-
lowed by the Implicit condition (0.75 sec), while the Stationary condition had the 
shortest speech segments on average (0.72 sec). Posthoc pairwise comparisons re-
vealed that the Explicit condition had significantly longer speech segments than both 
the Implicit condition (p=0.01) and the Stationary condition (p<0.001), but no differ-
ence between Implicit and Stationary (p=0.13).  

Number of Turns per Second 

Conversation turn-taking can indicate level of activity in a conversation. The level of 
interaction among the group members can be estimated by the frequency of turn-
taking per second [24]. We found that the number of speech segments per unit of time 
was significantly different across the conditions (F2,46=4.8, p=0.01), with the Explicit 
and Implicit conditions having more turns per second (0.77 turns/sec and 0.75 
turns/sec, respectively) than the Stationary condition (0.63 turns/sec). Posthoc pair-
wise comparisons showed significant differences between Explicit and Stationary 
(p=0.009), and Implicit and Stationary (p=0.01), but no difference between Explicit 
and Implicit (p=0.72).  

Turn-Taking with the Satellite Participant 

We also examined turn-taking in relation to the satellite participant to see if turn-
taking to and from the satellite participant was affected by condition. More turn-
taking with the satellite participant indicates more active involvement of the satellite 
participant in the conversation. We found a significant difference (F2,34=6.4, p=0.005) 
with hub participants having more conversational turns after or overlapping the satel-
lite participant in the Explicit condition (0.09 turns/sec) and the Implicit condition 
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(0.08 turns/sec) than in the Stationary condition (0.07 turns/sec). Posthoc pairwise 
comparisons showed that both Explicit and Implicit had significantly more conversa-
tional turns with the satellite participant than the Stationary condition (p=0.007 and 
p=0.006, respectively), but no difference between Explicit and Implicit (p=0.90). 

Relationship between Measures 

When compared to the static condition, implicit and explicit conditions were associ-
ated with both longer speech segment length and number of turns. For tasks where the 
goal is to share a fixed amount of information, total speaking time may be somewhat 
constant among groups, so the number of turns depends on how information is shared 
in each turn. For open-ended tasks such as ours, total speaking time is highly depend-
ent on how comfortable participants feel, how many ideas come up, etc. Groups could 
have more turns (to propose ideas) as well as longer speech segments (to elaborate on 
them). This interpretation is confirmed by the differences in speaking time. Prior 
studies do not reveal a general trend: Angura [29] shares the negative relationship that 
we found, whereas Mutlu et al. [30] shows a positive relationship. 

4.2   Directing Attention 

Responding appropriately when being addressed is important for fluid, natural inter-
action. For the deictic prompts in our study, we examined whether the intended per-
son responded appropriately (see Fig. 4). Both motion conditions (Explicit and Im-
plicit) had the highest number of correct responses, where 100% of the time (twelve 
instances in each condition), the correct person responded (although in two cases, 
others in the group also responded, indicating some ambiguity). Additionally, in the 
Implicit condition, one of the correct responses first sought confirmation. The Sta-
tionary condition was the most problematic. In four of the twelve instances, either the 
incorrect person responded, or no one responded. Examining just the number of cor-
rect responses, we found a significant difference across the conditions (Kruskal Wal-
lis Test, χ²=6.049, df=2, p=0.049), with Explicit and Implicit having more correct 
responses than the Stationary condition. 

 

Fig. 4. Results of the confederate’s deictic prompts, as determined by observing the responses 
in the session videos 

4.3   Reactions to the Proxy 

Table 1 shows the nine Likert questions participants were asked at the end of each ses-
sion. The responses revealed that our participants felt positively about their experience 
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interacting with the satellite, in all of the conditions. They felt that they worked together 
as a team (average rating 6.6 out of 7) and that they communicated well with the remote 
person (6.4). They also indicated that it was natural to talk with the remote participant 
(5.6), and that it was comfortable (6.2) and not fatiguing (6.1) to interact with her.  

Table 1. Mean post-task questionnaire results on a normalized* 7-point scale from most nega-
tive (1) to most positive (7). *Indicates that the scale has been inverted to match the other ques-
tions, where higher numbers indicate positive responses. (+p<.05, ±p<.01) 

Question Stationary Explicit Implicit 

1. Worked together as a team 6.8 6.4 6.6 
2. Communicated with the remote person 6.4 6.2 6.6 
3. Interaction with the remote participant was very comfortable 6.2 6.2 6.2 
4. Was fatiguing to talk to the remote participant* 6.1 6.0 6.1 
5. Felt natural to talk with the remote participant 5.7 5.4 5.6 
6. Did not have a good sense of the remote participant’s reac-

tions* 5.8 6.1 5.9 

7. Often confused about whom the remote participant was 
talking to*± 5.1 5.8 5.7 

8. Could easily tell when the remote participant was talking 
directly to me± 4.7 5.8 5.2 

9. Sense of the remote participant ‘being there’+ 6.2 5.4 5.9 
 
In terms of confusion about whom the remote participant was talking to, or being 

able to easily tell whom the remote person was talking to, ratings were lowest (more 
confusing) in the Stationary condition, and highest (less confusing) in the Explicit and 
Implicit conditions; however, the differences across conditions were not statistically 
significant (Friedman Test, p=0.054 and p=0.083) (see Fig. 5). 

 

Fig. 5. Results of three post-session 7-point Likert questions: [S] = Stationary condition, [E] = 
Explicit, and [I] = Implicit. Responses to the third question are presented inverted to match the 
scale of the other two. 
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Interestingly, participants rated the sense of presence for the remote participant 
higher in the Stationary condition (6.2) than the Explicit (5.4) and Implicit (5.9) con-
ditions (Friedman Test, p=0.003) (see Fig. 5). Pairwise comparisons showed a signifi-
cant difference between the Stationary and Explicit conditions (p<0.032). 

4.4   Overall Preference 

At the end of the session, all participants were asked to indicate “In which of the three 
sessions did you and the group communicate best with the remote participant?” Four 
indicated the Stationary condition, five indicated the Explicit condition, and seven 
indicated the Implicit condition (with two stating no preference). Overall, participants 
felt that the kinetic conditions were more effective by 3:1 over Stationary. 

4.5   Satellite’s Perspective 

Since the satellite in the lab study was a confederate, she was able to reflect on her 
experiences across all groups and conditions. She found that in the Explicit condition, 
she became more consciously aware of who she was directing her attention to than in 
the Implicit or Stationary conditions. Each movement of the mouse was made in order 
to either demonstrate listening to a particular person or direct speech toward someone. 
But over time, intentionally using the mouse in this way became more like a natural 
extension of her nonverbal communication and movements became more automatic.  

In the Implicit condition, she sometimes found herself intentionally “driving” the 
proxy with her head, rather than moving naturally and trusting the proxy to follow her 
actions (perhaps due to some technical difficulties with the prototype). She also no-
ticed that, unintentional head movements sometimes distracted the hub participants, 
making her a bit self-conscious about the way she moved her head. 

Overall, the satellite had a slight preference for the Explicit condition. Each move-
ment was meaningful, and participants seemed to pay attention to each movement and 
interpret its intent correctly. The proxy movement also added communicative value 
compared to the Stationary condition. She felt that her “voice” was amplified by the 
motion, and having explicit control over this was the most comfortable for her. 

5   Discussion 

Our lab study results showed that motion in the kinetic conditions performed better 
than the Stationary condition in terms of conversational engagement, accurate re-
sponses to deictic prompts, and trends in user ranking, confirming H1. A participant 
illustrated these results with the comment, “The motorized action brought the remote 
person to life.” Hub participants were able to perceive the satellite’s attention in mo-
tion through the swiveling of the display. 

However, we also discovered some tradeoffs with motion. The swivel motion of 
the display could clearly communicate focus of attention (“Rotating LCD made it 
more clear who remote participant was talking to.”). But, the more general locus of 
attention suffered, especially because swiveling toward one hub participant often 
meant that another hub participant was left looking at the edge of the display screen 
(“…when the remote person was talking to other people, I couldn’t see her and I felt 
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excluded.”). Given the flat surface of the display screen, swiveling the display was 
more narrowly directional than the physical affordance of head and body orientation. 
We expect that these tradeoffs are the main reason why participants rated the motion 
conditions as lower in a sense of ‘being there.’ Thus there was a tension in motion as 
it directed attention towards some hub participants but excluded others. 

Rotating the display also introduced delay in the conversation, especially when the 
satellite had to explicitly control the aiming of the display (“…and then kind of like 
these awkward interruptions, every time she turned.”). Some also found the motion to 
be distracting (“I felt like whenever she turned we all kind of like stopped talking for 
a second.”). 

Furthermore, aiming the display in the direction of the satellite’s gaze did not ad-
dress the eye contact issue. Especially in the Implicit condition, where turning the 
head was used to aim the display, the combination of swiveling the screen and having 
the head aimed off center from the camera combined to disrupt a true sense of eye 
contact (“Seemed as if she was looking over my shoulder.”).  

Our lab study also illustrated the tradeoffs between explicit and implicit control of 
motion. Explicit control showed the intent of the satellite more clearly, and was pre-
ferred by the satellite confederate, but incurred a delay in operating the interface to 
aim the display. Some evidence for this delay is found in the longer speech segment 
measure for the Explicit condition compared to both Implicit and Stationary condi-
tions. This measure may reflect protracted speech while the satellite is simultaneously 
aiming the direction of the proxy. Or, explicitly aiming the display may leave the 
satellite’s “gaze” aimed at a conversation partner longer than natural, protracting the 
partner’s speech turn until the display turns away. 

Implicit control tried to lessen the delay in moving the screen and reduce the cogni-
tive burden on the satellite in aiming the display. However, it also added more ambi-
guity in the intention of the satellite, and the increased amount of motion exposes the 
hub to more of the negatives of motion (i.e., distraction, noise). Head motion in the 
physical world can be communicative (e.g., turning toward someone to elicit their 
response) or incidental (e.g., a side effect of not being able to remain completely still). 
But the kinetic display motion generated by the turntable was largely interpreted as 
communicative. Consequently, implicit control caused incidental head movement to 
be perceived as communicative movement, leading to more of a sense of distraction. 
In this way, implicit control transferred cognitive effort from the satellite to the hub. 

We also expected that hubs would perceive implicit control as more natural than 
explicit, as more of the satellite’s gestures would be available to them, but we found 
mixed indications in the questionnaire responses. While our results are equivocal 
about H2, we have a richer understanding of the tradeoffs between explicit and im-
plicit control. 

It is interesting that measures of behavior (sociometric turn-taking, deictic prompt 
responses) were more demonstrative than perceptual questionnaire responses. Some 
participants reported not even noticing that the display remained stationary during  
that condition. The behavioral measures showed that participants reacted to the mo-
tion conditions even though their perceptual rankings do not show statistically signifi-
cant differences. Taken together, these results show that people’s mechanisms of 
attention awareness may operate at a subconscious level, as has also been seen in 
other research [31]. 
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6   Conclusion and Future Work 

Returning the two practical problems with our proxy that prompted this exploration, 
do we believe that the kinetic proxy will address the skip-over and newscaster effects? 
Regarding the skip-over effect, we certainly believe the attention projection provided 
by motion will give the hub participants enough awareness of the satellite’s attention 
to include her in the conversation. We look forward to deploying kinetic proxies into 
everyday usage to gain more experience with that. Regarding the newscaster effect, 
we set out to improve gaze awareness, in the tradition of the research prototypes re-
viewed earlier that have attempted to do so. Kinetic motion did provide a physical 
sense of gaze direction. However, it did not achieve eye contact, as the satellite’s 
turning head turned the kinetic proxy display, but also caused her gaze to be directed 
off angle from the camera.  

Our study shows that despite not achieving true eye contact, the kinetic proxy does 
project the satellite’s attention focus so that hub participants could have engaging 
conversations and correctly respond to deictic requests. Our experiences with the lab 
study have led us to explore teasing apart attention awareness from gaze awareness. 

Eye contact and gaze awareness are mechanisms used for attention projection and 
awareness when face-to-face. There has been a long series of research prototypes that 
have indicated how difficult it is to re-create eye contact and correctly convey gaze 
awareness in videoconferencing. But there are other mechanisms for conveying atten-
tion awareness without having to recreate eye contact. While Fels and Weiss [32] 
have begun to explore this space, we see more opportunities to support attention 
awareness without relying strictly on eye contact and gaze awareness. 

We set out to explore using motion to improve interaction with the satellite partici-
pant. We discovered that motion helps, but has some tradeoffs. Swiveling a flat dis-
play screen toward one hub participant often excludes other participants, which can 
diminish the sense of presence of the satellite. Plus, rotating the visual mass of a dis-
play incurs lag and some found it to be distracting. Furthermore, swiveling the display 
did not succeed in improving eye contact. 

Based on our study results, we would like to explore designs that leverage the 
benefits of physical motion, but avoid the exclusion of turning away from partici-
pants. Since swiveling the display still did not create true eye contact, perhaps there 
are ways to use a physical pointer, like a weather vane, to indicate attention projection 
while keeping the flat display stationary, so all hub participants maintain visual con-
tact with the satellite. Alternatively, it would be interesting to explore convex dis-
plays, rather than the flat display screen, which might afford a wider range of direct-
ing a satellite’s gaze while not ‘turning her back’ on some participants. 

By distinguishing between gaze awareness and attention awareness, what we 
learned in our lab study generalizes beyond the particular turntable proxy that we 
examined. The motion of our turntable proxy did provide a stronger sense of attention 
projection and awareness, even though it did not offer true eye contact. 

Complementary to the approaches of re-creating eye contact in videoconferencing 
systems, we should also explore ways of providing attention projection and awareness 
which may not depend on gaze awareness. This approach may open up options that 
are mechanically simpler, more abstract, and perhaps more diverse than previous 
approaches for creating engagement through videoconferencing solutions. 
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The current study focused on ameliorating the social asymmetries particular to 
hub-and-satellite teams. We have had meetings with multiple satellites in attendance 
by static proxy. In our experience, they have proceeded in much the same way—with 
comparable improvements in social integration but shortcomings in newscaster and 
skip-over effects—as meetings with single satellites. As we construct further proto-
types, we hope to explore how interaction quality may differ (such as proxy-to-proxy 
conversations) through the use of multiple kinetic proxies. 

References 

1. Argyle, M.: Bodily Communication. Methuen, New York (1988) 
2. Heath, C., Luff, P.: Disembodied conduct: Communication through video in a multi-media 

office environment. In: Proc. CHI 1991, pp. 99–103. ACM Press, New York (1991) 
3. Gaver, W.: The affordances of media spaces for collaboration. In: Proc. CSCW 1992, pp. 

17–24. ACM Press, New York (1992) 
4. Venolia, G., Tang, J., Cervantes, R., Bly, S., Robertson, G., Lee, B., Inkpen, K.: Embodied 

social proxy: Mediating interpersonal connection in hub-and-satellite teams. In: Proc. CHI 
2010, pp. 1049–1058. ACM Press, New York (2010) 

5. Vishwanath, D., Girshick, A., Banks, M.: Why pictures look right when viewed from the 
wrong place. Nature Neuroscience 8, 1401–1410 (2005) 

6. Goffman, E.: The Presentation of Self in Everyday Life. Doubleday Anchor, Garden City 
(1959) 

7. Hall, E.: A system for the notation of proxemic behavior. American Anthropologist 65, 
1003–1026 (1963) 

8. Sellen, A.: Speech patterns in video-mediated conversations. In: Proc. CHI 1992, pp.  
49–59. ACM Press, New York (1992) 

9. Vertegaal, R., Weevers, I., Sohn, C., Cheung, C.: Gaze-2: Conveying eye contact in group 
video conferencing using eye-controlled camera detection. In: Proc. CHI 2003, pp. 521–
528. ACM Press, New York (2003) 

10. Gaver, W., Smets, G., Overbeeke, K.: A virtual window on media space. In: Proc. CHI 
1995, pp. 257–264. ACM Press, New York (1995) 

11. Nguyen, D., Canny, J.: MultiView: Spatially faithful group video conferencing. In: Proc. 
CHI 2005, pp. 799–808. ACM Press, New York (2005) 

12. Yamazaki, K., Yamazaki, A., Okada, M., Kuno, Y., Kobayashi, Y., Hoshi, Y., Pitsch, K., 
Luff, P., von Lehn, D., Heath, C.: Revealing Gauguin: Engaging visitors in robot guide’s 
explanation in an art museum. In: Proc. CHI 2009, pp. 1437–1446. ACM Press, New York 
(2009) 

13. Paulos, E., Canny, J.: PRoP: Personal roving presence. In: Proc. CHI 1998, pp. 296–303. 
ACM Press, New York (1998) 

14. Lee, M., Takayama, L.: Now, I have a body: Uses and social norms for mobile remote 
presence in the workspace. In: Proc CHI 2011. ACM Press, New York (2011) 

15. Anybots, http://www.anybots.com/  
16. InTouch Health, http://www.intouchhealth.com/ 
17. Yankelovich, N., Simpson, N., Kaplan, J., Provino, J.: Porta-Person: Telepresence for the 

connected conference room. In: Ext. Abstracts CHI 2007, pp. 2789–2794. ACM Press, 
New York (2007) 

18. Adalgeirsson, S., Breazeal, C.: MeBot: A robotic platform for socially embodied 
telepresence. In: Proc. HRI 2010, pp. 15–22. ACM Press, New York (2010) 



180 D. Sirkin et al. 

19. Breazeal, C., Wang, A., Picard, R.: Experiments with a robotic computer: Body, affect and 
cognition interactions. In: Proc. HRI 2007, pp. 153–160. ACM Press, New York (2007) 

20. Kuzuoka, H., Kosaka, J., Yamazaki, K., Suga, Y., Suga, Y., Yamazaki, A., Luff, P., Heath, 
C.: Mediating dual ecologies. In: Proc. CSCW 2004, pp. 477–486. ACM Press, New York 
(2004) 

21. Lincoln, P., Welch, G., Nashel, A., Ilie, A., State, A., Fuchs, H.: Animatronic shader lamps 
avatars. In: Proc. ISMAR 2009, pp. 423–432. IEEE, Los Alamitos (2009) 

22. McGrath, J.E.: Groups: Interaction and Performance. Prentice-Hall, Inc., Englewood Cliffs 
(1984) 

23. Olguín Olguín, D., Waber, B., Kim, T., Mohan, A., Ara, K., Pentland, A.: Sensible organi-
zations: Technology and methodology for automatically measuring organizational behav-
ior. IEEE Transactions on Systems, Man, and Cybernetics 39(1), 43–55 (2009) 

24. Kim, T., Chang, A., Holland, L., Pentland, A.: Meeting mediator: Enhancing group col-
laboration using sociometric feedback. In: Proc. CSCW 2008, pp. 457–466. ACM Press, 
New York (2008) 

25. Curhan, J., Pentland, A.: Thin slices of negotiation: Predicting outcomes from conversa-
tional dynamics within the first 5 minutes. Journal of Applied Psychology 92, 802–811 
(2007) 

26. Hung, H., Gatica-Perez, D.: Estimating cohesion in small groups using audio-visual non-
verbal behavior. Transactions on Multimedia 6(12), 563–575 (2010) 

27. O’Conaill, B., Whittaker, S., Wilbur, S.: Conversations over video conferences: An 
evaluation of the spoken aspects of video-mediated communication. Human Computer In-
teraction 8(4), 389–428 (1993) 

28. Vertegaal, R., Ding, Y.: Explaining effects of eye gaze on mediated group conversations: 
Amount or synchronization? In: Proc. CSCW 2002, pp. 41–48. ACM Press, New York 
(2002) 

29. Angura, X.: Robust speaker diarization for meetings. PhD dissertation, Department of Sig-
nal Theory and Communications, Universitat Politecnica de Catalunya, Barcelona (2006), 
http://xavieranguera.com/phdthesis/node47.html 

30. Mutlu, B., Shiwa, T., Kanda, T., Ishiguro, H., Hagita, N.: Footing in human-robot conver-
sations: How robots might shape participant roles using gaze cues. In: Proc. HRI 2009, pp. 
61–68. ACM Press, New York (2009) 

31. Sato, W., Okada, T., Toichi, M.: Attentional shift by gaze is triggered without awareness. 
Experimental Brain Research 183(1), 87–94 (2007) 

32. Fels, D., Weiss, T.: Toward determining an attention getting device for improving interac-
tion during video-mediated communication. Computers in Human Behaviour 16(2), 99–
122 (2000) 

 



P. Campos et al. (Eds.): INTERACT 2011, Part I, LNCS 6946, pp. 181–198, 2011. 
© IFIP International Federation for Information Processing 2011 

Making Sense of Communication Associated with 
Artifacts during Early Design Activity  

Moushumi Sharmin and Brian P. Bailey 

University of Illinois at Urbana-Champaign, 201 N Goodwin Avenue, Urbana, IL 61801, USA 
{sharmin2,bpbailey}@illinois.edu 

Abstract. Communication associated with artifacts serves a critical role in the 
creation, refinement, and selection of conceptual ideas. Despite the close rela-
tionship between ideas and surrounding communication, effective integration 
ofthese two types of design materials are not well-supported by exiting design 
tools -  resulting in ad-hoc and ineffective strategies for managing communica-
tion during the design process. In this paper, we report the results of a contex-
tual inquiry (N=15) aimed at understanding communication practices, its role in 
the design process, and strategies utilized by designers to manage and utilize 
communication outcomes in relation to artifacts. Our findings show thatmore 
than 50% of early design activity consists of three categories of communication 
(information seeking, brainstorming, and feedback) and communication practice 
varies as a function of expertise, organizational and social factors. Additionally, 
novice and freelance designers exhibit greater reliance on online forums to find 
suitable communication partners to generate and refine ideas whereas experts 
communicate with other experts or team members for information collection 
and sharing.  

Keywords: Design, Artifacts, Communication, Ideation, User Study.  

1   Introduction 

Communication is a central part of the ideation process, especially for creative, non-
routine design activity [1, 2]. Many types of communication (e.g., client correspon-
dence, brainstorm discussions, and feedback on initial ideas) influence the ideation 
process. Research showsthat discussion associated with artifacts promotes design 
thinking [1], enables generation and refinement of alternatives [3], and contextualizes 
the design process [4]. In this paper, we use the term ideation processto refer to ac-
tivities associated with the generation and evaluation of design artifacts during the 
early design phases. In addition, we use the term design communication to refer 
toanytype of exchange, verbal (face-to-face, over phone) or written (e-mail, IM, etc.), 
synchronous (phone) or asynchronous (e-mail) related to ideation activities. 

Research on design has underscored the importance of communication in the  
design process [27],examining it in specific situations such as studying communica-
tion roles [8] and negotiation strategies [2, 8] within co-located teams [9, 27]or spe-
cific types of communication such as rationale related to design choices [10, 11]. 
Research on collaborative and participatory design focused on the importance of 
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communication among stakeholders [27]. Research aiming to support early design 
activities has concentrated on how designers collect, construct, and manage artifacts 
[6, 7], but has paid less attention to the inter-connection between artifacts and com-
munication.Little emphasis has been given to the integration of artifacts and commu-
nication in design tools, forcing designers to invest significant effort to capture and 
access the connections between them.Research on design reuse has also identified this 
lack of connection as one of the main barriers for supporting reuse[19]. 

In this paper, we report resultsfrom a contextual inquiry investigating the role of 
communication surrounding artifacts during the ideation process. We examine details 
of designers’communication practice, focusing on communication partners, when in 
the design process communication occurs, the communication channels utilized, and 
how the outcomes of communication are captured and utilized in the design process. 
We also probe social and organizational factors that influence designers’ communica-
tion behavior. Based on our lessons, we propose guidelines to better integrate com-
munication within existing and future design tools.  

Our study consisted of semi-structured interviews with professional designers in 
the creative design domains. We selected designers having different design back-
grounds (graphic and industrial)and working in different settings (design firm and 
freelancers) to identify similarities and differences in their communication practices. 
We also studied designers having varying levels of expertise (between 1 to 33 
years).Our findings show that communication accounts for more than 50% of ideation 
activity. Designers utilize communication to seek information,generate, refine, and 
select ideas,and to resolve creative blocks. While work setting and expertise influence 
designers’ communication practice, all designers struggled to capture and connect 
communication outcomes with relevant artifacts.The main contribution of this work is 
providing new understanding of communication practices related to the use of arti-
facts across domains, work settings, and levels of expertise and a set of actionable 
implications for designing better design support tools.  

2   Related Work 

2.1   Studies of Design Communication 

The role of communication is well researched in the realm of collaborative and dis-
tributed work [12,13, 14]. Kraut et al. studied informal communication as a means for 
improving collaboration and coordination in an organizational setting [13], while 
Chiu examined the effect of team organization on communication [12]. Sonnenwald 
examined communication as a collaboration tool for multi-disciplinary teams [2]. This 
thread of research focused on communication as a means for improving collaboration 
efficiency. During the ideation process, the role of communication transcends col-
laboration efficiency, as it allows designers to learn about the design space and guides 
the generation, selection, and refinement of artifacts. Communication during ideation 
often includes artifacts such as sketches, drawings, prototypes, and other visuals [1]. 
Studies focusing on communication therefore offer only a partial picture of the idea-
tion process, ignoring the influence of communication outcomes in the generation and 
refinement of artifacts. One consequence is that existing tools do not provide adequate 
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support for integration of communication and related artifacts; making it difficult to 
utilize them during ideation. We aim to fill this gap. 

Design researchers have attended to formal and organized communication (e.g., 
brainstorming sessions) [15,16]. Eckert and Stacey conducted several studies investi-
gating communication in collaborative design tasks and offered six broad dimensions 
of communication, including form of communication, task, subject and tool expertise, 
and objectives for communication [15]. Stempfle and Badke-Schaub focused on de-
sign thinking as a team process and viewed communication as a representation of 
individual and team thinking [16]. Our research extends prior work by probing the 
various underlying reasons that motivate and influence communication associated 
with artifacts in practice.  

2.2   Studies of Early Stages of Creative Design Practice  

Research on early phases of creative design has focused on different types of artifacts 
and how these artifacts (e.g., sketches and prototypes) impact ideation process [17, 18]. 
Bonnardel studied the influence of information availability on the idea generation proc-
ess[4]. Researchers also studied the impact of capturing, accessing, and reusing artifacts 
in the ideation process[19]. A separate thread of research centered on the creation andu-
tilization of sketches and early prototypes to externalize ideas[7, 20]. Researchers also 
focused on facilitating ideation process by capturing the history of the progression of 
artifacts [21]. Additionally, researchers have focused on the influence of workspace 
activities within design teams during the artifact generation process [27].   

Prior research on early stages of creative design has emphasized the construction of 
artifacts, especially through sketching, without regard for the rich communication that 
influenced and was prompted by those artifacts. Researchers consider communication 
to be an inseparable part of the ideation process [27] as it not only guides the design 
process, but also allows designers to represent and support their design decisions [1]. 
Studying artifacts provides only a partial understanding of the early design process, as 
it fails to portray thought processes, discussions that prompted changes in artifacts, 
and decisions that led to the evolution of the ideas. We aim to offer better understand-
ing of the relationship between artifacts and related communication by studying de-
signers’ communication practices. 

2.3   Systems Supporting Design Communication 

Most communication support systems focus on capturing decisions and deliberations 
related to design problems and are aimed to support redesign and maintenance issues 
[10, 22, 23]. Another related class of system supports communication among stake-
holders largely by capturing decisions surrounding artifact design [24, 25]. Mood 
boards and similar systems often capture design scenarios, explored alternatives, and 
early design activity to convey ideas and design choices to clients [5,26]. These  
systems try to provide awareness of ongoing design activity by capturing and repre-
senting artifacts or specific types of communication (e.g. rationale), but ignore the 
relationship between artifacts and other types of communication (e.g., discussions, 
feedback, and client preferences) that shapes the ideation process. The resulting  
systems thus fail to represent the design process, making it difficult for designers to 
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utilize and understand the process in which the artifacts were created[19]. We believe 
research aimed at understanding designers’ communication practice in relation to 
artifactscan provide valued insight and guide the design of tools that would provide 
more effective management of the design process. 

3   Methodology 

The goal of our study was to understand communication practices during ideation 
activities holistically, investigate designers’ motivations and strategies for initiating, 
managing, and utilizing communication outcomes,and examine organizational and 
socialfactors that influence their communication behavior. Our study consisted of 
semi-structured interviews with professional designers with varying levels of exper-
tise and coming from different creative design domains. We used self-report data to 
classify designers as expert and novice.For example, one designer has a total of three 
years of professional experience and rated his expertise level as “novice.”Another 
designer has more than 10years of professional design experience and rated herself as 
an “expert.” We also considered two types of work setting, designers who work in an 
organizational setting (design firms, N=8) and designers who work independently 
(freelance, N=7).See table 1 for background of the study participants.  

The interview had 19 questions guided by our prior research on reuseof existing 
design knowledge during the early stages of creative design domains[19].Table 2 lists 
sample questions asked during the interview.We began the interview by asking the 
designer to briefly describe a recent or ongoingproject and encouraged her to share 
stories about communication practices during their ideation process to ground the 
discussion. For example, one designer was working on the design of a social network-
ing site for a corporate setting. During the interview, the designer focused on how 
communication with clients helped  to  accumulate various  types of  information-
needed for designing the site and how discussion with other designers helped to refine 
his early ideas. 

Table 1. Background of study participants 

Work Setting Level of Expertise Domain Number of  
Participant Design  

Organization    
Freelance Expert Novice 

Graphic 7 (3 female) 5 2 4 3 
Web 4  1 3 2 2 
Industrial 4 (2 female) 2 2 2 2 

Interviews lasted no more than two hours and interviewees received $20 for their 
participation.Ten of these interviews were conducted in the designers’ workspace and 
the remaining via phone due to distance. While phone interviews limited our ability to 
directly examine the workspace, we requested the interviewees to share additional 
materials such as photos of the workspace, screen-captures of the artifact and com-
munication management systems, and records of captured communication with us to 
gain better understanding of their communication practice.  
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Table 2. Sample of the questions asked during an interview 
 

Types of Communication 
What are the different types of communication that occur throughout the design  
process?  

Frequency and Motivation 

How often do you communicate with other designers during the early design phase? 
What motivates you to do so?  

Capture and Access 
Why and how do you capture and access communications for an ongoing or a prior 
project, if at all? What motivates you to do so? 
Medium of Communication 
Which is your preferred method for communication during early design (face-to-face, 
e-mail, etc.)?Why do you prefer this method over the other methods? 

 
All of the interviews were audio-recorded and later transcribed. Each of the tran-

scripts were coded separately and later analyzed for recurring themes across inter-
views. We also collected relevant artifacts such as stored e-mails, IMs, and files con-
taining traces of communication utilized during the ideation process and analyzed 
these to verify opinions expressed during the interviews and designers’ actual prac-
tices. Though the study was qualitative in nature, numbers were reported to highlight 
the relative significance of an observed behavior. 

4   Study Results 

We report the results from our study of communication surrounding artifacts during 
ideation activities. We discuss why, with whom and when communication occurs, 
discuss communication categories, channels utilized, and strategies adopted by the 
designers for managing communication during ideation.  

4.1   Role of Communication in Ideation Process 

Communication Accounts for more than 50% of Ideation Activity: Designers deem 
communication as a core design activity and reported that on an average more than 
50% of early design activity involves communication related to artifacts.Designers 
communicate to learn about existing artifacts, generate ideas, compare alternatives, 
and refine and select ideas for further consideration. They engage in communication 
about the artifacts and utilize the outcomes of communication to guide the design 
process.Designers leverage artifacts and associated communication to capture the 
underlyingdesignprocess and believe that artifacts or communication alone fails to 
adequately represent their process. As a result, designers want to capture artifacts and 
relatedcommunication together as it facilitates reuse, in line with findings reported 
in[19]. Existing technology do not support capturing and management of artifacts and 
communication in one space, resulting in disassociation between these two design 
components. This forces designers to come up with ad-hoc strategies to link artifacts 
and communication for effective utilization.  
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Though designers mentioned engaging in communication throughout the design 
process; they believed the impact of communication is most significant during the 
early phases when they are striving to come up with conceptual ideas. We observed 
designers’ workspaces showcasing different types of early design materials, where 
communication is captured and highlighted in terms of feedback on post-its, annota-
tion on sketches, list of requirements, etc. Figure 1 presents one such workspace 
where artifacts and related communication are displayed in the idea space to guide the 
design process. Idea spaces showcasing artifacts and associated communication is 
typical in all the designers’ physical workspaces, indicating a need for better integra-
tion of these two design components in the design support tools. 
 
Communication Helps Resolve “Designer’s Block”: Fourteen out of fifteen design-
ers interviewed mentioned engaging in communication as a method of getting past 
“designer’s block.” Designers consider communication not only necessary but also as 
a fail-safe method for removing the block. To quote two designers: 

“There's a point when you reach your road block in the design process and you need 
fresh perspective, you need someone to ask "hey, what do you think?" That happens a 
lot.” [P4] 

 

Fig. 1. Different types of early design materials: (a) ideas on post-its; (b) feedback on ideas; 
(c)materials collected from the Web; (d) prototype sketches; (e) product images; (f) physical 
products; and (g) notes from brainstorming sessions;displayed in a designers’ workspace. Arti-
facts and communication are captured in close physical proximity to assist in ideation. 

“Everyone gets stuck no matter how creative or how good you are. And that’s when 
other designers will come out and they might be mean about it, but I like to think that 
everyone won't be blunt about it. I'll post (in Web forums) to get help.” [P10] 

4.2   Communication in Different Phases of Early Design Activity 

Information Seeking – Personal Communication is Preferable to Web Search: 
The first step during ideation is to collect information for problem formulation. De-
signers communicate with other designers, clients, and end users to better situate the 
design problem, to collect information on the product and similar projects, and to 
collect requirements from clients. Designers also collect information from office re-
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pository, the Web, books and magazines. While Web and other sources allow quick 
access to information, opportunity to learn from other designers’ experience makes 
personal communication the most preferred method for collecting information. De-
signers search technical information on the Web, but communicate with other design-
ers for collecting subjective information (e.g., feedback, rationale). See figure 2 for 
most utilized sources of information during ideation activities. Designers also com-
municate with other designers whom they believe to be invaluable sources of design 
knowledge, which can’t be attained from any other sources. This preference is exem-
plified by the following two quotes:  

“Usually I'll gravitate towards who I know first. I'll start from my old colleagues, I'll 
ask my whole group, and then do a search on the Internet. If I am looking for some 
technical information, I'll first search in the Internet, but if I get really stuck, I’ll ask 
people more about it.” [P8] 

 

Fig. 2. Information sources utilized during ideation activities. Sources are listed in order of 
preference (client is preferred than end-users for information seeking). 

 

Fig.3. Group communication session targeted to share information and generate ideas. Early 
ideas are posted on a white board for discussion and selection. 
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“There is so much knowledge on gaming culture and you can't find it in Google or 
you can read so many books, but still not find the answer. You have 100~200 people 
who have these small pockets of knowledge and together it’s pretty formidable.” [P7] 

 

Generation and Selection of Ideas – Integration of Artifacts and Related  
Communication is Imperative: During ideation, designers mentioned engaging in 
frequent communication with others designers, especially when they get stuck and 
need fresh perspectives. After initial research, designers engage in brainstorming 
sessions to share information, to narrow down the problem space, and to generate, 
refine, and select ideas for refinement. Research on early design also highlighted the 
importance of team meetings and brainstorming on the innovation process [3].  

Figure 3 depicts one such session where members of a group are engaged in idea-
tion. While these sessions indicate close relationship between artifacts and communi-
cation, existing tools support capturing either artifacts or communication. As a result, 
relationships between artifacts and communications are lost. However, we observed 
designers making an effort to preserve these relationships by capturing the outcomes 
of communications using notes and e-mails to themselves and storing these along 
with related artifacts. When asked, designers mentioned that artifacts and communica-
tions separately fail to capture the process and rationale for generating and selecting 
ideas, and the value lies in capturing these two components together. Eleven out of 
the fifteen designers mentioned creating notes and/or taking pictures of the white 
boards filled with discussion points to preserve outcomes of the communication with 
the other design materials. This indicates a need for tools that would better connect 
communication outcomes with the other design materials.  
 

Refinement and Evaluation through Feedback: Another type of communication 
prevalent in early design is feedback, which allows designers to refine, improve and 
validate their ideas. A significant part of early design communication is targeted to 
receive and provide feedback. Designers also utilize feedback to learn about potential 
weakness and strength of their ideas and to examine and enhance the quality of ideas. 
The most cited reason for feedback request is to receive a fresh and alternative per-
spective on an idea.One designer summarized this behavior nicely: 

“If I'm on my own doing a project I get too close to it to see other issues or prob-
lems. If someone has a fresh look at it they would say does that really work or how 
does that work. I would never think of that. Someone hasn't been staring at the same 
thing. Play devil's advocate. (And ask) Would that really work?” [P3] 

All of the designers participating in ourstudy mentioned requesting feedback on 
their ideas, two of the fifteen mentioned refining the ideas before requesting any 
feedback, and four mentioned requesting feedback throughout the ideation process.  

4.3   Medium of Communication – A Shift towards Digital Channels  

Communication occurs throughout the ideation process; it begins even before design-
ers start generating ideas. Designers utilize different communication channels (face-
to-face conversations, over phone, via e-mail and IM) based on the underlying design 
activity and the phase of the design. Figure 4 presents a distribution of utilized and 
preferred communication channel - indicating a shift towards the digital channels. 



Making Sense of Communication Associated with Artifacts during Early Design Activity 189 

While face-to-face communication is considered imperative, digital channels, espe-
cially e-mail is the most utilized channel to initiate, manage, and create a record of 
communication outcomes.Interestingly, 60% of the designers mentioned following up 
with e-mails after face-to-face or phone conversations.The capability of including 
images of artifacts along with the discussion and ease of sharing and access make e-
mail their preferred choice for communication. One designer stated:  

“I hang on to all the e-mails. I actually try to take notes on what people say. I take 
notes in text files and keep them in the same folder like the Photoshop files.” [P9] 

4.4   Communication Capture and Management 

Communication Capture: Designers make genuine efforts to capture outcomes of 
Communication for a number of reasons. Communication in terms of design deci-
sions, feedback, and thoughts on ideas allows designers to present their rationale to 
 

 

Fig. 4. Distribution of communication channel use. X-axis represents channels and Y-axis 
represents number of designers. All but one participant reported utilizing multiple channels. 

 

Fig. 5. Anidea space of one designer. Post-its contain annotated sketches displaying comments, 
feedback, and rationale for each design choice. 
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the clients and others. Designers consider capturing and presenting feedback on an 
idea and rationale for selecting a direction as a way of validating their design. To 
quote a designer:  

“When somebody comes and you show them your final product, and they just think 
that you put those things together somehow magically but actually there were lot of 
iteration, there's lot of thinking that went behind it, and it’s kind of a way to show –
“here's actually what I was thinking.”[P4] 

Designers also try to capture communication outcomes to select the best idea from 
a number of possible candidates. To some designers selecting the best direction is 
often as challenging as coming up with numerous ideas [19]. Designers tend to cap-
ture early ideas and associated feedback on post-its and use these to analyze alternate 
directions. Figure 5 shows idea space for a designer where she accumulated her ideas 
along with feedback received and rationale behind her design choices.She utilized this 
space not only for selecting a direction but also for showing the client and others her 
process. Spaces such as this are common in the design workspaces, illustrating the 
need for better integration of artifacts and relevant communication.  
 
Communication Management: Existing technology poses challenges in the way 
designers try to manage communication surrounding artifacts. Designers want to 
record these communications not only for using in the ongoing project, but also as a 
reference for future projects. Especially, communication with clients in terms of re-
quirements, feedback, and their preferences are stored for potential future projects. 
Figure 6presents one such text file that one designer (P9) created to record all the 
feedback received for an ongoing project. This file is used to keep track of the sugges-
tions from other designers and his reaction to these suggestions.However, the designer 
expressed frustration as these communications are disconnected from each other and 
from the artifacts and he has to invest a great deal of effort to create a single space to 
combine the outcomes of communication and resulting artifacts. 

 

Fig. 6. Combining summaries of feedback received from various communication channels in a 
single text file 
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Artifacts are typically stored in directory-based file management systems while 
communication is stored as e-mail archives, chat logs, voice mails, etc.The separation 
of these two types of design materials forces designers to adoptad-hoc strategies to 
connect them together.For example, we observeddesigners investing lots of effort to 
record all the communication related to an artifact by creating files that combine 
summaries of communications received from all different channels.Anotherpopular 
strategy was to mimic the directory structure in e-mail clients to reduce the burden of 
management (see figure 7). Similar finding has been reported in [25] for organizing 
materials in the area of software design.    

4.5   Influence of Work Setting: Access, Culture, Ownership and Criticism   

Work setting influences designers’ strategies and motivations for communication. 
Culture of organization, ownership of ideas, fear of criticism, and access to design 
resources greatly impact designers’ experience surrounding communication. 

Access to Communication Partners: Designers working in design firms tend to 
communicate more during the ideation process as they have access to team members 
and other designers working in the organization. Freelance designers only have access 
to clients as most of them work alone. Lack of access to other designers and intellec-
tual property issues force them to limit their communication within a selected and 
trusted group of designers and with clients.Freelance designers often mentioned rely-
ing on close friends and family members to bounce ideas off of due to a lack of access 
to other experienced designers.One freelance designer mentioned consulting his 
spouse (a non-designer) when faced with challenge during the ideation proc-
ess.Freelance designers try to utilize online design forums to gain access to other 
designers who may eventually become trusted communication partners. Every free-
lance designer mentioned this lack of connection with other designers as one of the 
key challenges faced during early design phases. 

Figure 8 reflects designers’ preference for feedback request. For designers working 
in organizations, team members are the most preferred source (63%), while freelanc-
ers mentioned clients (57%) as their primary source for feedback. This difference is 
due to the accessibility to other designers, clearly indicated by the fact that designers 
working in organizations never mentioned clients as a potential source for feedback 
on early artifacts. However, a fairly large number of designers (43% and 50% respec-
tively) prefer to communicate with friends or peers (who are not involved in the pro-
ject) about artifacts. A significant percentage of freelance designers (29%, mostly 
novice) preferred online forums, while none of the designers working in firms consid-
ered online forums as useful source for feedback. 

Organizational Culture: Organizational culture has been regarded as the primary 
factor that hinders or promotes communication. Team boundary often discourages 
communication within an organizational setting as designers feel “less comfortable” 
communicating and providing feedback to other designers who belong to other design 
teams. One designer shared his experience with different organizational culture and 
how it impacted his communication behavior:  
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(a) Artifact Space 

 
(b) Communication Space 

Fig. 7. Managing artifact space and communication space by creating similar structure in the 
hard drive and e-mail client 

 

Fig. 8. Designers’ preferred group for requesting feedback. Y-axis represents designers’ prefer-
ence (%). Empty bars indicate there was no preference for the group. 

“Many places are hyper competitive and success mattered on how often you won, and 
mostly jobs will be competitive among a number of people and it was important that 
you won, and in some places the culture is such that in a way it rewards that behavior. 
So people stole ideas and it became a territorial thing, in that case you wouldn't share 
because you couldn't count on the goodwill and good faith...But here the culture is not 
like that at all as they don't reward behaviors like that. We are all quite comfortable to 
walk in our buddy’s office and share ideas and ask feedback.” [P14] 
 
Ownership of Ideas and Fear of Criticism: A large number of designers refrain 
from communicating early ideas within the organization as they fear that negative or 
blunt criticism may diminish their enthusiasm for the idea. Competition among team 
members is also mentioned as one of the reasons why designers feel discouraged to 
communicate. Even designers working as part of a team tend to delay communication 
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until they feel comfortable with the quality of generated artifacts. This behavior is 
exemplified by the following two quotes: 
 
“Typically you don't communicate as much when you haven't got your idea yet. You 
don't want to sense that you are stealing from someone else's ideas. You don't want to 
talk to somebody so that they come up with the idea that you yourself don't feel like 
it's truly yours. These are the times that I am hesitant to get feedback.” [P14] 
 
“I feel that people might criticize things that I am already aware of that need to be 
changed, so I want to get to a state where I feel like I have done most of, I have con-
tributed most of what I want to do, and then see what other people think about it as 
opposed to starting something and ask other people before I am done.” [P9] 
 

Majority of the freelance designers use online forums for communicating ideas and 
expressed that lack of control over the audience and the likelihood of receiving nega-
tive feedback are their biggest concerns. One designer went as far as boycotting a 
forum as he considered the feedback posted as negative and discouraging. This behav-
ior is quite common among freelance designers and can be better exemplified by a 
comment made by P6:  
 
“A place like site2 (pseudonym) forum will discourage me to share information, I 
think there are some fantastic designers there but between site2 and site1,itis a very 
separate group of people when it comes to personalities. (In site2) They do not hesi-
tate to say that you are an idiot or stupid while in site1 its little bit more laid back, 
little bit softer, and it's not that harsh.” [P6] 

4.6   Influence of Expertise: Communication Categories, Partners and Motive 

Level of expertise influences how and why designers communicate, with whom they 
communicate, and how do they capture and utilize communication in their design. 

Communication Categories: While both expert and novice designers mentioned 
information collection as one of the primary reasons for initiating communication, the 
types of information that designers request vary depending on designers’ level of 
expertise. Expert designers rarely request technical information from other designers 
while novices mentioned other designers as the best resource for finding technical 
information.Expert designers feel socio-psychological pressure of “not knowing 
enough” and are reluctant to ask for help on technical issues but novice designers 
consider themselves as learners and feel that they are expected to ask. Expert design-
ers, contrarily, request more for client and product related information to learn more 
about the design space and from the experience of other designers. Expert designers 
mentioned that more than 80% of their communication consists of feedback and dis-
cussion about design decisions.On the contrary, a significant part of early communi-
cation for novice designers is aimed for generating, comparing, and refining ideas 
along with reputation building. Figure 9 shows designers’ motivations for communi-
cation.While both expert and novice designers mentioned communication as a means 
of collecting information, receiving feedback and reciprocity, novice designers com-
municate more to receive creative input on ideas than expert designers. 
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Fig. 9. (Expert vs. Novice) Designers’ motivation for engaging in communication. X-axis 
represents reasons and Y-axis represents the percent of designers who prefer them. 

Communication Partners: Finding appropriate communication partners often poses 
a problem for novice designers. Trust plays a significant role in selecting designers 
for communication about early ideas, often due to fear of negative criticism and threat 
of exposing unfinished ideas. While expert designers utilize prior experience to find 
trusted partners, novice designers often struggle in this process. Novice designers go 
as far as to study the history of communication of designers (collecting information 
from colleagues or reviewing past communication) to select the best candidates for 
communication. Novice designers try to build relationships by posting on design 
forums and by contacting designers personally. However, these approaches help little 
asdesigners rarelyafford to invest time to analyze communication history ofindividual 
designers to find a proper fit. Automated recommender systems can greatly help in 
the process of finding suitable communication partners. 

Utilization of Communication Outcomes: Expert and novice designers’ tend to 
communicate their ideas at different times within the ideation process. Novice design-
ers tend to communicate throughout the ideation process and use the feedback to 
refine ideas. Expert designers rarely share their initial ideas, waiting till it reaches a 
certain point where they are either satisfied with the idea or are suffering from “de-
signer’s block.” Novice designers also show more openness towards harsh feedback 
as they view it as learningprocess. To quote a designer: 
 

“Experience plays a role (in how you utilize it). If you are young, you ask feedback 
differently and receive it differently, and you would accept even challenging or disap-
pointing feedback. And you also don’t have the confidence to say that I hear you, but 
I don't buy it. The younger you are the more likely you are to do everything anybody 
tells you. And having more experience, you learn to understand what is important and 
what might be ok but not certainly important.” [P14] 
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5   Discussion and Design Implications 

In this section we discuss implications derivedfromlessons from this study. The im-
plications presented are not exhaustive, but they offer guidance for better connecting 
communication and relevant artifacts and removing barriers for engaging in commu-
nication for ideation.  

5.1   Integrating Communication Traces with Artifacts 

Artifacts and surrounding communications are the two main components of ideation 
process. Communication traces help designers recall their design choices and convey 
their process and rationale to others. However, the disassociation of artifacts from 
communication makes it challenging to effectively utilize communication outcomes 
during the ideation process. Lack of suitable mechanisms for connecting communica-
tion and artifacts for long term management makes it extremely difficult to access, 
retrieve and utilize communication outcomes from ongoing or past projects. Every 
designer studied expressed frustration as this disconnection forces them to develop 
ad-hoc strategies and discourages them to revisit existing design knowledge.  

Linking communication channels, such as, e-mail and IM, with project spaces will 
allow better integration of artifacts and related communication. When designers 
communicate through these channels, options should be provided to link the artifacts 
with the communications. Similarly, designers should be able to access relevant 
communication from their artifact spaces. Integrating plug-ins in the e-mail clients 
(e.g., Outlook) to create a bidirectional channel between the communication space 
and artifact space would allow designers to make this connection. Linking communi-
cations with artifacts would require some effort from the designer, but we believe that 
designers would be willing to invest this effort if it allows better retrievability.       

5.2   Categorizing and Organizing Communication  

Different types of communication influence the design process differently. While 
some communication allows the designer to select the best direction, others assist to 
improve the quality of artifacts. Some types of communication have value that ex-
tends well beyond the lifetime of a project, while others are only important during an 
ongoing design. Designers want to categorize and organize communication in a man-
ner that facilitates effective access, retrieval and utilization. However, categorization 
of various types of communication introduces overhead in the design process, for 
which designers want to (and can) invest little effort. 

Creating a vocabulary for capturing and categorizing different types of communi-
cation with related artifacts (e.g., requirement, user preference, design decision, and 
feedback) would allow effective access and retrieval. Incorporating default spaces 
(folders for client communication, feedback, rationale) for different categories of 
communication in the artifact space could reduce the burden of organization on the 
designer. Alternatively, tags could be utilized to associate different types of  
design communication with appropriate categories. These tags could be integrated in 
the e-mail and IM clients and designers could attach one or more tags to link the 
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communication (and relevant artifacts) to the appropriate category. Selecting a spe-
cific tag would provide access to all materials linked to that category. 

5.3   Aggregate Communication from Multiple Channels 

Designers engage in communication throughout the ideation process and obtain  
valuable information from various channels, such as face-to-face and phone conversa-
tions, e-mail, IM, online forums, etc. Lack of support for aggregation of communica-
tions obtained from various channels makes it difficult and time-demanding for  
designers to effectively utilize communication in the design process. 

While it may not be possible to capture verbal conversations without any effort 
from the designer, communication that occurs through digital channels can be aggre-
gated automatically. To facilitate lightweight capture of verbal communication, arti-
fact spaces should incorporate free-form text entry spaces such as notes, which will 
allow designers to add communication outcomes with the artifacts. Allowing aggrega-
tion of communication obtained from various digital channels (e-mail, IM, forum) 
along with relevant design artifacts through lightweight linking could provide a solu-
tion to this problem. Add-ons in the e-mail and IM interfaces could be used to link 
pertinent communication to an artifact. Add-ons could be integrated in the online 
forums to allow designers to connect selected communications to the artifact space. 
Ideally, the artifact space should be connected to all communication channels and 
should provide support for linking communications received from various channels.  

5.4   Support Finding Communication Partners by Integrating Interaction, 
Preference, and Availability Information  

Designers almost always prefer to communicate with designers who can offer them 
valuable insight to improve the quality of their design. Expert designers often have 
access to suitable communication partners (other designers whom they deem fit), but 
it is difficult for novice and freelance designers to find appropriate communication 
partners. On the other hand, it can also become demanding for known experts in an 
area to accept communication (feedback) request from many designers. 

A possible solution can be allowing designers to include communication prefer-
ence and availability in their organization and/or online profile (in intra-networks, 
wikis). A visual history of projects they have worked on, clients they have worked 
for, their area of expertise and interest can be attached to their profile and also can be 
utilized for suggesting communication partner against a designers’ query. For an 
online public setting, past communication can be analyzed including posts they have 
initiated and responded to. Designers’ search for communication partners could be 
used along with their profile and interaction history to recommend a list of potential 
communication partners. Designers could select other designers from the suggested 
list or by analyzing the profiles that best meet their communication needs.  

6   Conclusion 

Communication surrounding artifacts is one of the key activities during the ideation 
process. Though designers utilize communication and design artifacts simultaneously 
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throughout the ideation process, existing research on design focus on these compo-
nents separately; resulting in tools which make effective utilization of artifacts and 
related communication challenging. Better technology can assist to integrate artifacts 
with communication; however, in-depth understanding of communication practices in 
relation to artifacts is critical before building such systems.  

This paper has contributed deeper understanding of communication practices in re-
lation to artifacts during the ideation process. Our findings indicate communication 
outcomes greatly influence the generation, refinement, and selection of ideas during 
the early design stages. We also identify organizational and social parameters that 
influence designers’ communication practice. We observed designers making genuine 
efforts, but struggling to capture communication outcomes with relevant artifacts, 
indicating a need for better design support tools. We offer guidelines that can be util-
ized to design new systems or to extend existing tools to better support the inter-
connection of communication with relevant design artifacts.  
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Abstract. Video-mediated communication (VMC) has become a feasible way 
to connect people in remote places for work and play. Nevertheless, little re-
search has been done with regard to children and VMC. In this paper, we ex-
plore the behavior of a group of children, who exchanged video messages in an 
informal context. In particular, we have analyzed 386 videos over a period of 11 
weeks, which were exchanged by 30 students of 4th and 5th grade from USA and 
Greece. We found that the number of views and the duration of a video message 
significantly depend on the gender of the viewer and creator. Most notably, 
girls created more messages, but boys viewed their own messages more. Fi-
nally, there are video messages with numerous views, which indicates that some 
videos have content qualities beyond the communication message itself. Over-
all, the practical implications of these findings indicate that the developers of 
asynchronous VMC should consider functionalities for preserving some of the 
video messages.  

Keywords: Asynchronous, Video-Mediated Communication, Children, Thread, 
Gender. 

1   Video Mediated Communication 

Computer-mediated communication (CMC) includes a variety of electronic messages 
and audio-video systems. There is also increasing evidence that CMC mediums is 
replacing traditional forms of media and becoming a primary mode of communication 
in the workplace [1]. In this research, we are exploring the potential of CMC in the 
classroom, with a special focus on intercultural communication between distant 
places. Several researchers [2, 3] have claimed text-based asynchronous CMC to be 
incoherent for reasons such as the lack of simultaneous feedback, and the disrupted 
turn adjacency. However, video mediated communication (VMC) provides social 
context cues such as non-verbal signals (facial expressions, gestures); paraverbal cues 
(voice volume); and interpersonal cues (gender, physical appearance).  



200 M.N. Giannakos et al. 

Various studies have shown that children are usually ineffective communicators 
because they have not mastered the necessary linguistic or cognitive competencies 
[4]. Bruner asserted that a language-based medium like email would be more complex 
for children than a medium that leveraged actions, bodily movement, or imagery. 
VMC is considered the most desirable to support nonverbal communication among 
children [5].  

Few studies have reported gender differences in CMC as a main interest (inde-
pendent variable). Hiltz and Johnson [6] found that females viewed CMC more fa-
vorably than males. Another notable research with an intra-organizational mail sys-
tem, females believed e-mail to be easier to use, more effective and efficient than 
males [7]. Furthermore, Adrianson [8] mentions that females tended to produce more 
messages than males in the face-to-face communication, but in the CMC there was no 
significant difference. Another useful variable which characterizes discussion or/and 
conversation is the depth and the breadth. In our study we used the depth and the 
breadth of a thread (conversation) to explore the size of each conversation/discussion. 

The current study focuses on using asynchronous video messages for children’s 
communication. We evaluated a video-based asynchronous tool called Video Pal [9]. 
We were particularly interested in asynchronous video because it is an ideal tool to 
support communication between people from different parts of the world spanning 
many time-zones.  

2   Methodology 

The sample of participants in this study was comprised of 30 students. From the total 
of the participants, 25 pupils (12 boys and 13 girls) were from USA and 5 pupils (3 
boys and 2 girls) were from Greece, as such 15 were boys (50%) and 15 (50%) girls. 

One tradition in the USA partner school is that every year, each grade selects a 
country to study, and learns about that country's culture and lifestyles. In the final 
week of the fall semester, the children give presentations about what they have 
learned about that country to all the teachers, students and their parents. From the 
perspective of Greek pupils their key motivations was that it was regarded as a good 
opportunity for them to practice their English and it also enabled them to learn more 
about computers. 

They employed the VideoPal user interface (figure 1), which has a main window 
and a message window. The main window allows users to quickly see which conver-
sation threads are available, the properties of each thread (e.g., number of messages, 
number of unread messages in the thread), a visual presentation of one conversation, 
the new messages which are shown at bottom of the visualization panel, and the cur-
rent users’ profile photo. From this main window, users can create a new video or 
play an existing video message. The message window serves two purposes – to record 
a new message and play a received message. Users can play a received message, 
record a video message, and play a video preview, which is listed in the up right cor-
ner of this window. 
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Fig. 1. Video Pal main window (left), message view/creation windows (right) 

The duration of the study was approximately eleven weeks. The study began on the 
12th of November (2010) and finished on the 28th of February (2011) with breaks 
during Christmas (17 Dec- 11Jan) and 04-15 Feb. The following graph (figure 2) 
indicates the number of videos created each week and their length during the study. 
During the first week each country-group only sent videos internally, in order to get 
familiar with the user interface. 
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Fig. 2. The number of videos created each week and the average length of the videos each week 

This paper presents an analysis of the computer log data. Descriptive data on all 
the video messages transmitted during the study were obtained through computer log 
files. In particular, we examined the following interactions: 1) number of author view-
ings, 2) number of recipient viewings, 3) video duration, 4) number of recipients and 
5) distance of a video from the start of the thread (Video Distance). Authors’ viewings 
refer to the number of times the author of video replayed the video after sending it. 
Recipient viewings is the number of times a recipient viewed the video. Video dura-
tion is the length of each video in seconds. Number of recipients is the number of 
recipients per video message. The following table (table 1) outlines the descriptive 
statistics of the videos. 

In general, key dimensions of communication are depth and breadth of the discus-
sion-conversation [10, 11, 12]. As such, we used the video thread depth and the 
breadth in order to analyze the video discussions. Using VideoPal, the children could 
either reply to an existing video, or start a new thread/conversation. There were 171 
threads created during this study. The mean number of videos in a thread was 2.26 
with S.D.=1.11.  
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Table 1. Descriptive statistics of the videos (N=386) 

 Country No % Gender No % 
Author GR  

USA  
84 

302 
21.8 
78.2 

Male  
Female  

156 
230 

40.4 
59.6 

Recipient(s) GR  
USA  
Both  

127 
139 
120 

32.9 
36.0 
31.1 

Male  
Female  
Both  

110 
154 
122 

28.5 
39.9 
31.6 

 Mean (S.D.) 
Number of recipients 2.98 (3.26) 
Video Viewings Author 0.78 (1.39) Recipient(s) 6.26 (9.77) 
Video Duration (sec) 17.13 (15.19) 
Video Distance 1.93 (1.23) 

  
In our context, we defined the depth of a thread as the length of the longest chain in 

the thread. The breadth of the thread is the maximum number of replies to any video 
in the thread (figure 3). 

Fig. 3. An example of a thread depth and breadth 

3   Research Findings 

T-tests were conducted in order to investigate possible differences. T-test method was 
chosen, because it applies to the problem of estimating means [13]. Firstly we ex-
plored the impact of the gender of the pupil-author on number of viewings and the 
length of the video. 

Using a t-test the following scores were deduced (table 2). The results showed that 
t(212) = 3.51, p<0.01 and t(293) = 4.04, p<0.001. This indicated that the number of 
viewings and the duration of the videos were significantly different between male and 
female authors. This leads us to the result that male authors view their videos more 
times and produce longer videos than female authors. Although females created 
shorter video messages, they also tended to create more video messages (70% more, 
as shown in table 1, although this difference was not statistically significant based on 
t-test result).  
 

  

Depth (6) 

Breadth (3) 
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Table 2. Testing the impact of gender in authors viewings and video duration 

Male Female t-test Results  
Mean S.D Mean S.D t df Sig.  

Author No of 
viewings 

1.11 1.82 0.55 0.95 3.51 212 .001** Significant 
Difference 

Video duration 20.97 16.39 14.53 13.75 4.04 293 .000*** Significant 
Difference 

Recipients no 
of viewings 

3.72 4.18 3.23 4.34 .91 240 .361 No  
Significant  
Difference 

*** p<0.001  **p<0.01  *p<0.05 

We also explored the impact of recipients’ gender on the number of viewings. Us-
ing a t-test of two groups the following scores were deduced (table 2). The results 
showed that t(240) = 0.91 , p>0.05. This indicated that the number of times a recipient 
viewed a video was not statistically different for males and females. 

As we noticed, the gender of the participants often had a significant effect on their 
interactions with the videos. The following figure (figure 4) shows the influence of 
gender and on pupils’ viewings. 
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Fig. 4. The Influence of gender on user viewings and video duration (seconds) 

We used Pearson’s correlation coefficient between the features of the VMC, to 
quantify the strength of the relationship between the features. This analysis suggests 
that some of the features are related. For example, the number of recipients’ viewings 
is strongly correlated with the number of recipients’ and the distance of the video 
from the start of the thread (negatively). The duration of the video has strong negative 
correlation with the distance of the video from the start of the thread. Moreover, au-
thors’ number of viewings was significantly correlated with the number of recipients’ 
viewings. All the correlations between the features are indicated in table 3. 

Since the breadth and depth of the thread are two key dimensions of the conversa-
tion we chose to examine their behavior. However, an analysis of breadth and depth 
in small threads is not trustworthy, therefore, we made a depth-breadth analysis in 
threads, which were longer than 4 in depth (in total 8 threads). Figure 5 shows that as 
the breadth of the conversation grew, so did the depth. 
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Table 3. Pearson’s Correlation Coefficient between VMC features 

VMC  
Features 

Authors No of 
viewings 

Recipients No 
of viewings 

Video 
duration 

Recipients 
Number 

Dvsth 

Authors No of 
viewings 

1.000 
(386) 

    

Recipients No 
of viewings 

.125* 
(386) 

1.000 
(386) 

   

Video  
duration 

.021 
(386) 

.063 
(386) 

1.000 
(386) 

  

Recipients 
Number 

.019 
(319) 

.561** 
(319) 

-.017 
(319) 

1.000 
(319) 

 

Dvsth -.086 
(386) 

-.072* 
(386) 

-.244** 
(386) 

-.026 
(319) 

1.000 
(386) 

*  Correlation is significant at the 0.05 level. **  Correlation is significant at the 0.01 level.  
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Fig. 5. Representation of breadth and depth behavior 

4   Discussion and Ongoing Work 

The above findings provide early evidence on VMC among children. In particular, the 
findings indicate that female video authors produce approximately 70% more videos 
than male authors. This finding is consistent with Hiltz and Johnson [6] results which 
found that females believed CMC to be easier to use, more effective and efficient than 
males. Moreover, Allen [7] states that females viewed CMC more favorably than 
males. However, Adrianson [8] found that females tended to produce more messages 
than males in face to face communication, but in CMC there was no significant dif-
ference. Therefore, this finding is not consistent with Tarasuik et al., [14] which states 
that for very young children video communication can have many of the same effects 
as a physical communication. 

On the other hand, our findings indicate that males are viewing more of their pro-
duced videos than females; however, we found that females produce more videos. 
This may suggest that females prefer more active roles (produce) than males (view) in 
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VMC [15, 16]. In addition, females prefer to be more expressive at sending and de-
coding nonverbal messages and participate in more non-verbal communication behav-
ior [17]. Interestingly, the findings indicate that males produce significant lengthier 
videos than females. This is consistent with Sussman and Tyson [18] which found 
that males produce longer postings in cyber-conversation. 

The Pearson’s correlation coefficients demonstrate that video duration has a strong 
negative correlation with the distance of the video from the start of the thread. This is 
means that long duration videos are more likely at the beginning of a thread and short 
duration videos are most likely at the end of a thread. However this result may arise, 
at least in part, because video near the end of a thread indicate a communication flow, 
this communication flow led the participants in specific subjects and as a result in 
shorter videos. This is enforced by the fact that video based communication increased 
the feeling of “connectedness” between the participants [19]. 

Another interesting finding was that the number of authors’ viewings was signifi-
cantly related to the number of recipients’ viewings and the number of recipients’ 
viewings was significantly related to video depth. This result may arise from the na-
ture of some videos; we can assume that the relation comes from the interest in some 
videos. However, we watched the most famous (high visibility of both authors and 
recipients site) videos and we realized that all these videos included useful personal 
information and the majority of them belong to a long depth videos. Interestingly, we 
observed these videos and we conclude that they were either introductory or descrip-
tive for a participant. For instance, all these videos provided information such as, 
favorite foods, music, singer and hobby of the author; on the other hand videos with 
low visibility contain just questions. In brief, video messages with questions do not 
have repeat views, but video messages with statements can get a lot of attention, both 
by the creator and the recipients. 

In an online context Parks and Floyd [11] and Parks and Roberts [12] found CMC 
users exhibit high levels of breadth and depth and form close relationships with their 
online partners. In our study we observed that the two key dimensions of each com-
munication environment (depth and breadth) are following an absolute analogy be-
havior. This indicates that a video conversation keeps the analogies in their dimen-
sions and they are not growing lop-sided. 

As with any study, there are some limitations. For example, this pilot study was 
performed over a short time and the number of participants was quite small. More-
over, there was an asymmetry in the number of children between Greece and USA. 
We would also like to validate and extend the current findings with qualitative stud-
ies, such as longitudinal observations, or diary studies and investigate other chal-
lenges in cross-cultural VMC between children. Moreover, the follow up study would 
draw from a wider and more symmetric sample of children between the countries. In 
the light of an internal and external analysis of the groups we will identify which 
effects are caused from the culture of each group and which not. Finally, a deeper 
analysis of the video-user interactions using information such as timestamp of each 
view and video content analysis will provide a step ahead toward the understanding of 
children video mediated communication. 
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Abstract. Real-time transcription generated by automated speech recognition 
(ASR) technologies with a reasonably high accuracy has been demonstrated to 
be valuable in facilitating non-native speakers’ comprehension in real-time 
communication. Besides errors, time delay often exists due to technical prob-
lems in automated transcription as well. This study focuses on how the time de-
lay of transcription impacts non-native speakers’ comprehension performance 
and user experience. The experiment design simulated a one-way computer-
mediated communication scenario, where comprehension performance and user 
experiences in 3 transcription conditions (no transcript; perfect transcripts with 
a 2-second delay; and transcripts with a 10% word-error-rate and a 2-second de-
lay) were compared. The results showed that the participants can benefit from 
the transcription with a 2-second time delay, as their comprehension perform-
ance in this condition was improved compared with the no-transcript condition. 
However, the transcription presented with delay was found to have negative ef-
fects on user experience. In the final part of the paper, implications for further 
system development and design are discussed. 

Keywords: Real-time transcription, Delay, Comprehension performance, User 
experience. 

1   Introduction 

Globalization is driving more and more people to communicate using their non-native 
language via audio/video conferences. However, as studies have indicated, under-
standing the speech of a second language often poses many difficulties [7]. Thus,  
non-native speakers frequently find it difficult to follow the conference and the col-
laboration tends to be ineffective.  

Pan et al. [4] proposed an approach of using real-time speech transcription to im-
prove non-native speakers’ comprehension in long-distance communications, and 
further explored the possibility of using automatically generated transcription [5]. 
Their results indicated that when synchronized with the audio stream, the automated 
transcripts with a word error rate (WER) of 10% could significantly improve non-
native speakers’ comprehension, while transcripts with a WER greater than 20% 
would lead to no improvement in comprehension.  
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Unfortunately, in addition to recognition errors, time delay often exists in auto-
mated transcripts as well. The delay primarily results from the processing time the 
ASR system takes. Even using the most advance speech recognition technology, the 
ASR processing can still be behind the audio stream for complex recognition tasks or 
low-quality signals. For a distributed ASR service hosting system like the one de-
scribed in [2], the ASR processing will slow down when many concurrent users re-
quest the ASR service at the same time. The network delay for data transmission 
between the speech recognition client, server, and text showing interface also contrib-
utes to the overall delay. This study will investigate how time delay affects the use-
fulness of automated transcription in improving non-native speakers’ comprehension 
in real-time communication.  

Most previous studies on the effects of transcription delay have focused on helping 
people with hearing impairment to better understand audio or video contents [1,3,8]. 
Burnham et al. [1] and Maruyama et al. [3] examined hearing-impaired people’s en-
joyment and intelligibility of TV when captions delayed from 0 second to 4 seconds. 
They reported that both enjoyment and intelligibility diminished when the delay ex-
isted, and the permissible limit for delay varied from 1.63 to 4.84 seconds depending 
on the degree of hearing impairment and caption formats. Zekveld et al. [8] measured 
the benefits of transcription with speech reception threshold (SRT), and reported that 
delaying the transcription with 2, 4, or 6 seconds reduced the benefits of transcription 
by approximately 1 to 2 dB of SRT.  

While these findings provided valuable insights into how time delay affects the 
usefulness of transcription, none of them touched upon using automated transcription 
to improve non-native speakers’ comprehension. Furthermore, as non-native speakers 
need extra cognitive efforts to process the transcripts in a second language as one 
additional source of information, the delay could distract attention and result in little 
value of transcripts.   

In this paper, we report an experiment that examines the effects of time delay of 
transcription on non-native speakers’ comprehension performance and user experi-
ence, in which two research questions are addressed: 

• Does automated transcription still help non-native speakers’ comprehension in 
computer-medicated communication when a reasonable level of time delay exists 
in the transcripts? 

• How does the time delay of transcription affect non-native sparkers’ user experi-
ence?  

2   Method 

2.1   Preliminary Study 

Before the main experiment, we did a preliminary study to find out a time delay level 
worth being studied more thoroughly. We started from 2 seconds and 4 seconds, 
which, according to previous studies [1,3,8], might be a critical level of time delay for 
the transcription to be usefully and acceptable. 12 Chinese participants were divided 
into 2 groups and were asked to watch 6 English clips in 3 conditions: no transcript 
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was displayed (NT), transcripts with no delay (PT) and delayed transcripts (DT). 
Transcription delay of the two groups was set as 2 seconds and 4 seconds respec-
tively. After each clip was played, the participants were asked to answer 5 compre-
hension questions to evaluate how well they understood the materials.  

The results showed that when delay was 4 seconds, the transcripts did not help the 
comprehension. The comprehension score of using the delayed transcripts was even 
worse than that when no transcript was displayed. All participants reported that they 
felt really frustrated by the delay and preferred to just ignoring the transcripts. In 
contrast, when the transcription delay was 2 seconds, the comprehension performance 
was improved compared to the no transcript condition, though some of the partici-
pants still reported that the delayed transcripts were somewhat distracting. Thus, in 
the formal experiment, we will use 2 seconds delay to confirm the usefulness of de-
layed transcripts. 

2.2   Experiment Setup 

Similar to [4,5], we designed a one-way computer-mediated communication (CMC) 
scenario, in which native English speakers talked in English via an audio and video 
channel, and native Chinese “listeners” (the participants) tried to understand what was 
spoken. Though communication in this study was dominated by one or a few main 
speakers and others just listen, the findings or conclusions were believed to serve as a 
useful reference for future research on more interactive scenarios. 

Figure 1 showed an example of the interface developed for the experiment. Tran-
scripts were displayed in a streaming mode, appearing letter by letter from bottom left 
to right. This display mode is necessary in real-time scenarios as the speakers’ words 
cannot be foreseen before being spoken.  

 

Fig. 1. An interface example of the experiment design 

2.3   Experiment Design 

The formal experiment was designed as a within-subject study in which participants 
were exposed to three different Transcription Conditions: 
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• NT: No transcript was displayed (the baseline case). 
• DT: Transcripts with 2 seconds’ delay were displayed. No error was included in 

the transcripts.  
• D-ET: Transcripts with 2 seconds’ delay and 10% WER were displayed. This con-

dition was to examine if automated transcripts with errors could help when they 
were not synchronized with the audio stream. The 10% WER level was selected 
because it was the best accuracy that could be achieved in practice (with high-
quality signal, in-domain language model, and native accent) and thus might serve 
as the benchmark for the most tolerable level of time delay. 

2.4   Participants 

Thirty highly motivated university or graduate school students from various disci-
plines were recruited as participants. They were non-English major native Chinese 
speakers and had passed CET-6 (College English Test Band 6), a national English test 
which is mandatory for all Chinese students if they are to get a master’s degree. A 
curious observation, however, is that though CET-6 indicates a relatively high level of 
English proficiency of Chinese students, there is no guarantee that those who have 
passed the test can understand spoken English conversations well. The participants 
were of a mixed gender (16 females and 14 males), and with an average age of 23.8 
years (SD=4.5, range from 20-28). 

2.5   Materials and Task 

Six English video clips were created, 2 for each transcription condition (NT, DT and 
D-ET). The clips were 3.5-minute-long on average, and covered a broad range of 
general topics (e.g. advertising, environmental protection, obesity, etc.). 3 clips were 
dialogues cut from an English TV show, and the other 3 were lectures recorded with 
invited foreigners as speakers. 5 comprehension questions were designed for each 
clip, including both short-answer questions and multiple-choice questions. All the 
materials had been validated in our previous research and their difficulty level was 
appropriate for the Chinese participants [5]. 

The whole experiment was computer-based. A Latin square design was imple-
mented to counterbalance order effects. Each participant was asked to watch the 6 
clips. After each clip was played, the screen turned to the question-answer page im-
mediately and no transcript could be seen any more. After finishing the comprehen-
sion test in each Transcription Condition, the participants were asked to complete a 
follow-up questionnaire on user satisfaction and cognitive load. The whole procedure 
of the experiment took about 60 minutes on average. 

2.6   Measurements 

Comprehension Performance. Performance was measured by response accuracy, 
that is, how many comprehension questions were answered correctly. A perfect score 
in each condition was 10 (5 questions*2 clips). 
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User experience. User experience was assessed by user satisfaction and user 
cognitive load. 

User satisfaction. Participants were required to respond to three satisfaction evalua-
tion questions on a 5-point Likert scale. The three questions were: (1) Usefulness: “I 
think transcription is helpful for my understanding.” (2) Importance: “I think tran-
scription is important for my understanding.” (3) Preference: “I would love to have 
transcription next time.” 

Cognitive Load. Investigated how well human resources could be employed in task 
completion or problem solving. Three indicators were used: 

─ Perception of task difficulty. The participants assessed the difficulty of answer-
ing the questions by indicating their agreement with the following statements on 
a 5-point Likert scale: “It was difficult for me to correctly answer the compre-
hension questions” and “I fully understood what the clips talked about.”  

─ Perception of concentration difficulty measured how well one can focus their 
cognitive resources on the task by asking the participants to respond to the  
following statement: “It was difficult for me to concentrate my attention  
simultaneously on the information from all sources (e.g., audio, video and tran-
scription) .” 

─ Perception of understanding interference. The participants assessed how the 
time delay of the transcription might interfere with their understanding by indi-
cating their agreement with the following statements on a 5-point Likert scale: 
“The time delay of transcripts distracted my attention” and “The time delay of 
transcripts hindered my understanding of video clips”.  

3   Results 

All the data were submitted to SPSS 15.0 for analysis. 

3.1   Comprehension Performance 

The comprehension performance scores in different conditions were shown in  
Figure 2. A repeated measures ANOVA was used to analyze the data. The results 
showed that Transcription Condition had a significant main effect on performance, F 
(2, 58) = 7.27, p < .01, indicating that comprehension was indeed influenced by the 
transcription condition. 

To further explore the difference between the comprehension performance in NT, 
DT, and D-ET, multiple comparisons were performed. The comprehension perform-
ance in DT, D-ET was found to be significantly better than that in NT (both p < .01). 
Performance in DT was a little better than that in D-ET (5.34 vs. 5.07), but the differ-
ence did not reach a significant level (p > .05). These results suggested the usefulness 
of automated transcription when the time delay is less than 2 seconds.  
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Fig. 2. Comprehension performance in NT, DT, and D-ET conditions. Error bar stands for one 
standard error. 

3.2   User Satisfaction 

The user-reported satisfaction scores for DT and D-ET condition were shown in  
Figure 3. The participants confirmed the usefulness of the delayed transcripts (the 
usefulness score in DT and D-ET condition was 4.21 and 4.03 respectively), while the 
importance and preference scores were nearly neutral. The results indicated that the 
participants did not feel very pleasant with the delayed transcripts though they were 
regarded as being useful  

 

Fig. 3. User satisfaction in the DT and D-ET conditions 

3.3   Cognitive Load 

Cognitive load scores were presented in Table 1 in three dimensions. For task  
difficulty, it was found that the delayed transcripts did not increase the perceived 
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difficulty of the comprehension test (p >. 05, repeated measures ANOVA). With 
regard to the perception of concentration difficulty and understanding interference, 
the results suggested a negative impact in general. The majority of the participants 
(66.7% in DT, 70% in D-ET,) agreed or strongly agreed that it was difficult to con-
centrate their attention simultaneously on the information from all sources (the means 
were 3.97 and 4.03 respectively). In addition, over half of the participants (56.7% in 
DT, 63.3% in D-ET) agreed or strongly agreed that the time delay of the transcripts 
would interfere with their understanding (the means were 3.80 and 3.87 respectively).   

Table 1. Users’ cognitive load in the NT, DT, and D-ET conditions (data were presented as 
means on a 5-point scale) 

Cognitive load NT DT D-ET 

Task difficulty 2.70 2.47 2.55 

Concentration difficulty N/A 3.97 4.03 

Understanding inference N/A 3.80 3.87 

4   Discussions, Conclusions, and Future Work 

In this paper, we investigated how time delay in automated transcription produced by 
a speech recognition system affects non-native speakers’ comprehension and user 
experience. The results demonstrated the value of delayed transcription in improving 
non-native speakers’ comprehension in one-way communication scenario. When the 
time delay was 2 seconds, the participants’ comprehension performance was signifi-
cantly improved with the aid of the transcripts, and the users’ self-reported satisfac-
tion also confirmed the usefulness of the transcripts. But the users' self-reported 
measures still showed some negative effects of time delay, e.g. the increase of con-
centration load, the distraction time delay has causes, and its interference with the 
understanding of audio information.  

It seems somewhat surprising that while the non-native speakers’ comprehension 
performance was factually improved by using the transcripts, they still reported some 
negative user feelings. This can be explained from several aspects. First, the task 
being simulating the passive one-way communication, instantaneous response on the 
part of the users was not required. Thus, despite the time delay, the appearance of the 
transcripts provided a chance for gist extraction and therefore improves the compre-
hension [6]. Second, the users had to pay more attention and work harder when there 
was time delay in the transcripts. The increased attention would result in better com-
prehension. But paying more attention and working harder would be more stressful 
and decrease the satisfaction. Third, the output delay was not only obvious enough to 
be perceived by users but also rendered this type of transcription very much different 
from ordinary types of transcription (e.g. DVD captions) with which users are already 
quite familiar, hence they are inclined to make a negative assessment.  

In summary, this study demonstrates that automated transcription in a good accu-
racy and with a reasonable level of delay (<=2 seconds) can significantly improve 
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non-native speakers’ comprehension, though user experience evaluations are not all 
positive. The paper implies that a certain level of transcript delay which temporally 
happens at system busy time (e.g. caused by large number of concurrent users) can be 
acceptable. But since time delay would result in negative user experience, the system 
should ensure that important conferences can get sufficient computation resources and 
high quality network connection to avoid the delay.  

Future work will investigate the effects of time delay in more interactive scenarios 
involved in remote collaborations. In addition, finer levels of word error rate in auto-
matically generated transcripts combined with delays should be studied, as WER in 
automated transcription could change within a broad range from 10% to over 30%.  
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Abstract. This paper investigates how Wikibooks authors collaborate to create 
high-quality books. We combined Information Retrieval and statistical tech-
niques to examine the complete multi-year lifecycle of over 50 high-quality 
Wikibooks. We found that: 1. The presence of redundant material is negatively 
correlated with collaboration mechanisms; 2. For most books, over 50% of the 
content is written by a small core of authors; and 3. Use of collaborative tools 
(predicted pages and talk pages) is significantly correlated with patterns of re-
dundancy. Non-redundant books are well-planned from the beginning and re-
quire fewer talk pages to reach high-quality status. Initially redundant books 
begin with high redundancy, which drops as soon as authors use coordination 
tools to restructure the content. Suddenly redundant books display sudden 
bursts of redundancy that must be resolved, requiring significantly more discus-
sion to reach high-quality status. These findings suggest that providing core au-
thors with effective tools for visualizing and removing redundant material may 
increase writing speed and improve the book’s ultimate quality. 

Keywords: Collaborative writing, text redundancy, coordination mechanisms. 

1   Introduction 

The advent of the World Wide Web and wiki-based collaboration technologies has 
made it possible for a new form of mass collaboration in which groups of strangers 
work together on a common topic. These on-line, volunteer-based projects have pro-
duced major new resources. One of the most successful examples is the Linux kernel, 
which was developed by a large number of unpaid contributors [27]. More recently, 
wiki technologies have been introduced to facilitate the creation and editing of inter-
linked pages, e.g. the Wikipedia encyclopedia and Wikibooks. Unlike collaborative 
writing within corporate environments, wiki technologies permit large numbers of 
strangers from around the world to work together on a shared topic.  

This type of collaborative writing has inherent advantages and disadvantages. Each 
project may benefit from a wealth of expertise and knowledge but faces enormous 
coordination and communication challenges in order to produce a coherent final re-
sult. Manuscripts typically evolve during the writing process and discussions and 
disagreements inevitably occur, due to differences in knowledge, experience and 
points of view. Groups of co-authors manage their work differently, which affects 
writing speed, manuscript structure, the validity of the arguments and the perceived 
quality of the text itself. 
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In traditional collaborations, contributors are linked by professional ties. Thagard 
[31] identifies three types of collaboration that reflect the backgrounds and roles of 
the authors: dominant relationships, e.g. employer/employee or teacher/apprentice, 
peer relationships, e.g., among researchers with similar backgrounds, knowledge, and 
skills, and peer-different, e.g., among researchers from different disciplines who 
share similar goals. However, even in corporate environments, studies of informal 
collaboration [23, 24] show that motivated individuals sometimes voluntarily take on 
coordination tasks to support their colleagues. 

Unlike projects that occur within a corporate hierarchy, open-source collaborations 
are often driven by what Lerner calls ”hobbyists” [19] who do not have clearly de-
fined roles with respect to each other. Thagard’s classifications are particularly diffi-
cult to define when authors do not interact directly with each other. This raises the 
question of how large-scale, volunteer-driven writing projects can coordinate the 
efforts of large numbers of users and still produce high-quality results. 

Researchers in CSCW have begun studying large-scale writing projects, hoping to 
gain insights into how best to design tools to facilitate collaboration. To date, Wikipe-
dia is most well-studied [14, 16, 22]. Researchers have examined communica-
tion patterns, conflict resolution and authorship and has used some of these findings 
to design tools to support collaboration [3]. They disagree about the benefits of in-
cluding very large numbers of participants. On the one hand, new authors offer the 
potential for gaining additional expertise and novel perspectives, thus increasing the 
value of the result [4, 11]. However, adding authors may also reach a point of dimin-
ishing returns, with a trade-off between the benefits of additional resources and the 
costs of increased coordination [10].  

Brook’s Law [1] famously argues that additional coordination costs can easily 
overwhelm any benefits from added personnel: “Adding manpower to a late software 
project makes it later”. For this reason, corporate managers and book editors often 
choose to limit group size to increase productivity [29]. In stark contrast is Raymond 
et al.’s [27] claim that involving as many authors as possible improves open-source 
software projects. They suggest that it is important to “delegate everything you can, 
be open to the point of promiscuity”. Kittur and Kraut [14] refine this claim, showing 
that coordination is essential for harnessing the wisdom of the crowds. They studied 
the relationship between the number of authors and the use of appropriate coordina-
tion tools on the quality of Wikipedia content. Essentially, articles with many authors 
are better, but only if the authors can effectively coordinate their activities. Of course, 
this also depends upon the type of work. Stewart [30] shows that larger teams gener-
ally perform better when they engage in low-coordination as opposed to high-
coordination work. 

We are interested in a less well-known, but no less interesting, collaborative writ-
ing system, called Wikibooks. The primary goal of Wikibooks is to provide free, 
printable textbooks that can be used in the classroom. Although most are educa-
tional [28, 34], they also cover a wide range of other topics, including sports, religion, 
interpersonal relationships and even a guide to Harry Potter novels.  

Wikibooks is based on the same MediaWiki software and open editing policy as 
Wikipedia. However, Wikibooks co-authors face a greater challenge than Wikipedia 
contributors, because they must coordinate their activities on a much greater scale, 
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over much longer periods of time. The longest Wikipedia article is around 50,000 
words whereas over 100 Wikibooks exceed this.  

In order to study how large groups of strangers coordinate their activities over long 
periods of time, we examined the first complete set of Wikibooks logs, dating from its 
creation in 2003 until 2009. Our goal was to identify the key coordination and com-
munication mechanisms that affect quality. 

Our first challenge was to find appropriate measures of quality. Studies of Wikipe-
dia have identified a diverse set of possible metrics, including: number of edits and 
unique editors [22], factual accuracy [8] (but disputed by [6]), credibility [2], revert 
times [33], and the formality of language [5]. In each case, researchers applied these 
metrics to small samples of Wikipedia articles and, sometimes, to equivalent articles 
in traditional encyclopedias as an independent standard of quality.  

However Wikibooks involve even larger scale collaborative efforts, which renders 
some of these measures infeasible. We decided to focus on the 59 ‘featured’ Wiki-
books, which had been designated of the highest quality, and use both Information 
Retrieval and statistical techniques to analyze the historical data. We focused on four 
key measures: level of redundancy in the text, authorship patterns, use of predicted 
pages and use of talk pages. 

This paper begins with a description of the Wikibooks corpus, followed by the 
study design and our analysis methods. We then describe and discuss the results of 
three successive analyses: 1. Redundancy, 2. Co-authorship and 3. Collaboration 
lifecycle. We then provide an in-depth look at a few specific books and conclude with 
implications for design and directions for future research. 

2   Wikibooks 

We analyzed data obtained from the English version of Wikibooks1. Since its begin-
ning in 2003, the site has expanded to include over 2000 books, the content of which 
is contributed entirely by volunteers. 

2.1   Corpus 

The Wikibooks site includes books in all stages of development. The complete history 
of each page on Wikibooks is stored in a database on the website and it is possible to 
access every past revision of a page through the web interface. The Wikimedia Foun-
dation provides downloadable versions of the database including the page history. 
Our data set comes from a database dump of the Wikibooks Website on 15 May 
20092 and contains 2,039 books. Because we were interested in understanding the 
factors that are correlated with high-quality books, we focused our analysis on the 59 
Featured books. 

Of these 59, we removed eight books: Five were from the Wikijunior series, which 
are designed to be age-appropriate non-fiction books for children from birth to age 12. 

                                                           
1 http://en.wikibooks.org/   
2 http://download.wikimedia.org/enwikibooks/ 
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These books have an atypical structure, with very little text and many images. The co- 
authors discuss the content thoroughly before beginning to write to ensure that it is 
suitable for the intended audience. We also removed FHSST PHYSICS since this book’s 
content was based on an existing text written outside of the Wikibooks environment. 
Finally, we removed ADVENTIST YOUTH HONORS ANSWER BOOK and SOCIAL AND CUL-
TURAL FOUNDATIONS OF AMERICAN EDUCATION since they were structured more like 
catalogs or reference sources rather than actual books. We analyzed several statistics 
from these books to understand the level of participation in each book from its begin-
ning to the time that the book was designated as a ‘featured book’. 

2.2   Featured Books as a Measure of Quality 

Wikibooks does not provide a quantitative measure for book quality, so we chose an 
empirical, but qualitative measure, ‘featured book’ status. The Wikibooks community 
identifies a small number of books that they judge to be of high quality, based on a set 
of pre-defined criteria. These criteria are imprecise (probably deliberately so), but do 
offer guidelines as to what constitutes a good book3. Criteria include, for example, the 
clarity of the text, the structure and completeness of the book, and whether or not the 
book conforms to Wikibooks policies. 

Any Wikibooks reader can nominate a book for ‘featured book’ status. Once a 
number of users have so nominated a book, an administrator reviews the strength of 
the arguments with respect to the above criteria. If it passes this test, the book is voted 
on through a democratic process. Successful books are then added to the list of ‘fea-
tured books’4. Only a small subset of Wikibooks is nominated and they represent 
about 3% of the books available on the site. The guidelines are stringent and these 
books must maintain their quality in order to maintain featured status. Because volun-
teers may edit books at any time, the Wikibooks community actively monitors the 
quality of these books and removes them if necessary.  

Previous studies of Wikipedia [14, 15, 16] used a similar measure of quality, based 
on whether an article was explicitly chosen to be featured by Wikipedia administra-
tors. In other studies, Wikipedia users were asked to read an article and rate its quality 
[13]. However, as mentioned earlier, since Wikibooks are much longer than encyclo-
pedia entries, the latter strategy is not practical for our purposes. 
 
Featured and Non-featured. Because we were interested in understanding the col-
laborative process involved in writing successful books, we focused solely on featured 
books. We calculated measures of redundancy from the inception of each book 
through to its completion, as indicated by its election to ‘featured book’ status. Al-
though these books comprise only a small percentage of the total number books, they 
are much longer on average and account for almost half of the total size of the Wiki-
books database. We recognize that some non-featured books are also close to comple-
tion, but since we have no objective, independent criteria by which to measure the 
quality of such books, we do no include them. 
                                                           
3  http://en.wikibooks.org/wiki/Wikibooks:Good_books  
4  http://en.wikibooks.org/wiki/Wikibooks:Featured_books  
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3   Analysis 1: Redundancy Patterns 

One possible measure of how authors coordinate their activities is redundancy. We 
hypothesized that redundant text can act as a proxy for communication breakdowns 
and a lack of coordination among participants. We also expected that redundant text 
will be highly correlated with other negative indicators, such as the presence of 
cleanup and maintenance tags. We thus measured redundancy within individual 
books, looking for patterns of how it changed over time. At regular intervals during 
the evolution of each book, we took a snapshot and analyzed the full text of the manu-
script at that point, and counted the number of redundant paragraphs.  

Note that redundancy can only be interpreted within the context of the particular 
book. Because different Wikibooks are structured differently and cover completely 
different subject areas, it does not make sense to compare levels of redundancy across 
books: some books may require some redundancy whereas others do not. Thus, our 
classification is not based on absolute redundancy values, but rather on an analysis of 
how redundancy curves change over time, within the context of each individual book. 
 
Research Questions. We are particularly interested in:  

− How does the level of redundancy change over time?  
− Do different books exhibit different patterns of redundancy from their begin-

ning to completion? 

3.1   Measuring Redundancy via Semantic Similarity 

We base our measure of redundancy on argument repetition, i.e. the amount of simi-
larity among arguments (sentence, recurring words etc.), at the level of paragraphs, 
sections and chapters, at different points in the writing process. This provides us with 
an objective, quantitative measure of the effectiveness of the different communication 
and collaboration mechanisms. Although redundancy is sometimes used for automatic 
document summarization, in which redundancy in the summary or abstract is used as 
an indicator of poor quality, we are unaware of other studies that use redundancy as a 
measure of coordination. 

Our strategy is to quantify the level of redundancy by determining the semantic 
similarity between two sentences. Although this is challenging even with modern 
natural language processing techniques, a combination of techniques has proven to be 
effective, e.g. [9, 20], and offers an approximation for the amount of similarity and 
thus redundancy between two sentences. 

Words are the most basic unit of measure for identifying similarity between texts. 
Techniques for measuring similarity are based on string similarity [12], thesauruses 
[26] or corpus statistics [32]. In information retrieval, the ‘bag of words’ approach is 
commonly used to measure similarity between documents. A document is usually 
characterized by a term vector of length n, the elements of which indicate whether a 
term is present in the document and its relative importance. Terms are usually 
weighted using the TF-IDF (term frequency-inverse document frequency) scheme 
[17]. The cosine similarity measure is then used to compare the two vectors. 

Other methods have also been proposed that exploit word co-occurrence informa-
tion instead of using exact word matching. For example, latent semantic analysis [18] 
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can be used to measure similarity between texts by computing higher-order word 
relations based on dimensionality reduction. Some approaches combine different 
techniques. For example, Li at al. [21] propose a method that combines Word Net 
based word similarity, corpus statistics and word order similarity. Islam and Inkpen 
[12] propose a similar approach based on substring matching of words, point-wise 
mutual information similarity, and word order similarity. 
 
Redundancy Measure. We chose to use cosine similarity between term vectors con-
structed by using the TF-IDF weighting scheme [17] to measure redundancy between 
paragraphs. We decided to use cosine similarity to measure pairwise similarities in 
each snapshot of each Wikibook. 

In formal notation, let T be the set of terms that appear in a Wikibook B. We em-
ploy standard Information Retrieval preprocessing methods, such as stop-word re-
moval and stemming [35] to produce the set P of paragraphs. Each paragraph 
p ∈ P is characterized by a term vector:  

vp = (wp,1, w p,2,..., wp, T ) 

where w p,i
 is the weight of term ti ∈ T  given by the standard TF-IDF weighting 

scheme. 
The similarity between two paragraphs p and q can then be calculated by using the 

cosine similarity measure, given by: 

sim (vp , vq ) =
v p ⋅ vq

vp × vq

 

The cosine similarity tells us only how similar two paragraphs are with respect to the 
terms they contain, but does not tell us how much redundancy is observed in the book. 
Here, we define redundancy as the proportion of pairs of paragraphs that attain a simi-
larity value higher than a threshold α : 

redundancy(B) =
δ ( p, q )

p,q∈P, p ≠q
∑

2 × C 2
T

where δ( p, q) =
1 if sim(vp , vq ) ≥ α

0 otherwise

⎧
⎨
⎩

 

and since there are C2
T pairs of ( p, q )and the similarity function is symmetric, the 

term 2 × C 2
T is used to normalize the redundancy score. 

 
Measure Refinement and Validation. While a high level of similarity between two 
paragraphs does not always imply the existence of redundant information, in practice, 
cosine similarity can be used to approximate redundancy.  

We validated this measure by asking six volunteers to read and classify the  
appearance of redundancy in a randomly selected sample of paragraphs. We took a 
sample of 603 paragraphs (201 for each category). We then randomized the para-
graphs into 9 sets, each containing 67 paragraphs for each set, making sure that at 
least two volunteers examined each text to ensure reliability. We found that a thresh-
old of 0.5 was able to correctly identify redundant paragraphs. In fact, we found that, 
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in 90% of the cases, the text identified by the redundancy algorithm was indeed des-
ignated as redundant by the volunteers. For the remaining 10%, the text was identified 
as redundant because the same quotations were repeated across paragraphs. 

3.2   Results 

We measured changes in redundancy from when the book was started until its com-
pletion, i.e. when it attained ‘featured’ status. (Fig. 1 shows the patterns of redun-
dancy levels over time for three typical books.) We found that none of the 51 featured 
books contained redundant text when they were completed. However, we did find that 
books fell into one of three main categories with respect to how redundancy levels 
changed over the lifetime of the book: 

− Non-Redundant books (14/51) include negligible amounts of redundancy through-
out the book. (Fig. 1.a: The NON-PROGRAMMER’S TUTORIAL FOR PYTHON). 

− Initially Redundant books (23/51) begin with a great deal of redundancy, followed 
by either a slow, steady decline or a rapid drop in redundant material. (Fig. 1.b: 
THIS QUANTUM WORLD). 
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c.    Suddenly Redundant:  
   C# PROGRAMMING 

Fig. 1. Evolution of redundant text over time (in months). Values are not absolute. 
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− Suddenly Redundant books (14/51) begin with low levels of redundancy, followed 
by sharp increases at different points during the development process. The level of 
redundancy then decreases gradually over time. (Fig. 1.c: C# PROGRAMMING). 

 
We next examined how the above categories affect coordination during the develop-
ment process. In particular, we examined their correlation with the introduction of 
redundant text and the perceived quality of each book. 

4   Analysis 2: Co-authorship  

With ordinary edited books, a few co-authors divide the work and share top billing. 
However, in on-line wiki environments, “open-editing” means that potentially thou- 
sands of authors may contribute text, with contributions ranging from major sections 
to just a few words. We are interested in understanding how large numbers of authors 
who are strangers collaborate to create a ‘featured boo’. We thus examine redundancy 
with respect to other measures, including number of authors, duration of the writing 
process and length of the book. 
 
Research Questions. We are particularly interested in: 

− What is the distribution of authors and their edits in featured books? 
− Do the number of authors and the distribution of their edits affect observed 

redundancy patterns? 

4.1   Measures 

For each book, we collected metadata about its edits: the authors, the number of revi-
sions, and the times when the book was edited. We accessed all versions of the pages 
within the book, including associated talk pages. We also used the difference between 
the timestamp on the first revision and the date when the book was classified as fea-
tured to calculate its age. We used the three redundancy patterns RedundancyPat-
terns = Initially-Redundant, Suddenly-Redundant, Non-Redundant as a factor to 
analyze these measures. 

4.2   Results 

We used linear models to examine the possible correlations among continuous meas-
ures. Below, we report the p-values for the correlation slopes and the adjusted r2 that 
measures the quality of fit. We also conducted one-way ANOVA analyses to examine 
the effect of the RedundancyPatterns on various measures. In turn, these analyses 
help us to understand the effect of these measures on redundancy patterns. 
 
Authors’ Distribution. We can identify different contribution patterns within the 
histories of different books. The number of contributing authors is highly variable, 
ranging from 8 to 2631, with a mean of 272±405, a median of 159, a 10% quartile of 
34 and a 90% quartile of 614 contributors (see Fig. 2.a).  
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One common pattern involves a small core of lead authors who write the bulk of 
the book, aided by a large number of supporting authors who may change only a few 
words. Panciera et al. [25] found a similar pattern among Wikipedia authors. If we 
rank authors by the number of their edits, the resulting frequency distribution resem-
bles a zipf5 distribution [36], as in Fig. 2.b. 
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Fig. 2. a. Distribution of number of authors per book. Not included: 3 books with over 1000 
authors (1111, 1039 and 2631). b. Distribution of number of edits by authors sorted in descend-
ing order (follows a zipf distribution). 

Next, we consider the number n of contributors responsible for x% of the main ed-
its. To compute this, we sort contributors from largest to smallest, based on the num-
ber of their edits, as in Fig. 2.b. Here, n is the smallest integer l for which the first l 
authors made at least x% of the edits. Note that for 57% of the books, one author is 
responsible for at least 25% of the main edits. The median number of editors respon-
sible for 50% of the main edits is 3.5 and rises to 14 for 75% of the main edits. Inter-
estingly, we did not observe any effect of the RedundancyPatterns on the total 
number of contributors, whether the number of contributors was responsible for 25%, 
50% or 75% of the main edits. 

For each book, we also computed the Gini coefficient [7], which indicates whether 
a book was written by a few lead contributors relative to their total number. As above, 
we did not observe any effect of RedundancyPatterns on this coefficient. 
 
The Evolution of Wikibooks. Fig. 3 shows the distribution of the book’s age (in 
days) at the time it became featured (featured time). The age of featured books ranges 
from 114 to 2034 days with a 1st, 2nd (median) and 3rd quartile of 545, 904 and 1198 
days, respectively, with a mean of 900.1±446 days. We observed no effect of the 
RedundancyPatterns on this measure.  

Wikibooks contain a varying number of separate pages, ranging from a minimum 
of 10 pages to a maximum of 646 pages (1st quartile = 26, median = 45, mean = 
86±113, 3rd quartile = 90 pages). The number of words in a book ranges from 3945 to 
525300 (1st quartile = 3278, median = 4981, mean = 71560±79255, 3rd quartile = 
                                                           
5 Zipf’s law states that given some corpus of natural language utterances, the frequency of any 

word is inversely proportional to its rank in the frequency table. Thus the most frequent word 
will occur approximately twice as often as the second most frequent word, which occurs 
twice as often as the fourth most frequent word, etc. 
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80930 words). We did not observe any effect of the RedundancyPatterns on the 
number of words nor on the number of pages of a book. 

When we examined the books, we observed only a marginal correlation between 
the number contributors (25%, 50%, 75%, and 100% of contributors) and (1) the age, 
(2) the number of pages, and (3) the number of words. The only significant correla-
tion is between the number of contributors and the age of a book at featured time (r2 = 
0.366). More specifically, the age of a book is about 1.2×Num of Contributors + 632 
(p < 0.0001), after removing the three books with the largest number of authors. This 
suggests that over time more contributors became involved. 
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Fig. 3. Distribution of the age of books (in days) when books became featured 

Surprisingly, we found no correlation between the age of a book (at featured time) 
and its number of words. We did, however, observe a correlation (slightly increasing) 
between the age of a book and the number of pages (p = 0.0167 with a low r2 = 
0.093), and a clear increasing correlation between the number pages and the number 
of words (r2 =  0.5945, p < 0.0001). 

5   Analysis 3: Collaborative Interactions 

In traditional collaborations, careful planning is usually essential. However, in on-line 
collaborations, contributors are under no obligation to follow a plan or discuss issues 
with each other. Successful collaborative environments such as Wikipedia include 
both implicit and explicit coordination mechanisms to support collaboration [14]. 
Wikibooks offer two basic coordination mechanisms: Predicted pages specify the 
structure of the book and identify where additional writing is required. They act as an 
implicit coordination mechanism in which authors see broken links that point to yet-
to-be-written pages and can contribute text accordingly. Talk pages enable authors to 
discuss content and negotiate changes, and act as an explicit coordination mechanism. 
 
Research Questions: We are particularly interested in: 

− What is the impact of communication and coordination mechanisms on the 
appearance of redundancy within the text?  

− How does the authors’ use of predicted pages (broken links) and talk pages 
affect redundancy patterns? 
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5.1   Measures of Explicit and Implicit Coordination 

Every Wikibooks page has a talk page in which authors attach comments and discuss 
content. This enables them to organize the writing task and resolve disputes that may 
arise and also provided us with a quantitative measure of explicit coordination.  

We also created a quantitative measure of implicit coordination based on the struc-
ture and number of predicted pages. We also counted the number of edits made by dif-
ferent authors. To differentiate between prolific and casual authors, we sorted authors 
according to their contributions. We then calculated the inter-quartile range and the Gini 
coefficient [7] of authors’ contributions to measure the skew of contributions within 
each book. We applied these measures to talk pages and content pages separately. 

5.2   Results 

Implicit Coordination using Predicted Pages. We found a moderate correlation 
between the number of predicted pages and the number of pages in a book (r2 = 
0.574). The number of predicted pages represents about 19% (p < 0.0001) of the total 
number of pages. Based on this result, we consider the percentage of predicted pages 
as a finer measure of implicit coordination. 

The RedundancyPatterns had a significant effect on the percentage of predicted 
pages (p = 0.0101). Of the total number of books, 14 had no predicted pages, eight 
belonged to Initially-Redundant, three belonged to Suddenly-Redundant, and three 
belonged to Non-Redundant. This effect can be observed in the box plot in Fig. 4. A 
Tukey test shows that the percentage of predicted pages is significantly greater for 
Non-Redundant books.  
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Fig. 4. Box plot showing the percentage of predicted page for each redundancy pattern 

Note that we found no correlation between the percentage of predicted pages and 
the number of authors (contributions of 25%, 50%, 75%, and 100% of edits) and the 
number of words in a book. Finally, we only found a marginal decreasing correlation 
of this measure with the book age (r2 = 0.06404). 
 
Explicit Coordination using Talk Pages. Not all authors participated in talk page 
discussions. However, we did find a strong correlation between the total number of 
authors and how many participated in talk pages (r2 = 0.788 for books with fewer than 
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1000 authors (see Fig. 5.a), and r2 = 0.923 for all books). More specifically, about 
13% (p < 0.0001) of authors participated in talk page discussions. 

We found no significant effect of RedundancyPatterns on the number of au-
thors into talk pages (p = 0.079). However, we found a significant effect of Redun-
dancyPatterns on the number of authors for the 25% main talk edits (p = 0.0325). 
In both cases, Suddenly-Redundant books have more authors than the two other 
groups. 

We examined the number of words in talk pages as a measure of participation in 
discussions. We observed that RedundancyPatterns has a significant effect on this 
measure (p = 0.0171). Suddenly-Redundant books have significantly more words in 
their talk pages than the other two groups (Fig. 5.b). 

We also found a strong correlation between the number of words in talk pages and 
the time for the book to reach featured status (p = 0.00123, r2  = 0.177). Note that we 
get a similar result (more discussion in Suddenly-Redundant books) even when we 
calculate the number of words in talk pages by day and when we normalize it by the 
number of pages and words in the book. 

Finally, we examined the number of talk page edits. Again, Suddenly-Redundant 
books have significantly more talk page edits and a higher percentage of talk edits 
relative to main edits. Note that we find no correlation between the percentage of 
predicted pages and the number of words in talk pages (adjusted r2 = −0.003379, p = 
0.366). This suggests that these two measures are orthogonal. 
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Fig. 5. a. Correlation between total number of authors and number of authors who participated 
in talk pages. b. Box plot of the talk page word count for each RedundancyPatterns. 

6   Summary of Findings  

In summary, we found that: 

− Redundancy can be categorized according to three distinct patterns: 

1. Non-redundant books are well planned from the beginning and require 
fewer talk pages to reach high-quality status. 

2. Initially redundant books begin with high redundancy, which drops as soon 
as authors use coordination tools to restructure the content. 



 Redundancy and Collaboration in Wikibooks 227 

3. Suddenly redundant books display sudden bursts of redundancy that must 
be resolved, requiring significantly more discussion to reach high-quality 
status. 

− The majority of each book's content (50-75%) is typically written by a small 
number of lead authors, supported by a larger number of additional authors. 

− The predicted pages feature acts as an implicit coordination mechanism that 
does not reduce redundancy in the early phases of a book's development but ap-
pears to lower the overall effort of writing a book. 

− Suddenly redundant books require significantly greater discussion among au-
thors, with a correspondingly high use of talk pages compared to the other two 
groups, in order to reduce redundancy. 

− The number of authors is not correlated with levels or patterns of redundancy, 
provided that proper coordination mechanisms are used. 

7   Revisiting the Results through Examples  

The above analysis showed general trends. This section examines several books in 
greater detail, including several that are outliers with respect to our statistical analysis. 

7.1   Using Implicit Coordination to Avoid Redundancy 

We have seen that books with no redundancy tend to have a high percentage of pre-
dicted pages. For example, the CONTROL SYSTEMS book has 65 predicted pages, which 
addresses the majority of the 75 pages in its featured form. The amount of redundancy 
for this book remains low throughout its history, even though it includes very little 
discussion (only 1905 out of 74,567 words).  

 
The book includes a total of 93 authors with 10 contributors to the talk page dis-

cussion. Our analysis suggests that, although these authors engaged in relatively little 
discussion, they still managed to collaborate without producing redundant text. 

Of the books that include no redundancy, not all make extensive use of predicted 
pages (see Fig. 4). These books achieve coordination through the use of talk page 
discussions. For example, even though the LATIN book included only two predicted 
pages of the 87 in its featured form, discussion of the book’s structure via talk pages 

 

Fig. 6. LATIN book main pages (black) and talk pages (grey) edit history 
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occurred early in its development and continued throughout. Fig. 6 shows the history 
of main edits and talk page edits and the a strong correlation between them. 

The talk page collaboration mechanism allowed 21 lead authors to coordinate the 
activities of 401 supporting authors on a variety of different topics. This is particu-
larly evident in the talk page in which 77 authors actively discussed the status of the 
book. 

7.2   Using Explicit Coordination to Remove Redundancy 

Suddenly redundant books, with their sudden bursts of redundant material, rarely used 
on-line coordination mechanisms, either via predicted pages or talk pages. Similarly, 
in Initially redundant books, the redundancy curves rise sharply at the beginning due 
to lack of coordination. The most extreme example is XFORMS, with only one predicted 
page out of 154. For the first six months, XFORMS was developed mainly by one lead 
author (Gini coefficient G=0.936), as was SPECIAL RELATIVITY (G=0.874) (3 pre-
dicted pages out of 29). 

Initial development of ARIMAA involved three lead and twelve supporting authors 
(G=0.687, 1 predicted page out of 53). In each case, the increase in redundancy is not 
related to the number of authors who contributed to the books, but rather is due to the 
authors’ approaches to writing, in which they avoided planning the different sections 
of the book on-line. The three lead authors wrote separately without any interaction 
among themselves or coordination of future activities. As a result, the other twelve 
authors who contributed to the book made rather chaotic edits, adding pages that 
contained redundant information (see also Fig. 1.b). 

Lead authors of 17 books compensated for the initial lack of planning by later per-
forming a radical restructuring of the book, with a corresponding reduction in redun-
dancy. For example, the lead author of XFORMS restructured the book into sections, 
whereas lead authors for both SPECIAL RELATIVITY and ARIMAA used a talk page to 
direct changes and amendments.  

Another example is C# PROGRAMMING, a book in which redundancy increased when 
four new active authors began to contribute to the book independently, apparently 
paying little attention to previous contributions by other authors. At this point, the 
structure was not clear, authors’ contributions were not well organized and included 
no discussion, with only 4 predicted pages and 13 pages of content. Two authors 
wrote extensively about similar concepts, unaware of each other’s contributions. 

Finally, one author noticed the overlap and used talk pages to discuss how to re-
structure the content. This major change in structure was accompanied by a subse-
quent plunge in redundancy (Fig. 1.c). Over the next months, 50 new authors began to 
contribute to the book, ultimately leading to an increase in the size of the book by 
30%. This demonstrates the importance of structuring books in a logical way, so that 
authors have a clear idea of what each section should contain, without needing to read 
the full contents of the book.  

7.3   Redundancy Might Be Beneficial 

While redundancy within a book as a whole is undesirable, specific increases in re-
dundancy can be beneficial if they lead to restructuring and result in a net decrease in 
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redundancy, e.g. the C# PROGRAMMING example. In some cases the detection of excess 
redundancy sparks a conversation about the book that generates interest and makes 
contributing content more appealing. We see this in all ten Suddenly-Redundant 
books and all eight Initially-Redundant books. 

Another positive restructuring activity was seen in the EUROPEAN HISTORY book, in 
which a sudden spike in redundancy occurred when a new author contributed text in a 
new section, even though the same content was already present elsewhere. The other 
authors chose to retain the new text and re-integrate other relevant text into the new 
section. 

However, sometimes adding text is simply a duplication of effort, as in FORMAL 
LOGIC in which a casual author increased the redundancy in the book by adding mate-
rial to a page that was already covered in other pages. Redundancy decreased sharply 
after this text was removed by the main editor. 

8   Discussion  

Our analysis of collaboration within Wikibooks is consistent with previous research 
on Wikipedia with respect to the correlation between communication levels and qual-
ity. Like Kittur and Kraut [14], we found correlations between the use of implicit and 
explicit collaboration strategies, the distribution of authors and article quality. Over-
all, we found that despite the large number of contributors, most authorship, at least 
with high-quality ‘featured’ books, is concentrated among a few lead authors. On 
average, 75% of a book is written by no more than 14 authors, with a much larger 
group of supporting contributors who write the rest. 

In addition, we observed the effect that collaboration activities have upon the ap-
pearance of redundant material within a book. When communication mechanisms are 
not properly used, authors tend to edit chaotically, which increases the quantity of 
redundant text. One might expect that the presence of large numbers of authors would 
lead to duplication of effort and highly redundant text. However, this need not be the 
case. The number of authors is not correlated with the presence of redundant text. 
Instead, duplication of effort occurs only when communication mechanisms are used 
improperly and contributions are chaotic. 

Redundancy is normally viewed as a negative characteristic in a book, increasing 
the effort necessary for the book to become featured. We saw that books with highly 
redundant content required significantly more coordination effort, even though fewer 
authors contributed. However, the presence of redundancy can sometimes have a 
beneficial effect on the quality of the book. When lead authors become aware of re-
dundant text, it triggers the restructuring of redundant pages and a discussion among 
the authors. In some cases, this can attract new contributors to the book, as seen in the 
books on C# PROGRAMMING, FORMAL LOGIC and US HISTORY. We do not have a 
direct measure of how aware authors are of the existence of redundancy, but suggest 
that lead authors would benefit from tools that draw attention to levels of redundancy 
since it will encourage them to resolve it, thus improving the quality of the book. 

In general, our data suggests if lead authors set the direction, structure and scope  
of the book from the beginning, a variety of implicit and explicit coordination mecha-
nisms can be used to support subsequent development, aiding future development.  
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As the book matures and coordination requirements ease, tasks may be more effec-
tively distributed to a larger group of authors. This is consistent with other research 
that suggests that explicit communication through coordination is most beneficial in 
the early stages of the collaboration, when the structure is unconstrained [14]. 
 
Implications for Design: We found that planning of the book’s structure, whether 
implicit (as in predicted pages) or explicit (as in talk pages), has a positive impact 
upon future coordination of writing activities. Some books were carefully planned 
from the beginning and could be successfully managed with or without explicit coor-
dination during subsequent writing phases. In contrast, books that were not initially 
well-planned suffered from a rapid increase in redundancy within the text, either at 
the beginning, or at different points during the book’s development. All of these 
books eventually ended up as high-quality books, with virtually no redundancy, but 
such books required significantly more communication and collaboration activities to 
compensate for the bursts of redundancy. 

We believe that authors of large-scale collaborative writing projects will benefit 
from tools that support the communication and collaboration mechanisms by provid-
ing authors with visualizations of the following: 

1. Sections containing redundant text. This would facilitate restructuring and 
merging changes, as well as potentially triggering participation by new  
authors. 

2. Number and types of edits to each page. This would clarify the structure of 
each page and let authors focus on writing new sections, rather than extract-
ing redundancy from previously written pages.  

3. Sections containing topics already covered. This would help authors focus on 
writing relevant parts of the book instead of duplicating existing content. 

9   Summary and Future Work 

This paper examines how large groups of volunteer authors coordinated their activi-
ties in order to create and edit 51 ‘featured’ or high-quality Wikibooks. We used a 
combination of information retrieval and statistical methods to develop quantitative 
measures of coordination activities and identified several factors that are significantly 
correlated with effective collaboration. 

One contribution is the use of redundant text as a measure of coordination effec-
tiveness. Not only did we find that redundancy was inversely correlated with quality, 
but we also were able to identify different patterns of redundancy over time. Non-
redundant books are highly coordinated from the very beginning, and progress 
smoothly to completion. Initially redundant books begin with little structure, but once 
the key authors identify the presence of redundancy and begin to take measures to 
reduce it, these books also progress smoothly towards completion. Suddenly redun-
dant books are poorly planned in the beginning and suffer from spikes in redundancy 
over time, as people duplicate each other’s efforts. These books require by far the 
most discussion and late-stage coordination in order to become high-quality books. 

A second contribution relates to the deeper understanding of the roles of authors in 
large-scale collaborative writing projects. We found that, even though it appears as 
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though thousands of authors have contributed, in practice, over 75% of the writing is 
produced by a small core group of lead authors. This implies that these authors need 
specialized tools for visualizing redundancy, which should help them to more effec-
tively allocate writing tasks and better coordinate everyone’s activities. 

Our next step will be to modify our algorithms to enable authors to obtain successive 
snapshots of each level of redundancy. We plan to examine whether providing these 
authors with ways to visualize this information during the writing process can help to 
reduce development time and increase the likelihood of writing a high-quality book. 
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Abstract. Municipal governments rely heavily on the sharing of data between 
departments as a means to provide high-quality and timely service to its citi-
zens. Common tasks such as parcel renovations require the involvement of mul-
tiple departments such as Building, Planning, Zoning, Assessment and Tax to 
achieve the ultimate goals. However, the software applications used to support 
the work of these departments are provided by independent software vendors 
and are not integrated with one another. Therefore, municipal employees rely 
heavily on manual methods for data sharing.  We conducted a study of 12  
municipal governments to understand their information sharing needs and prac-
tices. We focused on the interaction and information sharing within and be-
tween municipal departments. Our findings can be used to shape future research 
on e-government initiatives and interoperability of municipal applications.    

Keywords: Information Sharing, Cooperative Work, Municipal Government,  
e-government. 

1   Introduction 

Citizens rely on municipal governments for the provisioning of services that cannot 
be achieved by an individual alone.  These services include protection, maintenance 
of public areas and highways, environmental planning, safety, and governance. To 
this end, municipalities organize their internal department structure around specific 
service sub-areas.  Departments such as police, fire, emergency services, and justice 
are responsible for services under the domain of protection. The sharing of informa-
tion is essential for workloads that are divided across multiple people, departments 
and disparate applications.  Information sharing between departments is used to help 
manage resources, communicate essential information about citizens and services, 
support the provisioning of services, and is useful in crime prevention efforts.  

Departmental employees are expected to collaborate with other departments as 
needed, e.g. as mandated by policy or laws or in support of citizen-based services that 
span multiple departments. However, the information technology structure prevalent in 
most municipal governments does not easily support information sharing practices. IT 
applications that are interoperable can help in reducing employee workload, and also the 
expenses associated with and errors stemming from the manual transfer of data.   
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Hoogenveen points out that municipal police departments often have database sys-
tems that are central to their work and used by their personnel, but lack an efficient 
manner to share information with other departments [12]. Atabakhsh supports this 
assertion and states that the necessary tools for data retrieval, filtering, integration and 
presentation have not been sufficiently developed [1]. 

Our research goal is to identify methods and design technologies that will increase 
employee efficiency and help reduce costs in the municipal government domain. As 
part of this, we noted how the intersection of IT applications, organizational structure, 
aspects of social interactions and internal policy all worked together to influence the 
level of collaboration and information sharing between municipal departments. To 
this end, we conducted a year-long study of 12 municipalities, focusing on the work-
ing practices of employees, the use of IT applications as work aids, the associated 
manual and IT-supported flow of information, the departmental structure and division 
of service responsibilities across municipal departments. 

1.1   Related Work 

Information sharing is a common topic of discussion in the HCI-related literature. 
There have been extensive studies on information sharing practices in the private 
sector, e.g. within enterprises and between independent groups [2, 10, 17, 20]. Re-
search on information sharing in the public sector have largely been limited to crimi-
nal justice [1, 23] and health and social service organizations, e.g. medical services 
[25], public health agencies [1, 23], and homeless shelters [18].  These and other 
studies on information sharing in the public sector relate to interaction between inde-
pendent agencies [7, 14, 16, 19].  The division of labor and need for collaboration in 
the public sector can occur at many levels, e.g. at the local departmental level, at a 
peer agency level (i.e. from one municipality of government organization to another), 
from an agency level to another agency lower or higher in the hierarchy (from mu-
nicipality to county or state agency), and from one nation to another. We maintain 
that some of the issues prevalent in information sharing initiatives between govern-
ment agencies are also present within municipalities, yet the nature of municipal gov-
ernment organizational and IT structures can contribute to additional barriers to in-
formation sharing.  This discussion is detailed in Sections 2 and 3.   

Other related works contribute to the discussion of the role of IT in public sector 
information sharing practices. In an extensive research report by Harvard University’s 
Center for Business and Government [9], the authors state that despite advancement 
in IT the government domain, stovepipes continue to dominate.  Stovepipes are de-
fined as  “an inability to communicate across boundaries, between bureaucratic or-
ganizations or databases, due to lack of interoperability across hardware, software, or 
data systems; professional and cultural norms that prohibit or discourage information 
sharing; or legal strictures against communication.”  The authors also report that IT 
can be used to facilitate information sharing between entities and holds extraordinary 
promise as a vehicle for combating stovepipes, but that additional study is necessary 
to illuminate other factors influencing information sharing, such as aspects  related to 
social science, policy, and trust research.  

Governments are also becoming increasingly interested in electronic government 
(or e-government) as a means to increase the quality of service to its citizens and 
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support transparency in government while maintaining or even reducing costs. As part 
of e-government initiatives, municipal websites can be developed and leveraged to 
allow citizens to access forms, submit service requests, and check the status of their 
request online, rather than in-person, thereby reducing the workload of municipal 
employees. Interoperability of IT systems is reported as a critical factor for (success-
ful) e-government initiatives [7, 15, 24, 26], since the information that is needed for 
municipal websites stems from multiple internal departments and must be consoli-
dated, parsed and presented to the citizen as needed. Kaylor et. al [13] point out that 
municipalities are very interested in implementing e-government but that they may 
have to pick and choose which subset of services to implement because of their lim-
ited funding to support e-government initiatives and the high costs of the related tech-
nologies. The necessity of automatic sharing of data and interoperability between 
systems is a contributing factor to the significant cost of e-government technologies. 
Caffrey suggests that governments can be even more efficient and effective just based 
on integration and use of the information they already collect and maintain [4]. 

In [3], researchers at the University of Albany’s Center for Technology in Govern-
ment suggest that a number of factors are critical for governments to get full value out 
of the information that they collect, create and maintain. Two of these factors are inte-
gration of systems and the proper availability and use of information. In [5, 6, 8] the 
researchers also describe some of the benefits governments will realize through the 
integration of systems and availability of information, which include help with program 
planning, service evaluation, decision making and delivery of services to citizens. 

Since the service offerings, technology needs and IT innovations of the public  
sector differs greatly from that of the private sector [29], we chose to study informa-
tion sharing in a critical yet often overlooked area of the public sector, municipal 
governments.  

Norman states that computer systems used to help people must be built to fit the 
needs of the people, and that systems cannot work for collaborative groups unless 
there is a deep fundamental understanding of the people, groups and how they work 
[22]. In the municipal government domain, we noticed that many of the inherent dis-
parities of the IT application offerings makes information sharing a unique challenge 
for municipal employees and do not adequately help the employees collaborate. How-
ever, since the provision and management of services involve multiple departments, 
collaboration and information sharing is critical to the employees’ work.  This moti-
vates our interest in studying the current ways municipal employees collaborate, share 
information and use IT applications. It also supports our interest in designing technol-
ogy solutions to better support work at the municipal level.  

We extend the research on information sharing in the public sector by providing an 
examination of the practices within public sector organizations, specifically municipal 
governments, in the remainder of the paper and compare our findings with that of the 
prior research. 

2   Study Methodology 

We conducted a study of 12 local governments in New York State over a 14 month 
period.  The governments included three cities, four towns, four villages and one 
county. We employed semi-structured group and individual interviews, discussions 
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with municipal administrators and multiple direct observation sessions of the employ-
ees as they carried out their daily routines. The demographic makeup of the munici-
palities varied greatly; ranging from urban areas with a median household income of 
$29,000 to suburban areas with a median household income of $160,000. The popula-
tions of the municipalities ranged from approximately 10,000 to 65,000 people. The 
demographics of the governments were found to be related to the IT inventory as-
sessment; we noted that municipalities with higher income levels or high populations 
had more modern IT systems and software, while municipalities whose demographics 
both fell in the low- to mid-range utilized more paper-based manual processing for 
record keeping and service management. 

Although our study was limited to a few medium-sized municipalities in New York 
State, it has been reported by US government census data that municipalities in this 
state, and the northeast area of the United States are similar in power, structure and 
function [28], we believe that these findings may be extendable to other municipalities 
in the same size range throughout the state of New York and other neighboring states.   

During the study we aimed to determine how services were provided and managed 
by the municipality including the division of service responsibilities across depart-
ments, and how information technology (IT) systems and paper documents were used 
to support service management. We focused on the use of IT software by employees 
to carry out their work, inter-departmental information sharing practices and we en-
gaged in a detailed analysis of paper documents, especially those generated and used 
in the transfer of information from one department to another. 

2.1   Study Details 

The study was qualitative in nature, and employed direct observations of the employ-
ees as they carried out their day to day work along with semi-structured individual 
and group interviews. Study participants were identified and organized through mu-
nicipal associations and conferences based on their willingness to be studied. Sev-
enty-one employees were involved in the study, representing fifteen of the seventeen 
municipal departments1 (listed under the administrator) from Figure 1.   

We began our studies by interviewing the administrator for the municipality.  The 
interview questions focused on determining the administrator’s view of the organiza-
tion, the areas of concern with respect to collaboration and information sharing be-
tween departments, and his/her identification of the departments in which their work 
and the need to share information was deemed most critical.  Some of the questions 
used in the interview included:  

1. What are your short-term goals for your organization? 
2. What are your long-term goals? 
3. How is the measure of performance of the overall organization measured? 
4. Are there different measures for department-level performance? 
5. Describe some examples of information that is communicated between de-

partments. 
                                                           
1 Very few municipalities studied had an animal control department since this function was 

often handled by the police.  Similarly, in most cases, the highway department function ap-
peared under the department of public works.  Both areas were determined to be independent 
departments in municipalities much larger than the ones we studied. 



 Towards Interoperability in Municipal Government 237 

6. How is this information currently communicated? 
7. Is there a specific department that has a primary responsibility for this infor-

mation, or is the responsibility shared between departments? (asked for each 
example) 

8. What is your primary concern with communication between departments? 
9. What are your additional concerns?  
10. Which points of communication between departments are most critical to 

<the previously identified performance measure>?   
11. Which points of communication are most critical to the delivery of services 

to your citizens? 

After the interview of the administrator, we did initial observations of the employees 
from various departments.  We observed and interacted with as many departmental 
employees as the administrator, or the coordinator of our visit would allow.  The 
employees were told that we were interested in understanding municipal operations 
and their views on the work aids available and used to help them carry out their work.  
We chose to introduce our study to the employees in this manner to try and reduce 
concerns prompted by our visit (e.g. concerns of possible downsizing or critical in-
spection of their work performance). 

During our initial observations of their work, we asked general questions about 
their responsibilities, challenges in their work, work methods, use of technology, to 
understand the scope of their work.  We also allowed the employees some leverage in 
steering the direction and duration of this part of the study, in an effort to engage their 
trust and not impede their normal work. 

After the first observation, we interviewed the employee using questions similar to 
those asked of the administrator, with more focus at the department level and ap-
pended by questions related to technology and work aids.  After this interview, we 
asked the employees if we could continue to watch them as they worked without 
interrupting them, to get a better understanding of the internal operations.  During this 
observation, we focused on points of interaction of overlap with other employees 
related to information or knowledge requests.  For example, we noted when employ-
ees called or received calls from other employees, when they emailed or printed in-
formation to give to other employees, and the type of information exchanged and/or 
requested.  Separately, we also engaged in some of the social interactions between 
employees (we were fortunate to be invited to a few office parties and events) to de-
termine whether work items were discussed and what work-related topics of interest 
were emerged in the conversations.  The goal of the extended observation was to 
determine areas of information sharing that were not identified by the employees in 
the interviews, and to better understand the scope of the information sharing. 

Detailed notes from the interviews and observations were taken by the study team, 
and copies of work items were obtained.  These work items included the common 
paperwork and forms that were processed for each department, the reports that were 
generated, and the objects that requested by, transferred to and received from other 
departments.  Confidentiality was not a significant concern since most information is 
covered under New York State’s Freedom of Information Law (FOIL) [21].  Items 
that were deemed confidential or of a sensitive nature (e.g. personnel records, birth 
records, etc) were discussed but not viewed or obtained. 
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2.2   Organizational Structure 

During our study, we examined the organizational structure of each the municipalities 
and found that a similar basic structure emerged. The municipalities, regardless of 
size, provided a base set of services to its citizens and generally utilized a common 
departmental structure to support these services. We note that although local, county 
or state law may mandate the offering of certain services or the existing of specific 
employee positions, departmental structure is not mandated by law. Figure 1 shows 
the example of the common municipal structure we discovered. The departments 
highlighted in bold were present in all the municipalities, and as such, serves as the 
basic departmental structure. This basic structure contained only the departments that 
are most critical to municipal operations and included other service areas as sub-
functions supported within the primary departments. The assignment of the sub-
functional service areas to specific departments varied more than the primary organi-
zation itself; the sub-functional areas depicted in our figure represent one of the ex-
amples we encountered.  

The six departments included in the base structure most often were present in small 
municipalities that did not serve a large population (< 30,000). Larger municipalities 
(population > 30,000) tended to have a more expansive structure, which corresponds 
to all seventeen departments listed in the figure. 

We must note that all municipalities do not follow this structure exactly; rather, this 
is the general organization that has emerged from the municipalities we studied and is 
used for service delivery to its citizens. Individual municipalities may use different 
names for the department, may combine two departments into a single department, or 
 

 

Fig. 1. Common Municipal Organization Structure 
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vice versa, but the department’s operational responsibilities and associated work tasks 
primarily align with the figures illustrated here. For example, the services provided by 
the Public Works department were available in each municipality, although the specific 
department name in a single municipality may have been Water and Sewer. We also 
note that the organization may have small differences stemming from municipal type. 
For example, while villages and cities have Fire Departments under their organizational 
structure, towns do not. Towns may organize special districts (outside of the town’s 
internal organizational structure) to provide fire fighting services.  

2.3   Association of Organizational Structure and IT Applications 

Municipalities offer a range of services to its citizens, including protection, mainte-
nance of roads and public areas, sanitation, and support programs. The internal de-
partments are responsible for sub-sets of the service area offering and management 
functions. Seven types of service offerings are listed below along with the depart-
ments who jointly provide the services: 

• Protective services – Police, Fire, Justice, Animal Control 
• Sanitation/utilities – Public Works, Zoning, Engineering 
• Environmental services – Public Works, Zoning, Engineering 
• Support programs – Recreation, Clerk 
• Internal programs – IT, Finance, Personnel  
• Parcel management – Engineering, Building, Planning, Assessment, Tax, 

Clerk 
• Personal services – Clerk, Justice, Police 

 
Most of the IT applications used to support service delivery align directly to the de-
partmental structure, with a single or multiple application(s) covering only the tasks 
associated with one department. However, services offered and provided to citizens 
often involve the work of many departments. Consider, for example, a parcel that has 
been recently renovated by its owners. The parcel owner applies for a building permit 
from the Building department. After the work has been completed and the Certificate 
of Occupancy has been issued, the Assessor’s office must update the parcel details to 
reflect the renovations and initiate a parcel re-assessment. The newly assessed value 
has to be updated in the tax system for calculation of the property tax liability. Fi-
nally, the property tax payments collected by the tax department are directly entered 
into the tax system, and must later be updated in and reconciled with the accounts of 
the Finance department’s General Ledger. This example describes the complex inter-
actions between four departments as part of the administration for parcel management 
services including the renovations, assessment and property tax processes. 

In many cases, the departments all use distinct, non-integrated, custom software 
programs to aid in their work. Additionally, departments may also use paper-based 
records and manual record-keeping. Figure 2 below shows the specific departmental 
and IT application structure from one of the municipalities we studied. Note that there 
are 10 different IT systems for the 8 departments, and that one additional department 
achieves their tasks entirely without the use of custom IT software (only through use 
of basic spreadsheet software and paper-based documentation methods).  
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Fig. 2. Association of Department and IT applications 

3   Information Sharing Practices 

We introduced the notion of a common municipal structure and presented an example 
of the association of department and IT application in the previous sections as an 
introduction to the discussion on service boundaries.  The types of information shared 
between departments can be static or dynamic. We define static information as infor-
mation that is required and obtained by multiple groups, but remains unchanged in its 
representation or very minimally changed in its representation but unchanged in its 
function.  We associate dynamic information with boundary objects.  Boundary ob-
jects have been defined in the literature as objects that span multiple social worlds, 
are adaptable to satisfy the needs of each of these groups, while maintaining a com-
mon identity [27]. We consider departments within a municipality basic instances of 
social worlds.  Examples of both types of information are described below. 

Static information includes information at the data attribute level.  For example, 
parcel contact details such as the mailing address, contact phone number, and owner 
name are items that often originate in a department such as building, assessment, or 
tax and must be shared throughout a large number of departments (building, zoning, 
assessment, tax, clerk, recreation, police and public works).  Similarly, details related 
to property tax payments specifically amount due and/or payment amount, are com-
municated between the tax and finance department for accounting purposes, the tax 
and public works department for billing purposes (as a single bill for normal billing, 
or combined bill when a payment is overdue), and tax and recreation department for 
determination of eligibility requirements for certain recreation programs.   
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In this case, boundary objects would include the information that originates in one 
department, and is passed on to other departments for additional viewing, processing, 
appending, and archiving.  Specific examples include a building permit or renovation 
request, which is created by a user and internally originates from the building or zon-
ing departments.  This document is then shared with departments such building or 
zoning (whichever is not the originating department) and planning for purposes re-
lated to the evaluation and determination of the appropriateness of the renovation 
plans, the assessment department as the initializer of what then becomes the assess-
ment, and then the tax department for the detailed tax liability and billing document.   

Another example is seen with the communication documents that flow between the 
fire, police, emergency services (although external) and/or the justice departments.  
The boundary object in this case would be the incident or case report, the object that 
is used to document an event that has associations with public safety, a possible law-
breaking act, and/or in some cases, medical situations. Accuracy and timeliness in the 
transmission of this information is often critical for investigations, prosecution, and 
the prevention of future incidents or acts. 

There are numerous challenges in the current methods for sharing of both types of 
information. An IT-specific challenge is related to the silo-ed nature of municipal 
applications (as described in the previous section).  Significant manual work is often 
required to enable the transmission of information between departments when the IT 
does not support automatic sharing, and manual re-processing and re-keying of data 
can lead to omissions or data entry mistakes.  Mistakes can have varying conse-
quences from the extra time spent for identification and correction, up to a public 
safety disaster or threat.  A deeper dive into some of the issues relating to information 
sharing within a single municipality is described below. 

3.1   A More Detailed Information Sharing Example 

Departments such as Police and Justice, Assessment and Tax, Personnel and Finance 
rely heavily on communication of data that is central to their work. The Police depart-
ment must notify the Justice department of arrest and investigation details as input to 
current and future court cases. The Assessment department must periodically give the 
Tax department the tax roll, a listing of all taxable properties, their current assessment 
values, and valid exemptions. The Personnel department (and/or individual depart-
ments) maintains information on employee pay rates, raises, benefits, and work hours 
and these factors are used to calculate semi-monthly pay to produce payroll checks.  

In one municipality, we found that 18 distinct pieces of information originating in 
the Tax department were shared with the Finance department for documentation and 
re-processing. Some of the information included printed records from the Tax appli-
cation, documents that were generated in Microsoft Word or Excel as calculations 
data, and copies of bank slips for the tax payment deposits. Figure 3 shows the spe-
cific stack of information that the Tax department gives to the Finance department on 
a monthly basis.  Much of this information is re-entered into the Finance application 
and then used for the process of monthly reconciliation with the bank statements. 
Figure 4 is a picture of the desk of the Finance department’s manager, who is respon-
sible for the reconciliation process. The three employees responsible for information 
sharing between the Tax and Finance departments spent about four total days per 
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Fig. 3. Printed Records Transmitted from Tax to Finance Department 

month (one day for each of the two tax employees, and two days for the finance em-
ployee) directly involved in this process; producing, transmitting, re-keying and cor-
recting the associated data. 

3.2   Additional Factors Influencing Information Sharing 

So far, we have focused on the importance of intra-departmental information sharing 
in municipalities, and briefly described how the non-interoperability of IT applica-
tions influences the employees’ methods of information sharing. We must also point 
out that municipalities may choose to pay for integration between two software pro-
grams or purchase pre-integrated software packages, especially for departments who 
share information frequently.  This integration is useful in that it may reduce the 
amount of manual information sharing and processing that occurs and can allow for 
information to flow from one department to another automatically. However, the 
integration normally occurs between a set of applications and incurred very high costs 
for each pair (ranging from $8,000 to $20,000). This cost made it difficult for most of 
the municipalities we studied to afford more than a single integration. 

We also determined that the organization of IT software can be a limiting factor for 
service offerings. During our study, a municipal administrator commented how in-
formation from the Clerk’s department, e.g. animals registered to a specific parcel, 
can be useful to members of the Police and Fire departments when they are  
dispatched to the parcel for an investigation or emergency services. Currently, the 
primary way to have this information reflected in the Police or Fire department  
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Fig. 4. Desk of Finance Employee with Records Awaiting Processing 

software is through manual transmission and data entry. Since municipal workers are 
often overburdened with their general responsibilities, it is unlikely for this to occur 
on a regular basis, if ever.  

In addition to the availability and usage of IT applications as an influence of in-
formation sharing practices, there are a number of other factors that may have an 
impact. We encountered a few cases where applications that included pre-integrated 
modules for multiple departments were evaluated and were either not chosen at all or 
only purchased for a subset of the departments.  We discovered that this occurred for 
a number of reasons: 

A preference for different non-integrated applications for each department. The de-
partment employees liked to have autonomy in choosing the applications that they 
used.  An application was often chosen based on its suitability, familiarity, or ease-of-
use for a single department, with less emphasis put on their integrative capabilities.  
In one municipality, a finance department director and tax department director both 
recommended different pre-integrated software packages that covered both depart-
ments. However, the ones recommended were most suitable to the recommender’s 
department and not as well tailored for the other department.  The directors ultimately 
each chose the separate module of the system that was self-recommended and contin-
ued to manually transfer their information.   

A resistance to change or preference for current manual methods for sharing.  An 
employee or multiple employees tried to prevent the purchase of packages that would 
allow electronic means for information sharing.  We interviewed a director of the 
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Justice department in one municipality and she stated that she “specifically chose a 
package that would not integrate with the police department’s application because 
[she] wanted them to continue to provide information to and request information from 
[her] department as they were used to.”  (Additional analysis of the interviews from 
employees of both departments suggested an ongoing power struggle between the two 
departments.)  

Cost as a prohibitive measure. He cost of the integrated application packages pro-
vided by a single vendor was higher than that of the individual applications provided 
by multiple differing vendors, or a preference to only purchase one application mod-
ule from an integrated package and continue using existing applications for other 
departments. 

We also note that additional social and personal factors such as trust, willingness to 
share knowledge, political beliefs and/or the existence of policies or laws on informa-
tion sharing may all have varying limits of involvement.   

4   Discussion 

Many of the related literature described in Section 1.1 focus on information sharing 
practices between government organizations (inter-organizational information shar-
ing) or information sharing in a single service area (like public health, public safety 
and social services).  Our study has focused on information sharing within public 
sectors organizations, specifically, in the municipal government domain. In the previ-
ous sections, we described IT application silos as one of the barriers to easy and effec-
tive information sharing within municipal governments.  We maintain that the cause 
of and suggested solutions to application silo issues in municipal government differ 
than that of other areas. It is understandable that a challenge with inter-organizational 
information sharing is caused by silo-ed IT applications because the participating 
organizations are distinct and independently run, and are more likely to purchase IT 
applications without consulting one another.  However, municipal governments are 
primarily governed by a single body (a mayor, supervisor, or board/council) and have 
motivations for intra-organizational information sharing (improvements in quality of 
citizen-based services and policies/dictates by management). Yet, municipal depart-
ments are still able to function very independently and make decisions that further 
inhibit information sharing efforts.   

Additionally, domains like public health, public safety and social services are usually 
discussed with an inter-organizational information sharing focus.  The discussions that 
do focus on intra-organizational cases occur at levels higher than municipal govern-
ments. For example, in the US, social services and public health offerings are county or 
state-based and not handled by municipal governments (with the exception of very few 
extremely large cities like New York City).  Significant challenges for public health, 
social services and other higher level government organizations include information 
privacy and strict policies on how and with whom data can be shared, and also where 
data is stored.  This is less of a concern in municipal governments in that a great deal of 
the information (property tax details, assessments, building records, etc.) fall under the 
scope of Freedom of Information Laws [21] and therefore are publically accessible.  
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4.1   Implications for Future Systems 

There are many challenges to interoperability in government. Two of the biggest 
barriers are time and funding.  Municipal employees are often overburdened with 
their normal day-to-day duties and lack the necessary time needed to do an introspec-
tion of their information sharing needs and capabilities.  When information sharing 
through technology is desired, municipalities often lack the extensive funding needed 
to enable point to point integration of their existing systems.  Additionally, in the 
limited cases where software vendors offer “pre-integrated” technologies or software 
that span multiple departments, the span usually does not encompass all the depart-
ments involved in service management to the citizens.  A distinct example we noted 
in our study was related to a new software package for the use in the Building, Plan-
ning and Zoning departments.  The software provided a single point-of-use for all 
three departments and limited the need for manual information sharing between the 
departments, two significant issues were noted.  The first was that the employees had 
difficulty in becoming proficient in using the system.  The system was so vast and 
many menus and options that were available were not relevant to the work of a single 
department.  Secondly, as noted above, since the citizen-based services related to 
parcel renovations spanned six separate departments (Building, Planning, Zoning, 
Assessment, Tax and Finance), manual information sharing was still needed to pro-
vide details to the remaining three departments (Assessment, Tax and Finance).  We 
do note that the integrated system did reduce the need for manual processing within 
the three departments it covered, but did not wholly solve the information sharing 
needs related to the parcel renovations process. 

Another distinct challenge lies in the view of providing a system that integrates all 
the information residing in the municipality and makes it available to the user. This 
solution is not optimal in that it overwhelms the user with too much information, only 
some of which is applicable to their work. Although this would help reduce the need 
for manual information sharing, it increases the cognitive load of the user and the 
amount of time spent parsing the information to find the details that are relevant to 
them. Also, information sharing issues can occur within a single department (e.g. data 
access or data migration issues) because of the great reliance on outdated IT systems 
and manual work methods in municipal governments.  Therefore, IT projects or initia-
tives that aim to address information sharing problems through comprehensive data 
integration must also consider the need to gain access to records that are stored in the 
old systems or in paper format, which presents its own challenges. 

A final challenge is in enabling the solution to fit the needs of each government. 
Since the set of IT applications in each government differ greatly, any solution that is 
offered to enable automatic integrations must be flexible so that it does not require 
significant individual customizations, yet remain economically feasible. 

5   Conclusion and Future Work 

Based on this study, we are currently designing a technology that will use a cloud-
computing platform and hub-based integration capabilities to deliver municipal gov-
ernment IT services. We aim to improve municipal operations through increased quality 
of service and work efficiency from automatic information sharing capabilities, cost 
reductions from reduced labor, and the creation of advance analytic capabilities  
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available through integrated data. The hub-based integration capability differs from the 
traditional pair-wise integration capabilities currently possible within municipal gov-
ernments.  While pair-wise integration attempts to generate a component or add-on to 
link specific pairs of applications, our idea leverages the use of an information hub that 
coordinates data and event sharing among all the applications. When a new application 
is added to the municipal application set, it only needs to follow the APIs and guidelines 
that the information hub provides, and it can then be integrated with all the other appli-
cations (as allowed through configurations by a municipal system administrator). The 
pair-wise integration technique is often ad-hoc and costly; our hub-based integration 
design is aimed to be automatic, easily configurable and much less expensive.  The cost 
can be down from N2 (the expected cost for pair-wise integration across all applications) 
to N.  More detail on this approach is available in [11]. 

This paper has helped to highlight the importance of intra-departmental informa-
tion sharing in municipalities. Specifically, it is critical to the timely achievement of 
work, quality delivery of citizen-based services, and reduction of labor and cost asso-
ciated with data re-entry.  Today’s significant reliance on manual methods for infor-
mation sharing can often lead to mistakes that negatively impact the organization. Our 
illumination and discussion of these issues can be used as a foundation for researchers 
and key stakeholders of government initiatives to design alternatives methods for 
information sharing for municipal organizations.   
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Abstract. We present the design, technologies and user study of an advanced 
collaboration platform which integrates life-size video conferencing and group 
interactions on a large shared workspace. The platform has been developed to 
support the diagnostics and research scientists in an animal health laboratory to 
work collaboratively across a physical containment barrier. We present the de-
sign rationale for this enhanced shared workspace which allows the sharing of a 
range of data and synchronous interactions on computer applications in this 
complex work setting. This can not be simply supported by the “board-room” 
type of “telepresence” technology. We describe the technical solution which has 
focused on the ergonomic aspect and, importantly, the integration of communi-
cation and collaboration features in the shared workspace. The platform has 
been under routine use and a user study has shown that these design considera-
tions are critical for supporting the distributed scientific collaborations and may 
be also applicable to other scientific domains. 

Keywords: Human-Work Interaction Design, Interaction with Small or Large 
Displays, Computer-Supported Cooperative Work. 

1   Introduction 

Scientific work is collaborative in nature and collaboration technologies have been 
increasingly seen as important to enhance the scientific collaborations. Scientific 
collaborations have increasingly involved research teams which are distributed. To 
address the problem of geographic separation in research collaborations, “collaborato-
ries” [1], “computer-supported system that allows scientists to work with each other, 
facilities, and database without regard to geographical location” [2], have been 
emerged over the past two decades in a diversity of scientific collaboration contexts, 
such as physical science, biological and health sciences [3]. These “e-Science”, or “e-
Research” applications came into focus with the fusion of computer and communica-
tion technologies and have demonstrated “the potential to dramatically enhance the 
output and productivity of researchers” [4] [5]. 

Designing technology to support the distributed scientific collaborations needs  
to move beyond developing general tools and audio-video communication  
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mechanisms [5]. Scientific collaboration is driven by the need to share data and to 
exchange and increase knowledge about the data. The collaboration and communica-
tion are different to other work practice such as business meeting and lectures with 
regard to the type of material and amount of data scientists work with and the data 
sharing process. Various sources of data and information need to be “at hand” to be 
reviewed and interpreted by different experts at the same time rather than enabling 
one-to-many, lecture-style presentations.  

Today’s video conferencing technologies are highly developed in terms of audio 
and video quality and aiming for reproducing face-to-face situations, such as the spe-
cialized board meeting room for telepresence [6]. However these solutions may not be 
suitable to support scientific collaborations since they have limited support for sharing 
and working with electronic documents - the shared data space is either small or is 
compressed in its visual precision. 

Recent research in collaboration technology have explored shared workspaces and 
interaction techniques that enable data sharing within multi-display environments, 
such as WeSpace [7] and Impromptu [8]. These works address the co-located team 
meetings, including scientific collaboration situation. Inspired by these, other work, 
such as iBIS [9], has demonstrated a multi-display and coherent physical environment 
to support various interactions including distributed collaborations.  

Developing technologies to support the real-world distributed scientific has been 
considered as necessary to understand and support the communication aspect and the 
dynamic of information exchange [10]. A successful collaboratory must respect users’ 
existing communication and work mechanism. An understanding of how collaboration 
work should be done prior to the design and users’ involvement in the design can not 
only allow rapid development cycle [11] but also influence the adoption of technologies 
and long-term outcomes which are the criteria for evaluating collaboratories [12]. 

Furthermore, Hollan and Stornetto [13] pointed out, that communication and col-
laboration tools should provide solutions “which are not ideally met in the medium of 
physical proximity, and evolving mechanisms which leverage the strengths of the new 
medium to meet those needs”. In other words, rather than mimicking and supporting 
existing co-located collaboration practices for distributed scenarios, the new solutions 
should aim for enabling distributed teams to collaborate “beyond being there”. Dis-
tributed scientific collaboration and communication needs exactly this kind of tools 
and solutions, not only to work as good as being co-located but also to increase pro-
ductivity and creativity. 

In this paper, we present the design process, the technical solution and the early 
user experience of a collaboration platform which integrates life-size video conferenc-
ing and group interactions on a large shared workspace to support distributed scien-
tific collaborations. Our attention in this paper is directed towards supporting scien-
tific collaboration and communication in the unique environment of the Australian 
Animal Health Laboratory (AAHL) which has high level of physical containment 
(PC) environment. Based on the foundation of prior work in collaboration technolo-
gies, we are motivated to contribute to the research field with a case of applying an 
integrated communication and collaboration platform in a scientific collaboration 
work environment. 
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2   Background 

Australian Animal Health Laboratory (AAHL) plays an important role in animal dis-
ease diagnosis, research and policy advice in Australia. Through its ongoing research 
programs, AAHL is able to develop the most sensitive, accurate and timely diagnostic 
tests, which are critical to the success of any eradication campaign in the event of a 
disease outbreak. AAHL also undertakes research to develop new diagnostic tests, 
vaccines and treatments for both exotic and endemic animal diseases. 

AAHL is a “secure” scientific laboratory which has high biocontainment facility 
allows safely handle a range of animal species to physical containment level three 
(PC3) and the highest level, PC4. These levels reflect the risks involved handling 
biological substances. However, this facility also poses a challenge in terms of effec-
tive, rapid communication and data sharing as when leaving the containment areas 
staff needs to have thorough shower and equipment needs to follow strict rules of a 
decontamination procedure.  

Real-time interactions between scientists and sharing scientific data and resources 
across the barrier are critical for AAHL to provide diagnostics and research services, 
particularly in the context of the time pressures of an emergency disease outbreak. 
The effort required to go through the containment barrier introduces communication 
difficulties between scientists working at the different physical areas. Different groups 
of research and diagnostics scientists need to work together and have various data 
resources to work with on a regular basis, such as data from high performance micro-
scopes, shared image data bases and electronic notebooks. Email and telephone were 
the common communication tools. Quite often staff had to spend time going through 
the containment barrier to have face-to-face meetings, or meetings need to be sched-
uled not only with respect to availability of staff but also to the areas they are at the 
time. The collaborations in this environment cannot be clearly characterized as tradi-
tional “same place” or “different place” collaboration as defined by the time-space 
matrix [14]. Rather the collaborations across the containment barrier need be consid-
ered as in-between: collocated and remote, relating to the context of the team working 
at areas of different containment level but within one social organization and one 
physical building.  

3   Design Process 

Our goal was to develop a platform to support scientists to effectively communicate 
and share information across the containment barrier. The one-year design process 
included a field study to understand the practice, scenario-based use case analysis, 
iterative design, mock-up, user testing and deploying.   

3.1   Understanding the Practice 

A field study was conducted at the beginning of the project. Based on eleven semi- 
structured interviews with different work groups, one focus group meetings with twenty 
staff and four site visits, we tried to build a picture of users’ work practice, particularly 
collaborations. We had regular meetings with users in the project period and invited 
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users to review and test the design before the platform was delivered. Users’ continuous 
involvement in the design was part of the iterative design process. These understandings 
led to the development of three central user scenarios which helped to discuss the fea-
tures of the platform between the design team and the users [15]. 

The diagnostics and research work in AAHL are not confined to one specific work 
group and often involve both staff working in the containment areas and staff working 
in the general office area. For example there are meetings each week between the diag-
nostics management team (such as the veterinary officers) who work in the general 
office area and scientists who work in the containment area. The veterinary officers are 
responsible for delivering timely technical report to state or territory animal disease 
control authorities. It is necessary for the veterinary officers to analyse and interpret the 
results together with the diagnostics scientists and microscope scientists who conduct 
diagnostics tests inside the PC3 area. Similarly the science research work often involves 
research scientists outside the PC3 area, diagnostics scientists and microscopy scientists 
in the PC3 areas and requires efficient data sharing between them. 

During our site visits, we observed the constraints on the collaboration practice in 
this laboratory. The containment barrier not only separates team members spatially, 
but also makes their workflow difficult to organise, for example to join a meeting 
outside, scientists inside have to “shower out” and therefore need to schedule their 
activities to avoid unnecessary pauses in their work and to avoid having multiple 
showers a day. User scenarios have been carefully identified after discussions with the 
key representative staff of AAHL. The proposed scenarios address the communication 
and data sharing issues caused by the specific barrier, particularly the collaborative 
group meeting in which a group a scientists inside the containment area to work with 
a group scientist in the general office area. There are different types of meeting situa-
tions, ranging from conversational meetings to data-centred meetings and it is impor-
tant to support both of these requirements. The technical solution (see Figure 1), a 
shared workspace inside the containment area and a shared workspace in the general 
office area, was designed and developed to mitigate the impact of moving between 
the two areas, to facilitate communication and to support the free flow of information 
and application sharing.  

3.2   Iterative Design and Testing 

At the beginning of the design process, a technical demonstration based on our previ-
ous work [9] was set up at our premise and tested by two design representatives from 
AAHL. Based on their hands-on experience, they were able to quickly contribute to 
requirement specification which helped us to generate an initial technical solution. 
During the design phase, different layouts, size and position of the equipment were 
carefully evaluated by the technical design team using existing hardware components 
and digital mock-up and animations. Devices were carefully chosen and tested for 
sufficient quality. After these steps, a refined design of the “shared workspace” was 
reviewed by three design representatives from AAHL and two experts from the na-
tional biosecurity authority. This feedback of the expert users were taken into account 
before the platform was finalised, developed and commissioned. After the introduc-
tion of the platform and training to the AAHL staff, a user study was conducted to 
capture the early adoption feedback from users (see section 5). 



252 C. Müller-Tomfelde, J. Li, and A. Hyatt 

 

Fig. 1. The integrated communication and collaboration platform at Australian Animal Health 
Laboratory (AAHL) 

4   The Integrated Communication and Collaboration Platform 

In this section we describe in more details the technical aspects of the platform and 
explain the design rational as an outcome of the interactive process. Our considera-
tions focused not only on the technical solutions of communication and application 
sharing, but also the appropriate integration of these features and the associated con-
sideration in the design of the physical space of the platform. The communication part 
of the platform delivers a dual HD video link between two platforms including high 
quality, echo-cancelled audio communication. In addition the 8.3 Million Pixels com-
puter workspace can be shared and displayed across the sites. 

The hardware components of the platform itself are available off-the-shelf and 
software is mostly open source. However the close integration and flexible control of 
functionality of the platform are unique and to the best knowledge of the authors not 
achieved elsewhere, either by available products nor by related prototype from the 
research community. In the following sections, we will describe the physical design 
of the platform, and the integrated communication and collaboration technologies, as 
well as central user interface to the platform. 

4.1   Physical Design of the Platform 

We designed the platform in accordance with standard work place ergonomics.  
The table in front of the display is long enough to accommodate up to 4 users (see 
Figure 1). The table height of 72 cm and depth of 75 cm are those of standard office 
tables. The display panels with a resolution of 52 pixels per inch (ppi) suggest an 
optimal viewing distance of 1.66 m with respect to normal visual point acuity of  
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users. Therefore, the complete display space lies within the limits of the users’ visibil-
ity for all seating positions at the table, approx. 1.25 m away from the display. To 
avoid uncomfortable viewing angles to the top displays we decided to lower the all 
display as much as possible and to tilt the top displays (see Figure 2). We provided a 
keyboard and three mouse input devices to allow standard interaction with the com-
puter. Two video cameras are positioned to capture all four users sitting at the table. 
Therefore, readjusting the cameras’ orientations or field of views are not required, 
sitting at the table implicitly results in the fact that the users are “in the picture” (simi-
lar to systems described in [6]). In that way the overall affordance of the setting com-
prises the affordances of media spaces (as described in [16]) with those of the physi-
cal office environment including the chairs and the table. The table also allows to be 
brought into the meetings all sorts of artefacts such as pen and paper, laptops, or cof-
fee mugs, and to place them on it. 

Bottom  
displays 

Camera 
position 

Table

Head  
position 

Top 
displays 

 

Fig. 2. The orthographic side view of the physical setting of the platform as shown in Figure 1. 
The bottom displays are lowered below the table surface to allow the top displays to be in a 
comfortable viewing position for the users. 

The platform consists of four 42 inch diagonal Liquid Crystal Displays (LCD) 
units each with a pixel space of 1920x1080. Hence, the total display space is 
3840x2160 pixels (approx. 8.3 Million Pixels) at a physical resolution of 52 ppi. All 
four displays are driven by one computer. The bottom two displays are mounted ver-
tically on a frame structure and lowered to the height of 60 cm above the ground to 
allow the top displays to be lowered as well for comfortable viewing. The top displays 
are also mounted on the frame structure and tilted to further support a comfortable 
viewing by users sitting at the table. A gap between the edge of the table and the bot-
tom displays guarantees that users sitting at the table can easily oversee the whole 
display space (see Figure 2). Digital models of the platform components have allowed 
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us to assess design variants during the design process and helped us to develop the 
platform to the current state. 

4.2   Video Conferencing 

We use two off-the-shelf videoconferencing units per site to deliver the video and 
audio link between two sites. In a 10 cm gap between the two rows of displays we 
mounted two High Definition (HD) cameras that capture the users sitting in from of 
the displays. The camera positions provide good eye contact perception when the 
remote site is displayed on the bottom displays. The two HD cameras create a near 
life-size video image on the remote displays and are arranged to maintain spatial con-
tinuity of the images. Two microphones positioned on the table and connected to one 
conferencing unit capture the users’ voices on each site. 

There are three remote video display modes, “full view”, “picture-in-picture”, and 
“hide” mode (see Figure 3). In the “full” mode, the entire two bottom displays are 
used to show the remote site. In “picture-in-picture” mode, the video of the remote 
site is reduced to 25% (compared to full mode) and positioned on the top displays, left 
and right from the middle at the lower edge of the tops displays. Finally, in the “hide” 
mode no remote video image is displayed, however audio communicate remains al-
ways on. These modes allow users to switch quickly between different degrees of 
video media richness depending on the purpose of the meeting and particular interac-
tion situations during the meeting. 

4.3   Application Sharing  

For the shared collaboration workspace we use a VNC server running on a dedicated 
server computer [17]. The client computers on each side of the collaboration platform 
are connected via a Gigabit network connection to this server. The clients connect to 
the server running a VNC viewer program [18] in full screen mode. The server is 
running without monitors and is configured to automatically provide the shared server 
facilities after restart. In that sense the client computers act like kiosks, or thin clients 
which have the only task to display the server computer’s desktop, as typical for desk-
top virtualization. However, in the presented setting the size of the virtualised and 
shared desktop of 8.3 Million Pixels is roughly four times that of a typical personal 
desktop computer. 

To comply with the laboratory’s regulations and policies with respect to accessing 
computer resources we set up the application sharing in the following way. The only 
available applications on the shared server workspace are: a) Remote access programs 
to desktop computer, dedicated instrument computer, and terminal server computers, 
or b) a general purpose web browser. Allowing only these applications to be launched 
on the platform’s shared workspace is compliant with the computer access policies of 
the laboratory. The access to intranet databases or other web-based services complies 
with staff’s existing data access security configurations. This approach provides high 
flexibility of visualizing multiple desktops of remote computers and applications and 
the same time guarantees that no unauthorized access happens. No classified data is 
left on the platform’s shared workspace server and client computers after the meeting. 
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4.4   User Interface Integration 

In order to provide an easy use of the platform we provided a control application to 
access the essential functions of the platform, such as turning on or off the video con-
nection and the workspace sharing. One design goal of the integration was to eliminate 
the use of the up to 6 remote controls of the two video conferencing units and the four 
displays and to integrate of all platform functions at the user interface level to avoid 
cognitive overload (see Figure 3). Another design goal was to provide users various 
ways to control the platform, either through a central Graphical User Interface applica-
tion with all functions or through the multi-media buttons of the computer keyboard for 
functions such as displays on/off or changing the remote video display mode. 

 

Fig. 3. The central user interface to control the platform. The interface provides all necessary 
functions and replaces all device remote controls. 

5   Early User Experience 

At the time of writing, the two platforms have been used at AAHL by various work 
groups for nearly half a year. Some of the groups have used the platform on a routine 
basis, other in a more ad hoc way. We conducted a user study to understand the usage 
of the platform in AAHL after it was used for two months. Based on a combination of 
interview, questionnaire and observation methods, the user study tried to capture the 
users’ early experience with the platform. 

21 staff from five work groups took part in the study. This was around 50% of the 
total number of staff in the five work groups who were regular or potential platform 
users. These participants were identified as staff who have used the platform. 5 semi-
structured interviews were conducted. One collaboration meeting was observed with 
audio-video recording of the meeting. 

The results of our questionnaire and interviews have shown that study participants 
clearly articulated that the platform was a useful tool to enhance the communication 
and to enable efficient sharing information across the biocontainment barrier.  
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The features of the ability of sharing and interacting with multiple data resources and 
high quality audio and video have been highlighted by the study participants. 

The result of the questionnaires reveals that usually the number of the meeting par-
ticipants were 3 to 4 at each end and the meetings lasted around 50 minutes. Most of 
the meetings were planned regular group meetings while some meetings were ad hoc 
and for special purposes. The participants rated the platform as ‘easy to use’ (2.4) 
based on a 5-point rating scale (1: very easy, 3: medium and 5; very hard). When 
asked about the usefulness and helpfulness of the platform compared to face-to-face 
meetings the average user reported “the same” (2.9) on 5-point rating scale (1: much 
worse, 3: the same, and 5: much better). Some participants commented that they felt 
that the system was better than fact-to-face because of the real-time access to and the 
availability to share and collaborate on all relevant data during the meetings. Al-
though some participants felt that it can “never replace fact-to-face meetings”, they 
valued the platform as “from a cost perspective, it helps”. Our findings showed that 
40.9% of the participants found that the choice of display mode depended on the 
situation during the meeting. This reflects the design requirement of supporting dif-
ferent types of working interactions (e.g. conversational meetings or data-centred 
meetings) and a flexible configuration of people view on the displays.  

In the interviews and the questionnaires, study participants gave comprehensive 
feedback to the questions of what they “liked and not liked” about the platform. This 
feedback captured their understanding of the platform and highlighted areas for im-
provement. It was pointed out as a drawback that the current platform only allows one 
person to control the mouse at a time. Being able to work on documents in a private 
workspace before sharing them on the shared workspace was also mentioned as an 
area for improvement since there might be some sensitive documents or applications 
which participants may not want to share without preparations. Study participants 
have expressed strong interests in extending the current platform to support other 
collaboration scenarios, such as the collaborations with research partners outside 
AAHL. We also found that some users tend to use the platform for co-located meet-
ings and make use of the large display space to share multiple personal desktops for 
discussions.  

6   Discussion and Future Work 

Early user experience with the platform has confirmed our design rationale of the 
platform. The platform meets the specific requirements of the distributed scientific 
collaborations in this laboratory. Users received well the benefits of the integrated 
platform and conceptualised the potential of a real-time information sharing in sup-
porting their collaborative work. The feature of sharing and interacting with a broad 
range of data resources in large displays support the fundamental focus of scientific 
collaborations, particularly group collaborations. Together with the ability to quickly 
reconfigure the display space, the platform may support user experience that can be 
characterised as beyond being there. In other words, the platform not merely brings 
together scientists separated by the containment barrier, but also provides at the same 
time a flexible data sharing and communication environment that can be adjusted to 
different communication and collaboration needs during the scientific meetings.  
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The fact that users also use the platform for co-located meetings without making use 
of the videoconferencing capabilities may also provide evidence for the usefulness of 
the platform and worth to have further investigations.  

We will conduct field observations and survey over a period of several months in a 
longitudinal study to have in-depth understanding of the platform usage and user 
experience. As part of the continuous iterative design process, the areas for improve-
ment identified from the user study will help us to refine the platform. For example, 
we will extend the current use scenario by providing laptop computers at each site for 
managing private workspaces that can be shared to the platform in an ad hoc way. 
Also, we hope that the integrated collaboration and communication platform we have 
designed and developed can be extended to support the research and operational col-
laborations between AAHL and a number of other organizations. 

7   Conclusion 

We described the design rationale and technical details of an integrated platform for 
scientific collaboration and communication. In the design process we engaged the 
potential user group to provide an effective technical solution to fit into the particular 
scientific laboratory environment. Early user feedback supports our design goal and 
we expect to confirm this trend further in a longitudinal study. Our design solution 
differs from other systems in the fact that the platform provides users with a large 
shared workspace for real-time collaboration in combination with high quality video-
conferencing. The integrated platform bears the potential to be applicable to other 
domains, where distributed communication and collaboration on scientific data is the 
key of the application.  
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Abstract. With the rapid growth of open source and other geographically dis-
tributed software projects, more interface design discussions are occurring 
online. Participation in such discussions typically occurs via issue management 
systems or similar interactive discussion forums. While such systems have a 
low learning curve, they do not support key elements of design discussion such 
as comparing alternatives, maintaining awareness of the arguments for and 
against the alternatives, or building consensus. To better understand these and 
other challenges, we conducted a study of online interface design discussion. 
The study consisted of analyzing a large corpus of online discussion content 
and conducting interviews with designer and developer participants. We discuss 
the findings of our study and use them to motivate the implementation of an in-
teractive visualization tool - IdeaTracker. The tool offers explicit support for 
tracking and comparing ideas and gaining an abstract summary of the overall 
discussion as well as specific alternatives. It also provides a voting system to 
support consensus building. The tool extracts and visualizes useful information 
from the discussions that would otherwise be hidden but without interfering 
with the current method of participation. Our tool is compatible with the issue 
management system of one open source project but can be extended for others. 
Initial user feedback is positive and confirms the need for an alternative visual 
representation of interface design discussions online.  

Keywords: Design, open source software, user interface, visualization. 

1   Introduction 

The User Interface accounts for a large part of the design and development effort in the 
production process of any interactive software system [18]. With the number of geo-
graphically distributed software projects and, in particular, open source software pro-
jects growing [10], more interface design and development discussions are unfolding 
online. For example, in open source projects, designers typically engage in interface 
design discussions through the project’s issue management system. These systems offer 
interactive Web-based forums for discussing design issues. These forums are similar to 
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other types of Web-based newsgroups and social media where participants discuss a 
variety of topics from food and books to religion and politics. 

However, interface design discussions have many unique characteristics that are 
ignored by the current metaphor of interactive forums. For example, common prac-
tices that are paramount to producing effective interface designs such as generating, 
discussing, and comparing multiple ideas [9, 26] are not specifically supported. This 
problem is exacerbated due to the diverse levels of expertise and viewpoints of the 
discussion participants [17]. 

A few studies have analyzed design discussions in open source software. For ex-
ample, Barcellini et al. studied software discussions occurring in mailing lists with the 
goal of extracting design relevant information [7]. Unlike their study, our work fo-
cuses on analyzing and enhancing design discussions relating to the interface of a 
software project. Twidale et al. analyzed usability reports from Bugzilla [25]. They 
recommended several improvements such as enhancing the classification of usability 
bugs and adding explicit representations of design arguments to the reports. However, 
these enhancements were never implemented and their study considered only usabil-
ity bug reports rather than, e.g., proposals for new interface features. 

Various tools have also been developed to support distributed interface design. For 
instance, Designers' Outpost [11], Synergy [15] and the Envisionment and Discovery 
Collaboratory [4] are examples of collaborative design tools that can be used for co-
located or distributed team situations. In addition, a myriad of tools have been devel-
oped to support the creation of design artifacts in distributed settings [1-3]. Though 
these types of tools can facilitate the early stages of interface design, our work is 
original in that we are targeting improving online discussions of interface design 
issues. Though our current focus is on open source projects due to the public avail-
ability of discussion data, we believe our results are applicable to any situation where 
Web-based interactive forums are being used as the primary means for discussing 
interface design issues. 

To better understand designers’ challenges participating in online design discus-
sions, we studied a large corpus of interface design discussions from two popular 
open source projects: Ubuntu and Drupal. In our study we analyzed the content of 
1560 messages collected from thirty discussion threads from the Ubuntu and Drupal 
issue management systems. Figure 1 shows an example of a design discussion ex-
tracted from the Drupal issue management system. Our analysis included counting the 
posts, alternatives, and participants per discussion as well as the fluidity of the topic 
flow. Our data analysis was complemented by interviews with UI designers (N=6) 
and developers (N=6) participating in the design discussions. The interviews helped 
interpret the results from the content analysis and uncover the current nature of par-
ticipation, idea generation, and the consensus building process. 

From data analysis and interviews, we found that designers are struggling to track the 
design alternatives and the arguments for and against each alternative, want to maintain 
better awareness of others’ preferences, and prefer that the interface design and devel-
opment activities remain tightly integrated. We have incorporated these and other find-
ings into the design of a new interactive visualization tool called IdeaTracker for man-
aging online interface design discussions. The visualization highlights the proposed 
alternatives in a visual timeline, allows participants to filter and review messages that 
refer to each alternative, and provides an abstract visual summary of each message to 
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indicate length and affective tone of each message. IdeaTracker also helps with decision 
making by enabling designers to compare selected subsets of alternatives and supports 
consensus building by implementing a voting system. We believe that using Idea-
Tracker can result in more effective design discussions online, which can lead to higher 
quality interfaces. Initial user feedback is positive and confirms the need for an alterna-
tive visual representation of interface design discussions online.  

Our work makes two contributions. First, we identify key challenges participants 
face when engaging in interface design discussion online, which include tracking and 
comparing alternatives, maintaining awareness of community opinion, and building 
consensus around specific alternatives. Second, we demonstrate how these challenges 
can be addressed through the implementation of a novel interactive visualization tool. 
The tool extracts and visualizes useful information from the discussions that would 
otherwise be hidden but without interfering with the current method of participation. 

 

 
 

 
 

 

 

First Alternative

 

Fig. 1. A sample interface design discussion thread in Drupal. The interface design problem 
discussed in this thread is the lack of visual connection between a selected tab and its content. 
An alternative has been proposed along with the problem description. In the first few com-
ments, participants are discussing the scope of this problem and whether it is a valid issue.  

2   Related Work 

We describe prior work for representing online content in different domains and how 
our study builds upon and extends that work for online interface design discussion. 
Also, we describe open source and the usability enhancement movement within open 
source and how our work can aid this movement. 

2.1   Distributed Collaborative User Interface Design 

A myriad of tools have been developed to support creation of design artifacts in dis-
tributed settings. For instance Axure [1], Pencil [3], and Balsamiq [2] are part of a 
large class of tools that have been developed to manage online collaborative creation 
of interface mockups. These tools assume that collaborators utilize existing tools such 
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as interactive discussion forums or synchronous messaging systems for discussing the 
designs. Other tools have been developed to support remote collaboration in UI de-
sign. For instance, Distributed Designers' Outpost is a collaborative web site design 
tool that captures the history of an evolving information architecture [11]. Synergy is 
another collaborative design environment that supports remote collaboration during 
the early stages of the design process [15]. However, there has been little research 
into interfaces that specifically support the unique nature of online design discussions. 
We have taken a first step in this direction by first understanding specific challenges 
of such discussions and showing how they can be addressed in a novel visualization. 

2.2   Visual Representation of Online Content 

A visual representation of online content expressed in narrative form can foster sense 
making of the information. Such visual representations have been created for visualiz-
ing content in myriad online communities. For instance, Opinion Space is an online 
interface designed for collecting and visualizing users’ opinions from comments in 
online news articles, blogs, videos, and product reviews [12]. Shared Space is another 
tool that analyzes students’ chat messages to visualize discussion and agreement dur-
ing online discussions [14]. The Conversation Map system creates a graphical inter-
face by analyzing the text of archived newsgroup messages. The interface can be 
utilized to read and search all of the messages in the archive [22].  

All of these tools were developed to represent a specific type of discussion content 
in an online community: Opinion Space represents opinions, Shared Space represents 
chat messages, and Conversation Map shows newsgroup posts. Similarly, interface 
design discussions have certain elements that, if incorporated into the design of a 
visual representation, can foster participation and improve the quality of discussions. 
Inspired by this previous work, this paper explores the design of an interactive visu-
alization tool that supports interface design discussions, capturing the unique charac-
teristics of this content. 

2.3   User Interface Design in Open Source 

A usability movement has been ongoing in the Open Source community [5, 8, 13, 16, 
19, 23, 24]. Corporations were one of the first contributors to this movement by pro-
viding interface guidelines and recruiting usability experts to work on open source 
projects [5, 8, 19]. The open source community itself helped this movement by pro-
moting new techniques such as “Design-by-blog” where personal blogs are used for 
design discussions [20]. In many projects, screenshots can now be posted in mailing 
lists and issue management systems which facilitate design discussion [25]. Also, 
usability experts have started joining interface design discussions in open source 
through blogs, issue management systems, and wikis [5, 27]. As more designers, 
usability experts, and developers engage in discussions of interface design issues for 
open source, there is a growing need for studies to characterize their participation 
challenges and identify feasible ways to address them.  

As a starting point, several studies have been conducted to identify the challenges 
of improving the user interfaces of open source projects [5, 8, 13, 16, 19, 23, 24]. 
Some solutions propose to resolve the challenges by funding usability experts to work 
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on open source projects, adapting automatic approaches for evaluating interfaces, 
encouraging HCI students to join open source, and providing a social and technologi-
cal infrastructure for usability experts [19]. Bach et al. expanded this last solution by 
arguing for a separate design space for usability experts at the same level as develop-
ers in the project’s information (and social) architecture [5].  

Our work shares the long-term goal of improving the user interface of open source 
projects, but emphasizes enhancing the discussions of interface design issues, thereby 
leading to more effective participation.  In contrast to Bach et al., our approach is to 
provide a more effective visual representation of the existing design discussions, 
which involve both designers and developers, rather than advocate for a separate 
discussion space targeted only for designers. 

Finally, in relation to a prior study of online interface design discussion for open 
source [25], our work is original in that it analyzes a broader sample of design discus-
sions, complements this analysis with results from stakeholder interviews, and im-
plements the findings within an interactive visualization tool. 

3   A Study of Online Interface Design Discussion 

We studied the evolution of interface design discussions in two well-known open 
source projects: Ubuntu and Drupal. Ubuntu is a popular Linux distribution and Dru-
pal is a widely used content management system. We chose these two projects be-
cause they have an active interface design team, the design discussions are publicly 
accessible, and they contain a considerable amount of lively design discussion.  

Within both of these projects participants post interface design problems, solution 
proposals, and related comments to the respective issue management system. These 
issue management systems are Web-based interactive forums dedicated to discussing 
software related issues including interface design issues. These forums are similar to 
the interactive forums used for discussing topics of interest in many other online 
communities or social media sites. 

As shown in Figure 1, each interface design discussion (a new thread) starts when 
a participant posts the description of a design problem. Other participants can then 
contribute to the discussion by proposing design alternatives, arguing for or against 
the proposed alternatives, attaching an implementation of an alternative (called a 
patch), reporting the results of a patch review, or raising other concerns such as clari-
fying the scope of the problem or how it relates to other ongoing design efforts. 

Generating multiple alternatives and having an engaged discussion are critical for 
producing an effective solution to the design problem and having confidence in it. 
Designers also need mechanisms to share opinions and increase awareness of others’ 
perspectives to facilitate consensus. This is difficult even during face-to-face design 
meetings, yet the issue management systems used for interface design discussions 
only support text postings along with the option of attaching an image. They do not 
have explicit support for key elements of the discussion itself such as tracking which 
ideas are favored, arguments for or against the ideas, or building consensus around 
specific alternatives. Our study therefore centered on answering these questions:  



264 R. Zilouchian Moghaddam, B.P. Bailey, and C. Poon 

1. How many ideas are typically shared in online design discussions? How ex-
tensive is the debate? How do designers maintain awareness of the ideas? 

2. What techniques are used to promote consensus around specific alternatives 
and how effective are these techniques? 

3. What are the strengths and weaknesses of the issue management systems used 
for discussing and managing ideas? 

4. What are other challenges that designers encounter participating in online de-
sign discussions and what strategies are used for addressing them? 

 
To answer these questions, we analyzed content from online interface design discus-
sions and conducted interviews with participants. For the quantitative analysis, we 
examined 1560 messages that spanned thirty discussion threads. Fifteen of the threads 
came from a pool of 300 in Ubuntu (average number of messages in each thread=35.4 
sd=12.9). The other fifteen come from a pool of 500 threads in Drupal (average num-
ber of messages in each thread=68.6 sd=23.0). In both cases, we selected the fifteen 
threads from the most active threads. From inspecting a sample of the threads; we 
defined two characteristics for ‘activity;’ (i) the number of images, where we consid-
ered an image to be a proxy for a proposed design alternative and (ii) the number of 
messages in that discussion.  We rank ordered the pool of discussion threads based on 
these criteria and selected fifteen threads from the top fifty threads in each project. 

We then analyzed the content of the messages. First, we divided the message into a 
smaller set of topical chunks. A new chunk was created when there was a transition 
from one topic to another. Then, we manually coded the chunks into eight categories: 
Issue, Alternative, Criterion, Clarification, Project Management, Implementation, 
Digression, and Other. We adapted these categories from the coding scheme devel-
oped by Olsen et al. [21] for capturing and analyzing the core elements of design 
discussions in collocated settings. Though the original coding schema had eleven 
categories; our adaptation only used seven. When testing the schema and resolving 
inconsistencies (based on five discussion threads from each project), the evaluators 
agreed that the other four categories were not applicable. An implementation category 
was added to capture the technical messages in the discussions.  

The data analysis was complemented by a set of semi-structured interviews with 
twelve participants from both Ubuntu and Drupal projects. We interviewed six active 
designers, three from Drupal with an average of 7 years of experience (sd = 1) and 
three from Ubuntu with an average of 7 years of experience (sd = 3.26). We will refer 
to Drupal designers and Ubuntu designers as DD# and DU# accordingly. We also 
interviewed six developers participating in resolving UI design and usability issues: 
three from Drupal with an average of 6.5 years of experience (sd = 3.51) and three 
from Ubuntu with an average of 7.5 years of experience (sd = 4.5).  

Each interview lasted about an hour and was conducted via phone and instant mes-
saging. The latter was used to share Web links, images, and other data artifacts during 
the interview. The subjects were compensated with a $30 Amazon gift card.  

The interview questions reflected the main research questions of our study and 
were informed by prior work (e.g. [5]). For example, the questions included: what are 
the main challenges in discussing design ideas online? How do you maintain aware-
ness of the ideas? What techniques are used to promote consensus? What are the 
strengths and weaknesses of the issue management systems for discussing ideas? 
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4   Challenges and Implications 

We discuss key challenges that designers encounter while participating in interface 
design discussions online and the methods used for addressing those challenges. Al-
though our study focused on open source projects, the challenges identified were 
mostly due to the intersection of the interaction design of the forums and the topic of 
the discussion. As a result, we believe these observations apply to any interactive 
forum which serves as the primary means for discussing interface design issues.   

4.1   Designers Struggle to Track Design Alternatives  

A total of 299 alternatives (ideas) were submitted in the 1560 messages analyzed. On 
average, nine alternatives were proposed in each thread of discussion (sd=5.88, 
max=27, min=0), indicating that multiple alternatives were welcomed and considered 
for each design problem. Of all the alternatives proposed, 63% were described solely 
in narrative form, 13% included only a patch (a file that updates the implementation 
to provide a working preview of the idea), and 18% included only a screenshot of a 
proposed solution. Figure 2 shows a distribution of alternatives for each combination 
of modality. Although we chose part of our data set from the discussions with the 
most images, more than half of the alternatives were presented in narrative form. This 
is partly due to the lower cost of expressing alternatives in narrative form. Other rea-
sons for having fewer visual representations may be the text-based structure of the 
discussion threads and lack of emphasis on the importance of visually demonstrating 
alternatives by the discussion interface. However, all of the designers were aware of 
the importance of screenshots and other visual representations in explaining a design 
alternative. They mentioned that alternatives with visual representations have a better 
chance of receiving comments from community members. For instance DU2 said: 
“…wireframes or other visual stuff legitimize ideas. Because they’re very memorable. 
[…]  People comment on images more, or codes more than paragraphs.”  

One way to improve the discussion interface is to better emphasize the importance 
of alternatives and the significance of providing visual representations for them by 
adopting a more visual structure. 

Confirming the importance of alternatives, our quantitative analysis revealed that 
48% of the conversation is spent discussing alternatives (Figure 3). Designers also 
mentioned alternatives as a vital piece of information when contributing to a design 
discussion. As DD1 said: “[When participating in a new discussion] I would want to 
know, in its current state, what is the exact problem the issue is trying to deal with, 
what are the proposed solutions so far, and what direction have people been taking 
on each of the proposed solutions.”  

However the current systems do not support tracking the proposed alternatives. As 
DU3 said: “They (bug reports and mailing lists) aren’t good for keeping track of all of 
the ideas. […] There usually isn’t anybody keeping track of these are all the possible 
options and these are some [discussions] about each option.” Today, the only way a 
participant can maintain awareness of the proposed alternatives is to rely on their 
memory, maintain notes in a separate tool, or scan the entire discussion thread to 
review the alternatives and rationale for and against each of them. The first method is 
unreliable as human memory is fragile and has a limited capacity [6]. The latter two 
methods are cumbersome and do not promote shared awareness among participants.  
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Fig. 2. Distribution of alternatives over each 
combination of modality, aggregated across 
all messages (N = 1560) 

Fig. 3. Distribution of each coding category. 
Summing the categories for Alternative, 
Criterion, Implementation, and Clarification 
indicates that 48% of all discussion was de-
voted to alternatives.  

One of the consequences of using an interactive forum for managing a design dis-
cussion is that many of the proposed alternatives get buried in the midst of the discus-
sion. As DU4 said: “Some ideas that people have are actually really good, but then 
they kind of get lost in the thread…” This means that not all alternatives will be 
evaluated thoroughly or may be forgotten during a lengthy discussion. 

 

Fig. 4. An event timeline for five complete threads of interface design discussion from the 
Drupal project. The timeline shows the fluidity of topics along with visual indicators of when 
new alternatives were posted and when new community members joined the discussion thread. 

Figure 4 demonstrates some of these challenges by showing an event timeline for 
five complete threads of interface design discussion from the Drupal project. Though 
we only show five, the other threads analyzed exhibited similar patterns. The timeline 
shows the fluidity of topics (i.e. whether each message continues the topic of the 
previous message or changes it) along with visual indicators of when new alternatives 
were posted and when new participants joined the discussion. This figure offers inter-
esting insights about the flow of conversation in the interface design discussions. 

For example, within these threads, the proposal of design alternatives is distributed 
throughout the discussion, rather than batched at the very beginning reminiscent of 
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commonly applied face-to-face brainstorming techniques. This may be a consequence 
of the distributed nature of the discussion in time and space as well as its integration 
with an issue management system. It may also reflect the fact that participants are 
able to generate and submit new alternatives as a function of the ongoing discussion. 
However, an important consequence of having the alternatives distributed throughout 
the discussion is that some may be overlooked or even fade from community mem-
ory. As DU3 explained: “Even if 20 or 30 ideas get generated during the mailing list 
discussion, a few days on people will be discussing [only] one or two which might be 
the worst ones because they might be the most controversial.” 

A related pattern is that the topic of the design discussion changes frequently. For 
example, in the first thread, there is a topic change after A3 (Alternative 3), A6, A8, 
and A11.  Because of these topic changes there may be a reduced chance for these 
alternatives to be evaluated. In this case, A8 and A11 didn’t receive any comments, 
and A3 only received one. Indeed, the lack of structure in the discussion sometimes 
prompts a participant to write a summary of the discussion to date, including the al-
ternatives and opinions of those alternatives. One such summary is called out in the 
first thread in Figure 4. In this case, the participant wrote the summary mainly to 
compensate for the lack of awareness in the system. Twelve ideas were proposed and 
people were struggling with deciding which one works best. The summary reminded 
them of the goals and the description of each alternative.  

 

Fig. 5. The timeline from Figure 4 showing only the introduction of alternatives and patches 

Another interesting pattern is that the majority of the participants joined during the 
first half of the discussions, but continued to join throughout. As the discussion 
grows, those who join later or otherwise do not keep up must review the messages to 
track the alternatives, the arguments for and against them, and the current consensus 
of the other participants. The common method for acquiring this information is to  
(re-)read the discussion to date. But, since this is time consuming, some participants 
will post irrelevant comments that hinder the flow of the discussion. As DD1 said: 
“one thing that gets very frustrating in this, it gets very frustrating when I'm involved 
in a long discussion and have been for the whole time, someone will often come in 
and just kind of jump in to the discussion and either drill it and say “Oh, this is such a 
great discussion I also noticed this other problem with this other issue or this other 



268 R. Zilouchian Moghaddam, B.P. Bailey, and C. Poon 

thing” and people will go off on a tangent for two weeks talking about this other thing 
and we've gotten away from what the core issue is which is can be frustrating.”  

To avoid losing bright ideas and to have a more organized discussion, the current 
systems should support better tracking of ideas. Highlighting the alternatives and 
connecting the messages that reference them can greatly aid participants. It could also 
reduce the time required to identify, compare, and consider the alternatives without 
having to sift through all of the textual comments in the discussion thread.  

4.2   Integration of UI Design and Development Activities Is Essential  

Designers and developers currently participate in the discussions through a central-
ized issue management system. This centralized venue helps designers in building 
trust and gaining merit by enabling them to interact with developers and exhibit their 
skills. Once they gain respect as a designer, they can more easily convince developers 
to implement their suggested improvements [5, 23, 27].  

Integrating design and development activities also helps designers collaborate with 
developers. This collaboration is necessary for designers to receive feedback on the 
feasibility of their desired improvements [17] and for developers to be advised on the 
interaction design of their implementation. This iterative process of interface design 
and development is visible in current discussion threads. As shown in Figure 5 the 
proposed alternatives and submitted patches are distributed throughout the discussion 
threads, where each alternative is usually followed by a number of patches.  

Any new interface for supporting interface design activities online should be fully 
integrated into the respective issue management systems. This will allow designers 
and developers to build mutual trust and collaborate more effectively.  

4.3   Participants Need to Be Aware of Others’ Opinions Regarding Alternatives 

Discussion participants typically demonstrate agreement by writing “+1” for a fa-
vored alternative or they simply state that they like the idea. In order to determine the 
current direction and the favored ideas, participants must read through the messages. 
Another option would be to ask others to clarify the current direction. 

However, participants may have inconsistent perceptions about the direction of the 
issue. As DD1 said: “… It’s often hard to figure out what is the current direction. 
That’s definitely hard to do. Often it takes getting someone to clarify it. And not 
everyone would clarify it the same way.  If there are two people, and they’re each 
kind of pushing their own ideas, within a Drupal issue…and you were to go on IRC 
and ask each of them individually, “So what’s the current direction?”, you’ll get two 
very different answers.”  

The current issue management systems lack a formal way of expressing one’s pre-
ferred idea and visualizing others’ preferences. The absence of a mechanism to share 
opinions can hinder the consensus building process. Today, the consensus building 
process can be lengthy and it can be difficult to determine whether consensus has 
been reached at all. As DU3 said: “People can keep on arguing the point, long after 
the decision was made […] The nature of the way that many online discussions work 
is that they let the discussion continue [indefinitely]. That’s the main difficulty.”  
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Implementing a mechanism to share preferences and formalize the consensus 
building technique (e.g. a voting system) may help facilitate the decision-making 
process. Also, it will be effective to highlight the alternative that has the consensus so 
far. Bringing the consensus to light can help developers determine which alternatives 
need to be implemented to improve the project or further inform the discussion.  

 

a 

b 

c 

 

Fig. 6. The main screen consists of an interactive visual timeline, highlighting alternatives and 
offering an abstract summary of the comments. (a) The timeline shows the chronological order 
of comments and alternatives. (b) The alternatives are shown in callouts so designers can easily 
track them. (c) The comments are represented by a rectangle whose width corresponds to the 
length of the comment. The rectangles are colored based upon their affective tone. 

5   IdeaTracker 

We describe how we translated our implications into the implementation of an inter-
active visualization tool for reviewing online interface design discussions - Idea-
Tracker. Our tool can be used by designers and developers participating in a design 
discussion as well as facilitators who may join a discussion to facilitate the decision-
making process. Our system was developed through an iterative design process, start-
ing with four different prototypes that addressed the challenges identified in our 
study. An informal user study was conducted on these prototypes. For the study, each 
prototype was seeded with data from an actual design discussion. Four users represen-
tative of our target audience were recruited and asked to perform similar tasks (e.g., 
identify the idea that reflects community consensus) with each prototype and the 
existing interactive forum interface. The users were then asked to explain the 
strengths and weaknesses of each prototype. From the results, we implemented our 
prototype of IdeaTracker. We first discuss the main interface components of our sys-
tem and then illustrate its value through a user scenario. All of the figures illustrating 
the use of our system are based on data imported from an actual design discussion  
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in Drupal where participants are proposing and debating alternatives for a revised 
password checker. To facilitate use and learning of the interface, all interactive con-
trols in IdeaTracker have a tooltip which explains their functionality. For the visual 
elements, the user can access a short description of each element via a context menu. 

5.1   Tracking Alternatives 

IdeaTracker’s main screen consists of an interactive visual timeline, highlighting the 
alternatives proposed in the current thread of discussion and offering an abstract 
summary of the posted comments (Figure 6). The timeline illustrates when a specific 
comment or alternative has been posted (Figure 6a). This timeline allows participants 
to gauge the amount of activity that has occurred within a specific timeframe as well 
as the overall progress and pace of the discussion. The alternatives are shown in sepa-
rate callouts so designers can easily identify and track them (Figure 6b). If an alterna-
tive has an attached screenshot, the screenshot is shown in the callout; otherwise, the 
first few sentences describing the alternative are shown. All other comments are rep-
resented by a thin rectangle, with the width of the rectangle corresponding to the 
length of the comment (Figure 6c). The comments are colored based upon their affec-
tive tone. If a comment has a negative tone, the rectangle is colored red. If it has a 
positive tone, the rectangle is colored green. If the comment has both positive and 
negative words, then it is colored yellow. The number of negative and positive words 
is computed by looking up each word in a commonly used dictionary. This color 
coding allows designers to quickly assess the community opinion of a certain alterna-
tive. Designers can easily skim through the comments related to a specific alternative 
without having to read the text of each message. To aid in exploring alternatives and 
the comments regarding each alternative, three interaction mechanisms have been 
implemented: 

Expand Alternatives and Comments: The user can select the expand/collapse button 
next to each alternative and read the entire post explaining the proposed alternative 
(Figure 7). Also, hovering over each comment representation will open a window 
containing the first few sentences of that comment (Figure 8). 

Filter Unrelated Comments: To examine the comments related to a particular alterna-
tive, designers can press the filter button next to the alternative. This dims all of the 
representations that do not reference this alternative (Figure 9). This interaction iso-
lates the pros and cons of an alternative pointed out by other designers. It also aids in 
detecting the alternatives that have received insufficient or controversial discussion. 

Link to the Original Post: The user may want to read the original post corresponding 
to a comment or an alternative. To make this interaction possible, a link is provided in 
both expanded versions which redirect the user to the original post corresponding to 
that particular alternative or comment. Also, the title of the issue at the top of the 
main screen links to the original discussion thread.  
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Fig. 7. The user can press the expand button 
to reveal the entire post explaining the pro-
posed alternative 

Fig. 8. Placing the cursor over a comment’s 
representation will open a window containing 
its first few sentences 

 

Fig. 9. Users select ‘filter’ to dim comments unrelated to the alternative. Here selecting filter 
for the alternative in the top left shows one message referencing it in context of the discussion. 

5.2   Comparing Alternatives 

To compare different ideas, IdeaTracker offers a comparison view. Users select  
the ideas they would like to compare by clicking on the check-box at the bottom of 
each idea. Then, selecting the compare link will redirect them to the compare view 
(Figure 10). This view shows a timeline for each idea and the representations of 
comments referencing those ideas are available on the timelines for comparison. To 
provide users with a reference point for comparison, all of the comments are shown 
under each idea. But, the comments that are not related to a particular idea are 
dimmed.  

5.3   Voting System 

A voting system has been implemented in IdeaTracker to aid designers in promoting 
and reaching consensus. The number of votes for each alternative is shown on the 
vote button next to the alternative. Hovering over the vote button will show the list of 
people who voted for the idea. The user can vote for an alternative by clicking on the 
vote button. If the user clicks the vote button, the number of votes for that idea will 
increase by one and the vote button will be highlighted to indicate which idea the user 



272 R. Zilouchian Moghaddam, B.P. Bailey, and C. Poon 

has voted for. To synchronize IdeaTracker with the original issue, a comment will be 
automatically posted to the original issue on behalf of the user stating that the user 
favors that particular alternative. Conversely, if a user posts a comment using the 
common notion of “+1” for an alternative in the original discussion thread, the num-
ber of votes for that alternative will be updated in the IdeaTracker.  

Through IdeaTracker each user can only vote for one idea. If a user votes for a dif-
ferent idea, her initial vote will be re-assigned to the new idea. This feature enables 
users to retract their votes if a better idea is proposed or an existing idea is refined. 
This way IdeaTracker reflects the participants’ recent views about the proposed alter-
natives. To promote awareness of the current consensus, the idea with the highest 
number of votes is highlighted in the system (Figure 11). 

 

 

Fig. 10. The compare view shows a timeline 
for each selected alternative and the com-
ments referencing them. All of the comments 
are shown under each alternative, but the 
comments unrelated to the particular alterna-
tive are dimmed. 

Fig. 11. To promote awareness, the alterna-
tive currently with the most votes is high-
lighted 

 

5.4   User Scenario 

Bob is a UI designer who contributes to open source projects in his spare time. Look-
ing through the usability issues in Drupal, he finds an issue about improving the us-
ability of Drupal’s password checker. He launches IdeaTracker and enters the URL 
corresponding to the discussion thread for that design issue.  

He first wants gain awareness of the proposed alternatives and their pros and cons 
as pointed out by other participants. He quickly scans the list of alternatives high-
lighted on the main screen and notices the idea posted by Lisa that suggests borrow-
ing the design of Google’s password checker. Bob then expands the idea to read it in 
detail and selects the filter button to identify the comments that reference that idea. He 
immediately notices a negative comment colored in red and hovers the cursor over the 
comment to read it. The comment has been posted by Mark who thinks that copying 
and pasting a design from Google will spoil Drupal’s trade mark. Bob agrees, so he 
continues to scan the alternatives to determine if someone else has proposed a better 
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solution.  At the end of the discussion, he finds Anne’s idea. Anne’s idea is a tweak of 
Lisa’s idea. She suggests that instead of using red, orange, and green to indicate a 
weak, medium, and strong password, they can use different shades of green. Bob 
decides to compare Anne’s and Lisa’s ideas. He selects the compare checkbox next to 
these ideas, selects the compare link, and is redirected to the compare view. He reads 
the comments posted regarding each idea and compares them. He decides that he likes 
Lisa’s idea more than Anne’s. He returns to the main screen and votes for Lisa’s idea. 
A comment is generated on Bob’s behalf and posted to the original discussion thread 
indicating that Bob is in favor of Lisa’s idea. 

In contrast, using only the current interface, Bob needs to review each comment to 
identify the alternatives and their pros and cons. He then either needs to use another 
tool to create a summary of the discussion or rely on his memory. Comparing the two 
alternatives would also be challenging because it is difficult to isolate the comments 
that specifically address only the desired alternatives. Finally, since there is no run-
ning tally of “+1” votes, it is difficult to identify the currently favored idea. 

6   Implementation 

IdeaTracker is fully implemented and its interface was written in ActionScript using 
Adobe Flex 3 interface framework. The software consists of two layers: the data and 
visualization layers. The data layer parses the collected data and translates it into an 
internal format understood by the visualization layer. The data layer receives the data 
in XML format. The XML data consists of a set of <comment> tags, and each <com-
ment> tag should have <author>, <content>, <date>, and <image> tags.  

When the user launches IdeaTracker to view a particular discussion thread, an 
adaptor component parses the html source of the thread and converts it to the XML 
format readable by the data layer. The data layer is independent of the html format 
and only depends on the XML format. In order to apply IdeaTracker to design discus-
sions on other interactive forums, an adaptor component needs to be written that 
translates the html source of that forum to the XML format readable by our tool. 

The data layer processes the XML file to find all the posts. In order to find the al-
ternatives we use two heuristics: (i) we consider posts with image attachments as 
alternatives and (ii) we consider posts that have been referred to by other posts as 
alternatives. Our testing indicates that these heuristics accurately detect most alterna-
tives in a thread of discussion. In future work, discussion participants could be al-
lowed to insert a simple tag in their comment stating they are posting an alternative. 

After detecting the alternatives, we use natural language processing techniques to 
infer the comments related to each alternative and the tone of each comment. To find 
the comments related to an alternative, we look for certain key phrases participants 
commonly use to reference a comment, for instance: “#34” to refer to comment num-
ber 34 or “@Lisa” to refer to the latest comment posted by Lisa.  

In order to determine the affective tone of a comment, we find the number of nega-
tive and positive words in the comment using standard online dictionaries. Based on 
the percent of negative and positive words, we assign respective values to that com-
ment, which is used by the visualization layer for color coding. 
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7   Preliminary Evaluation 

We conducted a qualitative evaluation to assess design choices and gauge initial user 
reactions to IdeaTracker. The evaluation was performed using the implementation of 
our tool as described in the previous section. It involved eight designers and six de-
velopers who actively contribute to interface discussions in Drupal and Ubuntu. The 
evaluation started with an introduction to IdeaTracker and a demonstration of its main 
features. Afterward we asked participants about their perceptions of the overall direc-
tion and different features of the tool (e.g. what do you think about showing the ideas 
in separate callouts, providing an abstract visualization of the comments, and using 
color codes for the affective tone of the comments?) and encouraged them to respond 
openly. Each session lasted about thirty minutes. 

Overall, the participants reacted positively to IdeaTracker. All of the participants 
appreciated the visual separation of ideas from the other comments and being able to 
filter comments related to a particular idea. For example, one Drupal designer said: 
“The most useful feature to me is the callout of the major ideas that cuts through all 
lot of the crufty comments” while another said “I like this sort of compressing it... here 
is some big comments, here is a bunch of small comments, and if they are generally in 
favor or not, sort of at a glance as an overview is very cool.” Most of the participants 
appreciated having access to an abstract visualization of the comments and felt we 
were using reasonable decision rules for identifying ideas and filtering comments. 
Participants also appreciated the fact that IdeaTracker was seeking to complement the 
existing issue management systems rather than trying to replace them.  

The evaluation also highlighted several opportunities for improvement. For exam-
ple, some of the participants were unsure of the utility of the idea-centric comparison 
view. Instead they preferred the ability to filter comments based on user id, thereby 
allowing them to see the comments that one user made across all of the ideas. Partici-
pants also expressed that the content of the negative and positive arguments for an 
idea was more important than the number of votes. For example, as one Drupal de-
signer said: “Often there are issues though where an idea has lots and lots of "likes" 
until one person discovers why it shouldn’t be done…” It may therefore be useful to 
extract the arguments for and against an idea and represent them within the main 
visualization. Most of the designers were concerned about accuracy of coloring com-
ments based on affective tone and suggested to color comments based on their type 
(e.g. code review or patch). Participants also asked for more information to be in-
cluded in the visualization of each comment (e.g. who posted the comment). 

8   Conclusions and Future Work 

With the emergence of open source software and the geographic distribution of many 
design teams, more interface design discussions are occurring online. The discussions 
are carried out using typical interactive Web-based forums, which lack support for the 
unique nature of design discussions. This paper makes two contributions. First, we 
conducted a study examining the challenges faced by participants when using the 
current interactive forums. The study included analyzing the discussion content from 
two popular open source projects and conducting interviews with active participants 
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in these projects. From the results, we identified key challenges of using these types 
of systems and implications for how they could be addressed. Second, we built a new 
interactive visualization tool called IdeaTracker to demonstrate how to manage online 
design discussion more effectively. The interface offers specific support for tracking 
alternatives, comparing alternatives, and building consensus, all of which were identi-
fied as significant challenges in our study but which are not supported by existing 
interactive forum models. The interface was also implemented such that it can collect 
actual data from existing discussion threads for several open source projects and can 
be adapted for others. 

We see at least three promising directions for future work. First, we want to con-
duct a longitudinal study to compare the impact of our system on the process and 
outcomes of design discussions relative to the use of existing interfaces. Second, we 
would like to test different techniques for building consensus, for example, voting for 
versus ranking the ideas. Finally, we would like to integrate more sophisticated ma-
chine learning techniques to better identify key elements of the design discussions 
such as identifying the alternatives and the affective tone of a discussion.  
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Abstract. In this paper, we report on a study to establish process transparency 
in service encounters of financial advisors and their clients. To support their in-
teraction, we implemented a cooperative software system for tabletops, building 
on transparency patterns suggested by the literature. In evaluations, however, 
we found that our design did not improve the perceived transparency and com-
prehensibility. Introducing the IT artifact into advisory failed to enhance the 
client’s overall experience and even seemed to negatively influence the client’s 
perception of the advisory process. Using the representational guidance of de-
picting the process and its activities as a navigable, interactive map made clients 
believe that interactions with their advisor were restricted to the system’s func-
tionality, thus expecting that what they see is all they can get. 

Keywords: process transparency, collaboration, advisory, tabletops. 

1   Introduction 

In the changing market environments of the last several years, an increasing number 
of financial service providers (FSPs) has turned to individualized financial advisory 
services as a competitive differentiator. For Swiss banks, however, [1] found that 
implementation and application of such services are still in their infancy and that 
customers are inherently dissatisfied with their FSP’s service provision. A main point 
of criticism thereby is related to a lack of transparency and comprehensibility of advi-
sory services, i.e., the activities performed therein, their interrelations as well as their 
results. In service encounters, the client often perceives her advisor as a “black box”, 
collecting client information as an input and returning investment recommendations 
as an output, usually without revealing a consistent line of reasoning. Thus, it is diffi-
cult for clients to relate their voiced needs (i.e., their problem space) to the advisor’s 
recommended strategy and products (i.e., the solution space) [2]. Additionally, the 
information asymmetry between the actors (with the advisor typically being more 
knowledgeable) and the potential interest asymmetry (advisors exploiting information 
asymmetry to take advantage on their clients) lead to further distrust and thereby 
impact client satisfaction. 

In this paper, we argue that establishing process transparency in service encounters 
may alleviate these issues, i.e., allow for client understanding and comprehensibility 
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while decreasing information and interest asymmetries. The notion of process trans-
parency has been discussed in different research fields with various meanings and 
levels of concreteness. A suitable conceptualization can be found in organizational 
literature, where process transparency is often related to internal and external process 
communication. As such, transparency has been argued of being related to customer 
satisfaction, as the transparent communication of processes enables clients to appreci-
ate the company’s activities and efforts as well as to identify their role in service pro-
vision. On a more specific level, in CSCW research, process transparency corre-
sponds to communication processes in work groups and has been shown to influence 
the organization of communication and cooperation processes (e.g., [11], [12], [13]). 

To support process transparency in service encounters based on these notions, we 
designed a collaborative tabletop artifact providing visualization and simulation func-
tionality for the main activities of investment advisory, prominently featuring a navi-
gable depiction of the process and its activities (e.g., needs elicitation, risk analysis, 
definition of investment strategy). The design’s rationale was to present and allow 
control of the organization’s advisory process and its activities, thereby mediating 
advisor-client communication and furthering the client’s understanding.  

To measure the effects of increased process transparency on the interaction of cli-
ent and advisor as well as the client’s understanding and satisfaction, we compared 
the traditional setting (advisor using pen & paper) with the IT-supported setting (advi-
sor and client cooperatively using the tabletop artifact) in controlled within-subject 
evaluations. Surprisingly, perceived transparency and comprehensibility as well as 
satisfaction were rated the same or even lower for the IT-supported setting compared 
to the traditional setting. 

We found several explanations for the design failing to improve the client’s overall 
experience. Most prominently, we found that clients felt rather restricted by the sys-
tem, taking the depiction of the process and its activities as the boundaries of advisory 
along the lines of “if you cannot see it, you cannot get it”. Despite of having based our 
design considerations on comprehensive explorative research and having evaluated 
the resulting designs with domain experts, we underestimated the side effects of proc-
ess transparency on advisor-client interaction. 

2   Transparency Issues in Financial Advisory 

Today, the most promising strategy of financial service providers to differentiate 
against competitors is to offer highly personalized services. These cannot easily be 
compared or imitated due to their dynamics and complexity [3]. However, since the 
fundamentals of such services have not yet been established, FSPs have been counter-
acting cost pressure by optimizing their advisory services towards efficient and effec-
tive product sale rather than individualized advisory. As a consequence, the quality of 
advisory services has been perceived as rather dissatisfying or even inappropriate for 
customers (e.g., [4], [1], [5], [6]). 

In an exemplary investment advisory consultation of a Swiss bank, the client and 
the advisor meet in a designated consultation room. In the case of prospect clients, 
they meet for the first time, so the advisor has minimal information about the specific 
needs of his vis-à-vis. Thus, for the first few minutes he will engage in small talk to 
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gather basic information about the client (financial situation, needs and wishes), tak-
ing notes on his notepad. The advisor then typically presents the bank’s generic advi-
sory process, which he will use to optimize the client’s financial situation and to help 
her in achieving her goals. Throughout the remainder of the encounter, the advisor 
tries to gather as much information about the client’s financial situation, her risk pref-
erences, investment experiences as well as her interests in particular asset classes. 
Building upon this information, he will then suggest an investment strategy that pro-
portionally attributes the client’s investment to different asset classes (e.g., shares, 
bonds, money market). After some iterations of adapting this strategy to the client’s 
preferences (e.g., increasing the amount of bonds and decreasing the amount of 
shares), the first encounter is finished (typically after up to 90 minutes). The advisor 
will propose to prepare a product portfolio for the agreed strategy, which will be ei-
ther sent to the client (including material for establishing the contract) or discussed in 
a subsequent encounter. 

Regarding such an advisor-client interaction, several characteristics can be found 
that are detrimental to perceived advisory quality. Most prominently, such encounters 
are inherently impacted by information asymmetry and interest asymmetry, problems 
that are well established in scientific literature in context of the ‘principal-agent prob-
lem’ [7, 8]. Information asymmetry results from the customer being generally less 
knowledgeable than the advisor – thus, she cannot be sure whether the advisor  
actually gathers and provides all relevant information and recommends appropriate 
solutions for her financial needs. The relation between customer and advisor can be 
additionally strained by conflicts of interests. Advisors might exploit information 
asymmetry by, e.g., superficial information gathering and provision or, even worse, 
recommending products that are unsuitable for the specific customer’s needs but  
profitable in terms of fees. 

In a comprehensive study of advisory practice in Swiss banks, [1] found that cli-
ents are quite aware of these problems. As a result, they do not consider financial 
advisors as being very trustworthy – also, they perceive the advisor’s knowledge 
about market trends or even the bank’s products to be rather limited. All in all, clients 
are not very confident that financial advisors present adequate solutions to their needs. 
Many of the problems found in advisory encounters relate to a perceived lack of 
transparency, i.e., the absence of comprehensible and coherent advisory schemes that 
allow verification of the progression and results. Not recognizing the underlying ra-
tionales of advisory and its activities, clients also perceive advisory encounters as 
lacking personalization [1]. 

3   Design of the Prototype System 

Analyzing the status quo of financial advisory from interviews and discussions with 
advisors and clients (including interviews of 21 advisors from 19 FSP, client focus 
groups totaling 28 participants as well as a client survey with 136 participants; see 
[1]), we designed problem scenarios of typical financial advisory encounters to derive 
generic design considerations for comprehensible and interactive service encounters 
between advisor and client [9, 10], including the notions of cooperation, process 
transparency, information transparency as well as cost transparency. 
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In the following, we will focus on the concept of process transparency. Building on 
the issues identified in our field work, we define process transparency as the degree of 
the client being able to follow and comprehend the performed activities (what consti-
tutes an activity and why is it performed) and their succession in advisory. We will 
discuss the according requirements, the designs we chose to satisfy them as well as 
their implementation for a multi-touch tabletop device. 

3.1   Design Requirements 

From discussions with advisors and clients and observations of work practice, we de-
rived the following basic requirements to enhance transparency of advisory encounters: 

DR.1 Process awareness: Clients commented about the advisor being a “black box”, 
i.e., interaction between advisor and client being somewhat unpredictable regarding 
the information gathered by the advisor and how they influence the output of advi-
sory. We therefore suggest making the process of advisory visible, i.e., increasing the 
client’s understanding by transparently presenting the performed activities and associ-
ated actions. This also involves structuring the succession of activities and specifying 
defaults for their execution. 

DR.2 Process adaptability: In discussions with advisors and managers, we found 
that advisors do not favor the rather rigid process guidelines, which organizations try 
to establish in their efforts to standardize advisory activities. Processes and activities 
visibly mediating advisor-client interaction therefore have to be adaptable, i.e., they 
must feature multiple starting points and offer the possibility to change their order; 
thereby, both the advisor and the client should be enabled to keep track of the pro-
gress of the advisory process. 

DR.3 Shared information space: Addressing the information and interest asymme-
try between advisor and client requires the provision of transparent information access 
for both parties. This shared information space should support communication and 
interaction of advisor and client while also allowing for process awareness and 
adaptability as discussed above. 

3.2   Design Rationales 

Research on Computer Supported Cooperative Work (CSCW) and Computer Sup-
ported Collaborative Learning (CSCL) has been engaged in applying mechanisms of 
process transparency to support and enhance organization of communication proc-
esses. Almost twenty years ago, [11] already stated that “computer support of coop-
erative work should aim at supporting self-organization of cooperative ensembles as 
opposed to disrupting cooperative work by computerizing formal procedures” (p. 17). 
They acknowledged, however, that the organizational models should be made acces-
sible to the users by the system, supporting the user in interpreting procedures and 
evaluating their rationales and implications.  

For group work, [12] argues that the underlying communication and cooperation 
processes are not always clearly defined and comprehensible and thereby lack trans-
parency regarding the status of the group work relative to the overall process; in such 
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cases, failing to establish process transparency may have undesirable outcomes on 
communication [13]. For similar reasons, research also suggests that members of 
computer-supported work groups have to explicitly agree on communication and 
cooperation processes [14].  

External representations have been studied in the context of learning and problem 
solving tasks, showing that the nature of representation may influence the conception 
of the problem and hence ease the finding of an appropriate solution (e.g., [15], [16]). 
For collaborative processes in learning, [17] investigated the influence of representa-
tional guidance by comparing different tools for constructing representations of evi-
dential models on collaborative learning processes and outcomes. They argue that 
external representations play at least three roles in situations of groups using shared 
representations in constructive activities (p. 473): 

(1) Initiating negotiations of meaning: when constructing or manipulating shared 
representations and trying to obtain agreement, members of a group have to expli-
cate and negotiate the representations’ meanings and their shared beliefs.  

(2) Being a representational proxy for deixis: collaboratively constructed representa-
tions may serve as an easy way for participants to refer to previous ideas and fa-
cilitate subsequent negotiations, thereby increasing the conceptual complexity that 
may be handled in a group’s interaction. 

(3) Enabling implicitly shared awareness: shared representations may also serve as an 
external memory of the collaborating group, reminding the group members of pre-
vious ideas and comments. 

Testing different representations with pairs of participants, [17] found that representa-
tions have impacts on learners’ interactions and may differ in their influence on sub-
sequent collaborative use of the knowledge being manipulated; thereby, visually 
structured representations can provide guidance for collaborative learning that is not 
afforded by plain text. They also speculate that graph representations will be most 
useful for gathering and relating information. 

In [18] two approaches of establishing representational guidance are discussed, 
varying in their degree of process structure. Maps strive to only provide a basic means 
of orientation while not constricting the actual enactment of a process. In [19] such an 
approach was used in the context of process knowledge learning; they provided their 
students with a graphical hypermedia-based process representation to support coop-
erative process enactment; the representation contained associated materials with 
which the users could interact while systematically carrying out the process they were 
learning. In [20], Carrell et al. found that the usage of graphical process models dur-
ing the preparation of collaboration leads to more knowledge exchange and integra-
tion and stronger individual and collaborative use of the software platform. 

Kienle [18] uses diagrammatic representations for a software system supporting 
collaborative learning processes. She thereby suggests that navigable models are apt 
to give orientation and structure in the sense of representational guidance; as the 
model is always present for the user, it also should be internalized more easily.  

In contrast to maps, which have the goal to give only basic orientation of commu-
nication and cooperation processes, (cooperation) scripts consist of detailed instruc-
tion sets of how a group should interact and collaborate to solve a given task. Being 
highly structured, such processes (and their representation in software systems) are 
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rather inflexible and run the risk of not fitting the processes already established in 
groups, which in turn might lead to non-acceptance [21].  

Similar to [18], in our design we follow the map concept and address process 
awareness (DR.1) by depicting the advisory process as a fixed-positioned, navigable 
diagram, which is always present and can be controlled by both the advisor and the 
client (see Figure 1). As such, we also built our design on the different roles of exter-
nal representations discussed by [17], enabling the advisor and client to discuss and 
reflect upon the process, allowing them to select and revisit activities at any time and 
track progress (DR.2), as well as helping to establish a shared information and activity 
space (DR.3) that may serve as an external memory. To enhance the system’s affor-
dance for the users, we based the information design (e.g., pie charts, risk-return-
graph; see Figure 1) on actual information material used for investment advisory in 
Swiss banks.  

In contrast to the representations discussed by [12, 18] and [17], however, the de-
sign does not allow manipulating or changing the representation of the process itself. 
This is due to mainly two reasons: advisory processes typically consist of three 
 

 

Fig. 1. Basic design of the system’s front end 
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generic process steps, i.e., (1) capturing and discussing the current situation, (2) find-
ing and configuring optimizations, (3) implementing the optimizations; these steps are 
related to specific activities, which are generally accomplished in a specific order 
(e.g., for the optimization phase: discussing the client’s risk profile and constructing a 
suitable strategy). Also, most of the activities found in financial advisory are interde-
pendent (e.g., the strategy being a function of the client’s risk profile and her prefer-
ences, which are discussed in the first and second process step). Thus, configuring 
these specific process steps and activities regarding their order might not be meaning-
ful in most cases.  

Secondly, the advisory processes are subject to compliance (standardization) as 
well as legal regulations (due diligence), constraining an advisor’s freedom to “skip” 
activities. From the client’s point of view, we also wanted to depict the “standard” 
process and its associated activities, as to give her an overview of the different advi-
sory steps and associated activities. We did, however, consider it to be important that 
the advisor and client could themselves decide on the order of activities, allowing 
them to use the system’s functionalities as needed. Therefore, the design allows ignor-
ing interdependencies of activities, e.g., permitting to create an investment strategy 
without having configured the client’s risk profile. 

(1) Navigable process map, indicating the current process step and activity as 
well as the overall progress: the highlighting indicates that the current activity 
is associated to finding an appropriate investment strategy (asset allocation) 
based on the information gathered in the previous steps. 

(2) Shared information/activity space: in the current activity (definition of in-
vestment strategy), the shared information space allows the advisor and client 
to collaboratively specify and adapt the client’s asset allocation (interactive 
pie chart on the bottom right) while simultaneously illustrating the impacts on 
risk and return (graph on the bottom left).  

(3) Advisor “Cockpit”: shortcuts to navigate the process and its activities. 
(4) Client “Cockpit”: allows the client to display additional information for the 

specific activity as well as to access the projected asset growth based on the 
entered information (as depicted in Figure 2). 

3.3   The SurFinance Prototype 

To implement our prototype, we decided to use a multi-touch tabletop device (Micro-
soft Surface), so the advisor and client could simultaneously interact with the shared 
information and activity space without explicit handovers. Also, equipping a situation 
previously being equipped with pen & paper only, we assumed that a tabletop would 
be perceived as less intrusive and less disruptive for social interactions. In the newly 
designed encounter, the actors seat themselves at the tabletop device (see Figure 2 for 
an overview), which supports them in accomplishing the most important and complex 
activities (needs elicitation, risk profiling, strategy development, product selection).  

While engaging in initial small talk, the advisor is enabled to transparently add the 
client’s needs into an area at the center of the screen, assuring the client that her 
wishes and needs are taken seriously. To stimulate the client in thinking of additional 
needs and wishes, pictograms of basic categories (planned purchases, education, and 
housing) are readily available. Wishes and needs may be detailed with costs and  
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contextualized with a timeline to express the desired period of goal fulfillment. Using 
the client’s financial information, a projection of the potential growth of wealth is 
added to the timeline, allowing for an assessment whether the client’s goals may be 
accomplished. In such discussions, the advisor acts as a coach, who strives to enable 
the fulfillment of the client’s needs by mapping them to appropriate financial strate-
gies and products. 

 

Fig. 2. SurFinance prototype 

Collaboratively using the artifact, client and advisor are enabled to jointly define 
investment strategies that transparently include the defined needs and goals. The dy-
namic visualization enables the advisor to comprehensibly argue for or against spe-
cific strategies, while the client can immediately track the impacts on her financial 
situation. As an overview of all performed activities is provided at any given time, the 
client may also refine and revise her data by directly navigating to the specific activ-
ity. Having agreed on a strategy, the client and advisor may directly implement it by 
selecting appropriate products, or the advisor – similar to the traditional setting – may 
prepare an appropriate portfolio for a follow-up encounter. 

3.4   Hypotheses 

Based on the previous discussion and our experience from exploratory research [1], 
we state the following hypotheses. 

One of the main design goals of our prototype is to depict the advisory process and 
visualize its activities, allowing the clients to actively interact. We hypothesize that 
these novel possibilities increase the client’s comprehensibility and understanding of 
advisory’s contents and activities. We thereby implicitly assume that in traditional 
advisory situations – having to rely on the advisor’s explanations and drawings – it is 
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difficult for clients to establish a detailed understanding. The according hypothesis 
reads as follows:  

H1.1:  Using an IT artifact enabling process transparency, the comprehensibility of 
the order of activities as perceived by the clients is higher than that of the tra-
ditional financial advisory encounter. 

With our prototype, we aim at the client becoming an integrative co-producer of the 
advisory result by contributing to and interacting in activities, while immediately 
being able to assess their intermediate results. We therefore hypothesize that using the 
artifact increases the client’s understanding of how and why the results came about: 

H1.2: Using an IT artifact enabling process transparency, the comprehensibility of 
the results as perceived by the clients is higher than that of the traditional fi-
nancial advisory encounter. 

In focus groups and interviews, clients often argued that advisors tended to recom-
mend their “standard” products without the clients being able to influence their deci-
sion making. We therefore hypothesize that the presence of an interactive, shared 
artifact should increase the perceived degree of being able to influence the process 
and its results compared to the traditional situation, which in turn should be perceived 
as more restrictive: 

H2.1: Using a shared IT artifact enabling process transparency, the degree of being 
able to influence the solution finding process as perceived by clients is higher 
than that of the traditional financial advisory encounter. 

In addition to a higher degree of influencing the process, we hypothesize that in the 
IT-supported setting the client is better enabled to actively participate in activities:  

H2.2: Using a shared IT artifact enabling process transparency, the client perceives 
a higher possibility to participate in activities than that of the traditional fi-
nancial advisory encounter. 

As discussed above, surveys show clients being inherently dissatisfied with advisory 
services of their banks. Having identified transparency issues as a possible cause, we 
suggest that introducing IT-enabled process transparency should also positively affect 
the clients’ satisfaction with the advisory encounter. 

H3: Using a shared IT artifact enabling process transparency, the client’s overall 
satisfaction is higher than that of the traditional financial advisory encounter. 

4   Experimental Evaluation 

We built our SurFinance prototype in two iterations. The first prototype was imple-
mented by a group of four students as part of a Master’s project, and already featured 
the basic transparency design reported in Section 3. To evaluate our design rationales, 
we discussed the prototype and its underlying concepts with representatives of four 
major Swiss banks. Their unanimously positive feedback encouraged us to enhance 
and functionally extend our prototype in order to evaluate it with real users. To get 
directions in revising the prototype and finding additional functional requirements, we 
conducted three focus groups of 15 domain experts in total (one focus group for  
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financial advisory experts, financial software developers and design experts each); 
based on their input, we built the second iteration of the prototype. In the following, 
we will report on the experimental evaluation of this prototype (as described in  
Section 3.3).  

4.1   Experimental Design 

The evaluation involved 12 clients, each of them performing an investment planning 
task in two different settings in a within-subject design. The participants were recruited 
by convenience sampling through postings on a university forum (each received 40 
CHF), eight of them being university students of various study programs. The partici-
pants were between 21 and 50 years of age, with high proficiency in computer use (6 
participants categorized themselves as being professional users, 5 as advanced users and 
only 1 participant reported to use IT only occasionally). Half of the participants were 
female, and five participants already were experienced with advisory.  

Clients received a short introduction before the test sessions, including explana-
tions about their time table, instructions about their task and financial profile. The 
planning task involved the investment of a specific amount of money from 250’000 to 
480’000 CHF, while considering specific wishes and goals, e.g., purchasing an 
apartment. The clients were allowed to keep back their information until the advisor 
explicitly asked for it. To preserve the participants’ privacy, they were provided with 
a profile that included key figures of their assumed financial situation. Each client 
participated in two test settings. One setting corresponded to the traditional (pen & 
paper) advisory that is typically provided in Swiss banks, the other setting involved 
the use of the SurFinance prototype. The participants were randomly assigned to ei-
ther start with the traditional or the IT-supported test setting (50% of participants 
each). Test sessions of each setting were limited to 30mins.  

The sessions were conducted by four financial advisors (three being male, one be-
ing female) of a Swiss bank. Their age was between 31 and 40 years. They had been 
practicing their job as financial advisors for four up to seven years. All of them classi-
fied themselves as being advanced IT users. Each of them received a 30mins hands-
on training with the prototype system. In their briefing, the advisors were given two 
main instructions: 

(1) In the traditional test session (without IT), they were asked to perform advisory 
along their actual practice. Advisors were allowed to use all material they needed 
to advise a prospect client asking for support in investment planning. Prior to the 
evaluation, we therefore asked them to bring the according material with them.  

(2) In the test session featuring the SurFinance prototype, the advisors were required 
to use the artifact at least once in their session (providing interaction possibility 
for the client) but were free to decide at which point they would introduce the tool 
and in what order they would perform specific activities (need elicitation, risk pro-
filing, etc.). 

Each advisor performed three traditional advisory sessions (without IT) as well as 
three IT-supported sessions using the SurFinance prototype. 
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4.2   Data Collection 

The tests were conducted on two days at the end of July and beginning of August 
2010. After their trials, clients received a quantitative questionnaire and were  
debriefed in semi-structured interviews (having an average duration of 30mins); advi-
sors were asked to provide qualitative feedback in semi-structured interviews (aver-
age duration of 60mins). The semi-structured interviews covered the following main 
aspects: disturbing moments, comprehensibility of the advisory sessions, collabora-
tive activities and interactive moments, advantages and disadvantages, preferences 
regarding the advisory setting (traditional vs. IT-supported) and additional comments.  

Our quantitative questionnaire included items to test our hypotheses as well as 
demographic items (age, gender, education, advisory experience, IT skills). As we are 
not aware of any standardized items for comprehensibility (H1.1 and H1.2) of (advi-
sory) processes and the succession of activities, we measured comprehensibility with 
the following two items: 

• “I could understand at any time why the activities of the advisory session were 
following a specific order.” (Comp1) 

• “I do understand how the results of the advisory session have been achieved.” 
(Comp2) 

To investigate the client’s perceived influence on the advisory process (H2.1) and on 
her ability to perform actions (H2.2), we used the following two items:  

• “Overall, I was able to influence the solution finding process of the advisory  
session.”  (IoAP) 

• “Overall, the advisory situation enabled me to participate in activities.” (PA) 

For hypothesis H3 we used items of the Yield Shift Theory of satisfaction (Briggs et 
al. 2008).  

Each item was measured once for each advisory session (traditional and IT-supported 
advisory) with a seven-point Likert-scale (from 1 = “I strongly disagree” to 7 = “I 
strongly agree”). 

4.3   Results 

The data from our evaluation were tested with two-sided t-test for paired samples with 
differing variances.  

The perceived comprehensibility of the order of activities (Figure 3a; avg. tradi-
tional setting (TS) = 5,08; avg. IT-supported setting (ITSS) = 5,00) as well as the 
comprehensibility of the results (Figure 3b; avg. TS = 5,42; avg. ITSS = 4,58) were 
rated lower for the IT-supported setting than for the traditional setting. The t-test, 
however, did not show any significant difference between the two settings. We can 
therefore neither support nor falsify hypotheses H1.1 and H1.2.  

At the debriefing interviews, clients brought forward several reasons for their rat-
ings on comprehensibility. Two participants found that the advisor’s explanations 
regarding the process and its activities were better in the traditional setting than those 
received in the IT-supported setting. They reported that it was unclear to them how 
the charts and results of the IT artifact came about. Advisors also reported to having 
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had difficulties in explaining visualized information, especially when charts contained 
multiple information dimensions. 

One client and one advisor perceived the conversation’s pace and progress of the 
IT-supported setting as too fast. Another three clients experienced “information over-
flow”; while one was overwhelmed by the amount of information channels (IT-
artifact and advisor), another found that the IT artifact required too much knowledge. 
Advisors pointed out that this resulted in clients asking more specific questions, 
which were difficult to answer because of the clients’ lack of knowledge.  

In the traditional setting, two clients reported to be overwhelmed by information 
(e.g., investment possibilities) provided by the advisor. 

Five clients argued that in the traditional setting the conversation with their advi-
sors was more consistent and “smooth” as opposed to the IT-supported setting, where 
conversation was “interrupted” by the use of the IT artifact.  

  

Fig. 3a. Mean Comp1 (error bars: 95% CI) Fig. 3b. Mean Comp2 (error bars: 95% CI) 

Overall, seven clients perceived the comprehensibility of the different settings as 
being equal, while one preferred the traditional setting and another one preferred the 
IT-supported setting. Five clients and three advisors, however, explicitly stated that 
the artifact’s visualizations were greatly supporting comprehensibility and transpar-
ency. Additionally, one advisor appreciated the navigable process map as an external 
memory. 

Figure 4a and Figure 4b show the means of the clients’ perceived degree of being 
able to influence the solution finding process (IoAP; avg. TS =5,50 and avg. ITSS = 
4,00) and the clients’ perceived possibility to participate in activities (AP; avg. TS = 
5,17 and avg. ITSS = 4,50). Again, for both items the average agreement is lower for the 
IT-supported setting. The results of the two-sided t-test indicate a significant difference 
between the two means (TS and ITSS) of IoAP (p<0.05, df = 11, t = 2,691) but no sig-
nificant results for AP. Hence, our data do not support hypotheses H2.1 and H2.2. 

For these results, we obtained the following explanations from the participants. 
Three clients believed that they could better influence the result of the advisory proc-
ess in the traditional setting, while one was stating the opposite. Seven participants 
found that the traditional advisory was more personal than the IT-supported setting, 
some of them stating their impression that the advisor was focusing too much on the 
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system. This argument was also raised by advisors, which found it difficult to main-
tain the conversation with the client while interacting with the artifact.  

One client perceived the process in the traditional setting as being more flexible 
than in the IT-supported setting. Even though advisors were not obliged to overly use 
the system in the IT-supported setting (or use its functionalities in a specific order), 
they also found the system to restrict their performance.  

Four clients perceived a higher possibility to influence and shape the activities  
in the traditional setting, three in the IT-supported setting and three claimed to have 
had the same possibilities in both settings. Only one client seemed to have realized 
that the order of activities could be changed by skipping activities or selecting previ-
ous process steps.  

  

Fig. 4a. Mean IoAP (error bars: 95% CI) Fig. 4b. Mean AP (error bars: 95% CI) 

While five clients would have liked to interact with the system more often, five cli-
ents found their interaction with the system to be sufficient. Only one client, however, 
thought that he would disturb the advisor by interacting with the system. Interestingly, 
advisors had no reservations in letting the client interact with “their” system, perceiv-
ing the clients’ activation as a benefit.  

On average, satisfaction with the advisory situation (Figure 5) again was rated 
higher for the traditional setting than for the IT-supported setting (avg. TS = 5,37; 
avg. ITSS = 4,90), but the t-test reveals no significant difference. Thus, our data do 
not support H3. 

In the interviews, six clients stated that they would prefer an IT-supported advisory 
in their next advisory session. Five participants preferred to have their next advisory 
encounter in a traditional session. Two clients and one advisor proposed to combine 
the strengths of both sessions (starting the advisory session with traditional face-to-
face conversation and consulting the IT artifact only later), highlighting the impor-
tance to maintain the advisor-client conversation.   

Overall, eight clients would have recommended the IT-supported advisory to others, 
while five would have recommended the traditional advisory. Three of four advisors 
enjoyed using the IT artifact and were looking forward to have such tools at their dis-
posal. The remaining advisor, however, felt insecure about using IT with his clients. 
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Fig. 5. Mean satisfaction (error bars: 95% CI) 

5   Discussion 

Looking at the results, we can safely assert that our design for process transparency was 
not successful in improving the client’s overall experience, with all investigated dimen-
sions being rated lower for the new advisory setting. This, however, does not necessar-
ily mean that the design per se was a failure. To the contrary, the clients’ ratings of 
process transparency (comprehensibility of the activities and their results) were rather 
positive, though leaving room for improvement when being compared to the traditional 
setting. We suggest that the chosen design for process transparency might be ambigu-
ous, thereby affecting and conflicting with other factors of advisory. For this conclusion 
we find various indications, which can be related to the system design as well as the 
introduction of technology into so far predominantly social situations. 

Perceived authority and determinism: Though the implemented process structure 
was consistent with the traditional advisory’s course of activities (to which advisors 
also complied in the traditional advisory scenario), both the advisors and clients found 
the process depiction to constrain their interaction. As such, the system was perceived 
to be authoritative and deterministic, imposing its process structure upon the users and 
restricting the user’s control of the process. One client, for example, pointed out that 
the system could not provide a solution featuring a small amount of shares, whereas in 
the traditional setting the advisor just “took a note”, thereby reassuring the client that 
he would bear that in mind. The process map – that we intended to provide basic 
orientation and structure – turned out to be conceived as a set of scripts, i.e., detailed 
instructions of how to interact and collaborate to solve the given tasks. Interestingly, 
when using the system, both the advisors and the clients seemed to feel obliged to 
stick to the process structure, scarcely changing the order of activities or omit-
ting/revisiting them. Though this allowed the client to associate activities to clearly 
defined process steps and making their succession transparent, the overall interaction 
and control was unsatisfying. 

Collaboration in advisory: Conceptualizing the interaction of advisor and client as 
collaborative work (in that they jointly solve the client’s problem, being in need of 
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each others’ input to achieve their goals), we borrowed our mechanisms to establish 
process transparency from CSCW and CSCL research. We believe that in complex 
advisory situations like investment advisory, learning is an adamant cornerstone of a 
client’s understanding and comprehensibility. In this context, however, the aspect of 
cooperation deserves some more attention. Research on CSCW and CSCL commonly 
assumes that work groups are pursuing a common and shared goal. In such work 
contexts, conflicts between participants are mostly related as how to achieve a goal, 
rather than related to what the goal is. In financial advisory encounters, nevertheless, 
the opposite might be true. The specific results of the service encounter – emerging 
from the information exchange between advisor and client – are difficult to anticipate 
before the actual consultation. Additionally, financial products are not only virtual but 
also credence goods, i.e., clients may not be able to demonstrate whether the success 
or failure of a purchased product is due to the counseling process, the advisor’s (or 
bank’s) efforts or is simply a product of chance. Thus, for the client the journey might 
actually be the reward – as the result may not easily (or objectively) evaluated, the 
process leading to a particular result will be closely scrutinized. As discussed above, 
clients being advised using the prototype system felt that it restricted their interaction 
with the advisor and concluded that what they saw was all they could get. The visuali-
zation of the process seemed to confine their problem space to the type of problems 
the system could tackle and, partly as a consequence, the advisor’s solution space to a 
set of solutions for predefined problems. 

Another influencing factor regarding cooperation can be found in the implicit 
changes of the participants’ roles in the technologically supported setting. While the 
roles of advisor and client and their related (role) scripts [23] seemed to be clear in the 
traditional setting, the new, collaborative situation implicitly changed the existing role 
models. Using the cooperative artifact demanded stronger and more active inclusion 
of the client to accomplish the given activities. To the contrary, the advisors’ role 
tended to change to “coach” the customer in finding the solution rather than providing 
it themselves. 

Focus on the shared artifact: Contrary to the results of our survey, where clients 
voiced their distrust in banks and their advisors [1], the clients participating in our 
evaluation found the advisors to be likeable and empathic. The cooperative artifact 
with shared information spaces clearly shifted the users’ attention from interpersonal 
communication to operating the system. While some clients did not like the idea of 
the advisor paying more attention to the system than to them, others appreciated the 
possibility to reflect on the visualizations and interrelations of the financial concepts 
without the advisor “constantly talking” to them. 

In some activities, both advisor and client had problems in correctly interpreting 
the visualizations and expected interaction, leading to communication breakdowns. 
The advisor’s misinterpretations may be attributed to the lack of training they re-
ceived in using the system. For the client, however, not every breakdown was prob-
lematic – often, the visualization would raise further and more detailed questions. All 
in all, we speculate that the system’s presence clearly interfered with the advisory 
situation, especially with the client-advisor interaction. 
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6   Lessons Learned 

Establishing process transparency in advisory encounters seems to be a double-edged 
sword – though possibly allowing for more comprehensibility and understanding of 
the process flow and its activities, disclosing the underlying mechanisms of advisory 
can negatively influence the clients’ perception of controllability. In this paper, we 
introduced a design for process transparency that demonstrated such an effect. We 
argue, however, that the design’s failure to consider such an influence provides sev-
eral lessons to learn. In the following, we will discuss such lessons and show how we 
incorporated them into our next design iteration. 

The depiction of the advisory process as a static, fixed-positioned map has proven to 
be a poor design choice. In contrast to cooperative work or learning efforts, which might 
profit from explicit representational guidance to negotiate and relate to a common 
course of action, in advisory encounters such process representations may lead to a 
perception of constrained control. In our follow-up design, we therefore abandoned the 
fixed-positioned process depiction in favor of an implicit illustration of activities and 
their interrelations. While the system still provides an overview of the process (regard-
ing the basic phases of advisory without implying an order) that may be displayed if 
required, there are no fixed activities attached. The advisor may use all of the system’s 
functionality in each process phase, whereby interrelations between the functionalities 
are visualized to support the client’s comprehensibility and understanding. If advisor 
and client, for example, discuss an investment strategy using the system, only relevant 
information from other activities is displayed – thereby, the client learns about the im-
pacts of activities and the decisions made therein, while the advisor is prevented from 
“skipping” relevant activities. Such a design of contextualized access to activities makes 
their relations transparent without forcing actors to use them. 

For the users, visualizing the advisory process on the shared technological artifact 
seemed to imply that all activities have to be accomplished using the system. This 
clearly is not desirable, as specific activities such as discussing the client’s personal 
needs and wishes or financial goals are better left to the face-to-face dialogue of the 
client and advisor. At some point of time, however, especially with increasing  
complexity, directing the dialogue from the inter-personal level to a more focused 
technology-mediated discussion might be helpful or even necessary (e.g., when con-
textualizing the client’s financial goals with the projected performance of her invest-
ment portfolio). Such a situational use of the supporting artifact for specific activities 
requires smooth transitions from face-to-face conservation to focused interaction with 
the shared information space and vice versa. Such a requirement cannot be fulfilled 
by technology itself – therefore, we plan to accompany our follow-up design with 
practical recommendations for advisors of how to integrate the artifact into advisory 
while maintaining personal interaction and preventing too much focus on the artifact. 

Finally, with all the functionality possibly being incorporated into a software arti-
fact, process transparency design should also make clear that the artifact is not the 
advisor’s replacement. The software system cannot (and, as discussed above, should 
not) account for all possible activities or special cases that might emerge in advisory 
encounters. Missing functionality or the system failing to meet a client’s specific 
desires, however, must not lead to communication breakdowns. At this, we can  
learn from the advisors’ present working practice – if the advisor is not prepared to 
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immediately answer a question or fulfill specific demands, he will take a note and 
inform the client that he will take care of it later; the client is not expecting the advi-
sor to be all-knowing – and she certainly should not expect it from the system.  

7   Conclusion 

In this paper we have discussed possible designs for process transparency in financial 
advisory encounters to increase the client’s comprehensibility and understanding of 
the advisory process, its activities and its results. Drawing from CSCW and CSCL 
research, we used a fixed-positioned, navigable process map to support process orien-
tation and highlight interrelations of activities. Though the comprehensibility and 
perceived transparency in using the prototype system are rated about as positive as for 
the traditional setting, our design failed to improve the client’s overall experience. We 
argue that our design may indeed support transparency in advisory encounters, but 
may also have negative effects on other seemingly important dimensions, namely the 
perceived controllability and comprehension of the advisory process as well as the 
interpersonal relationship between advisor and client. 
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Abstract. Informal interactions are a key element of workgroup communica-
tion, but have proven difficult to support in distributed groups. One reason for 
this is that existing systems have focused either on novel means for gathering 
information about the availability or activity of others, or on allowing people to 
display their activities to others. There has not been sufficient focus on the in-
terplay between these activities. This interplay is important, however, because 
mutual awareness and attention are the mechanisms by which people negotiate 
the start of conversations. In this paper, we present the OpenMessenger Frame-
work, a system and design framework rooted in the assumption that individual 
behaviors occur in anticipation of and/or in response to the behavior of others. 
We describe both the system architecture, and specific examples of the novel 
implementations it enables. These include techniques for coupling gathering 
behaviors with display behaviors, and for integrating these into user workspaces 
via peripheral displays and gaze tracking. 

Keywords: Awareness, Attention, Interaction, CMC, CSCW. 

1   Introduction 

Informal interaction has repeatedly been shown by CSCW researchers to be a key 
attribute of modern work [2, 37, 47]. Significant efforts over the past 20 years have 
focused on supporting these interactions via improved awareness of others’ presence 
and activities [21, 31], by improving people’s ability to interrupt at appropriate times 
[19], and by strategically displaying impending interruptions (e.g., [33, 38]). While 
this work has yielded many research prototypes, the most common tools used in eve-
ryday, real-world collaboration still offer only rudimentary support for initiating and 
concluding informal interactions [9, 46]. 

One key reason for this is the persistent difficulty of supporting fluid transitions 
between passive awareness of one’s surroundings and engaged attention to a particu-
lar person or object. Many have demonstrated the ability of people in face-to-face 
environments to track others’ activities in their visual or auditory periphery, and ad-
just their own activities or shift their focus of attention accordingly (e.g., [28, 45]).  
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These behaviors have proven difficult to support online, however [31, 46]. Nearly 
ten years ago, Schmidt [44] discussed the problems of framing awareness either as an 
abstract sense of others that is independent of attentional focus or as the object of 
attention itself. He noted that people are constantly monitoring their environment, but 
also sometimes focusing on others and adjusting behavior accordingly. Since 
Schmidt’s discussion of these issues, however, few systems or frameworks have ad-
dressed this dual nature of awareness.     

We argue that one way to address this issue is by considering it as a problem of 
joint attention management, drawing on Clark’s [17] notion of joint activity. Joint 
activity occurs when two or more people act individually but coordinate their actions 
toward achievement of a shared goal. In assessing availability and initiating conversa-
tion, we can think of individual actions in terms of gathering (Schmidt [44] calls this 
“monitoring”) information about others’ availability and signaling, or displaying 
availability for or interest in interaction.  

Suppose Alex and Bill work across the room from each other. If Alex moves closer 
to Bill to gather information about Bill’s availability, Bill may notice Alex’s presence 
and glance at him. Alex then notices Bill glance and returns it, or, if Bill seems busy, 
Alex may decide to come back another time. In this way, Alex’s approach simultane-
ously serves as gathering and display. Closer proximity means that Alex can gather 
more information, and makes Alex’s presence more noticeable to Bill. This triggers 
Bill’s glance, which allows Bill to see that Alex is approaching, and to display by 
glancing at Alex that Bill has noticed Alex’s approach.  

In contrast to this joint perspective, most existing systems have focused either on 
gathering (e.g., deciding when to interrupt [19, 40]) or display (e.g., notifying others 
of one’s status [14, 38]). This separation makes it hard to understand or support the 
interactive aspects of paying attention via acts of gathering and display. In this paper, 
we introduce the OpenMessenger Framework (OMF), a flexible and extensible 
framework for developing joint-attention systems. Through OMF, we define and 
implement structures to address three problems: 1) discerning the user’s focus of 
attention, and treating this differently when focus is on another person; 2) allowing 
for easy joint action both during and prior to conversational interaction; and 3) allow-
ing for easy and natural awareness of other users’ presence and behavior. 

2   Background 

When people are aware of or interact with others, we consider them to be managing 
their attention, which can vary both in intensity and focus, to activities and stimuli in 
the environment. As such, we define attention more broadly than a purely cognitivist 
interpretation that considers only a single point of focus [35]. Broadening this defini-
tion allows us to account for transitions between more and less active attentional 
states, and is consistent with evidence from neuroscience on the mechanisms by 
which people sense and attend to the presence of others (e.g., [41]). 

At the same time, our treatment leaves aside debate on the relationship between at-
tention and awareness, as discussed by Schmidt [44]. As Schmidt ultimately points 
out, however, the interesting practical questions in this domain are not about the un-
derlying awareness and attention mechanisms, but rather the roles played by specific 



 A Framework for Supporting Joint Interpersonal Attention in Distributed Groups 297 

types of information in affecting behavior. We take as our baseline assumption that 
abstract awareness in the sense discussed by Dourish and Bly [22] often leads to con-
scious and focused attention, and that the details of this transition from awareness to 
engagement are not well supported by today’s tools. 

We look at these processes within the context of informal interaction and conversa-
tion initiation. This is not an exhaustive treatment, but represents a first order ap-
proximation [1] of a social problem; one that will enable a foothold in this key area. 

2.1   Gathering, Display and Coupling 

Attentional behaviors can be usefully framed using the terms gathering and display. 
Gathering refers to one person getting (either via passive monitoring or active seek-
ing) information about what another is attending to, such as tasks, other people or the 
gatherer herself. Display refers to information about the focus of one’s attention that 
is available for others to gather. We separate these concepts for discussion, but note 
that they are highly interdependent. 

These cues are used reciprocally; initiating interaction is a process of negotiating 
joint attention via sequences of actions informed by present and prior actions of others 
[10, 28, 36]. As such, one framework that can be useful in understanding this process 
is Clark’s framework of joint action. This framework allows for the situation of 
Schmidt’s observations about both passive and active states of awareness within the 
context of behavior aimed at a shared objective or goal. Joint action occurs when 
people act in the belief that they are part of a collective activity, in which their actions 
occur in response to coordination signals from another party. We argue that gathering 
and display are what Clark [17] calls component moves in joint action.  

Consider again a case in which Alex wants to talk to Bill. Alex must get Bill’s at-
tention, which he does using both gathering and display. Glancing quickly allows 
Alex to gather information about Bill’s likely availability; he then walks toward Bill, 
which serves to display Alex’s intent to start a conversation. Bill then can respond by 
using gaze and body position to display his own interest. 

These individual actions can be interpreted within the framework of joint activity. 
If Bill is wearing headphones and does not look up as Alex approaches, for example, 
that could signal either that Bill is unaware of Alex, meaning that Alex needs to get 
closer and louder; or that Bill is aware that Alex is trying to talk to him, but signaling 
that he (Bill) is unavailable. This judgment on Alex’s part is based on information 
about Bill, the outcomes of recent actions, and knowledge of the context. 

One key attribute of Alex’s approach for the purposes of attention management is 
the relationship between gathering and display. Alex’s movement toward Bill to 
gather information necessarily functions simultaneously as an act of display, because 
Bill can see him approaching [10]. We can therefore say that these instances of gath-
ering and display are tightly coupled. In face-to-face interactions, people’s ability to 
notice others (e.g., [41]) relies on this coupling. We perceive others’ gathering be-
cause it is visible in ways that we can attend to. 

Returning to Clark’s terms, we can define coupling as the extent to which a par-
ticular action is visible and noticeable to others. Table 1 illustrates coupling 
relationships between gathering and display. In face-to-face approaches (top left cell), 
physical proximity and eye gaze are effective ways to display attention because  
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gathering and display are tightly coupled [10]. In contrast, many behaviors that are 
tightly coupled in face-to-face interactions have different relationships online [5], as 
illustrated in the three remaining cells of Table 1. If Alex and Bill are spying covertly 
on each other via webcam, for example, gathering and display may be completely de-
coupled (bottom right cell). Alex’s gathering is not displayed at all, and vice versa. 

Table 1. Coupling of Gathering and Display 

Alex Gathers  

Displayed Not Displayed 
Displayed Face-to-Face Approach Some IM conversations 

Bill Gathers 
Not Displayed Some IM conversations Spying, covert looking 

 

This helps to address a key question identified by Schmidt [44]: how do people 
regulate the obtrusiveness of their behavior? In face-to-face encounters, obtrusiveness 
is often a function of the salience of display. Staring at somebody’s screen or standing 
very close to them, for example, are very salient forms of display that are also obtru-
sive [10]. Online, however, it is possible to get detailed information about others 
without appearing obtrusive or even being visible at all. These examples of asymmet-
ric coupling relationships have a significant effect both on how people regulate their 
behavior, and on the feasibility of joint action.  

One example is the “appear offline” option on instant messaging (IM) clients used 
by those wishing to avoid interruptions [9]. People using this option can gather infor-
mation about others on their contact list without those others even knowing that such 
gathering is possible (because they cannot see that the gatherer is online). This side-
steps the key role that obtrusiveness ordinarily plays in attracting and negotiating 
attention and has significant consequences for joint action, because people cannot 
respond to actions of which they are unaware. In other words, it is the coupling of 
gathering and display in face-to-face interactions that helps facilitate joint action.  

2.2   Gathering Is Display; Display Is Gathering 

Despite Schmidt’s discussion of awareness as a duality of gathering and display, most 
systems and theoretical frameworks for addressing the problem have focused either 
on one or the other.  

Early media space systems used cameras to provide video views of others in their 
offices [22, 23, 29, 31]. Cameras, however, were thought by some to be invasive [15, 
18]; and the systems did not support the subtleties of negotiating interaction [32]. 
These problems reflect the de-coupling of gathering and display in that one user could 
view (i.e., gather) video of another, without a clear display that this was taking place.  

These early video experiences led many to experiment with the notion of a “virtual 
approach” (reviewed in [46]). In our terms, this work can be characterized as an at-
tempt to increase coupling between gathering and display by displaying to an ob-
served party that gathering is taking place, and that conversation may be desired. The 
idea was that the approach would facilitate interaction more naturally by allowing for 
multiple levels of gathering, and by displaying activities to the observed parties.  
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As such, “approaches” often involved replicating the sequence of actions typically 
involved in initiating face-to-face conversations. Several systems allowed users to, for 
example, “glance” at others to discern their availability [34], and then follow a series 
of progressively more informative steps eventually resulting in conversation. At each 
step, the observed party would have to respond in kind (e.g., with a “glance” of their 
own) to proceed with the interaction.  

More recent systems such as Community Bar [39] allow for a continuum of aware-
ness states. In Community Bar, these must be manually updated via independent “fo-
cus” (how much information is seen about others) and “nimbus” (how much informa-
tion is revealed to others) sliders. These terms come from work by Benford and 
Fahlen [8] and Rodden [43] that aims to distinguish between being the object of 
somebody’s attention (their nimbus) and focusing on somebody (one’s focus). While 
this distinction is a useful one, the Community Bar implementation is problematic in 
that it renders the coupling relationship between gathering and display dependent on 
the combined status of independent users’ sliders being manipulated in parallel. That 
is, Alex could choose to reveal more information to Bill (via a nimbus slider) even as 
Bill is reducing the amount of information he sees about Alex (via a focus slider). 

From a joint action standpoint, designs that foster multiple levels of awareness and 
sharing are an improvement in that they allow for coordinated activity. These systems 
were critiqued, however, for requiring lockstep and seemingly artificial sequences of 
behavior. By this, we mean that real-world gathering behaviors (e.g., glancing, walk-
ing up to somebody) are easily noticed and responded to because, unlike pointing at 
buttons in an interface or watching a PC window for notification of an incoming vir-
tual “glance,” they are the actions that naturally occur to assess availability, respond 
to somebody to avoid appearing rude, and/or to start a conversation [28, 36].  

We argue that effective support for a joint action approach to attention requires 
consideration of the interplay between gathering and display. Specifically: 1) acts of 
gathering must be coupled to displays or notifications, and 2) these displays must be 
easily noticed and responded to via subsequent acts of gathering, that must also be 
displayed. Gathering must be displayed and displays must be gatherable, ad infinitum.  

2.3   Approaching Is Interacting 

A second key question in this area concerns the specific information that causes peo-
ple to adapt their behavior in response to the actions or reactions of others. There are 
useful lessons from face to face interaction that can be considered here.  

Goffman [30] argues that human behavior around others is performative; it is often 
intended to convey information or impressions to others. Sudnow [45] discusses the 
importance of glances in assessing others’ behavior and availability. He notes that 
people in public settings know that others may glance at them and act accordingly, 
such as by putting on headphones or adjusting posture to appear busy [10]. Sudnow 
[45] refers to these as “glanceable states,” in that status can be discerned via a glance. 

In some ways, the glanceable state is reflected in current interaction tools, such as 
the IM contact list. The intent of the list is to concisely summarize who is online and 
available. There has also been work aimed at improving this information by automati-
cally updating status information (i.e., availability) via sensors (e.g., [7, 25]). 
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One problem with the IM contact list, however, is that recent work has focused ei-
ther on the problem of interruptions [40] and developing systems that allow for better 
timing of interruptions (i.e., better gathering of information; [4, 19]) or on techniques 
for unobtrusive notification of impending interruption (i.e., better display; [6, 14, 38]. 
Considering these problems in isolation ignores a key component of our joint action 
argument: acts of gathering and display occur in response to each other. Approaching 
somebody does not occur prior to interacting; it is part of the joint action of initiating 
conversation. That is, approaching is interacting. 

People do not respond the same way to interruptions from all others, such as work 
collaborators vs. social friends, [20], and also may behave differently when they know 
their behavior is being monitored by others [27]. Moreover, not all interactions result 
from interruptions; many result from serendipitous mutual attention [36]. Thus, our 
second argument is that each act of gathering and display, however preliminary from 
the standpoint of starting verbal conversation, must be considered as component be-
haviors in an interaction (or joint action) to which others should be able to respond. 

A real-world approach progresses from distant observation – characterized by less 
detailed gathering and less salient display – to closer observation – characterized by 
more detailed gathering and more salient display due to physical closeness. We advo-
cate a similar progression online, consisting of multiple types of interactive behavior 
that enable both gathering and display to take place. As with the face-to-face ap-
proach, we emphasize that what is important is not reciprocal instances of identical 
behavior (i.e., a glance must be followed by a glance), but rather a general correlation 
structure between behaviors such that the amount of detail that can be gleaned from a 
particular gathering behavior roughly correlates with the salience of the display be-
havior with which that gathering is coupled. 

3   The OpenMessenger Framework 

Supporting a joint-action approach to attention management requires mechanisms for 
coupling gathering and display behaviors, and for treating these as interaction. In this 
section of the paper, we present the OpenMessenger1 Framework (OMF), a software 
framework and application for addressing these issues. We aim to make two contribu-
tions: 1) an extensible software framework for experimental exploration of issues 
related to awareness, and 2) an implementation example with novel gathering and 
display mechanisms.  

3.1   Supporting Gathering and Display at the Framework Level 

To effectively support joint action in attention management, we need a conceptual 
architecture that supports gathering and display of information, and the coupling of 
these behaviors to each other.  This is accomplished in OMF with abstractions called 
sensor managers, monitors, awareness events, and views. Data about user activities is 
captured from hardware sensors by sensor managers, and is then analyzed and dis-
tributed to other OM clients by monitors. Transmission of the data is via awareness 
                                                           
1 Note that the word “open” in OMF refers to open-plan offices, which were our inspiration for 

this work. We will happily share OMF source code, but “open” does not imply open-source. 
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events passed from clients to the OM server, and then to all clients in a pre-defined 
group (see Figure 1). Event information is made perceptually available to users in a 
view that could be a visual, auditory, or tactile display. 

 

Fig. 1. Information flow in the OpenMessenger Framework 

3.1.1   Sensor Managers 
Gathering information about others is supported by sensor managers, which are C# 
objects on the client PC that regularly sample data sources in the environment such as 
hardware devices or operating system information. Sensor managers provide informa-
tion to other components using a publish/subscribe model. Subtypes of the Sensor-
Manager class are singletons.  

3.1.2   Monitors 
To allow people to gather useful information about others while still restricting the 
flow of potentially sensitive sensor data (as in [7, 24]), and avoiding user inundation 
with information, OMF uses monitors to distill raw sensor data. OMF monitors are C# 
objects on the client that subscribe to one or more sensor managers and process the 
raw sensor data for publishing to the server as awareness events. These events are 
sent to the server, which broadcasts them to all connected clients (including the 
sender, though the sender does not use them). Windows Communication Framework 
(WCF) is used for network communication (based on TCP sockets). When an aware-
ness event is received, the server stores it in the server event cache. With this cache, 
event data can be immediately sent to newly connected clients. 

As an example, the monitor for a keyboard activity sensor might release keystroke 
frequency, but not reveal which keys were pressed. This allows for conveying infor-
mation about activities without releasing potentially sensitive data, and also takes data 
that may not be meaningful in raw form (e.g., sound level) and processes it to provide 
useful information (e.g., presence of sound above a conversational threshold).  

Importantly, monitors are abstractions of sensor managers. While raw sensor data 
generally comes only in one form, data can be used in many ways. For example, a 
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microphone sensor could indicate sound above a threshold, while another monitor 
could use speech recognition on the same data to determine if there is a conversation 
going on. As with sensor managers, subtypes of the Monitor class are singletons. 

3.1.3   Social Monitors 
Monitors, as described so far, operate similarly to previous systems when the user is 
focused on objects in the task or environment [26]. Our joint-action perspective, how-
ever, requires a way for users to dynamically detect and respond to attention from 
other users. Thus, a unique feature of OMF is special support for situations when the 
user’s focus of attention is on another user. This is accomplished via social monitors, 
a sub-type of the monitor class that communicates this information. 

Social monitors are necessary because attention to another person is distinct from 
attention to a task element or interface object. As discussed above, attention to people 
is interactive; it often occurs often in expectation of and/or in response to another act 
of gathering or display. From an implementation standpoint, social monitors are 
unique in that they affect the intensity of attention that one user is paying to another, 
which we define later as focus level.  Social monitors determine when one user is 
attending (e.g., via mouse or other input data) to another user’s representation (e.g., an 
on-screen avatar) on a view. This is accomplished via data about attentional focus 
(e.g., an x,y coordinate pair from the mouse or eye tracker monitor) and knowledge 
about the arrangement of avatars on the view. When one user is determined to be 
attending to another, focus levels are adjusted accordingly (see below).  

Table 2. Example monitors and associated sensor managers in OMF 

 Monitor SensorManager Used (API) Analysis 
• Typing Activity 
• Keypresses 

Keyboard (DirectInput) • # keys pressed since last event 
• Record keys since last event 

• Screen Activity 
• Current Window 
• Screen Contents 

Screen (Windows API) • Compare successive screenshot frames 
• Record title of current focus window 
• Record screen image 

• Sound Presence 
• Sound Level 
• Number of Speakers 

Microphone (DirectSound) • Compare microphone level to thresholds 
• Track level over time 
• Analyze sound for voices 

• Overall Presence Keyboard, Screen, Microphone • Time since last sensor change 
• Visual Presence 
• Visual Changes 
• Number of People 

Webcam (DirectX) • Compare successive frames for changes 
• Analyze frame for objects (e.g., people) 
• Record webcam image 

• Mouse Focus Target Mouse (UI toolkit) • Determine avatar mouse is pointing at  
• Eye Focus Target Eye Tracker (Custom API) • Determine avatar the user is looking at 
• In Conversation Chat Window (OMF events) • Determine who the user is conversing with 

3.1.4   Sensor and Monitor Examples 
Example OMF sensor managers and monitors are shown in Table 1. This is not  
an exhaustive list of possibilities; most of these specific examples were chosen based 
on our own experience with the first OM application and based on prior work on 
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predicting availability with sensor data [4, 7, 26]. That work suggests that keyboard 
activity, idle time, and the presence of sound can be very helpful in determining 
availability. Gathering active window titles and screen snapshots are sources that 
were used in the initial version of OM, but were seen by some users as too invasive 
[11]. We therefore added a monitor for this data source that only detects screen 
changes, rather than transmitting the actual screen image. The eye tracker and mouse 
monitors are unique to the OMF in that they are social monitors, described below.  

OMF also provides a simple extension mechanism for adding new monitors for ad-
ditional analyses, or new sensor managers for new data sources. This requires some 
coding by the application programmer – creating a new subtype of Monitor or Sen-
sorManager, and linking APIs for new hardware sensors to these classes – but the 
process is simple and existing classes can be used as templates.  

3.1.5   Views 
Gathering and display behaviors are rooted in the perceptual availability of awareness 
information. Gathering cannot occur if this information cannot be perceived, and 
display has no purpose if the information is unavailable to others. Awareness informa-
tion in OMF is made perceptually available via a view. OMF provides a basic visual 
view based on earlier OM systems [11]. However, application programmers can eas-
ily develop new views within the .NET environment (e.g., using XAML or Windows 
Forms), or can build displays that use sound or other feedback mechanisms. Views 
are client-specific (i.e., they are not WYSIWIS), and multiple views can run simulta-
neously on the same client. A standard data structure for each user simplifies the stor-
age of view-based information such as an avatar image, user name and ID, and the 
most recent awareness event data received pertaining to that user.  

3.2   Focus Level: Degree of Attention and Coupling 

As noted above, people do not respond the same way to interruptions from different 
people, and some interruptions result from serendipitous mutual attention. Alex may 
be available to Bill but not to Cathy, for example. Support for variation in treatment 
of contacts, and for awareness of mutual attention requires the capacity to share dif-
ferent information with certain contacts. Moreover, as Alex receives attention from  
Bill, he should be able to easily respond by displaying his own attention to Bill (indi-
cating interest or availability) or to a task or another user (indicating that he is busy). 
In OMF, this is accomplished via the focus level mechanism, which represents the 
level of attention that one user is paying to another.  

It is through focus levels that acts of gathering are coupled to acts of display, and 
that the correlation structure of gathering and display behaviors is maintained. First, 
the focus level of one user on another determines what information the first can gather 
about the second. Each awareness event includes a threshold focus level for event 
data display. This means that if Alex releases an awareness event with threshold level 
X, Bill will only see this event if his focus level on Alex is greater than or equal to X.  

More detailed information is therefore assigned a higher focus level.  
Second, the focus level of one user on another is used to notify the observed user 

(i.e., display to them) that gathering is taking place. Notification increases in salience 
as focus level increases. That is, Alex receives increasingly salient notifications as 
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Bill’s focus on him increases. Our OMNI system described below uses visual sali-
ence, but this could be accomplished with sounds or other cues as well. The key is 
that more detailed gathering behaviors correlate with more salient displays.  

Focus level is represented in the system as an integer (range: 0-5, with 0 as mini-
mum) for each user’s level of focus on each other user. Focus level is updated dy-
namically via social monitors, which detect one user’s focus on another. The 0-5 
range is based on experience with the initial OM version, suggesting that six levels 
provides enough variance for multiple means of gathering, and for displaying varying 
levels of interest without distracting the user. Further, focus is uni-directional. That is, 
Bill’s focus on Alex does not vary directly with Alex’s focus on Bill. Rather, each 
client stores a list of the current client’s focus level on all other users. As such there 
are two discrete focus level variables that describe Alex and Bill’s focus on each 
other. Thus, OMF is not a strict reciprocity-based system [46].  

Information displayed at each focus level in the current OM is listed in Table 3. 
This sequence is preliminary, but based on our experience with sharing similar infor-
mation in previous OM versions. The focus level mechanism could also be exploited 
in more powerful ways by providing multiple information streams at each level, or by 
providing progressively more detailed information from a single sensor. 

Table 3. Example focus levels and corresponding monitors. Note that information display is 
cumulative, such that each level includes the lower levels as well. 

Focus Level Data/Monitor (see Table 1) 
0 Overall Presence 
1 Keyboard Activity, Idle Time 
2 Screen Activity 
3  Current Window Title 
4 Microphone Activity 
5 Current Gaze Focus  

3.2.1   Changing Focus Level 
Focus level is increased via explicit indicators of attention from social monitors (e.g., 
mouse and eye-gaze data) and decreased over time via attenuation. With the mouse 
social monitor, for example, if Alex’s cursor hovers over Bill’s avatar for a predeter-
mined length of time the social monitor produces a focus change event that is distrib-
uted to all clients.  

Testing of earlier OM versions [11, 13] suggests that these trigger mechanisms 
must be carefully designed. For example, users tended not to use OM’s awareness 
features if it took more than a second for information to appear. We therefore increase 
focus level after one second of sustained attention to an avatar, and subsequently 
increment focus level by one after each second of continued attention. This continues 
until the observer stops focusing on the target, or focus level reaches its maximum. 
Focus then decreases over time at a linear rate when the observer stops focusing on 
the target. Decrease is slower than increase: 15 seconds to decrease from level 5 to 0, 
compared with 5 seconds to increase from level 0 to 5. 

As with views, the mechanisms for changing focus levels can be extended in  
OMF. For example, it would be simple for an application programmer to add a social 



 A Framework for Supporting Joint Interpersonal Attention in Distributed Groups 305 

monitor that changes focus levels through explicit keystrokes or commands, or that 
changed the way that focus level increases and decreases. 

3.2.2   Event Filtering 
As noted above, monitors generate events to be displayed only to users with at least a 
threshold focus level on the user generating the event. This presents the problem of 
how to broadcast events: should they be shared with all users, but displayed only to 
those viewing at the appropriate focus level (receiver-filter), or shared only with users 
at a particular focus level (sender-filter)? We chose the receiver-filter strategy to re-
duce the complexity of the system in terms of server query overhead. Given relatively 
low numbers of connected clients and sensors, broadcasting the data to all clients at 
once involves fewer operations and is simpler than a query-based model. This might 
be reconsidered, however, in an environment with a substantially greater number of 
clients or sensors. This means more network traffic, but this is acceptable since over-
all bandwidth requirements are low. 

3.2.3   Text Chat 
To support conversation, the OMF provides basic text chat. This is supported by the 
framework via the MessageEvent, a type of client-generated OM event characterized 
by a short text message, a sender and a receiver. The chat window implementation is 
similar to other text-based chatting systems, so we do not provide a detailed descrip-
tion here. However, OMF chat is novel in that conversations are a potential data 
source – that is, the ‘In Conversation’ monitor keeps track of who is talking to whom 
(Table 1), and can use this to help determine attention and focus level.  

3.4   An OMF Implementation Example: Eye Tracking and OMNI 

To illustrate the capabilities of the OMF, we here describe our current implementation 
of a system called OMNI, which combines a social monitor that reads data from a 
head-mounted eye tracker, and a projected peripheral-vision awareness view (Figure 
3). OMNI is an OMF implementation example intended for information or other of-
fice workers who work primarily at a desk but benefit from frequent informal interac-
tion with potentially remote colleagues (e.g., designers  [10], engineers, or researchers 
[2, 37]). Those with a different work environment may benefit from a different OMF 
implementation. Elements of this system have been reported previously [12], but this 
is the first explication of OMNI at the system level. 

3.4.1   The EyeTracker Social Monitor 
One problem that the OMF enables us to address is the difficulty of mapping natural 
face-to-face behaviors (e.g., glancing) to online interfaces. Joint action requires the 
capacity for easy response, and one way we accomplish this is by using an eye/head 
tracker to capture the user’s visual focus. Eye tracking is particularly appropriate for 
this context because interpersonal attention is often conveyed via the eyes. Looking at 
somebody implies interest, and looking away implies disinterest [3, 28, 36].  
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Fig. 2. Screen shots of two OMNI displays in use, with rows denoting what users Alex and Bill 
see. In Alex’s view, as Alex focuses on Bill, a halo appears around Bill’s avatar along with a 
line to indicate that he is being focused on. On Bill’s screen Alex moves closer to Bill’s avatar 
as Alex’s focus level on Bill increases. (A) is the remote user’s avatar, (B) is the local user, and 
(C) is sensor information about the remote user. 

We use an ASL H6 head-mounted eye tracker and a Flock of Birds magnetic head 
tracker in our current system. We acknowledge this is a cumbersome and expensive 
device, but note that eye tracking technology is rapidly falling in cost as it becomes 
possible to track unobtrusively and inexpensively via webcams (e.g., [16]). While our 
specific implementation necessarily relies on the details of our hardware, the general 
approach to eye tracking that we describe here is not device-dependent; it could be 
adapted to any device that provides (x,y) coordinate pairs on a defined plane in space.  

The eye tracker’s API libraries allow for the definition of planes in the real-world 
space. Each eye-tracker data point consists an (x,y) coordinate pair on a particular 
plane. Augmented by basic knowledge of the size, location, and resolution of the 
display that are defined as parameters, we determine when a user is visually attending 
to elements of the display; and in particular, when they are looking at another per-
son’s avatar. When this occurs and fixation is prolonged, the social monitor increases 
the focus level on the observed party. 

3.4.2   The OMNI Awareness View  
One problem with existing systems is the difficulty of noticing when others gather 
information. Where social and peripheral attention processes mean that people con-
stantly monitor their real world surroundings for the presence and gaze of others [41], 
limited screen space and window occlusion can limit attention to avatars or notifica-
tions online [38], and these displays can be distracting as well [12].  

The OpenMessenger Notification and Interaction (OMNI) view is intended to ex-
ploit the properties of human visual perception in concert with the eye tracker social 
monitor and OMF. In the OMF, OMNI is classified as a view. The OMNI display 
consists of avatars representing contacts currently logged in, in addition to basic 
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awareness information about these contacts. The display is projected onto a surface 
behind and above the user’s primary monitor (or displayed on a large screen in the 
same space), so that it appears in the periphery of the user’s visual field. Avatars are 
arranged in a semi-circle around the user’s primary monitor, with their spatial ar-
rangement initially determined by the order in which users login to the OM server, but 
this could be changed by the user to reflect natural groupings based on external fac-
tors such as project roles or relationship types.   

OMNI has two primary uses: 1) displaying others’ gathering behavior, and 2) fa-
cilitating gathering information about others. 

Displaying. For displaying others’ behavior, two visual parameters are manipulated: 
physical distance and motion. Physical distance of a contact’s avatar from the user’s 
body in the real world (presumed to be at the center of the display, though this could 
be altered) is inversely related to OM focus level. Contacts with a higher focus level 
on the current user (i.e., those that are gathering information) appear closer to the 
user. Distance between a user and a contact with focus level zero is defined by the 
vertical height of the display (i.e., the maximum possible distance given screen size 
constraints). Distance decreases by 20% of the overall distance with each increase in 
focus level until the avatars are touching at focus level five. 

In line with findings from [6], we use motion to attract user attention in the event 
of change. As a contact increases their focus on the current user, the contact’s avatar 
gradually moves toward the user on the OMNI display. Movement rate correlates 
directly with the rate of increase in focus level and occurs at a linear rate. As focus 
level decreases, the avatar moves away from the center at a rate slower than the ap-
proach. Movement away occurs more slowly to minimize distraction in the event that 
a contact looks back at an avatar soon after looking away.  

Gathering. When the current user wishes to gather information about a contact, they 
focus on that contact’s avatar (using a mouse, eye tracker, or other device with a so-
cial monitor). As they maintain focus on this avatar, more monitor information is 
displayed (see Figure 2) about that contact, reflecting the increase in focus level.  

At this point, our social monitor and view architecture becomes quite powerful in 
supporting joint action and the notion of approach as a form of interaction. Consider 
the case where Alex wishes to interact with Bill. Alex looks at his OMNI display  
 

 

Fig. 3. A user seated in front of an OMNI display, with four remote contacts. The user is fo-
cused on the leftmost contact, as indicated by the line. 
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and sees that Bill is online. He then fixates on Bill’s avatar to get more information 
(Figure 2) about him. As Alex gets more information (and his focus level on Bill 
increases), Alex’s avatar will move toward Bill’s on Bill’s OMNI display. Bill notices 
this and looks at Alex’s avatar, thus increasing Bill’s focus level on Alex. As Alex’s 
avatar moves toward Bill, more information about Alex (from his monitors) will ap-
pear next to Alex’s avatar on Bill’s display. If Bill continues to look at this informa-
tion, (i.e., as Bill’s focus level on Alex increases), Bill’s avatar on Alex’s display 
moves toward Alex. Alex knows that Bill has noticed him, and can watch his display 
to see if Bill continues to attend to him. With sustained attention, they could opt to 
start a conversation or simply be aware of each other’s interest. 

4   Discussion 

By focusing on both gathering and display of awareness information as interdepend-
ent components of the joint activity involved in negotiating mutual attention, OMF 
provides an extensible and general framework for experimenting with the manage-
ment of interpersonal attention. It is the product of four years of development efforts, 
including three versions of OM. Here we discuss the implications of some key design 
decisions and assess the OMF’s technical properties. 

4.1   Sensor Data for Both Gathering and Display 

We began by noting that prior systems often considered gathering and display in iso-
lation, but that in reality these behaviors often correlate or even overlap. One unique 
and important attribute of the OMF is that data from sensors are used for both gather-
ing and display. This stands in contrast to previous systems, which have largely 
treated sensor data primarily as a way to gather information about others (e.g., [7, 
24]). OMF’s sensor/monitor/focus level architecture is agnostic about who is “start-
ing” an interaction or who is “observing” vs. “being observed.” It uses sensor data to 
determine the focus of attention of both the observed party and the observer.  

The implications of this approach are illustrated by the Eye Tracker sensor. If the 
eye tracker detects Alex looking at Bill’s avatar, this single awareness event triggers 
both an increase in the amount of information Alex sees about Bill (gathering), as 
well as a notification to Bill that this is taking place (display). In this way, gathering 
and display are coupled more naturally, and it is technically possible to support the 
interactive aspects of awareness discussed by Schmidt [44]. 

More research and experimentation, however, are needed to implement mecha-
nisms for interaction via gathering and display in ways that will not confuse or over-
whelm users. This is the focus of our current and future research.   

4.2   Approaching, Interacting and Privacy   

Our second key point was that approach is a form of interaction, and people should be 
notified when others gather information about them. While the OMF supports notifi-
cation for joint action purposes, this does not mean that notification will occur every 
time information is accessed. From a privacy standpoint, OMF’s architecture supports 
but does not strictly enforce notification. Using Boyle’s [15] distinction between 
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confidentiality and solitude, we think about monitors as protecting the confidentiality 
of detailed sensor data, while focus levels protect solitude by reducing the amount of 
information that is displayed at any one time. 

The combination of these mechanisms means that there are two potential cases 
where gathering could occur without notification. The first of these results from pos-
sible variation in views between users. It is possible that a user could implement or 
select a view that, for design or other reasons, does not display instances of certain 
types of gathering by other users. In these cases, the user would not be notified when 
these types of gathering took place. Second, receiver-side filtering of awareness 
events means that data are sent to clients regularly, but notification is provided to an 
observed user only when the data are accessed via a view. As data is stored on the 
client, it is theoretically possible that the user could hack the system for access in a 
way that does not result in notification. While these issues merit consideration, we do 
not feel they present a major threat to privacy because they seem unlikely to occur 
often in trusted groups of collaborators, and because the OMF provides other privacy 
controls that regulate what information is shared. Technical Assessment of OMF. 

Generality. The OMF is general in that it can theoretically handle any type of aware-
ness-based attention management in which users gather information about the dis-
played activity or status of their collaborators, and adjust or update their own activi-
ties based on this information. The framework can easily be extended to incorporate 
data from any software or hardware sensor providing a data stream that can be parsed 
by an OMF monitor. This could include information to support nonverbal or semi-
synchronous communication, or those that provide additional verbal/synchronous 
channels (e.g., audio, video).  

The framework architecture also supports easy development of novel mechanisms 
for increasing or decreasing focus. While our sample implementation increases focus 
level when another user’s avatar is the focus of attention, this could be extended to 
increase focus when users are focused on the same object (e.g., a document), or even 
when certain users are focused on each other.  

Flexibility. The ideas behind OMF have been tested primarily with synchronous or 
semi-synchronous interaction, but the design of the framework is such that the archi-
tecture and general implementation approach could be adapted for use in other sys-
tems - other awareness / messaging systems, but also in a variety of other applications 
(e.g., shared editors, workflow systems, or document sharing).  

The framework is flexible enough to be used in a variety of contexts, although we 
have primarily developed and tested it in a desktop/office environment. The general 
architecture, however, means that a group of users could be using individual clients 
with very different sensors, sensor managers, monitors and views; but these could all 
smoothly exchange data via the common structure of awareness events and focus 
level. In future we plan to adapt the system to mobile devices and sensors. 

Performance. The nature of the OMF and current implementations means that the 
computation and bandwidth requirements for the framework are small. In particular, 
sensing, monitoring, and distribution of information functions of the OM framework 
are lightweight. We will consider performance further in future work. 
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4.3   Limitations and Future Work 

There are several limitations that provide opportunities for substantial future work. 
One clear limitation in our assessment is the lack of a field or laboratory evalua-

tion, and this is part of our immediate future plans. We do not focus on this here, but 
instead point to several other key questions. First, we provide an operational and con-
ceptual framework for supporting joint attention management, but leave aside sub-
stantial questions about how sensor data should be parsed, interpreted and aggregated 
as the number of sensors and granularity increase. Parsing sensor data has received 
substantial attention in recent years (e.g., [7, 25, 42]) and we aim to incorporate and 
build on these techniques. Relatedly, we currently use a naïve approach to increasing 
focus levels that assigns equal weight to different modes of input. We aim to develop 
a more sophisticated model, defined within OMF, that reflects the nuance of cues and 
modes of social attention.  

5   Conclusion 

We have presented a joint action approach to interpersonal attention management in 
supporting awareness and informal interaction. In our approach, actions are assumed 
to occur in anticipation of or in response to acts by others. Our OpenMessenger 
Framework provides operational solutions for the problems of: 1) discerning focus of 
attention, and treating this differently when focus is on another person; 2) allowing 
for joint action both during and prior to conversational interaction; and 3) allowing for 
awareness of other users’ presence and behavior. The software and examples are 
available at: http://collabtech.hci.cornell.edu/projects/openmessenger.php so that 
other researchers can further test and explore the idea of joint attention. 
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Abstract. Do teams achieve important usability goals most of the time? Fur-
ther, is goal achievement uniform or are practitioners more mindful of some 
goals than others? This paper presents an empirical study on usability goal 
achievement in industry projects. We used Usability Goal setting Tool (UGT), a 
recommender system that helps teams set, prioritize, and evaluate usability 
goals. The practitioner creates profiles for the product and its users. Based on 
these inputs, UGT helps the practitioner break down high-level usability goals 
into more specific goal parameters and provides recommendations, examples, 
and guidelines to assign weights to these parameters. UGT suggests strategies 
to evaluate goal parameters after the design is ready and assign them scores. 
UGT was used to collect data from 65 projects in the Indian software industry 
in which participants assigned weights and scores to the goal parameters. The 
30 goal parameters suggested by UGT were found to be internally reliable, and 
having acceptable granularity and coverage. It was observed that goal parameter 
weights and scores correlated, but only moderately. Another interesting obser-
vation was that more than a third of the important goal parameters did not score 
well. We identify eight goal parameters that are typically high-weighted but 
have poor weight-score correlations. We call these “latent but important” goal 
parameters. Design teams will do well to pay closer attention to these goal pa-
rameters during projects.  

Keywords: Usability goals achievement, usability goal parameters, latent goals, 
design tools, methods. 

1   Introduction  

Setting goals is an important step early in the design process. Setting goals before 
design gives the team a target to achieve. Goals help guide the design process, make 
the design activity tangible, and help evaluate the designs. In the field of human-
computer interaction (HCI), often multi-disciplinary teams are involved; hence, set-
ting goals early and getting an agreement from all stakeholders is important. 

Goals have been discussed extensively in HCI literature [1-9]. To help teams  
set goals, we developed a Usability Goal Setting Tool (UGT) [10], [11]. UGT main-
tains a repository of profiles of past projects, their users, goals, and scores. Based on 
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this experience, UGT provides guidance to HCI practitioners to set and evaluate us-
ability goals in new projects. Is such a tool necessary or is the current knowledge, 
skills and practices sufficient to let HCI practitioners set usability goals and evaluate 
products against them? During our interactions with software development teams in 
the industry, we observed that HCI practitioners are often unclear about the usability 
goals of the product they are designing. In some cases, the HCI practitioners are clear, 
but there is no explicit agreement on these by the other stakeholders in the team.  

The questions we investigate in this paper are: To what extent do teams achieve 
their usability goals? Do teams achieve the important usability goals most of the time? 
Further, is goal achievement uniform or are practitioners more mindful of some us-
ability goals than other?  

We collected retrospective data with the help of UGT from projects in the Indian 
industry to evaluate goal achievement. We explored the data to establish the coverage, 
relevance, granularity, and internal reliability of the goal parameters.  

In section 2, we review literature related to goal setting in design and in HCI litera-
ture. Section 3 gives an overview of UGT. In section 4, we present the data collected 
from industry projects and investigate the coverage, relevance, granularity, and inter-
nal validity of goals suggested in UGT. Section 5 investigates the goal achievement in 
these projects. Section 6 talks about conclusions and future work. 

2   Goals in Design and HCI 

The importance of goal-driven design has been stressed in literature for a long time. 
Design for a ‘need’ has been a part of traditional industrial design thinking. Charles 
Eames reportedly said, “Design is a plan for arranging elements in such a way as 
best to accomplish a particular purpose” [12]. Archer explains that since design is 
necessarily associated with change, identifying goals means “defining the needs and 
pressures, which constitute the driving force for change”. The first step is to deter-
mine the goals of the design effort together with “the essential criteria by which a 
‘good’ solution will be distinguished from a ‘not so good’ solution” [13].  

The closely related fields of HCI, usability, interaction design, and information ar-
chitecture emphasise the importance of usability goals. ISO 9241 defines usability as 
the extent to which a product can be used by specified users to achieve specified goals 
with effectiveness, efficiency, and satisfaction in a specified context of use [2]. 
Shneiderman and Nielsen agree on five high-level usability attributes of a product – 
learnability, speed of use, error-free use, retention over time, and subjective satisfac-
tion [7], [1]. Mayhew categorizes usability goals as qualitative and quantitative, and 
as performance goals, preference goals, and satisfaction goals [3]. ISO 9126-1 de-
scribes usability in terms of understandability, learnability, operability, and attractive-
ness [4]. Cooper and Reimann emphasise the importance of goals in usability and 
interaction design process [6]. Hornbæk et al. suggest a technique to integrate busi-
ness goals in usability evaluations [9]. Bevan summarises several other ways of or-
ganising usability measures, which could be looked upon as goals [8].  

One purpose of defining these usability goal-sets was to reduce the ambiguity as-
sociated with the terms “usability” or “user-friendliness”, and define them in terms 
of measurable components. Usability has been recognised to be a multi-dimensional 
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property that needs to be broken down into measurable attributes such as learnability, 
speed of use etc. [1].  

However, these attributes themselves are still at too broad to be interpreted consis-
tently in the context of a given project. For example, one can interpret learnability as 
“users should take less time to learn to use the product” or as “users should be able 
to learn to use the product on their own”. Error-free use could be either interpreted as 
“product should not induce errors”, “product should tolerate user’s errors”, or 
“product should help the user recover from errors”. These interpretations could lead 
to communication gaps between team members and could make it difficult to evaluate 
the design. As summarised below, our approach in UGT is to split high-level usability 
goals into more granular, measurable, and less ambiguous goal parameters.  

Relatively recent research interest in human emotions has broadened the traditional 
focus of researchers from usability to user experience. However, approaches to user 
experience goals are not universal. Unlike in usability, where high-level goals have 
been more or less agreed upon, when it comes to user experience design, there seems 
to be much less agreement. After a survey of user experience professionals, Law et al 
concluded that the concept of user experience is dynamic, context-dependent, and 
subjective [14]. There is no single accepted definition of what user experience is, and 
some researchers question whether the user experience could be designed at all [15].  

While there may be no explicit agreement on a list of user experience goals, most 
practitioners favour a “goal-driven” approach in design of interactive products, e.g. 
[3], [5], [6]. When a practitioner sets goals in a particular project, he may not explic-
itly differentiate between whether a particular goal is related to usability of the prod-
uct or its broader user experience.  

In a typical industrial context, it may not be possible to meet all goals and it is nec-
essary to prioritize. Depending on the context, users, and platform, some goals may 
be more important for a project, while others might be irrelevant. The need of priori-
tising goals has been acknowledged for a while. For example, Archer talks about 
“rank ordering” sub-problems as a method of prioritizing goals and resolving con-
flicts [13]. More recently, Cross talks about an objective tree method – organizing 
objectives into a hierarchy of higher and lower level objectives [16]. Shneiderman 
states, “a clever design for one community of users may be inappropriate for another 
community”, and “an efficient design for one class of tasks may be inefficient for 
another class” [7]. However, other than UGT (which we summarise below), there has 
been no guidance to prioritize usability goals systematically.  

In our earlier work, we found that goal achievement is affected by the process. 
When HCI activities are better integrated with software development, teams following 
Agile processes achieve their usability goals better than teams following the Waterfall 
process [17]. We also found that unless they integrate HCI activities with software 
development rigorously, companies providing software development services do 
worse in usability goals achievement than companies involved in software product 
development. Elsewhere, we report the relative contributions of different HCI activi-
ties on goal achievement [18]. 

Despite the extensive literature on usability goals, there have been no empirical 
studies on the extent of usability goals achievement. We also do not know if some 
usability goals are achieved more frequently than others are. Further, it is not clear 
whether the current understanding of goals among practitioners is sufficient, or tools 



316 A. Joshi and N.L. Sarda 

such as the UGT are necessary to improve goal achievement. In this paper, we present 
one such study. 

3   UGT Overview 

The primary purpose of UGT is to help set usability goals, given a context of user 
goals and business goals [10]. This section provides an overview of UGT. A more 
detailed version of UGT including systematic instructions is available online [11].  

UGT is envisioned as a recommender system (Fig. 1). Based on prior experience of 
similar product and user profiles, UGT recommends priorities for usability goals. 
UGT also recommends usability evaluation guidelines. At all times, the practitioner 
has the freedom to add goals, edit, or re-word the suggested goals, to regroup goals, or 
to evaluate them differently than suggested in UGT. These decisions are collected and 
fed back into UGT to improve its recommendations in future, making UGT flexible 
and extensible. 

 

Fig. 1. An overview of UGT usage workflow 

3.1   Goal Parameters in UGT 

UGT helps break down high-level usability goals into 30 concrete, specific, and 
measurable goal parameters (Table 1). These were derived from the usability attrib-
utes suggested by Shneiderman [7] and Nielsen [1], and elaborated through brain-
storming and formative evaluations as discussed in [10]. Our attempt is to keep these 
goal parameters granular, concrete, and yet relevant to a large number of projects. 

The HCI practitioner determines the importance of each goal parameter in the  
context of his project by assigning it a suitable weight. Weights express the relative 
importance of goal parameters in the context of a project. For example, a product 
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meant to be used several times a day is likely to have higher weight for a speed re-
lated goal parameter such as goal parameter 8, “user must be able to do primary task / 
frequent tasks quickly, easily, at all times”. A one-time use product might give higher 
weight to learnability and ease of use goal parameters such as 1, “findability: options 
/ data / information should be visible / easy to find” and 17, “intuitiveness: user 
should be able to predict the next step / task”. A life-critical product is likely to rate 
highly error-free use goal parameters such as 25, “product should not induce errors” 
and may sacrifice a learnability goal parameter such as 3, “users should be able to 
learn on their own”.  

We suggest the following scale for assigning weights: Extremely important / 
unique selling proposition (5), very important (4), important (3), usual relevance / 
hygiene factor (2), somewhat relevant (1), irrelevant (0). Based on experience of prior 
projects, UGT recommends weights for the goal parameters on this scale [11].  

We do not claim that the goal parameters and weights recommended by UGT cover 
all aspects of user experience in every situation. They are suggestive of the kind of goals 
that the practitioner could set. An experienced practitioner may assign different weights, 
add, edit, or re-word the suggested goal parameters, or group goal parameters differently 
if preferred. Yet, as we report below, the current list of goal parameters seems to have 
wide coverage, reasonable relevance, and sufficient granularity.  

Goal-setters should be aware that while it may be tempting to set a high weight to 
each goal parameter, it might not be necessary, practical, or even possible to achieve 
such a design. The weights should reflect the priorities of the business, the stake-
holders, and the users. The weights would help prioritize usability evaluation activity 
as the highest rated goals and parameters would be evaluated more rigorously.  

After the evaluation, practitioners can assign a score to each goal parameter. We 
suggest the following scale for assigning scores: Outstanding, exceptional, best possi-
ble user experience against this goal parameter (100); acceptable, good enough, 
though not exceptional (75), undecided, neither good nor bad (50), bad, but not the 
worst (25), very bad, worst possible user experience for this goal parameter (0).  

Table 1. Goals and goal parameters in UGT 

 Learnability 

1 Findability: options / data / information should be visible / easy to find 

2 User should take less time to learn: (e.g. in < 10 minutes, in < 2 hours practice) 

3 Users should be able to learn on their own 

4 Product should be internally consistent 

5 Product should be consistent with other products, older methods / past habits  

6 Product should be consistent with earlier version  

7 User should remember / retain critical, but infrequent tasks 

 Speed of use 

8 User must be able to do primary task / frequent tasks quickly, easily, at all times 

9 User should be able to navigate quickly and easily 

10 Product should not load user’s memory / product should not put cognitive load  

11 Flexibility: User should control the sequence of tasks 
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Table 1. (Continued) 

12 User should be able to complete tasks in specific time / no. of steps / in less efforts 

13 Product should be personalised for the user automatically 

14 Product should be localised for specific market segments 

15 User should be able to customise the product for himself 

 Ease of use 

16 Interface should clearly communicate the conceptual model 

17 Intuitiveness: User should be able to predict the next step / task 

18 No entry barrier: user must be able to complete critical first tasks 

19 Product should require no unnecessary tasks 

20 Product should automate routine tasks / minimise user task load 

21 Product should be always on, always accessible 

 Ease of Communication 

22 Information architecture: well aggregated, categorised, presented  

23 Communication should be clear / user should easily understand text, visuals 

 Error-free use 

24 Product should give good feedback / display its current status 

25 Product should not induce errors 

26 Product should tolerate user’s errors / forgiving interface / should prevent errors 

27 Product should help user recover from errors / help users troubleshoot problems 

 Subjective Satisfaction 

28 User should feel in control of the product / behavioural appeal 

29 User should feel emotionally engaged / brand / fun / reflective appeal / trust 

30 User should find the product aesthetically appealing / visceral appeal  

 Other goals 

 Add goal parameters specific to your project here. 

  

3.2   Using UGT 

The HCI practitioner approaches UGT when he is clear about the product brief and 
has sufficient understanding about the domain, the problems, the context, and the 
users. Using UGT involves four steps: initiate, set goals, review goals, and set evalua-
tion guidelines.  

To begin with, UGT asks the practitioner to specify the product profile and one or 
more user profiles. The product profile captures information such as the industry 
domain, the work-practice domain, the expected cost to the user, the platforms, and 
the number of user profiles. Each user profile captures further information such as the 
age, the expected level of tech-savvyness of the user, the frequency of use, the prod-
uct complexity, and the motivation of the user to use the product.  

The product profile and the user profile form the input to UGT. Based on  
these, UGT provides recommendations for assigning weights to the goal parameters. 
Detailed recommendations for all the 30 goal parameters are available online [11]. 
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These recommendations have been derived from experience of projects for which 
UGT has been used so far. 

After the practitioner has done one pass of assigning weights to goal parameters, 
the list of goal parameters is re-presented, this time sorted by their weights. Goal 
parameters with weights that deviate substantially from the recommended range are 
highlighted. The practitioner reviews the weights and tweaks them. This step was 
introduced because it was observed during evaluations that practitioners over-
assigned weights in the first pass, but preferred to tone them down during a review.  

UGT recommends evaluation guidelines of each goal parameter. It recommends 
at least one possibility for a user-based test and one for a review-based evaluation. 
The evaluation guidelines for the 30 goal parameters are available online [11]. These 
are based on the formative evaluation reported in [10], and further data from projects 
where UGT has been applied so far.  

As shown in Fig. 1, UGT has self-learning capabilities. The practitioner may use 
UGT recommendations or choose to override them. These decisions are captured and 
fed back to enrich UGT further. As UGT collects data from more projects, it gives 
more accurate and relevant recommendations.  

4   Data and Analyses 

Using UGT, we collected data about goal parameter weights and scores from indus-
trial projects. First, we evaluate whether UGT goal parameters have sufficient cover-
age, relevance, and granularity, and whether the weights and scores used in UGT are 
internally reliable. Next, we determined the extent to which the HCI practitioners 
achieved goals of their projects, and whether practitioners are likely to be equally 
mindful of all goals parameters.   

HCI practitioners from the Indian IT industry were trained on UGT. Then they 
were invited to participate in the study by contributing data from industry projects that 
they had recently completed. For each project, following data was collected:  

• Product profiles and user profiles 
• Goal parameter weights (0-5) 
• Goal parameter scores (0-100). Participants were encouraged to use information 

from usability tests, reviews, and user feedback where available while giving their 
scores.  

44 HCI practitioners participated and contributed data from 65 projects. Some partici-
pants contributed data from more than one project. The participants came from a wide 
variety of companies including four large (25,000+ employees) companies engaged in 
developing software on contract, a few relatively smaller companies, some multi-
national companies with large product development centres in India, and smaller 
product development companies. The projects represented a wide variety as well. 
These included different platforms (desktop, web and mobiles), industry domains 
(finance, telecom, entertainment etc.), targeted users (call centre agents, sales persons, 
farmers etc.), types of business models (contracted software development companies 
and product companies), and process model used (waterfall and agile).  
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Table 2 lists the number of projects that assigned a particular weight (from 0 to 5) 
and a particular score (0-25-50-75-100) to each goal parameter. It also lists the means 
and standard deviations of weights and scores of each goal parameter. 

Table 2. Number of projects that assigned a particular weight to a goal parameter, goal parame-
ter weight means and standard deviations, number of projects that assigned a particular score to 
a goal parameter, and goal parameter score means and standard deviations. # refers to the goal 
parameter numbers in Table 1. (n = 65) 

# No. of projects out of 65 with 
weights 

Weights No. of projects out of 65 with scores Scores 

 0 1 2 3 4 5 Mean SD 0 25 50 75 100 Mean SD 

1 0 0 3 13 30 19 4.00 0.83 0 1 16 38 10 71.92 16.83 

2 1 5 12 24 17 6 3.06 1.13 0 7 22 31 5 63.08 19.82 

3 5 6 15 14 19 6 2.83 1.40 5 5 16 36 3 60.38 24.56 

4 1 4 17 19 17 7 3.05 1.16 2 4 18 28 13 67.69 24.09 

5 5 5 19 18 8 10 2.75 1.41 4 7 31 17 6 55.38 24.40 

6 37 3 8 6 6 5 1.32 1.75 34 1 14 14 2 30.38 34.09 

7 10 12 11 17 10 5 2.31 1.52 8 7 26 22 2 51.15 25.93 

8 3 3 5 14 28 12 3.49 1.28 4 2 10 33 16 71.15 25.86 

9 1 1 12 11 30 10 3.51 1.11 0 7 11 32 15 71.15 22.63 

10 1 2 23 14 17 8 3.05 1.18 4 10 15 33 3 58.08 25.04 

11 7 8 16 19 11 4 2.48 1.37 6 9 22 25 3 53.85 25.86 

12 4 1 13 20 15 12 3.18 1.33 2 3 22 31 7 64.62 21.60 

13 15 10 12 6 17 5 2.23 1.70 19 9 12 21 4 43.08 33.80 

14 17 12 8 10 9 9 2.14 1.79 20 5 18 13 9 44.62 35.77 

15 29 9 6 8 9 4 1.55 1.73 33 6 9 13 4 30.38 35.21 

16 0 5 8 18 21 13 3.45 1.17 0 4 20 37 4 65.77 17.44 

17 1 4 11 25 18 6 3.12 1.10 0 3 27 27 8 65.38 19.11 

18 7 6 10 19 16 7 2.80 1.47 6 8 20 25 6 56.54 27.34 

19 3 2 19 26 12 3 2.78 1.08 1 9 16 32 7 63.46 23.00 

20 10 7 12 16 16 4 2.51 1.51 9 8 22 23 3 51.15 27.75 

21 10 6 16 10 10 13 2.66 1.70 13 6 11 26 9 54.62 33.92 

22 0 1 3 24 18 19 3.78 0.98 0 3 15 34 13 71.92 19.52 

23 0 0 5 14 29 17 3.89 0.89 0 3 17 31 14 71.54 20.19 

24 0 0 10 21 22 12 3.55 0.97 1 5 19 27 13 67.69 23.27 

25 3 0 17 24 14 7 3.03 1.16 3 6 22 30 4 60.00 22.88 

26 3 6 20 24 10 2 2.58 1.10 4 7 28 20 6 56.54 24.72 

27 2 5 19 18 16 5 2.86 1.20 3 7 24 24 7 59.62 24.48 

28 1 2 9 28 19 6 3.23 1.01 3 2 15 40 5 66.15 21.39 

29 8 12 10 15 12 8 2.54 1.58 11 7 24 17 6 50.00 29.97 

30 2 6 18 21 14 4 2.78 1.17 2 9 20 26 8 61.15 24.62 
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4.1   Goal Parameter Coverage, Relevance, Granularity and Reliability 

While recommending goal parameters in UGT, our aim was to achieve a reasonable 
level of granularity so that the goal parameters are concrete, specific, measurable, and 
interpreted unambiguously. At the same time, we wanted the goal parameters to be 
widely applicable, relevant to a large number of projects, and internally reliable. We 
evaluated the data from projects to verify if this was indeed the case. 

Coverage is the extent to which the goal parameters suggested by UGT suffice the 
goal-setting needs of a project. One method of evaluating if UGT has enough cover-
age was to look at how many new goal parameters were added by practitioners. 
Throughout the study, the participants had the freedom to add, edit, merge, or regroup 
goal parameters if the suggested ones did not suit their needs. This was indicated to 
them at the beginning of the study. To remind the participants, the UGT form always 
had blank lines under each group of goal parameters and at the bottom as shown in 
Table 1. After assigning goal weights, the participants were encouraged to express 
goals relevant to their projects beyond the ones listed in UGT. 

A majority of the participants did not specify additional goal parameters. The goal 
parameters currently recommended in UGT could express goals in 59 out of 65 pro-
jects to the satisfaction of the practitioners in those projects. Practitioners of only 6 
projects added goal parameters. Among these, 4 specified one additional goal parame-
ter each, and 2 specified 2 additional goal parameters each. We can conclude that 
currently UGT has a reasonable coverage and is applicable to a majority of projects in 
the industry.  

Relevance is the number of goal parameters that could be removed from UGT 
without hampering coverage significantly. Table 2 lists the number of projects that 
assigned a particular weight to each goal parameter. Out of the (65 projects x 30 goal 
parameters=) 1,950 cases, a weight greater than 0 is assigned to 1,757 (90%) cases 
and in only 193 (10%) of the 1,950 of the cases, the weight was set to 0 (irrelevant). 
As we can see in Table 2, weight 0 is not restricted to a few goal parameters, but 
spread across several. Further, even goal parameters weighted irrelevant by a large 
number of projects (goal parameter 6 and 15, for instance) have been weighted impor-
tant (3 or more) by many other projects. We can conclude that the goal parameters 
suggested in UGT are relevant to projects.  

Granularity is the extent to which UGT helps break down high-level goals into 
concrete goal parameters. Our aim was to achieve a good balance of granularity. We 
wanted the goal parameters to have sufficient granularity to allow practitioners to 
express themselves precisely, and yet not so fine that they cannot differentiate be-
tween adjacent elements. If the list of suggested goal parameters were too long, it 
could hamper the usability of UGT itself. 

We could consider the granularity of UGT in two ways; the granularity of the goal 
parameters and the granularity of the scale (weights 0-5).  

During the study, the participants seemed comfortable with the scale. Assigning a 
specific meaning to each point on the scale seems to have helped. Once they got used 
to it, the participants could easily differentiate between the adjacent points on the 
scale and could justify why one goal parameter would have a weight of 2 while an-
other would have a weight of 3.  
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Granularity of the goal parameters is harder to evaluate. In some cases, a few of the 
goal parameters could be split up further and made more granular, e.g. goal parameter 
29 “user should feel emotionally engaged / brand / fun / reflective appeal / trust”. On 
the other hand, since none of the participants felt the need for doing so for their pro-
jects though they had a choice, it is perhaps not necessary.  

Our objective behind splitting high-level goals into goal parameters is to make goal 
setting less ambiguous and consistently interpretable. During the study, participants 
could interpret the goal parameters unambiguously. Occasionally, they needed to refer 
to the UGT documentation and go through examples for some of the goal parameters. 
Nevertheless, once they understood the meaning, they could unambiguously interpret 
the goal parameter in the context of their project, determine its importance, and think 
of ways to evaluate that goal parameter. We believe that we have achieved a right 
balance of granularity in UGT goal parameters. Of course, in case a particular project 
needs more granular goal parameters, UGT always allows for the flexibility.  

When variables are used as components of a larger construct, their internal consis-
tency reliability is important. Internal consistency reliability is the extent to which 
individual variables are measuring the same underlying construct of interest [19]. 
Cronbach’s alpha evaluates the variation accounted for by the true score of the under-
lying construct. Cronbach’s alpha above 0.7 is considered an acceptable measure of 
internal reliability. To test if any particular component varies differently than the 
other components, and therefore does not measure the same underlying construct, that 
component is dropped and alpha is calculated again with remaining components. If 
the resulting alpha increases substantially, then that component is not measuring the 
same underlying construct and it must be deleted.  

The overall internal reliability of the 30 goal parameters in the 65 projects using 
Cronbach's alpha was 0.7870 for the weights, and 0.8733 for the scores. Both values 
indicate an acceptable level of internal reliability. Each of the 30 goal parameters was 
deleted by turns and Cronbach’s alpha was re-calculated for the remaining 29 goal 
parameters. The resulting alphas did not vary much – from 0.7720 to 0.7969 for 
weights and from 0.8629 to 0.8780 for scores. The alpha resulting from dropping any 
particular goal parameter did not increase by much (maximum increase < 0.01). We 
can conclude that the 30 goal parameters are internally consistent and essential to 
measure the same construct. 

5   Goal Achievement 

We analysed extent to which the HCI practitioners achieve goals of their projects. In 
an ideal situation, design teams would like to score well against all goal parameters. 
In practice, if resources were limited, design teams would still like to score well on 
high-weighted goal parameters. This analysis was done to test the following hypothe-
sis: Design teams naturally concentrate on achieving the high-priority goals; goal 
weights and goal scores are positively correlated.  

This hypothesis can be tested in two different ways. We can evaluate the correla-
tion between the mean weights and mean scores of the 30 goal parameters reported in 
Table 2. However, mean weights and scores can disguise the divergence between 
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individual weight-score pairs. Therefore, we can also evaluate the correlations be-
tween individual weight-score pairs (65 projects x 30 goal parameters = 1,950 pairs). 

Pearson’s correlation r is used to evaluate correlations between parametric vari-
ables, where r2 indicates the extent of variation in the dependent variable because of 
the independent variable [20]. Pearson’s correlation of mean weights and mean scores 
of the 30 goal parameters (Table 2, n = 30) was calculated. A significant positive and 
strong correlation resulted (r = 0.957, n = 30, p < 0.0005, r2 = 0.916). We can con-
clude that the mean weights of goal parameters strongly correlate with mean scores of 
goal parameters, and mean weight of goal parameters predicts 91.6% variation in 
mean scores.  

Next, a crosstabs summary was generated for the 1,950 weight-score pairs (Table 3). 
This shows how many goal parameters achieved each weight-score pair. For example, 
among the goal parameters that were set a weight of 5, 52 achieved a score of 100, 
while 97 achieved a score of 75. We can see that out of 1,950 goal parameters 757 
(43%) scored 50 or less (undecided or worse). A matter of particular concern is that goal 
parameters with weights 3, 4 and 5 (the important goal parameters) scored 50 or less in 
39%, 36% and 33% cases respectively (the gray cells in Table 3).   

Table 3. SPSS crosstabs output for 30 goal parameter weights and scores for 65 projects. The 
highlighted cells (important, but low-scoring goal parameters) are a matter of concern. 

 Goal score Total 

0 25 50 75 100  

Goal 

weight 

0 144 

(75%) 

9

(5%)

19

(10%)

19

(10%)

2 

(1%) 

193 

(100%) 

 1 21 

(14%) 

35

(24%)

44

(30%)

37

(25%)

10 

(7%) 

147 

(100%) 

2 17 

(5%) 

41

(11%)

142

(39%)

146

(40%)

23 

(6%) 

369 

(100%) 

3 10 

(2%) 

37

(7%)

157

(30%)

254

(49%)

60 

(12%) 

518 

(100%) 

4 11 

(2%) 

28

(6%)

138

(28%)

256

(51%)

65 

(13%) 

498 

(100%) 

5 1 

(0%) 

18

(8%)

57

(25%)

97

(43%)

52 

(23%) 

225 

(100%) 

Total 204 

(11%) 

168

(9%)

557

(29%)

809

(42%)

212 

(11%) 

1,950 

(100%) 

 
Spearman’s rho is used to evaluate correlations between ordinal variables and the 

square of the Spearman’s rho indicates the extent of variation in the dependent vari-
able because of the independent variable [20]. As the goal parameter weights and 
scores are ordinal variables, a Spearman’s rho was calculated between the 1,950 pairs 
of weights and goal parameter scores reports. A statistically significant correlation 
emerged but the value of the rho was quite small (rho = 0.391, n = 1,950, p < 0.0005). 



324 A. Joshi and N.L. Sarda 

A correlation value between 0.25 and 0.5 is considered a moderate association. The 
rho2 = 0.153. This indicates that only 15.3% of the variation in the goal parameter 
scores is explained by the variation in the goal parameter weights. 

While mean weights and mean scores of goal parameters correlate very well, indi-
vidual goal parameter weight-score pairs correlate only moderately, and as many as 
36.8% of the important goals are not achieved. This could have happened possibly 
because the practitioners did not set usability goals systematically during the project, 
or because they did not track goal achievement of important goals explicitly at the end 
of the project. As a result, they may have not explicitly realised the importance of 
some of the goal parameters for their projects until they participated in our study.  

A limitation of this study was that data was collected retrospectively, i.e. after the 
projects were completed, and this may have introduced some biases in the data. How-
ever, this may not be significantly affecting our main finding that a large proportion 
of important usability goals are not achieved. It is anecdotally observed that practitio-
ners set more ambitious goals in the beginning of the project than at the end. If at all, 
it could be possible that in reality an even larger proportion of important usability 
goals are not achieved.  

5.1   Latent Goals and Explicit Goals 

If the practitioner knew that a goal parameter is important in the context of a project, 
he would strive to achieve it well. In our study, he would assign that goal parameter a 
high weight. If he were successful in achieving that goal parameter, he would also 
assign it a high score.  

A high correlation between the weights and scores of a particular goal parameter 
across projects (Fig. 2a) indicates that largely, practitioners put in efforts to achieve 
high scores against that goal parameter in projects where it was important. Con-
versely, a low correlation (Fig. 2b) indicates that scores of that goal parameter are 
independent of its weights. This could happen if either the goal parameter is either 
particularly easy or difficult to achieve (and hence uniformly high or low scores), or if 
the practitioners were not mindful of that goal parameter during projects.  

 

(a) 
 

(b) 

Fig. 2. Importance / achievement scatter plot for (a) a highly correlated goal parameter, and (b) 
a non-correlated goal parameter (hypothetical data). Each dot represents data from one project. 
The pink area represents the projects that gave weight of 3 or more, but scored 50 or less.  
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If practitioners were equally mindful of all goal parameters during development, 
there would not be a large variation between weight-score correlations across goal 
parameters. On the other hand, if some goals tended to be “latent” (i.e. the practitio-
ners were less mindful of them during development), these would tend to have lower 
weight-score correlations. This analysis was done to test the following hypothesis: 
Design teams are equally mindful of all goal parameters; weight-score correla-
tions do not vary much across goal parameters.  

Spearman’s rhos were calculated to explore the relationship between weights and 
scores for individual goal parameter across the 65 projects. Table 4 lists the rhos and 
significances for the 30 goal parameters, along with mean weights and mean scores. 
The statistically significant rhos  (p < 0.05) are highlighted in grey. The table has been 
sorted in the descending order of mean weights assigned to each goal parameter.  

Table 4. Spearman’s rhos for weights and scores, rho significances of individual goal parame-
ters (n = 65 projects each). The mean weights and mean scores are reproduced here from Table 
2 for convenience.  

 Goal parameters (see  
Table 1 for longer names) 

Spearman’s rho for 
weight – score

Significance of 
rho p <=

Mean weights 
(0-5)

Mean scores  
(0-100) 

1 Findability 0.17 0.186 4.00 71.92 

23 Clear communication -0.19 0.138 3.89 71.54 

22 Info architecture -0.12 0.335 3.78 71.92 

24 Feedback -0.02 0.901 3.55 67.69 

9 Quick and easy navigation 0.09 0.482 3.51 71.15 

8 Do primary tasks quickly 0.34 0.006 3.49 71.15 

16 Conceptual model 0.03 0.834 3.45 65.77 

28 Users feel in control 0.17 0.181 3.23 66.15 

12 Complete tasks in time 0.17 0.186 3.18 64.62 

17 Intuitiveness 0.23 0.070 3.12 65.38 

2 Less time to learn 0.22 0.074 3.06 63.08 

4 Consistent: internally 0.39 0.001 3.05 67.69 

10 Memory / cognitive load 0.02 0.897 3.05 58.08 

25 Not induce errors -0.04 0.725 3.03 60.00 

27 Help error recovery 0.21 0.092 2.86 59.62 

3 Learn on their own 0.54 0.0005 2.83 60.38 

18 No entry barrier 0.28 0.021 2.80 56.54 

19 No unnecessary tasks 0.07 0.558 2.78 63.46 

30 Aesthetic appeal 0.33 0.007 2.78 61.15 

5 Consistent: other prods. 0.38 0.002 2.75 55.38 

21 Always on 0.55 0.0005 2.66 54.62 

26 Forgiving interface 0.35 0.004 2.58 56.54 

29 Emotional engagement 0.53 0.0005 2.54 50.00 

20 Minimise task load 0.48 0.0005 2.51 51.15 
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Table 4. (Continued) 

11 Flexibility / user control 0.33 0.007 2.48 53.85 

7 Retain infrequent tasks 0.24 0.059 2.31 51.15 

13 Auto-personalised 0.71 0.0005 2.23 43.08 

14 Localised 0.64 0.0005 2.14 44.62 

15 User can customise 0.74 0.0005 1.55 30.38 

6 Consistent: earlier version 0.77 0.0005 1.32 30.38 

 
As reported (Table 2), the mean scores of goal parameters are between 30 and 72 

and standard deviations of scores are greater than 16. This indicates that none of the 
goal parameters was particularly easy or particularly difficult to achieve. Yet, the 
weight-score rhos are not significant for half the goal parameters (Table 4) in spite of 
having a reasonable sample size of projects (n = 65). We can conclude that practitio-
ners were not mindful of these goal parameters during projects, but gave them a 
higher weight during our study.  

Interestingly, goal parameters with high mean weights tend to have less significant 
weight-score rhos (the upper half of Table 4). Conversely, the goal parameters with 
low mean weights tend to have higher and statistically significant weight-score rhos 
(the lower half of Table 4). The Pearson’s correlation between the goal parameter 
weight means and the weight-score Spearman’s rhos is strongly negative and statisti-
cally significant (r = -0.815, n = 30, p < 0.0005).  

We can conclude that weights and scores are better correlated for low-weighted 
goal parameters, but not so well correlated on higher weighted goal parameters. De-
sign teams achieve better scores when a typically low-weighted goal parameter gets 
an occasional higher weight, but do not achieve similar better scores when a typically 
high-weighted goal parameter gets an even higher weight.  

A possible interpretation is that the typically high-weighted goals are latent but 
important. These goals are perhaps not explicitly asked for by the stakeholders and 
hence are perhaps not explicitly evaluated for during usability evaluations. The practi-
tioners gave higher weights to these goal parameters when they saw them listed in 
UGT during the study, but they were not very mindful of them during the projects.  

The following goal parameters have particularly low weight-score Spearman’s corre-
lations (rho < 0.15) and are potentially latent but important. Two of these have been 
plotted in Fig. 3 as an illustration. These 8 goal parameters have a mean weight of 3.40.:  

• 23 - Communication should be clear: rho = -0.19 (p = 0.138) (Fig. 3a) 
• 22 - Information architecture should be well aggregated, categorised, presented: 

rho = -0.12 (p = 0.335) 
• 25 - Product should not induce errors: rho = -0.04 (p = 0.725) 
• 24 - Product should give good feedback / display its current status: rho = -0.02 (p = 

0.901) (Fig. 3b) 
• 10 - Product should not load user's memory / put cognitive load: rho = 0.02 (p = 

0.897) 
• 16 - Interface should clearly communicate the conceptual model: rho = 0.03 (p = 

0.834) 
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• 19 - Product should require no unnecessary tasks: rho = 0.07 (p = 0.558) 
• 9 - Users should be able to navigate quickly and easily: rho = 0.09 (p = 0.482) 

 

(a) 
 

(b) 

Fig. 3. Importance / achievement scatter plot for (a) Goal parameter 23 “communication should 
be clear”, mean weight = 3.89 (SD = 0.89), mean score = 71.54 (SD = 20.19), rho = -0.19 (p = 
0.138), and (b) Goal parameter 24 “product should give good feedback”, mean weight = 3.55 
(SD = 0.97), mean score = 67.69 (SD = 23.27), rho = -0.02 (p = 0.901) (n = 65 in each case). 
Each dot represents data from one project. The pink area represents the projects that gave 
weight of 3 or more, but scored 50 or less. 

A corollary to the above would be that low-weighted, high correlation goal parame-
ters are explicit. These are more readily expressed by the stakeholders (such as clients 
or product managers) and are specifically addressed during usability evaluations. The 
following goal parameters have high and significant weight-score Spearman’s correla-
tions (rho > 0.50, p < 0.05) and are potentially explicit. These 7 goal parameters have a 
mean weight of 2.21, which is significantly less than the weights of latent goals above 
(p < 0.0005). Two of these have been plotted in Fig. 4 as an illustration:  

• 6 - Product should be consistent with earlier version: rho = 0.77 (p = 0.0005)  
(Fig. 4a) 

• 15 - User should be able to customise the product for himself: rho = 0.74 (p = 
0.0005) 

• 13 - Product should be personalised for the user automatically: rho = 0.71 (p = 
0.0005) (Fig. 4b) 

• 14 - Product should be localised for specific market segment: rho = 0.64 (p = 
0.0005) 

• 21 - Product should be always on, always accessible: rho = 0.55 (p = 0.0005) 
• 3 - Users should be able to learn on their own: rho = 0.54 (p = 0.0005) 
• 29 - User should feel emotionally engaged with product / brand / product should be 

fun / reflective appeal / trust: rho = 0.53 (p = 0.0005) 
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(a) 
 

(b) 

Fig. 4. Fig: Importance / achievement scatter plot for (a) Goal parameter 6 “consistent with 
earlier version”, mean weight = 1.32 (SD = 1.75), mean score = 30.38 (SD = 34.09), rho = 0.77 
(p = 0.0005), and (b) Goal parameter 13 “product should be personalised for the user”, mean 
weight = 2.23 (SD = 1.70), mean score = 43.08  (SD = 33.80), rho = 0.71 (p = 0.0005), (n = 65 
in each case). Each dot represents data from one project. The pink area represents the projects 
that gave weight of 3 or more, but scored 50 or less. 

6   Conclusions and Future Work 

We knew that there are differences in goal achievement in projects following water-
fall and agile process models and between product and services companies [17]. We 
also knew that some HCI activities contribute to goal achievement more than others 
[18]. In this paper, we presented an empirical study that looks at goal achievement in 
65 industry projects with the help of a tool for usability goal setting (UGT). In these 
projects, the goal parameter weights and scores correlated, though only moderately. 
HCI practitioners seem to be achieving important usability goals only moderately 
better than other usability goals. A particular matter of concern is that more than a 
third of the important usability goals scored undecided or worse. This clearly estab-
lishes the need to pay more attention to explicitly setting usability goals early on in 
the project, tracking the achievement of these goals during the project, and evaluating 
against these goals at the end.  

We also identified the differences in goal achievement patterns between usability 
goals. Projects seem to score well on a typically less important usability goal when it 
occasionally becomes more important, but do not achieve better scores when a typi-
cally important usability goal becomes even more important. We identified these 
usability goals that could be interpreted as “important but latent”. Practitioners gave 
a higher weight to these goals when they saw them during the study, but judging by 
the scores of these goal parameters, we can only conclude that they were not very 
mindful of these higher weights during the projects.  

Further research is needed in goal setting, tracking, and achievement to determine 
the extent to which goal achievement varies based on variables such as organisational 
maturity, domain, platform, and experience of practitioners.  

The study established the usefulness of a tool such as UGT. In an earlier  
survey, we had reported that practitioners thought that UGT was useful, it helped 
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them understand the context of the project better, and made them think about goals 
that they had not considered earlier [10]. This study independently corroborates this 
result. It points to a need for a tool such as UGT that will help practitioners set and 
track goals during their projects systematically and provides guidance in prioritisation 
and evaluation of goals. As a long-term activity, organizations can use such a tool to 
keep a history of past goals, usability evaluations, practices, and costs, and use the 
repository as a knowledge base for identification and prioritization of usability goals 
in future projects. More studies will be required to determine if tools such as UGT 
could help improve usability goal achievement in practice. We also plan to explore 
the relationships between the user profiles, the product profiles, and the goal parame-
ter weights with the aim of improving the recommendations for the goal parameter 
weights.  

The study had some limitations that we acknowledge. The study comprised of pro-
jects from the Indian IT industry only. This could have introduced certain biases. A 
majority of the projects used the waterfall process model of software development, 
and a few used agile process models. No projects reported the use of Rational Unified 
Process models. This proportion may be different in other countries / contexts. The 
maturity of the usability, the mix of business models (product vs. service) and nature 
of domains addressed may also be different in other countries. Further, as discussed 
above, data was collected retrospectively. Thirdly, for most projects, only one repre-
sentative participated in the study. This happened due to practical constraints. In real-
ity, the data could vary somewhat if we get inputs from multiple stakeholders in each 
project as UGT is meant to take. 
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Abstract. Computer users switch between applications and windows all day, 
but finding the target window can be difficult, particularly when the total num-
ber of windows is high. We describe the design and evaluation of a new win-
dow switcher called SCOTZ (for Spatially Consistent Thumbnail Zones). 
SCOTZ is a window switching interface which shows all windows grouped by 
application and allocates more space to the most frequently revisited applica-
tions. The two key design principles of SCOTZ are (1) predictability of window 
locations, and (2) improved accessibility of recently and frequently used win-
dows. We describe the design and features of SCOTZ, and present the findings 
from qualitative and empirical studies which demonstrate that SCOTZ yields 
performance and preference benefits over existing window switching tools.  

Keywords: window switching, revisitation, spatial stability, predictability. 

1   Introduction 

Desktop computing involves constant window switching to navigate between various 
applications and documents. Previous work has found that people have more than 
eight windows open almost 80% of the time and that the average time between win-
dow switches is only 20.9 seconds [1]. 

Several window switching tools are available in most operating systems, and there 
are a large number of commercial and research tools that aim to enhance window 
switching performance. Our previous work identified two problems with current win-
dow switching interfaces [2]: first, many window switching interfaces lack spatial 
stability, meaning that the location of controls for acquiring particular windows can 
change over time, forcing users to rely on relatively slow visual search rather than 
rapid spatial decisions; second, most common window switching interfaces provide 
relatively weak support for strongly-exhibited patterns of window revisitation. We 
proposed spatial constancy and size morphing as design solutions to these problems, 
and our experiments using synthetic target acquisition tasks provided preliminary 
evidence of their success [2].  
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In this paper we extend our prior findings with the design and evaluation of a new 
window switcher called SCOTZ (Spatially Consistent Thumbnail Zones). SCOTZ 
uses application zones arranged in a treemap visualization to provide a spatially-stable 
and predictable window layout, and uses size morphing of the application zones to 
facilitate revisitation. It also provides quick access to recently used windows. 
SCOTZ’s design is validated through qualitative and quantitative evaluations. 

We make three specific contributions: 

- a thorough description of our new window switcher SCOTZ and the rationale for 
its design choices; 

- a summary of lessons learned from our qualitative study, which is useful for future 
iterations of SCOTZ as well being potentially informative for the design of other 
window switchers; 

- an empirical study demonstrating the performance benefits of SCOTZ over two 
major commercial window switching interfaces (the Windows 7 Taskbar and 
Windows 7 Alt+Tab). 

2   Related Work 

2.1   Commercial Window Switching Interfaces 

Three important commercial window switching applications are briefly reviewed 
below: the Microsoft Windows 7 Taskbar, Alt+Tab, and Mac OS X Exposé. 

The Microsoft Windows 7 Taskbar is a narrow strip at the bottom of the screen 
which groups windows by application (see Fig. 1). Taskbar application icons can be 
pinned to the Taskbar so they are always in the same location and remain visible on 
the Taskbar even when there are no associated windows open. These pinned applica-
tion controls remain in stable locations across sessions. However, the Taskbar pro-
vides no explicit support for switching to recent or frequently-used windows. 

 

Fig. 1. The Microsoft Windows 7 Taskbar 

Microsoft Windows 7 Alt+Tab (sometimes referred to as Windows Flip) is a modal 
window that is shown when the key combination Alt+Tab is pressed (see Fig. 2). The 
Windows 7 Alt+Tab window shows thumbnail previews of all windows: first, the top 
six windows in the z-order (see below), then a desktop preview, and then all remain-
ing windows sorted by application name. Z-ordering is the depth-ordering of win-
dows: a window that is placed in front of another window is relatively higher in the  
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z-ordering than the underlying windows. Z-ordering is similar to recency ordering, but 
sorting windows by z-order is spatially unstable: the ordering of the window represen-
tations will be different from switch to switch if the z-ordering of the windows 
changes. Also, it is unclear how well users understand and can anticipate z-order. 

 

Fig. 2. Microsoft Windows 7 Alt+Tab 

When activated, Mac OS X Exposé smoothly shrinks all windows so that they can 
be simultaneously viewed on the screen. The spatial location of each window in the 
overview is influenced by its most recent location on the screen. While this relative 
positioning may assist users in visually seeking windows in the overview, the loca-
tions are not spatially stable between invocations if the locations of the windows 
change, and consequently the locations are unpredictable.  

2.2   Task-Based Window Switching Interfaces 

Early studies of everyday computing [3] observed that computer users frequently 
switch between tasks such as writing a paper or programming. Many window switch-
ing interfaces have been developed to support task management by grouping windows 
by task. For example, a “writing a paper” task might contain a spreadsheet window, a 
statistical analysis package window, and a word-processing document into which the 
results are typed. 

The Rooms system [4] is an early example of a window desktop management sys-
tem that allows users to manually partition space for different tasks. Examples of 
task-based window managers that require manual grouping of windows into tasks are 
GroupBar [5], Activity-Based Computing [6], Scalable Fabric [7] and Task Gallery 
[8]. GroupBar and Activity-Based Computing use interfaces similar to the Windows 
Taskbar. With Scalable Fabric users can place groups of related windows in the pe-
riphery of the screen and switch to these groups of windows at once. Task Gallery 
uses a 3D visualization of task groups. The primary limitation of manual creation of 
task groups is that users must carry out explicit actions to gain potential benefits and it 
creates additional cognitive overhead for the user [9, 10]. 

Some window switching interfaces automatically identify tasks. SWISH [11] is an 
algorithm to automatically group windows into tasks based on their temporal and 
semantic relatedness. RelAltTab [12] modifies the Alt-Tab list to incorporate a sys-
tem-generated list of related windows, similar to SWISH. Push-and-pull switching 
[13] automatically identifies window groups based on window overlap. The primary 
limitations of automatically-adaptive systems are that they can incorrectly predict the 
user’s intention and that users can fail to understand or anticipate the system’s adapta-
tion [14]. When this happens users must resort to time-consuming visual search of 
candidate targets. 
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WindowScape [15] uses a combination of automatic grouping by taking snapshots 
of the desktop (which can then later be revisited) as well as manual configuration of 
window miniatures on the desktop. 

Another issue related to task-based grouping of windows is whether or not win-
dows can be associated with multiple tasks at the same time. Some windows may not 
be ‘task-specific’ at all. For example, generic applications, such as a web browser or 
an e-mail client are likely to be used across tasks, rather than in one specific task. If a 
task-based window switcher only allows for exclusive grouping (i.e., a window can 
only be associated with one task, e.g. [5, 6, 8]) the user is forced to make ‘impossible’ 
choices about where a window should belong, or open multiple windows for these 
applications, which some users find unnatural or difficult (as one user stated, “[I’m] 
still trying to get used to having multiple internet windows open” [5], p. 40). Using 
Activity-Based Computing [6], windows can be classified under more than one task, 
although the authors report on problems with achieving this in “a simple manner.” 

Last, another problem associated with task-based grouping of windows is that 
some windows might not be associated with any task at all. This is reported in [6]: 
“The worst thing? Well [...] if you have to put everything into activities, then you need 
to constantly consider ‘where does this one belong'. In many situations something just 
appears quickly and then you start up some application and do some things in it. [...]” 
(p. 219). 

Taskposé [16] uses a fuzzy approach to defining tasks, using spatial proximity to 
illuminate task-based window relationships – windows that are often temporally adja-
cent drift closer to one another and those that are temporally distant drift apart. 

2.3   Studies of Window Switching 

In this section, we provide an overview of studies related to window switching behav-
iour and window switching tools. 

Window Switching Behaviour. Very early studies [17] of window switching showed 
that window switching is much more common that window creation, deletion and 
geometry management such as moving and resizing. Recent studies have showed the 
same: Hutchings et al. [18] found that the average time a window is active is only 
20.9 seconds. In terms of how people switch between windows, previous work has 
found a relationship between monitor setup and window switching methods, with dual 
monitor users more likely to use a direct click on a window and less likely to use the 
Windows Taskbar, than single monitor users [2, 18]. In terms of which windows 
people switch to, previous work [2] has found that window switching follows an 
inverse exponential distribution, with 80% of window switches involving only 35% of 
windows. 

Window Switching Interfaces. Analysis of the efficiency and effectiveness of 
current commercial methods for switching between windows is often anecdotal and 
sometimes conflicting. For example, some previous work labels the ordering of 
windows in Alt+Tab as “very effective” [19], but Alt+Tabbing is also labelled as 
“tedious” [20]. There are very few studies that evaluate the use, efficiency and/or 
effectiveness of the common commercially available window switching interfaces in 
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a formal manner. Alt+Tab is found to be relatively fast when the number of windows 
is small [21], but performance decreases as the number of windows increases. Users 
make more errors when using the Windows Taskbar than when using Mac's Exposé, 
which may be due to the smaller target sizes on the Windows Taskbar [21]. 

3   SCOTZ 

In this section, we introduce our new window switcher SCOTZ (Spatially Consistent 
Thumbnail Zones)1. SCOTZ is designed to satisfy two main goals: 

1. Predictability of window locations. Comprehensibility and predictability are 
important attributes of a user interface [14]. If a window switcher places window 
representations in predictable locations the user will able to correctly anticipate 
where a window representation is (or will be) placed, reducing the need for a 
costly visual search.  

2. Improved accessibility of frequently/recently used applications and windows. 
Previous work [2] has identified strong revisitation patterns to applications and 
windows, so window switching interfaces should support rapid acquisition of re-
cent or frequent targets.  

 

Fig. 3. Abstraction of the design of SCOTZ with nine application zones, labelled A to I: (a) 
before size morphing, (b) after several iterations of size morphing; applications A and B have 
been switched to frequently, and are therefore allocated more space, while keeping all applica-
tion zones in relatively stable positions.  

SCOTZ is a modal interface which groups windows by application in so-called ap-
plication zones. Size morphing is applied to allocate more space to the most fre-
quently switched-to applications. The basic concept behind SCOTZ is shown in Fig. 
3, and Fig. 4 shows an actual SCOTZ window in full-screen mode with eight applica-
tion zones and six windows. SCOTZ retains application zones’ size and position even 
when the computer has been restarted. 

The following sections describe the design of SCOTZ and explain how its features 
fulfil the two main goals above. Also, we describe four additional properties of the 
system: support for different display sizes, support for keyboard and mouse input, 
support for application launching, and options for personalization. 
                                                           
1 A fully functional version of SCOTZ is available for download at http://www.cosc. 

canterbury.ac.nz/scotz 
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Fig. 4. SCOTZ in full-screen mode showing eight application zones and six windows 

3.1   Predictable Window Locations 

SCOTZ groups windows by application in application zones, which remain in stable 
locations. This results in comprehensible and predictable window locations. SCOTZ 
offers three different layouts for the application zones: two treemap layouts, where 
size morphing is applied, and a grid layout where no size morphing is allowed (see 
Fig. 5). A treemap is a space-filling layout that recursively divides the screen in rec-
tangles, sized relative to some underlying data attribute [22]. In SCOTZ, the size of 
the application zone reflects how often an application has been switched to. 

Various algorithms for generating treemaps exist, each offering advantages for 
specific contexts. For example, some treemaps are designed to keep items in rela-
tively stable positions as the underlying data changes. An example of such a treemap 
is the spiral treemap [23] (see Fig. 5a), which preserves the ordering of the items and 
results in treemaps with relatively high stability – that is, item locations do not change 
a great deal when the underlying data changes. A squarified treemap [24] (see Fig. 
5b) arranges items from top-left to bottom-right sorted by value, and creates a layout 
with items with very low aspect ratios. Low aspect ratios are not only attractive from 
an aesthetic point of view, but treemaps where the items have low aspect ratios can 
also be expected to lead to lower Fitts’ Law targeting times than treemaps that have 
items that are long and narrow. However, the squarified treemap can be unstable in 
very early stages of use or when application revisitation patterns change a lot over 
time. Because of their favourable performance in terms of stability and aspect ratio, 
the spiral and squarified treemaps are good candidates to be used in SCOTZ.  

Even though previous work has demonstrated that the slight instability of the lay-
out caused by size morphing (i.e., items unavoidably move as they grow/shrink) does 
not harm user performance [2], SCOTZ also offers a grid layout (see Fig. 5c) where 
no size morphing is applied, and is therefore very stable. 
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Fig. 5. Abstraction of the three layout options for application zones in SCOTZ: (a) spiral tree-
map, where applications are (arbitrarily) sorted once and this ordering is retained forever, and 
where zones are laid out in order in a clockwise spiral from top left; (b) squarified treemap, 
where application zones are sorted by size and laid out from top left to bottom right; (c) grid, 
where all application zones are of equal size and are laid out in a grid pattern.  

The ordering of the window representations is either alphabetic by window title, by 
frecency (a combination of frequency and recency), or by the order in which the re-
spective windows were opened, using a row-major order. Alphabetic ordering is very 
predictable and understandable; sorting by frecency supports window revisitation; and 
sorting the representations by the order in which the respective windows were opened 
is very stable when additional application windows are opened. 

3.2   Improved Accessibility of Frequently Used Windows 

SCOTZ allocates more space to the most frequently switched-to applications, which 
reduces the Fitts's Law [25] targeting time of these application zones, as well as mak-
ing them easier to find [26]. 

3.3   Improved Accessibility of Recently Used Windows 

When SCOTZ is bound to Alt+Tab, pressing Alt+Tab will bring up the SCOTZ inter-
face as normal, but repeated presses of Tab will cycle through the windows according 
to z-order, similar to the implementation of Microsoft Windows Alt+Tab (see Fig. 6). 
This provides quick and easy access to recently used windows. 

 

Fig. 6. SCOTZ Using Alt+Tab to cycle through the windows in SCOTZ by z-order. A pulsating 
red border indicates the currently selected window (indicated by a red arrow in this figure).  
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3.4   Support for Various Display Sizes 

Modern display sizes range from very small (netbooks) to very large or multi-monitor 
setups. To accommodate this wide range of display sizes, SCOTZ can either be a full 
screen window (see Fig. 4), a smaller window in the centre of the screen, or a smaller 
window positioned under the mouse cursor (see Fig. 7). As the design of SCOTZ is 
aimed at keeping the application zones in spatially stable locations, positioning the 
SCOTZ interface relative to the mouse cursor means that a target can always be ac-
quired with the same mouse gesture. Previous work has shown that despite some 
difficulties in the learning/training phase, mouse gestures can be very efficient and 
accurate [27]. 

 

Fig. 7. SCOTZ in a smaller display mode, positioned under the mouse cursor 

3.5   Support for Keyboard and Mouse Input 

Previous work has shown that while most users prefer mouse-based methods for win-
dow switching, such as the Windows Taskbar, there is a small but significant subset 
of users who prefer keyboard-based methods, such as Alt+Tab [2]. Therefore, SCOTZ 
has rich options for both keyboard and mouse input.  

3.6   Support for Application Launching 

SCOTZ provides a single interface mechanism for both window switching and appli-
cation launching. After having used SCOTZ for a long period of time, we expect 
users to be familiar with the locations of application zones, and if an application has 
no open windows associated with it, the application zone is still visible in SCOTZ (for 
example, see the Skype, Thunderbird and Window Media Player zones in Fig. 4). 
Therefore, it makes sense for these zones to double as efficient application launchers. 
Clicking on an empty application zone launches the application. 
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3.7   Options for Personalization 

Personalization of an interface is driven by a variety of motivations [28], such as the 
personal goals of the user, accommodation for individual differences, or personal 
preference. Users can make several functional personalizations in SCOTZ to accom-
modate their personal goals (in addition to choices about layout and input methods, as 
presented in previous sections): for example, users can include or exclude certain 
applications in SCOTZ, and can customize the rate of growth for application zones. 
The appearance of SCOTZ is also customizable: users can change the font size and 
type to accommodate various levels of visual acuity, and the colour scheme to ac-
commodate for various types of colour blindness as well as personal taste and prefer-
ence. Also, users can adjust the opacity of SCOTZ (see Fig. 8). 

 

Fig. 8. Different opacity levels of the SCOTZ window, from (a) opaque to (b) almost transparent 

4   Qualitative Study 

A beta version of SCOTZ was given to five volunteers, who were asked to use it for 
at least several days. Next, they were given a questionnaire and were interviewed. 
Based on the results, we identified five main observations: 

1. People did not notice the slight location changes of application zones when 
using the spiral treemap layout. Participants commented on never noticing any 
location changes of the application zones when the spiral treemap layout was 
used, even though gradual changes will have occurred as zones grew and shrunk. 

2. No clear preference for either the spiral or the squarified treemap layout. The 
spiral layout was the default layout for SCOTZ, but some participants did (tempo-
rarily) switch to the squarified layout. However, there is no consensus on which 
layout is preferred. Some participants regarded the squarified layout as being too 
unstable (i.e., the application zones move too much), while others really liked the 
squarified layout and clearly preferred it over the spiral layout. 

3. Even users that mainly used Alt+Tab appreciated the size morphing of the 
application zones. Though the size morphing of the application zones does not 
seem to have direct benefits for people that mainly use Alt+Tab for switching  
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between windows, participants commented that it helped them to guide their atten-
tion towards the application they were aiming for. 

4. The application launching functionality was only used by some participants, 
but it did not bother those who did not use it. The option to use SCOTZ as an 
application launcher was only used by some users, yet this functionality did not 
bother non-users. If anything, retaining the application zones whilst no windows 
are open enhances the spatial stability of SCOTZ's layout. 

5. Overriding existing mappings such as Alt+Tab is useful, but risky. Because 
SCOTZ was bound to Alt+Tab by default and SCOTZ retained Alt+Tab’s (z-
order) functionality, SCOTZ could be used without any additional learning. How-
ever, cycling to the correct application using SCOTZ (instead of clicking on the 
zones/thumbnails with the mouse) can be confusing, because it is harder to keep 
track of the selected item (also see Fig. 6). Possible solutions are (1) mapping 
SCOTZ under another key combination, (2) not retaining the z-ordering, but pick-
ing an ordering that matches the layout of SCOTZ better, or (3) providing better 
feedback on the z-ordering (e.g., with a small strip at the bottom of the screen 
showing the full order). 

5   Lab Study 

We performed a lab study to empirically compare the performance of SCOTZ, the 
Microsoft Windows 7 Taskbar, and Alt+Tab in a controlled environment. We chose 
the Taskbar and Alt+Tab for comparison because (1) Microsoft Windows is the most 
commonly used operating system, and therefore a comparison with the tools available 
in Windows 7 is relevant, and (2) these two tools present a challenging condition to 
compare SCOTZ against in terms of the key design principles of SCOTZ. The Win-
dows 7 Taskbar places application icons in stable locations (unless a program is 
closed and re-opened), and Windows Alt+Tab provides explicit support for switching 
back to recently used windows because it places (the first six) window representations 
by their place in the z-ordering of windows, which is very similar to a recency order-
ing. We considered including Mac Os X Exposé as another comparison point, but 
excluded it because (although beautiful) its target acquisition time necessarily in-
cludes visual search time. In Exposé items do not appear in spatially stable locations; 
Exposé’s representation of available windows is altered whenever windows are 
moved, opened, or closed, so users can never be certain where their target windows 
will appear. Several previous studies (including [2]) demonstrate that this type of 
spatial instability reduces target acquisition performance.  

5.1   Method  

In the experiment, participants were presented with a set of windows in Microsoft 
Windows 7, such as a word processor with several documents open, an e-mail appli-
cation, a game, a video player, etc. Participants completed a series of tasks in which 
they had to switch to a particular window using the Windows 7 Taskbar, Windows 7 
Alt+Tab, or SCOTZ in a successive series of tasks (see Fig. 9). In each condition, 
participants were instructed to use one particular switching tool exclusively.  
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Some windows were prompted often, while others were hardly ever prompted, fol-
lowing the findings reported in [2]: 80% of switches were to 35% of windows. 

 

Fig. 9. The experimental interface: all windows are on the primary screen on the left, and the 
current task is on the secondary screen on the right 

5.2   Design 

Switching time and errors (switching to a non-target window) were measured across 
three levels of the independent variable interface (Taskbar, Alt+Tab and SCOTZ), 
and analysed using a one-way repeated-measures ANOVA. The experiment used a 
within-subject design and the order in which the conditions were presented to the 
participants was counterbalanced. 

5.3   Procedure 

At the start of each condition participants were given a verbal explanation and a demo 
of the window switching tool used in that particular condition. Participants then per-
formed a series of 20 practice tasks with the window switcher before starting the 
experimental tasks.  

At the start of each task, all windows were temporarily hidden from view and the 
user was prompted to press a 'Next' button at the centre of the secondary screen. 
Pressing this button revealed the next target window on the secondary screen (by 
showing the application icon, the window title and a window preview thumbnail of 
the target). Next, participants were prompted to click a 'Start' button in the centre of 
the primary screen, after which all the windows were unhidden, and participants then 
had to switch to the target window. If the participant switched to the incorrect window 
nothing happened. In total, participants performed 80 tasks in each condition (exclud-
ing the practice tasks). 

After each condition, the participant filled out a short questionnaire regarding the 
window switching tool that had just been used. 

5.4   Software and Hardware 

All the content of the windows used in the experiment was non-modifiable to mini-
mize distraction, to prevent accidental interaction with the windows, and to allow for 
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consistent window previews in the window switching tools throughout the tasks. To 
prevent learning effects across conditions, three different window sets were gener-
ated, all with unique applications and windows. The window sets were counterbal-
anced across the three conditions. Each window set contained 8 applications and 15 
windows. For example, one of the window sets contained a PDF reader (with 4 win-
dows open), a photo editor (3 windows), a presentation editor (2 windows), an HTML 
editor (2 windows), a music player, an email application, a command prompt, and a 
card game. 

No window icons that are already in use by well-known applications were used, to 
ensure that all participants started off with equal knowledge about the application 
icons. This is particularly important for the evaluation of the Windows 7 Taskbar, 
which shows only application icons.  

The full-screen version of SCOTZ using the squarified treemap algorithm was 
used. All application zones in SCOTZ were fixed (i.e., did not change during the 
experiment) and were pre-set to reflect the various frequencies with which applica-
tions/windows were switched to during the experiment. 

A mouse with an extra side button was used in the experiment, and this side button 
was used to invoke SCOTZ. 

5.5   Questionnaire 

We used the NASA Task Load Index (NASA-TLX)2 to assess perceived workload in 
each of the conditions. Two more questions were added to assess the perceived ease 
of learning to operate the window switcher (operation) and the perceived ease of 
learning window locations (location learning) in the window switcher. Also, partici-
pants were asked to rank the three window switching interfaces from most to least 
preferred. 

5.6   Participants 

Twelve people, all university students, participated in the experiment. Age ranged 
from 20 to 35 years old (mean 27); two participants were female. All participants 
were experienced computer users: computer use was at least 30 hours per week for 
each of the participants. Participants were reimbursed with a shopping voucher. The 
experiment took approximately 40 minutes to complete. 

5.7   Results 

Selection Times. We analysed the mean time to switch to a window for each of the 
methods (see Fig. 10). The results for the Windows 7 Taskbar are split by Taskbar 
button (for applications with only one associated window) and Taskbar thumbnail (for 
applications with more than one associated window, where the user first has to select 
the application icon and then the window in the fanned out sub-menu, see Fig. 1).  

                                                           
2 http://humansystems.arc.nasa.gov/groups/TLX/downloads/TLX.pdf  
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Fig. 10. Window selection times for the various methods. Error bars denote the 95% within-
subject CI [29].  

Mean window switching times when using a Taskbar button, a Taskbar thumbnail, 
Alt+Tab and SCOTZ are 1.1s, 2.1s, 2.1s and 1.2s, respectively, giving a significant 
effect of interface: (F3,33=53.3, p<.001). Post hoc analysis (Bonferroni correction, 
α=.05) reveals pairwise differences between all tools (all p <.001) except the Taskbar 
button and SCOTZ, and the Taskbar thumbnail and Alt+Tab. 

By design, some of the target windows in the experiment were high up in the 
Alt+Tab ordering, and others further down, following a nearly uniform distribution 
across all possible positions. A detailed analysis of window switching times when 
Alt+Tab is used is shown in Fig. 11, which shows the selection times for Alt+Tab 
ranked by position of the target window in the Alt+Tab ordering, and split by input 
method (using the keyboard to sequentially step through the list of thumbnails, or 
using the mouse to click on the target thumbnail). Three observations are apparent 
from Fig. 11: (1) window selection time when using Alt+Tab with mouse input is 
relatively constant across positions of the target thumbnail, (2) window selection time 
when using Alt+Tab with keyboard input increases linearly as the position of the 
target thumbnail in the list of windows becomes higher (r=.963, p<.01), and (3) 
Alt+Tab with keyboard input is very efficient for switching back to the previously 
used window (position 1 in the ordering); the mean window switching time is 0.9 
seconds for this particular type of window switch, which is shorter than the mean 
switching times for both the Taskbar and SCOTZ. However, this performance benefit 
quickly disappears when the target window is further down the list of windows. 

Errors. Mean error rates for Taskbar button, Taskbar thumbnail, Alt+Tab and 
SCOTZ are 0.8%, 5.8%, 2.8% and 2.7%, respectively. The difference between these 
switching times is significant (F3,33=5.2, p<.01). Post hoc analysis (Bonferroni 
correction, α=.05) reveals a pairwise difference between the Taskbar button and 
Taskbar thumbnail (p< .05).  
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Fig. 11. Window selection times for Alt+Tab sorted by position of the target window in 
Alt+Tab and split by mouse and keyboard input. Participants almost never used the keyboard to 
select a window further than position 5 in the Alt+Tab ordering, hence there is no (reliable) 
data for this value.  

Subjective Measures. The NASA-TLX worksheet results showed significantly 
different ratings for mental demand, effort, location learning, frustration (Friedman 
test, all p<.001), and operation (p<.01), also see Fig. 12. Post hoc pairwise 
comparisons (Bonferroni correction, α=.05) reveal significant differences between 
Alt+Tab and SCOTZ on all five aforementioned factors, between the Taskbar and 
Alt+Tab on all these factors except frustration, and between the Taskbar and SCOTZ 
on the mental demand and location learning factors. All participants preferred 
SCOTZ the most, and 9 out of 12 participants preferred Alt+Tab the least (i.e., 3 out 
of 12 participants preferred the Taskbar the least).  

 

Fig. 12. Questionnaire results; lower ratings are better. * Difference is significant, p<.01. ** 
Difference is significant, p<.001.  

5.8   Discussion 

Window Switching Times. SCOTZ was faster than Taskbar thumbnails and Alt+Tab. 
Although there was no significant difference between SCOTZ and Taskbar buttons, 
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Taskbar buttons are not available when there is more than one window associated 
with the application (forcing users to resort to Taskbar thumbnails). 

Subjective Measures. All participants ranked SCOTZ as the most preferred tool. 
Users perceived SCOTZ as less mentally demanding, costing less effort, and less 
frustrating than Alt+Tab, as well as finding it easier to learn to operate and to learn 
item locations in SCOTZ compared to Alt+Tab. Also, window locations in SCOTZ 
were perceived as easier to learn that those on Taskbar, and SCOTZ was perceived as 
less mentally demanding than the Taskbar. These two factors are likely related: 
SCOTZ is less mentally demanding because it is easier to learn locations, thereby 
reducing the cognitive burden for users. It is interesting that users found locations in 
SCOTZ easier to learn than locations of items on the Taskbar, as in both cases these 
were completely stable in the current study.  

Alt+Tab. Overall, Alt+Tab was unpopular, with 75% of participants ranking it as 
least preferred. Alt+Tab was also judged to be more mentally demanding and costing 
more effort than the Windows Taskbar. Last, users found it harder to learn to operate 
and learn item locations in Alt+Tab than with the Taskbar. One participant 
commented that he/she “hated how Alt+Tab icons moved around”. However, these 
results for Alt+Tab might have been negatively influenced by the fact that users had 
to use Alt+Tab for all window switches in the experiment. Our results show that 
Alt+Tab is very efficient for switching back to the most recently used window, with 
this particular type of switch outperforming both the Taskbar and SCOTZ. One 
participant commented “I use Alt+Tab to switch between the most recent windows, 
and other methods for older windows.” Such a 'mixed approach', i.e. using Alt+Tab to 
switch back to the most recently used window, but another method for other types of 
window switches might lead to higher user satisfaction than the 'enforced' use of 
Alt+Tab for all window switches that was the case in the experiment.  

Comparison to other window switching tools. Our experiment compared user 
performance with SCOTZ against that with the Windows 7 Taskbar and Alt+Tab. 
Further work is needed to compare SCOTZ performance with that of the wide range 
of research and commercial tools reviewed in Section 2. However, we believe 
SCOTZ’s key design goals – supporting spatially stable means for acquiring windows 
and applications, and providing support for rapidly retrieving frequently and recently 
retrieved windows – are important for enabling high performance window acquisition. 
In particular, inconstant spatial locations are likely to force users to resort to time 
consuming visual search (to seek a target) or decision making (to calculate the effect 
of an algorithm, for example).  

6   Conclusions and Future Work 

While previous work has found that window revisitation is very common, no tools 
developed so far explicitly support this revisitation. We used this finding to inform 
the design of a new window switcher called SCOTZ, which supports window revisita-
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tion by increasing the size of the most switched-to applications, and keeping them in 
positions that are as stable as possible. 

Our lab study demonstrates the performance benefits of SCOTZ over two common 
window switching tools: the Microsoft Windows 7 Taskbar and Alt+Tab. This study 
also generated valuable insights regarding the most recent window switching tools 
available in Microsoft Windows 7. 

More research into the suitability of SCOTZ for Alt+Tab users could shed more 
light on how these users can best be supported in their window switching activities. 
Interestingly, even Alt+Tab users reported benefits from the size morphing of the 
application zones in SCOTZ, but retaining the Alt+Tab order in SCOTZ did confuse 
these users. Ideally, SCOTZ should retain the rapid back-and-forth switching between 
two windows that Alt+Tab offers (see results of the lab study) while also assisting 
users in finding items further down the Alt+Tab ordering. 

Finally, we are developing a new treemap algorithm to better suit SCOTZ than ex-
isting algorithms, in terms of enhanced spatial stability of the application zones. 
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Abstract. Collecting commonsense knowledge from freely available text can 
reduce the cost and effort of creating large knowledge bases. For the acquired 
knowledge to be useful, we must ensure that it is correct, and that it carries in-
formation about its relevance and about the context in which it can be consid-
ered commonsense. In this paper, we design, and evaluate an online game that 
classifies, using the input from players, text extracted from the web as either 
commonsense knowledge, domain-specific knowledge, or nonsense. A continu-
ous scale is defined to classify the knowledge as nonsense or commonsense and 
it is later used during the evaluation of the data to identify which knowledge is 
reliable and which one needs further qualification. When comparing our results 
to other similar knowledge acquisition systems, our game performs better with 
respect to coverage, redundancy, and reliability of the commonsense acquired. 

1   Introduction 

A vast amount of information about the world is needed to create an artificial com-
monsensical agent [7]. This kind of knowledge, which includes facts about events, 
and objects, is what we call commonsense knowledge. Collecting commonsense 
knowledge is difficult because it is dynamic and dependent on context. This makes it 
impossible to generate it randomly and to verify it automatically, which implies that 
humans are needed to either collect the commonsense knowledge or to verify it. 

The main difficulty of needing humans is that they need to be encouraged to par-
ticipate. As previous studies show [2], contributors tend to produce noisy data even 
when they are paid for their services because they are trying to maximize the reward, 
whether they are producing the right data or not.  

In this paper we introduce a game that takes text extracted automatically from the 
Web and uses input from players to verify it as commonsense. The main difficulty of 
this approach lies in the fact that the game needs to encourage players to supply the 
correct information. With the help of the players, our game classifies the knowledge 
as commonsense, domain-specific, or meaningless. It also reports if more information 
about a given fact is needed in order to classify it correctly. Correctness of the data is 
ensured through the design of several stages within the game, and through restricting 
communication among players. Also, we create a continuous scale that ranges from 
nonsensical (or unknown) sentences to commonly known facts. A discretization of 
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such scale can be used to classify the sentences as commonsense or not. This scale 
also allows us to clearly identify which knowledge needs revision. 

The focus of this paper is to present a method that provides guarantees on the cor-
rectness of the data collected through a game. Although the design of the game does 
not constrain the source of the input data, we are currently obtaining it from Simple 
Wikipedia [13] because some of its policies regarding the content of the articles are 
appropriate for commonsense extraction. For example, unverified research is not al-
lowed in any article. Within a period of five weeks, more than 150 people played the 
game and more than 3,000 sentences were evaluated. 

2   Related Work 

The best known approaches to gather commonsense are Cyc [5] and OpenMind [11]. 
Cyc uses experts to input the knowledge, whereas OpenMind used volunteers. Some 
issues with these approaches are that Cyc requires the user to be familiar with their 
language, and OpenMind lacks a way to motivate volunteers to participate. 

Another effort to collect common knowledge from contributors is LEARNER2 [1]. It 
collected data about part-of relations. Unlike our game, LEARNER2 lacks the capability 
of redirecting the user’s effort to improve the reliability of data already collected. 
There are also several games that encourage participation of users to enter data into 
knowledge bases. Among these, Cyc released the game FACTory which is similar in 
format to the first stage of our game but does not include any way to guarantee the 
correct behavior of players. Verbosity [12], uses two players to fill in templates, and 
Common Consensus [6] asks two players questions about achieving a given goal. 

Combining the computational power of machines and humans has been addressed 
in [10]. The use of a continuous scale to reason about commonsense knowledge was 
explored before in [3]. 

3   Game Design 

The initial input information for the game comes from an off-the-shelf parser [4] that 
extracts a sentence from an article in Simple Wikipedia and, together with the action 
of the user, produces an update to the knowledge base as the output. 

The simplest implementation of the game would have a single user classifying sen-
tences as either commonsense or not. This is not enough because it would be impossible 
to evaluate the answers of the player as correct or incorrect. Also having several players 
evaluating the same sentence and accepting the input only if they agree amongst one 
another is not appropriate because it would be easy for a group of players to act in collu-
sion and agree on entering the same answer, regardless of the question. 

The basic problem is that human players can always agree on a fixed strategy, and 
yes/no questions are not enough to correctly classify the knowledge. To solve this, we 
add a non-human player to the set of players and classify the input text in four differ-
ent categories: Nonsense, Unknown, True, False.1 
                                                           
1 If the parser extracted an incomplete sentence or any other nonsensical data, the sentence is 

nonsense, if the sentence was extracted correctly the content may either be known (true or 
false), or unknown. 
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We devised a three player game in which the purpose of the player is to distinguish 
between another human and a machine. Both humans will give the same answer on 
the sentence while the machine will guess its answer. The design of the game solves 
the problem outlined before: The two humans can no longer agree on any strategy 
because the identity of the players is unknown. Also, if the answer of one player does 
not follow commonsense, the other human might erroneously identify the player as a 
machine, which results in a penalization on the player's score. 

Because commonsense depends on the context, it is necessary to consider context 
explicitly. In [8], the author proposes a formula Holds(p,c) to assert that the proposi-
tion p holds in context c. Using this idea, the appropriate task for the player is to an-
swer a question based on that formula. In our case, the context is handled by the name 
of the Simple Wikipedia article used as source for the sentence. The context can be 
used by the player to answer correctly, while addressing the problem of uninstantiated 
sentences that may be produced by the parser. 

Figure 1 shows snapshots of the game in all its stages. The game works as follows: 

• In the first stage, the player chooses a topic (which matches the title of the Wikipe-
dia article from which a sentence is to be retrieved). 

• A sentence is randomly selected from the article. The system chooses either a new 
sentence or a sentence that has been verified before. This balances the coverage 
and reliability of the data by increasing the times a sentence has been verified. 
Then, the player indicates whether the fact expressed by the sentence is true in the 
context of the article using the four options previously described. 

 

Fig. 1. Snapshot of the game. All the stages of the game are shown one below the other. 
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• In the second stage, the player sees the answer of the other two players and identi-
fies which of the two is the machine that is answering randomly. In the case of a 
single player playing the game, the other answer comes from recorded games. If it 
is impossible to distinguish between the two players, there is an option to pass and 
avoid making a decision. If the player identifies the human as the machine, points 
are deducted; otherwise, points are awarded. 

• After this, the player gets the opportunity to play again. 

4   Identifying Commonsense Knowledge 

A majority vote is not enough to identify a fact as commonsense, because we have 
more confidence if a sentence was evaluated by a large amount of players rather than 
by a few. Thus, we create a scale of commonsense that describes how common a spe-
cific fact is. The scale needs to be proportional to the ratio of people who know the 
given fact, and also contain information about the confidence of such ratio. We first 
define four quantities, tcount, fcount, ucount, ncount, that hold the number of times a sentence 
s has been classified as true, false, unknown, and nonsense, respectively.  
 
Definition 1. Let Pσ(s) be the ratio of people that have answered true, false, and un-
known over the total number of instances the sentence s has been verified. Let 
m(s)=tcount(s)+ fcount(s)+ucount(s)+ncount(s). 

( ) ( ) ( ) ( )
( )sm

susfst
sP countcountcount ++

=σ . (1)

Under the assumption of independence, each instance of the game can be considered a 
Bernoulli trial. Pσ(s) is then an estimator of the real proportion of people that  
understand the sentence. Our null hypothesis is that the ratio of people classifying the 
sentence as nonsense should be 0.5. If we fail to reject the null hypothesis, we must 
conclude that we don't have enough information to identify the sentence as meaning-
ful or nonsense.  
 
Definition 2. Let en(s) be the effect size, the difference between the actual and ex-
pected number of times the sentences have been marked as nonsense. 
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Definition 3. Let pn(s) be the p-value of the Binomial Hypothesis Test, the probability 
of observing a difference in the value of a random variable of at least the size of the 
effect size en(s). 
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The p-value pn(s) is the probability of observing the current counters given the null 
hypothesis. The lower its value, the more confident we are about their values. 

Table 1 shows some sentences with their corresponding Pσ(s) and pn(s). Notice that 
Pσ(s) and the p-value cannot distinguish amongst all sentences because one only con-
siders the ratio of people that agree on the sentence, whereas the other only considers 
the amount of people that has evaluated the sentence. With this in mind we define 
πs(s), which allows us to easily classify sentences as meaningful or nonsense. 

Table 1. The Id is used to refer to each sentence in the paper. Eval refers to the number of times 
that the sentence has been evaluated. Pσ(s) and Pγ(s) are the proportion of people who didn't 
answer nonsense, or who answer true or false, respectively. The value of πs(s) and πc(s) repre-
sents the confidence that we have when classifying the sentence as meaningful or known, re-
spectively. The last column is the decision made with a significance of 0.1. 

Id Sentence Article Eval Pσ(s) p-value πs(s) Meaningful 
1 People are known acting in 

comedies are comedians 
Comedy 1 1 1 0.5 Unknown 

2 Computer can use many bits Computer 6 1 0.03 0.98 Yes 
3 For example some languages 

(e.g.Chinese,Indonesian) 
Verb 6 0.17 0.03 0.02 No 

Id Sentence Article Eval Pγ(s) p-value πc(s) Known 
4 It is a county in the U.S. state 

of North Carolina 
Anson 
County 

9 0 0.004 0.002 No 

5 The level experience is 
needed to level 

Diablo II 1 1 1 0.5 Unable 

6 Chess is a very complex Chess 9 1 0.004 0.99 Yes 
 
Definition 4. Let πs(s) be the value that represents how much confidence we have on a 
sentence s being meaningful. 
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To classify the sentence as meaningful, we only need to define a threshold α against 
which we can compare πs(s). If πs(s) < α we have a confidence of 1-α that the sentence 
is nonsense and if πs(s) > 1-α, we have a confidence of 1-α that the sentence is mean-
ingful. Otherwise, we can only conclude that we need more players to evaluate the 
sentence. We perform a similar analysis to the one described previously to define a 
scale πc(s) that represents the fact that a given sentence s is commonly known. In 
order to classify a sentence as commonsense we combine both πs(s) and πc(s). 

 
Definition 5. Let π(s) represent the confidence about a sentence being commonsense. 

( ) ( ) ( )sss cs πππ = . (5)

Table 2 shows the corresponding value of π(s) of the sentences from Table 1. Notice 
that to classify a sentence as commonsense it requires both πs(s) and πc(s) to be high. 
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Table 2. Id, Eval, πs(s), and πc(s) are defined as in Table 1. π(s) represents the confidence that 
we have on identifying each sentence as commonsense. 

Id Eval. πs(s) πc(s) Π(s) Commonsense 
1 1 0.5 0.5 0.25 Unknown 
2 6 0.98 0.98 0.97 Yes 
3 6 0.02 0.5 0.01 No 
4 9 0.99 0.002 0.002 Domain-specific 
5 8 0.004 0.5 0.002 No 
6 9 0.99 0.99 0.99 Yes 

5   Evaluation 

Coverage, reliability, and identifying the presence of knowledge that needs further 
classification are of primary interest to knowledge acquisition systems, especially 
when the knowledge comes from volunteer contributors. In contrast to other systems, 
our game offers an explicit way to detect knowledge that should be discarded due to 
errors or noise in the input of contributors. Also, all other previous games do not pro-
vide any way to distinguish the data that need further qualification. These features are 
achieved by the use of our scale π(s). If a sentence is not nonsense, commonsense or 
domain-specific, then the game can be directed to present it to players more often 
until enough data has been collected to make a decision regarding such sentence. 

Among the reviewed systems, only LEARNER2 reports data about redundancy. Out 
of 6658 entries, only 2088 are different statements and 4416 entries yielded only 350 
distinct statements. This means that they collected 1.29 entries per statement. These 
few entries per statement produce unreliable data, which means that only 350 state-
ments can actually be trusted. In contrast, our game collected 6763 entries and gener-
ated 3011 evaluated sentences, with an average of 3.46 entries per statement. There-
fore, our data is more reliable than that of LEARNER2. Figure 2 shows the comparison 
of coverage and reliability between LEARNER2 and our game. 

 

Fig. 2. Comparison between LEARNER2 and our game 
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For the evaluation, we asked 4 judges to classify a random sample of 50 sentences 
from our knowledge base. The judges evaluated the knowledge by classifying it in 
these categories: "Generally/Definitively True", "Sometimes/Probably True", "Un-
known" and "Nonsense/Incomplete", which correspond to Commonsense, Domain-
Specific, Unknown, and Nonsense, respectively. This categories are similar to the 
ones used by [9]. When comparing the answers of the judges to the ones from the 
game, the average agreement between players and judges was 94% (α=0.1). 

In comparison to the other systems, Verbosity asked the judges to rate each input as 
correct or incorrect; the judges reported 0.85 of the data to be correct. LEARNER2 used a 
scale similar to ours and reported that 89.8% of the data that was entered by at least 2 
people was correctly common knowledge. Our game outperforms the previous systems. 

6   Conclusions and Future Work 

We presented the design of a game that evaluates and classifies sentences extracted 
automatically from the Web. The main advantage of our design is that it classifies 
commonsense knowledge in a continuous scale, which allows us to talk about how 
common a commonsense fact is. Our analysis gives us confidence about the results 
even when some of the players disregard the rules and create noisy data. Also, we 
distinguish between data that needs to be evaluated further and data that has been 
classified with certainty. Although the game has already provided data that shows that 
our approach is viable, improvements in the design of the game are possible. One 
feature that will be further explored in future work is the demographics of the players. 
Each answer given by the player is stored according to their age group and location. 
This is useful because we will not only be able to classify commonsense knowledge, 
but we will also be able to cluster commonsense knowledge according to demo-
graphic information. 
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Abstract. In the paper we present a low cost method of using eyetracking to 
perform remote usability tests on users. Remote usability testing enables to test 
users in their natural environment. Eyetracking is one of the most popular tech-
niques for usability testing in the laboratory environment. We decided to try to 
use this technique in remote tests. We used standard web camera with freeware 
software. Our experiment showed that such method is not perfect, but it could 
be a good addition to the standard remote tests, and a foundation for further de-
velopment. 

Keywords: Eyetracking, Usability, Remote Usability Testing,  
Human-Computer Interaction. 

1   Introduction 

In modern usability testing, remote tests are becoming more and more popular. Be-
cause of lack of time and money, companies are looking for alternatives for standard 
tests with users. Those tests require a place to test, gathered users, moderator and 
equipment. This situation lead to idea of remote usability testing. Its main goal is to 
test users in their natural working place, without any sophisticated equipment. Users 
in their own environment are behaving more naturally, like they would normally do 
while using the given website [4]. Moreover we do not need to gather all the users at 
one time, we can work with them when they have the time to take part in the test. 
Also we can have participants from different cities or even countries that would nor-
mally not visit our laboratory. Furthermore comparisons of the results of standard 
laboratory and remote testing have shown that participants find the same usability 
issues on tested pages with both methods [2], [6], [9].   

So far remote usability tests are evaluated using standard methods such as remote 
surveys and video conferences [1], [7]. We can also use some traditional laboratory 
usability testing methods in remote environment [8]. One of the most popular tool for 
standard usability testing is eyetracking [3], [5]. The biggest drawback of eyetracking 
technology is its cost. The equipment is very expensive and companies which perform 
such tests usually charge a lot of money for such tests. We tried to perform remote 
usability test with eyetracking, using low cost hardware, such as ordinary web camera 
and free software.  
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2   Tools Used in Experiment  

The main equipment used during this research was a casual web cam Logitech Quick 
Cam Pro 9000. Software used in this experiment was: 

1. Piotr Zieliński Opengazer1 .Net port made by Przemysław Nibyłowicz2. This ap-
plication enables gazetracking using ordinary webcam. It is freeware open source 
software. After selecting feature face points on the video image, user calibrates the 
program by looking at the appearing squares. Next, when calibration is finished, 
line of gaze is tracked by the program. We slightly modified this application, so it 
stores the data of all the points that users is looking at in the text file (Fig. 1).  

 

Fig. 1. Application after the calibration process. Blue square shows where the participant is 
looking and in the background we have a window that shows the coordinates of the gaze. 

The points in the application have coordinates from -1 to 1 (float variable), so to 
store them as actual points on the screen, we are transforming them as shown be-
low: 

int okoX = (int)((eventArgs.EyeX + 1.0f) * (w / 2)); 

int okoY = (int)((eventArgs.EyeY + 1.0f) * (h / 2));  

We add 1.0 to the float value (eventArgs.EyeX or eventArgs.EyeY) and then we 
multiply this value by height (h) or width (w) of the screen divided by two. Then 
the value is parsed to integer. Furthermore we needed to transform those points so 
they could be used in the heatmap generator application (point 2 below). We 
needed to transform the screen parameters to image parameters: 

                                                           
1 http://www.inference.phy.cam.ac.uk/opengazer/ 
2 http://netgazer.sourceforge.net 
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int imageX = (int) ((1024*okoX)/w); 

int imageY = (int) ((768*okoY)/h); 

We received new coordinates for the image by calculating the given point with the      
image size and screen size.  

2. JavaScript application for creating heatmaps3. Created by Michael Dungan, re-
leased under the MIT license. This application creates heatmaps on images taking 
mouse movement as an input data (Fig. 2). However it has the functionality to im-
port points, so we used it to generate heatmaps for our test. It takes as parameters 
the offset of the picture and a “mousemove mask” for smooth rendering, so we 
omitted this last parameter and put ‘3’ as a default value (center). Additionally we 
needed to run the browser in full screen mode, so the coordinates of the points cal-
culated in Opengazer .Net port application would be adequate. 

  

Fig. 2. Application for creating heatmaps from mouse input as well as from imported points 
(Source for koala bear picture: Microsoft Windows 7 sample images) 

3. Real VNC4 – simple application for desktop sharing. 
4. Skype5 – popular application that enables talking through microphone over the 

internet. 
5. CamStudio6 – simple application for recording actions from computer screen. 

                                                           
3 https://github.com/xxx/heatmap 
4 http://www.realvnc.com 
5 http://www.skype.com 
6 http:///www.camstduio.org 
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3   Experiment 

The goal of our experiment was to try to perform remote usability eyetracking test 
and analyze if our method is suitable for future development. We tested it with five 
users, on different computers but with the same webcam (Logitech Quick Cam 9000). 
During the test, first thing that we did was to connect to user’s computer via Skype 
and Remote VNC. After that we instructed the user how to position the camera and 
how to calibrate the eyetracking application. This was the toughest part for all the 
users, because the calibration process in this application requires a lot of patience. 
Application sometimes crashes, and calibration often needs to be repeated few times 
until it is correctly set. When the results of calibration were satisfactory we asked our 
user to start CamStudio and perform some simple actions on google.com web page, 
such as to log in. While user was working with the page we were able to see where he 
is looking, because small blue square was showing that position (Fig. 3). It is a very 
helpful thing for the moderator, because he can observe at which elements the user is 
looking during the test and have more control over what user is doing. 

 

Fig. 3. Google.com website during the test, small blue square shows the position of the  
participants gaze 

After the experiment we took the coordinates of the user’s gaze on the screen 
(stored in a text file) and we imported them to the heatmap application. It allowed us 
to create some simple heatmaps for our test (Fig. 4). 

To sum up the experiment, our method of remote usability eyetracking test can 
provide the moderator with: 

1. Verbal remarks and comments of the tested users, as in standard remote test. 
2. Observation of user actions and where user was looking during the test via Remote 

VNC. 
3. Recordings from the point 2 provided by CamStudio. 
4. Text file with the coordinates of the points on the screen on which the user was 

looking during the test. Those points can be used to generate some visual reports. 
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Fig. 4. Simple heatmap for google.com website created with JavaScript heatmap generator 

4   Conclusions and Future Work 

Our experiment has shown that it is possible to perform remote usability eyetracking 
tests. Moreover we obtained a lot of valuable data that could be processed for usabil-
ity analysis. However our solution has some drawbacks that need to be addresses. 
First of all user has to perform many actions before the test, such as setting up the 
camera and calibrating the eyetracking software. In future we will try to improve this 
process, so the users will not need to perform so many operations. Secondly, using a 
web cam and Opengazer .Net port we need to perform calibration many times to ob-
tain eyetracking data, which precision can be compared with professional eyetrackers 
in the laboratory environment. So far we managed to obtain the precision which is 
about two times worse than in professional eyetrackers, so there is still room for fur-
ther development here. We will also try to improve calibration process, so it would be 
faster and more effective. Last thing is that we needed to put a lot of effort into creat-
ing a single heatmap for our test. We need to create an application that could quickly 
transform received points into heatmaps, gaze plots and other useful reports. 

In conclusion our method needs a lot of improvements, but it is definitely a good 
starting point for creating a remote usability eyetracking testing methodology and a 
platform for such tests. Remote user testing is the future of usability tests, so introduc-
ing new methods and techniques to improve them is a very beneficial thing. 
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Abstract. Virtual worlds are three-dimensional (3D) persistent multi-user 
online environments where users interact through avatars. The affordances of 
virtual worlds can be useful for business-to-consumer e-commerce. Moreover, 
affordances of virtual worlds can complement affordances of websites to pro-
vide consumers with an enhanced e-commerce experience. We investigated 
which affordances of virtual worlds can enhance consumers’ experiences on e-
commerce websites. We conducted laddering interviews with 30 virtual world 
consumers to understand their perceptions of virtual world affordances. A 
means-end analysis was then applied to the interview data. The results suggest 
co-presence, product discovery, 3D product experience, greater interactivity 
with products and sociability are some of the key virtual world affordances for 
consumers. We discuss theoretical implications of the research using dimen-
sions from the Technology Acceptance Model. We also discuss practical impli-
cations, such as how virtual world affordances can be incorporated into the  
design of e-commerce websites. 

Keywords: Consumer experience, e-commerce, interaction design, laddering 
interviews, means-end analysis, qualitative research, user experience, virtual 
worlds. 

1   Introduction 

Virtual worlds, such as Second Life [1], are being used by businesses for real world e-
commerce. For example, Toyota and Reebok have created virtual stores and show-
rooms in Second Life for consumers to interact with virtual simulations of their real 
world products [2]. These and other real world businesses that create a presence in 
virtual worlds can increase their engagement with consumers [3] and enhance the 
value of their brands [4]. Given the potential benefits of using virtual worlds for real 
world e-commerce, researchers are beginning to investigate how virtual worlds can be 
better utilised by businesses [5].  

In this paper, we investigated which virtual world affordances facilitate e-
commerce from the consumer’s perspective. For our study, we defined affordances as 
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features of a technology that determine ways a technology can be used [6]. Our inves-
tigation is based in Second Life. Second Life (http://secondlife.com) is a virtual world 
that was launched in 2003 and continues to attract 800,000 visitors each month. It 
supports many activities, including education, socialising, gaming and e-commerce. 
The e-commerce activity in Second Life mostly involves virtual items [7]. However, 
an understanding of the affordances for e-commerce with virtual items is useful for 
understanding how e-commerce in virtual worlds with real items can occur.  

Some virtual world affordances used for e-commerce with virtual items are likely 
to be the same affordances used for e-commerce with real items. For example, virtual 
worlds afford the rendering of 3D objects in a 3D environment. This affordance al-
lows consumers to have a virtual experience with real or virtual products, which can 
help consumers to learn about and evaluate products before buying [8]. Furthermore, 
the affordance of a persistent multi-user environment enables and sustains online 
communities. Online communities are known to influence consumers’ experiences [9] 
regardless of whether the consumption is real or virtual. The aim of this paper is to 
identify the virtual world affordances that enhance consumers’ real world e-
commerce experiences. Our investigation has led to an understanding of when and 
why certain virtual world affordances are useful for e-commerce.  

2   Research Question 

The research question we have addressed is “which affordances of virtual worlds can 
enhance consumers’ e-commerce experiences?” The research question has been in-
vestigated through laddering interviews and means-end analysis. These techniques are 
commonly applied in consumer research to understand consumers’ preferences for 
brands, advertisements and products [10]. We have applied these techniques to under-
stand consumers’ perceptions of virtual world affordances for e-commerce. Laddering 
interviews were used to elicit the underlying reasons consumers have for preferring 
certain affordances. Means-end analysis was then used as a structured method to  
analyse the qualitative data from the laddering interviews [11]. 

3   Background 

The theoretical framework of this study is based on the concept of the service encoun-
ter. The service encounter includes all the interactions that the consumer performs 
during the provision of a service [12]. In the context of e-commerce, the service en-
counter centres on the online purchase transaction. Moreover, the pre-purchase and 
post-purchase interactions are also a part of the service encounter. In this study, we 
have elicited consumers’ perceptions of how virtual world affordances can enhance 
the e-commerce service encounter. 

An important concept within the e-commerce service encounter is the consumer’s 
ability to move between different online and offline service channels. Consumers 
choose appropriate service channels based on their needs during a service encounter. 
For example, additional support for the purchase can be provided through high street 
stores, telephone and mail-order catalogues [13]. This study starts with the premise 
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that virtual worlds are able to address certain needs that consumers have during the e-
commerce service encounter. 

Virtual worlds are said to incorporate the convenience of e-commerce websites 
with the richness of interactions of high street stores [14], but there is little empirical 
evidence to support this claim. Despite their potential, virtual worlds seem to be un-
der-utilised for real world e-commerce. Currently, in April 2011, there are only a 
small number of virtual worlds that support online purchasing of real world products: 
some examples of virtual worlds designed specifically for e-commerce are Avaya 
(http://avayalive.com), NearWorld (http://london.nearglobal.com), and Trillenium 
(http://www.trillenium.com). Part of the motivation for this paper is to examine the 
reasons for the under-utilisation of virtual worlds for real world e-commerce and to 
understand what can be done to increase their usage. 

According to the Technology Acceptance Model [15], the usage of technology is 
determined mainly by perceived usefulness and perceived ease-of-use. However, 
given the relative novelty of virtual worlds, our investigation was conducted in an 
exploratory manner. We did not limit the study to only investigate pre-determined 
dimensions of technology use, such as perceived usefulness and perceived ease-of-
use; we allowed other dimensions to emerge from the data as well. 

4   Data Collection 

We conducted 30 interviews with participants who had e-commerce experience in 
Second Life. The participants also had e-commerce experience on websites. Partici-
pants were recruited and interviewed in Second Life through the use of avatars. The 
recruitment procedure and interview protocol were approved by our university’s eth-
ics committee. We also followed Second Life’s community standards [16] to ensure 
that the study was not violating Second Life’s usage policy. 

To locate participants, we visited shopping and socialising areas in Second Life. In 
these areas, we scouted for prospective participants by first reading their user profiles. 
User profiles contain public information provided voluntary by the user.  The user pro-
files were utilised as a preliminary screening tool. Based on the profiles, we could iden-
tify experienced users of Second Life and we could identify users who had shopping 
experiences in Second Life. Prospective participants were then sent a private text mes-
sage (similar to an instant message (IM)) inviting them to participate in the research 
study. Those that agreed were given a virtual note card containing detailed information 
about the study and our contact information. A second note card was given to partici-
pants as a consent form. Participants were then asked if they were over 18. If they were 
over 18, they were asked to consent to participate through text messaging.  

Demographic information (real life age, real life gender, real life occupation, and 
country of residence for participants) was requested from participants at the end of 
each interview. Providing demographic information was optional. Thus, some partici-
pants did not reveal all their demographic information. With the information provided 
to us, we know that 13 males and 13 females participated. Four participants did not 
reveal their gender. Participants resided in USA (7), UK (3), Romania (3), Spain (2), 
New Zealand (2), Italy (2), India (2), France (1), Belgium (1), Australia (1) and Ger-
many (1). Four participants did not reveal their country of residence. Participant’s 
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ages ranged from 18 to 55. Eight participants did not reveal their age. The mean age 
of known participants was 29.1.  

All the interviews were conducted in Second Life, using private text messaging. In-
terviews typically lasted 45 minutes to 1 hour. The interviews were conducted in Eng-
lish. Interviews were conducted between May 2010 and Dec 2010. Participants were 
given an honorarium worth two Great Britain pounds that was paid in Linden Dollars, 
Second Life’s currency. 

The interviews started with background questions to elicit participant’s experiences 
of shopping in Second Life and shopping on websites. Participants were then asked to 
recall features of websites that they liked and disliked. This question was to prime 
participants so that they could more easily answer the main interview question.  The 
main interview question was, “can you think of Second Life features that would make 
shopping on websites better or easier? 

As participants recalled features, we proceeded to apply the laddering technique. 
The laddering technique involved asking a series of probing questions, such as ‘why is 
the feature important to you?’ The probes were meant to uncover participants’ prefer-
ences for specific features of virtual worlds during the e-commerce service encounter.  

5   Data Analysis 

We analysed the interview data using means-end chain analysis [17]. The analysis 
started by extracting ladders, or means-end chains, from the data. Each ladder con-
tains three components: an attribute, a consequence and a value. 

 An attribute refers to any feature of the virtual world, but specifically some-
thing that can be interacted with or supports an interaction.  

 A consequence is the outcome of performing the interaction. 
 A value is the psychological need or desire associated with the consequence.  

Each ladder represents participants’ reasoning about why they think a feature of the 
virtual world is useful for e-commerce. An example of a ladder is: having avatars (at-
tribute) to interact with real people (consequence) to feel a connection with others 
(value). Extracting ladders involved two steps: making annotations and linking the 
annotations. 

1. Annotating involves identifying relevant segments of the data and describing 
them either as referring to an attribute, a consequence or a value. An additional 
description is given to the annotation that refers to its meaning. For example, 
an annotation could be: [value: connection with others]. For this annotation, 
‘value’ refers to the ladder component and ‘connection with others’ refers to 
its meaning. 

2. Linking annotations involves making explicit the connection between specific 
attributes, consequences and values that are mentioned by participants. The 
purpose is to create complete ladders with each of the three components: an at-
tribute, a consequence and a value.  



366 M.Q. Tran et al. 

In the excerpt below, we show an example of how the data is annotated and linked to 
create a ladder. The three components for this ladder are: [attribute:  having ava-
tars][consequence: interact with real people][value: connection with others]. 

Interviewer: Can you think about how things you know about Second Life 
may help make shopping on a website better? 
Consumer27: The sense of companionship [value: connection to others]. 
When I shop in [Second Life] it’s usually with a couple of girlfriends [con-
sequence: interact with real people]. 
Interviewer: And why is it important that you can shop with others? 
Consumer27: I value their opinions on style and I like to share in their 
pleasure at finding something that looks good on them. It’s a social activity. 
Interviewer: Do you think there is something else about Second Life that 
helps with the companionship? 
Consumer27: <nods> well the high-bandwidth communication 
Interviewer: What do you mean by that? 
Consumer27: Not just chat, but being able to share visually 
Interviewer: Share visually? 
Consumer27: mmHmm (sic) I can try something on and my friends tell me 
how it looks on me […] the 3D models could be made off of real clothes us-
ing real photo textures so the ingredients are there for this kind of experi-
ence. [attribute: having avatars] 

The data was annotated by using a bottom-up strategy, that is, by working from the 
data instead of using pre-determined concepts. Through several iterations, the annota-
tions were eventually consolidated into a set of 51 codes, comprising of 16 attributes, 
19 consequences and 16 values. We list the codes in the next section. 

5.1   Codes Derived from the Annotation Process 

Table 1 shows our codes and their frequency of appearance in the data. The percent-
age represents the frequency of the code relative to the total number of ladders.  

Table 1. Codes for attributes, consequences and values 

# Code Name Alternate Description % 
Attributes of Second Life 
1 Store attendants Getting immediate help from business 10.5% 
2 Teleportation Instantly travelling to locations  0.9% 
3 High graphic detail High resolution of images and objects 2.6% 
4 User generated content Other users create objects in the world 1.8% 
5 Access to websites Easy to switch to and from websites 4.4% 
6 Content creation tools Tools for modifying in-world objects 0.9% 
7 3D environment Environment is rendered in 3D 15.8% 
8 3D objects Objects are rendered in 3D 21.1% 
9 Multi-user Sharing same environment with others 9.6% 
10 Having avatars Users embodied through an avatar 7.9% 
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Table 1. (Continued) 

# Code Name Alternate Description % 
Attributes of Second Life 
11 Wide selection Wide selection of products to browse 1.8% 
12 Synchronous interactions Interactions happen in real-time 4.4% 
13 Alternative payment Payment does not require a website 3.5% 
14 Real world stores Real stores have presence in-world 2.6% 
15 Social network Supports social networking 9.6% 
16 Multimedia support Support for audio and visual media 2.6% 
Consequences of having the attributes 
17 Avoid inconvenience Avoid travel and weather of real world 3.5% 
18 Interact with real people Real people are controlling the avatars 14.0% 
19 Remain logged in No need to exit virtual world 1.8% 
20 Visually presented Products are visually represented 11.4% 
21 Interaction history Saved history of interactions 2.6% 
22 Can listen to music Hear music and ambient sounds 0.9% 
23 Interactions are in-world Familiar navigation and interface 2.6% 
24 Fast purchase transaction Transactions are done in ‘one click’ 1.8% 
25 Shop with friends Can shop in friend’s presence 4.4% 
26 Maintain anonymity Person remains anonymous 0.9% 
27 Learn about products Feel they know more about products 15.8% 
28 Attracted to products Product becomes desirable 3.5% 
29 More reason to buy Gain reasons to make purchase 1.8% 
30 No pressure to buy No hassle from sales person 1.8% 
31 Increased trust Confidence in business or product 10.5% 
32 Discover products Discover products unexpectedly  7.0% 
33 See something new Impressed by the novel graphics 1.8% 
34 Alternate identity Create an alter ego 1.8% 
35 Play with products Interact with products 12.3% 
Personal values expressed by consumers 
36 Save money Not wasting money on bad purchase 2.6% 
37 Get immediate reply Being attended to immediately 1.8% 
38 More knowledge Having more knowledge of products 22.8% 
39 New experience Experiencing something new 5.3% 
40 Safety Personal information kept private 6.1% 
41 Familiar experience Interacting in a ‘natural’ way 3.5% 
42 Feel cared for Sense of being attended to 6.1% 
43 Informed decisions Confidence in purchase decision 13.2% 
44 Connection to brand Relationship with brand 0.9% 
45 Connection to virtual Relationship with virtual community 3.5% 
46 Feel welcomed Feeling at ease in virtual world 0.9% 
47 Disconnected from real  Forgetting about real world 0.9% 
48 Enjoyment Experience is ‘fun’ 23.7% 
49 Connection to others Relationship with individuals 3.5% 
50 Freedom to play Allowed to experiment with products 2.6% 
51 Save time Get things done faster in virtual world 2.6% 

The codes in Table 1 were used to derive ladders during the linking process.  
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5.2   Ladders Derived from the Linking Process 

Alongside the annotation process, ladders were derived through the linking process 
described above. 114 ladders were derived from the data: a mean of 3.8 ladders per 
participant. The ladders were then entered into LadderUX. LadderUX is a data analy-
sis software package for laddering research [18]. The software creates hierarchical 
value maps based on the formula described in Reynolds and Gutman’s seminal paper 
on laddering [17]. First, a matrix is created that cross-links all the codes. Each cross-
link between codes is given a score depending on how frequently a link between the 
codes appears. Then, a map is generated based on the scores. Only those scores which 
are above a defined cut-off level are shown in the map. The researcher defines the 
cut-off level. Cut-off levels from 3 to 5 are most common in laddering research. The 
cut-off level we have used for our map is 4 (see Figure 1, section 6.2). 

6   Results 

In this section, we summarise the results of the analysis. First, we discuss the attrib-
utes, consequences and values. Then, we discuss the hierarchical value map and  
finally, we re-visit the research question of this paper. For the results section, partici-
pants are referred to as consumers. 

6.1   Summary of Attributes, Consequences and Values  

Attributes 

Attributes are features of virtual worlds. The most frequently mentioned attributes by 
consumers are shown in Table 2. Only attributes with a frequency higher than 9% are 
discussed in this paper. At the 9% cut-off, we found a close fit between the number of 
elements in the summary tables (e.g. Table 2) and the number of elements in the hier-
archical value map. Attributes that are related are grouped and discussed together. 

Table 2. Summary of most frequently mentioned attributes 

Attribute Code Code Frequency Attribute 
Group 

Grouped  
frequency 

3D objects 21.1% 
3D environment 15.8% 

3D aspects 36.9% 

Store attendants 10.5% 
Social network 9.6% 
Multi-user 9.6% 

Social aspects 29.7% 

Attribute group: 3D aspects 

The first grouping that emerged is 3D aspects, which was present in 36.9% of the lad-
ders. This relates to 3D objects and the 3D environment of virtual worlds. It is not 
surprising these attributes are mentioned most frequently. The difference between the 
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3D environment in virtual worlds and the 2D display on websites is easy for consum-
ers to notice. 

Consumer3: The layout when you shop in [Second Life] is way nicer than on 
the average website. I mean, ok, [Second Life] is 3D whereas a site is merely 
2D. It's just that the presentation and the [angle of] perception are so much 
better used in [Second Life], which makes you wanna (sic) buy stuff. 

 
When consumers discuss the 3D aspects, they usually refer to navigation and percep-
tion. Navigation relates to being able to walk through a virtual store to browse virtual 
shelves and see rows of virtual products. This simulates the navigation experience of 
a real store. Perception is about having objects represented with depth (hence, 3D). 
Both navigation in a 3D environment and 3D perception add to the sense of realism.  

Consumer16: With 3D it gives it a little better feel of what you are getting 
into. 
Interviewer: Can you say a bit more about what you mean by ‘feel’? 
Consumer16: Well to simplify. Compare Sega to Playstation 3. Sega is flat 
images, 16-bit. Play station has 3D graphics. Which appeals to people more? 
Playstation 3 of course because it gives people that sense of realness. It’s as if 
the objects are there in front of you vs on paper. 

 
Consumers report the 3D aspects in terms of its visual appeal. “The [3D] interface is 
more seductive than flat corporate web sites” (Consumer5). Beyond visual appeal, 
3D aspects allow greater interactivity. 

Consumer23: It’s just fun […] you feel like its [real life] 
Interviewer: Can you tell me what is it about the '[real life] feeling' that makes 
it fun? 
Consumer23: You just feel like you’re actually in a shop, not flicking thru a 
mag (sic). 

Attribute group: Social aspects 

The second grouping that emerged is social aspects, which was present in 29.7% of 
the ladders. Social aspects entail having other people around who are also participat-
ing in the shopping experience. These could be strangers, friends or sales personnel. 

Consumer1: Make [shopping] more attractive. Event organisation, product 
presentations, and people we can talk to about their products, etc. I am re-
minded of the Reebok SL shop. It was empty, strangely dead. Too bad, they 
were selling interesting things for a good price 
Interviewer: Can you tell me about it being empty? Why is this a bad thing? 
Consumer1: Their shop was like [16 km2] for only 10 articles and nobody in 
there. […] It's like entering a huge empty mall. It makes me think about "night 
of the living dead". 

 
Consumers appreciate having others around, especially people they are familiar with 
and can talk to. 
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Consumer26: When you go shopping it’s nice especially with friends. 
Interviewer: Why is it nice to shop with friends? 
Consumer26: That it’s not boring […] you [can] talk and not walk alone 
through the store. 

 
Interaction with sales personnel is also frequently mentioned as an advantage of 
shopping in virtual worlds.  

Consumer13: [Store attendants can] help the customer find the product that 
best suits them, and answer questions about products.  I guess going with the 
jewellery thing, I'm thinking of a boutique kind of experience. 

Consequences 

Now we look at the consequences of utilising virtual worlds for e-commerce. Conse-
quences relate to outcomes of utilising virtual world features. Table 3 lists consumer’s 
most frequently mentioned consequences. As with the attributes, we only summarise 
the consequences with a frequency over 9%. 

Table 3. Summary of most frequently mentioned consequences 

Consequence Code  Code  
Frequency 

Consequence 
Group 

Grouped 
Frequency 

Learn about products 15.8% 
Play with products 12.3% 
Visually presented 11.4% 

Product fidelity 39.5% 

Interact with real people 14.0% Interact with real 
people 

14.0% 

Increased trust  10.5% Increased trust 10.5% 

Consequence group: Product fidelity 

Product fidelity is a grouping of three consequences: learning about products, playing 
with products and having products visually presented. As a group, it was included in 
39.5% of the ladders mentioned by consumers. Products that are displayed in virtual 
worlds can simulate more of a product’s functions and provide a better view of its 
physical dimensions. Ultimately, product fidelity means consumers can get a better 
idea of what the product is actually like. This is related to the concept of virtual ex-
perience from Li et al. [8] who conclude that interacting with 3D models of products 
is closer to a “direct” experience with a product. Consequently, interacting with 3D 
models helps the consumer learn about products more effectively compared to learn-
ing from text and 2D images [19].  

Consumer5: You would be able to see the scale of things, if [the dimensions] 
were accurate. I could even imagine trying a bed out in […] my house to see it 
looks good next to all of my other things. 
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Consequence group: Interact with real people 

Virtual worlds are persistent real-time communication platforms. These attributes 
allow for real-time interactions with other people. Being able to interact with others is 
mentioned in 14.0% of the ladders. Interactions can be as simple as text chats with 
sales support personnel, friends or other consumers. However, interactions can also be 
more advanced; such as witnessing ‘live’ musical performances. 

Interviewer: Is this different from how [musicians] promote themselves on a 
website? 
Consumer28: YES (sic) because they can stream in and perform live 
Interviewer: So is there something about a 'live' performance that makes it dif-
ferent? 
Consumer28: It’s an immersive experience that really feels like an intimate 
performance. Music is always best live when the musician can relate to the 
audience. Just like in [real life] the performer can connect with the audience. 

Consequence group: Increased trust 

Increased trust is about gaining confidence to make a purchase decision or gaining 
confidence to deal with a business. Consumers mention increased trust in 10.5% of 
the ladders. Trust is mentioned in relation to certain features of virtual worlds. For 
example, trust was mentioned alongside interacting with real people and interacting 
with high-fidelity products. It is also contingent on the type of products or services 
being bought.  

Consumer6: I trust in many [businesses]. […] For example I know you can 
pay for English class in [Second Life]. I think I could trust [them].  

Values 

Values relate to psychological needs and motivations. In Table 4, we summarise most 
frequently mentioned values by consumers. 

Table 4. Summary of frequently mentioned values 

Value Code Code  
frequency 

Value Group Grouped frequency 

More knowledge 22.8% 
Informed decisions 13.2% 

Knowledge 36.0% 

Enjoyment 23.7% Enjoyment 23.7% 

Value group: Knowledge 

Knowledge implies the need to know more about products or the need to make in-
formed decisions about buying products. It is the value in 36.0% of the ladders. Gain-
ing knowledge is important because consumers ultimately have to make a purchase 
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decision. Understandably, consumers want to gather as much information as they can 
about products (or the business) so that they make the right decision.  

Consumer19: Maybe you don't know how it looks like; you could get an idea 
here [in Second Life]. 
Consumer21: You don’t want to spend money on things you will never use or 
looks bad. 

Value group: Enjoyment 

Enjoyment relates to having a fun and stress-free experience. Many consumers think 
that shopping in virtual worlds can be more enjoyable than shopping on websites: 
23.7% of the ladders have enjoyment as their value. 

Consumer9: You can go anywhere [in Second Life] at the click of a button. 
Shop anywhere all round the world, buy ANYTHING :D (sic). No limits. 
Interviewer: And you enjoy this? 
Consumer9: yup 
Interviewer: What makes being able to [go] anywhere enjoyable? 
Consumer9: It’s free, fast, can go with anyone 
Interviewer: Do you get the same feeling when you browse websites? 
Consumer9: ummm naah (sic). That gets boring lol 
Interviewer: Why is going from website to website boring, but going from shop 
to shop in [Second Life] fun? 
Consumer9: Because you can walk around here, be with others, try things on, 
meet others. 

6.2   Relationship between Attributes, Consequences and Values 

Figure 1 shows the hierarchal value map based on our analysis (please see section 
5.2). The thickness of the lines between codes in the map indicates a higher link  
frequency between the codes. Functional consequences noted in the map relate to  
observable outcomes, whereas psycho-social consequences relate to personal  
outcomes (such as a change in emotion or thought). 

From the map, we can derive the reasons why and when consumers may choose 
virtual worlds over websites. We call these reasons “motivational patterns”, a term 
from Gengler et al. [20]. To derive motivational patterns, we start with the values at 
the top of the map and then follow the links downwards.  

• Motivational pattern 1 is about enjoying the experience. This comes often 
from discovering new products and interacting with people. The 3D multi-
user environment facilitates discovering new products and interacting with 
people. 

• Motivational pattern 2 is about acquiring information about products. Con-
sumers gather information about products by interacting with 3D simulations 
of products in virtual stores. Consumers also learn by interacting with store 
attendants in 3D spaces. 
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Fig. 1. Hierarchical value map with cut-off level at 4 

• Motivational pattern 3 is about making informed decisions. This is possible 
because consumers can interact with virtual simulations of products, which 
are rendered and displayed in a 3D environment.  

• Motivational pattern 4 is about feeling cared for. Consumers feel cared for 
because they are interacting with real people, which is possible because a 
virtual world is a multi-user environment.  

• Motivational pattern 5 is about personal safety. Personal safety refers to  
concerns about privacy: for example, protecting personal information and 
banking details. Personal safety and privacy are related to trust. Consumers 
perceive interactions in virtual worlds to be more trustworthy because the in-
teractions are interpersonal and because there are ways to verify a business’s 
real world identity from websites or their stores. 

These motivational patterns provide an understanding of how virtual worlds can en-
hance the e-commerce experience from the consumer’s perspective. In the next sub-
section, we discuss affordances and answer the original research question. 

6.3   Which Affordances of Virtual Worlds Can Enhance Consumers’  
E-commerce Experiences? 

The research question for this study was, “which affordances of virtual worlds can 
enhance consumers’ e-commerce experiences?” We answer this question by returning 
to the hierarchical value map (Figure 1, section 6.2). To identify the affordances, we 
start with the attributes from the map and then follow the links from the attributes 
upwards. Thus, the affordances that can enhance consumers’ experiences are: 
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 Affordance 1: Multi-user environments to allow shopping with others 
 Affordance 2: 3D environments to allow products to be easily discovered 
 Affordance 3: Store attendants and 3D objects to support product learning 
 Affordance 4: 3D objects to support more interactivity with products 
 Affordance 5: Social networks to increase consumer’s trust  

We discuss implications of these affordances and consumers’ perceptions of the af-
fordances in the next section.  

7   Implications for Theory 

7.1   Technology Acceptance 

Understanding consumers’ perceptions of virtual world affordances can help predict 
why virtual worlds may be adopted by consumers for the e-commerce service encoun-
ter. Two dimensions of perception that are highly correlated with technology accep-
tance are perceived usefulness and perceived ease-of-use [21]. Usefulness refers to 
how proficiently a user will be able to complete a task with a technology. Ease-of-use 
refers to how easily a user can learn and utilise a technology. Both dimensions will be 
discussed in relation to virtual world affordances. 

This study suggests that virtual worlds are perceived to be useful when the task is 
to learn about products. Virtual worlds are also perceived to be useful for interacting 
with other people. Therefore, consumers are likely to use virtual worlds for e-
commerce when they want to learn about products or interact with others in a more 
effective and efficient manner.  

This study indirectly addresses the dimension of perceived ease-of-use. Perceived 
ease-of-use is alluded to by our findings on enjoyment. Enjoyment, more commonly 
conceptualised as satisfaction, is related to usability. In turn, usability is related to 
ease-of-use [22]. Consumers may choose to use virtual worlds for e-commerce when 
they want to enjoy the e-commerce experience. To what extent the hedonic aspect 
(enjoyment) and utilitarian aspects (efficiency and effectiveness) overlap is uncertain. 
However, our study suggests that consumers perceive virtual worlds have the ability 
to offer both enjoyment and utility.  

Four other dimensions of consumer’s perceptions also emerged from our study. 
The dimensions are: compatibility, perceived service quality, perceived trust and in-
formation richness. These dimensions are also part of a website technology accep-
tance model by Chen and Tan [23]. 

Compatibility refers to the overlap between the consumers’ personal beliefs and 
what they believe the technology represents. In other words, it relates to prejudices 
consumers’ hold for or against a technology. The concept of compatibility originates 
from Rogers’ theory on diffusion of innovations [24]. Bessiere et al. [25] describes an 
example of how compatibility can influence virtual world acceptance. They found 
users in their study associated virtual worlds “primarily with socialising and playing, 
rather than working”. The belief that virtual worlds offer a playful rather than a seri-
ous environment was an adoption barrier. Similarly, consumers may have prejudices 
against adopting virtual worlds for e-commerce as they may think that virtual worlds 
are not for making real world transactions. 
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Service quality is another dimension of consumers’ perception. Service quality refers 
to the expectations of consumers about the service they will receive from a business. 
One facet of service quality is empathy, which is defined as “caring, individualised at-
tention” towards consumers [26]. Our study found that empathy could be an advantage 
of shopping in virtual worlds. Consumers in our study explained that virtual worlds al-
low them to interact synchronously with sales personnel; the sales personnel were then 
able to answer questions immediately and in a personalised manner. Therefore, the in-
teractions in virtual worlds were perceived as involving more empathy. 

Consumers in our study perceived trust as another advantage of virtual worlds. 
However, trust varies depending on the situation. Consumers were not trusting of vir-
tual worlds when making a transaction, but they were trusting of virtual worlds for 
advice. Consumers trust advice in virtual worlds because it comes from real people 
with whom they feel were co-present. The realism of the shopping environment may 
also be a reason for consumer’s increased trust [27]. 

Information richness is the last dimension we discuss. Information richness is de-
fined as “quality of product information and the extent of product comparison” [23]. 
Information richness enables the consumer to make an informed purchase decision. It 
relates to product learning, but also to the search, sense-making and decision-making 
process. Several consumers in our study discussed aspects relating to information 
richness. The 3D environment and 3D simulations help increase information richness. 
The interactions with other consumers and sales personnel also help consumers gather 
more information while in virtual worlds. Therefore, in terms of technology accep-
tance, information richness is another explanation why consumers’ may choose vir-
tual worlds for e-commerce. 

7.2   Multi-channel Consumption and the Service Encounter 

In the previous sub-section, we discussed some opportunities and barriers for adop-
tion of virtual worlds for e-commerce. In this sub-section, we start with the assump-
tion that virtual worlds are already a viable option for e-commerce. Another question 
then arises: when will consumers choose to use virtual worlds instead of other service 
channels? 

Consumers have many options of channels during a service encounter, such as 
websites, high street, telephone, and so on. Virtual worlds are not likely to replace any 
of the existing service channels; more likely, virtual worlds will become another op-
tion to complement the existing channels. Research on multi-channel consumption 
behaviour suggests perceived risk, need for interpersonal contact, convenience, and 
price differential are factors that determine which channel consumers will choose for 
the service encounter [28]. Furthermore, research suggests consumer’s choice of 
channel is context-specific and idiosyncratic [13].  Our study identifies some contexts 
where virtual worlds can enhance the service encounter, such as when consumers 
need to talk to sales personnel, have the desire to browse or when they would like to 
interact with 3D simulations of products. 

Different service channels have different affordances. Our study contributes to-
wards identifying the affordances of virtual worlds that make virtual worlds a unique 
service channel. Understanding the key affordances of virtual worlds can help design-
ers make decisions on how to best utilise virtual worlds during a service encounter. 
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For example, the consumer may want to learn about a product without leaving their 
home, but is disappointed with the images or product descriptions on websites. The 
consumer could instead enter a virtual world to interact with 3D simulations and dis-
cuss the product with sales personnel, or ask family and friends to accompany them to 
3D stores to help in the decision-making process. Then, the consumer could return to 
the website to complete the purchase transactions because they may perceive the web-
site is trustworthy and the payment will be handled securely. 

8   Practical Implications for E-commerce on Websites 

In some cases, it may not be practical to have the service encounter entirely in a vir-
tual world. In these cases, affordances can be abstracted and incorporated into the 
design of e-commerce websites. In this section, we discuss five key affordances of 
virtual worlds for e-commerce that can be incorporated into websites. The five affor-
dances we discuss are: facilitating co-presence, greater support for product discovery, 
virtual experience, playful experience with products, and building trust through inter-
personal interactions. These affordances are related to the affordances mentioned in 
section 6.3. 

Allowing the feeling of co-presence  

Websites should build features to support co-presence [29]. For example, co-presence 
can be supported through a chat feature embedded into websites. Shopping on web-
sites would then become a collaborative activity, allowing consumers to shop ‘to-
gether’. There is an inherent trade-off in privacy and anonymity with this affordance. 
However, in some situations, consumers may desire it. Based on our study, this affor-
dance is related to the personal desire to enjoy the experience. 

Greater product discovery and browsing opportunities 

Websites should build features for product discovery through browsing. Browsing is a 
different kind of information-seeking behaviour from searching [30]. With browsing, 
the consumer does not necessarily know what they are looking for. Many e-commerce 
websites are designed for efficient search, but not for efficient browsing. Our study 
suggests that consumers appreciate the ability to browse as well during e-commerce. 
3D environments, which have rich visuals, can facilitate browsing. On websites, rich 
visuals can be combined with intelligent recommender systems to provide consumers 
opportunities to browse products online. 

Having virtual experiences with products 

Websites should include features to provide an increased interactive experience with 
products to reproduce the virtual experiences that consumers have from using virtual 
worlds. Virtual experiences results from interacting with 3D rendered products that 
are “moveable, rotatable, zoomable, customizable, and animated” [19]. Another ad-
vantage of incorporating virtual experiences is that consumers feel more engaged 
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when they learn with 3D objects compared to learning about products through text 
and 2D images [8]. 

Having playful experiences with products 

Websites should build features to allow consumers to play with products. This is 
closely related to the affordance of having virtual experiences. However, playful ex-
periences result in more than just learning about a product. Playful experiences result 
in engagement and enjoyment as well. The key feature related to playfulness is flexi-
bility to manipulate virtual products in different contexts. For example, consumers 
discussed mixing and matching clothing items or rearranging different furniture 
pieces in a room. To support play and playfulness, websites should consider increas-
ing their product selection (variety), adding elements onto their website that are modi-
fiable and adding elements that do not directly serve utilitarian purposes [31]. 

Building trust through social networks and interpersonal interaction 

Websites should support some form of social networking to allow consumers to con-
nect and communicate with each other. This affordance is perceived to enhance trust. 
Trust, in this case, might come from having social capital. This is sometimes called 
“social trust” and it is correlated with a higher probability that consumers will make 
purchase transactions [32]. Large online retailers (e.g. amazon.com and ebay.com) 
have incorporated this feature with success by allowing customers to review products 
on their websites. 

9   Limitations and Directions for Further Study 

This study provides an empirically-grounded understanding of virtual world affor-
dances for e-commerce.  However, as with any empirical research, validity and gener-
alisability should be considered in relation to how the data was collected and sampled. 
The participant sample for our study was experienced users of virtual worlds. There-
fore, we presume the participants already enjoy using virtual worlds. They may also 
be more trusting of interactions in virtual worlds because of their familiarity with 
places, people and the interface in virtual worlds. Participants who are inexperienced 
with virtual worlds may have different perceptions compared to the participants in our 
study. Further studies with participants who are inexperienced with virtual worlds 
could provide more perspectives to complement the findings of this study. 

Another point worth considering is that the experiences of our participants were 
based on their consumption of virtual items. Although the consumption processes 
may be similar for real and virtual items, there is still uncertainty about how much can 
be generalised about the use of the virtual world affordances for purchase of real 
world items. Further studies may want to look at consumption tasks in virtual worlds 
involving real items. However, this latter option is difficult given the scarcity of real 
world e-commerce in virtual worlds. Another option would be to perform laboratory 
studies where the consumption tasks and the choice of products can be controlled. 

The communication mode used to collect data may be another limitation on the 
data. Using private text messages could influence the type and range of responses 
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elicited during the laddering interviews. Other methods of collecting qualitative data, 
such as face-to-face interviews or online voice interviews, may provide a different 
range of responses. For example, if interviewed face-to-face, participants may be 
more aware of the benefits of interpersonal contact. 

Finally, consumers’ perceptions were based on interactions in Second Life. Second 
Life is one amongst many virtual worlds. The service encounter in Second Life is 
likely to be different from the service encounters in other virtual worlds because there 
would be differences between storefronts, personnel and interface designs. One solu-
tion would be to replicate the study using other virtual worlds, even with those that 
are not designed specifically for e-commerce, such as World of Warcraft [33]. 

10   Conclusion 

This study explored the potential for utilising virtual worlds as an e-commerce service 
channel. The study shows that consumers’ perceive virtual worlds to retain the con-
venience of an online service channel, but have additional affordances normally asso-
ciated with offline service channels. These additional affordances are co-presence, 
product discovery, virtual experience with products, greater freedom to interact with 
products, and sociability. By identifying these affordances, and identifying consumers 
perceptions related to them, we have provided some direction for future research. We 
also provided priorities for interaction design of business-to-consumer e-commerce on 
websites and in virtual worlds. 
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Abstract. This paper presents a study of the effect of one instance of contextual 
cues, trajectory reminders, on the recollection of location sharing preferences 
elicited using a retrospective protocol. Trajectory reminders are user interface 
elements that indicate for a particular location of a person’s trail across a city 
the locations visited before and after. The results of the study show that 
reminding users where they have been before and after a specific visited 
location can elicit more consistent responses in terms of stated location sharing 
preferences for that location visit. This paper argues that trajectory reminders 
are useful when collecting preference data with retrospective protocols because 
they can improve the quality of the collected data.  

Keywords: Location sharing preferences, consistency, retrospective protocols. 

1   Introduction 

Location sharing applications are gaining wide adoption, with a number of 
commercial systems now available on the market, including Foursquare and Facebook 
Places. Such services are frequently used in the context of online social networks, 
whereby one’s real-time location becomes yet another sharable aspect of one’s online 
profile.  With the increasing adoption of online location sharing services, 
understanding users’ preferences and needs in terms of location sharing becomes 
crucial.  Due to the nature of these services, it is methodologically difficult to elicit 
users’ preferences in real time since this is likely to interrupt users’ ongoing activities.  
Hence retrospection is a crucial methodological tool for eliciting users’ preferences in 
this domain.  

However, retrospective methods are susceptible to producing unreliable results. 
Due to their situated nature, location sharing preferences may depend on multiple 
contextual variables. Retrospective protocols may not reliably capture these 
characteristics and therefore elicit unreliable responses from users. 

This paper presents a study that assesses the test-retest reliability of retrospective 
protocols, and introduces a technique for increasing the reliability of elicited 
responses in such protocols when collecting location sharing preferences. Grounded 
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on experience-reconstruction theory [9], the technique entails the introduction of 
trajectory reminders in the data-collection GUI to help users recall episodic 
information that may be used to infer one’s preferences for location sharing. 

2   Related Work 

There is an increasing amount of work on understanding users’ location-privacy needs 
in ubiquitous and location-aware systems relying on techniques such as diary studies 
[1], interviews [5], surveys [8], scenarios [12] and lab and field observations [2]. A 
significant decision in understanding users’ privacy needs in relation to location 
sharing is the methodology by which privacy preferences are elicited.  

In attempting to elicit privacy preferences regarding location sharing, one could 
ask participants to provide an overall estimate of their preferences for a given 
location, such as one's workplace. However, these often-called global measures have 
been shown to underestimate the variability in perceptions and preferences as people 
often fail or incompletely reconstruct the particular context of each situation [10].   
Robinson & Clore [9] proposed a four-stage accessibility model of experiential 
information. At the heart of their model lies the distinction between episodic and 
semantic memory [13]. While episodic memory "is specific to a particular event from 
the past, semantic memory is not tied to any particular event but rather consists of 
certain generalizations (i.e. beliefs) that are rarely updated" [9].  In reconstructing 
one’s emotions during an event, Robinson & Clore’s [9] model argues that he or she 
first attempts to recall contextual cues from episodic memory. When episodic 
memories become inaccessible (for instance because the event is located further in the 
past), people will shift to semantic memory.  

The Experience Sampling Method (ESM) [4] attempts to avoid such retrospection 
and rationalization biases through probing the participant to report on ongoing 
behaviors and experiences. One of the drawbacks of ESM, however, is its labor-
intensive nature as it requires participants to interrupt their activities at numerous 
times within a day, while it may also miss important information when participants 
are not able to respond [15]. An alternative approach is the Day Reconstruction 
Method [6], a survey method that asks participants to recall in forward chronological 
order all experiences that took place in the previous day. Each experience is thus 
reconstructed within a temporal context of preceding and following ones. This is 
expected to cue more contextual information from episodic memory, and 
consequently recall the experienced emotion in a more valid and reliable manner. 
Kahneman et al. [6] showed that this method provides a surprisingly good 
approximation to Experience Sampling data, while providing the benefits of a 
retrospective method. Similarly Karapanos et al. [14] found that imposing a 
chronological order in the reconstruction of events resulted in an increase in the 
amount, the richness, and the test-retest reliability of recalled information.  

In summary, literature suggests that if ESM is too intrusive then contextual cues 
should be used to help users reconstruct experiences from episodic memory.  It 
follows that in asking participants to provide privacy-related preferences, a method 
that provides participants with contextual cues would elicit more reliable responses.  
To test this assumption in the context of location sharing privacy preferences, the 
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study described next compares the reliability of privacy preferences when those are 
elicited with vs. without the help of contextual cues, which in this case are 
instantiated as trajectory hints. Specifically, the tested assumption is that reminding a 
participant where they have been before and after a visited location will cue more 
contextual information from the experience being measured, therefore resulting in 
more reliable and consistent recall of privacy preferences. 

3   Study 

A study was designed to test the hypothesis: Location Sharing privacy preferences 
elicited with the help of trajectory reminders will be more consistent than those 
elicited without the help of trajectory reminders.   

A total of 20 participants were recruited with an average age of 28 (max = 44, min 
= 21, median = 27, s.d = 5.1) , through announcements on email lists, online forums, 
and fliers distributed across the campuses of the University of Madeira (Portugal) and 
University of Oulu (Finland). No reward was offered to participants. 9 participants 
(all male) were allocated to System A (no trajectory reminders) while 11 (8 male) 
were allocated to System B (with trajectory reminders).  This difference in numbers in 
participants and genders across the two conditions was due to dropouts.  

Each participant was given an Android smart-phone equipped with GPS logging 
software and was instructed to use this phone as their primary phone to ensure that 
they kept it with them at all times. During registration participants were also asked to 
list the names of five people from each of their family, close friends and colleagues.  
Each participant was asked to use the phone for a period of 4 days, spanning both 
weekdays and weekends. During this period the phone recorded each participant’s 
location. The software interface allowed the participants the option to temporarily 
disable the logging software should they wish to do so. Participants were instructed to 
upload their location history data at the end of each day after which they were 
required to immediately do an online questionnaire task. 

When the location history was uploaded, the set of “important locations” was 
selected from the uploaded data. Specifically, the chosen locations were those where 
the participants spent at least 5 minutes within a 50 meter radius. Subsequently, 
participants were taken through a series of questionnaire pages, where each page 
displayed  an important location on the map along with the details of when the 
participant was there. Depending on the system to which participants were allocated, 
the location was displayed on a map with or without trajectory reminders. These 
reminders were arrows that indicated where the participant had been before and after 
visiting a location (Figure 1).  All locations were displayed in chronological order.  

As each important location was shown to participants, they were asked to recall 
how much information they would have liked to share about that specific location at 
that specific time with one specific person (chosen at random) from each of the 4 
different recipient groups .  The information was entered in a scale (1 to 5) with the 
following sharing options: (1) do not share, (2) region, (3) city, (4) neighborhood, (5) 
exact address. Besides entering their location sharing preferences, participants had the 
option to indicate that a location was completely wrong or invalid, although this 
option was never chosen.  
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Fig. 1. The two versions of the map shown to participants. On the left is system A that shows 
no trajectory reminders.  On the right is system B that shows trajectory reminders, i.e. the 
locations visited before and after the location in question. 

A week after returning the phones, participants were asked to access the online 
system and re-enter their preferences for each location they visited while they were 
carrying the phone. At this stage participants could not see their earlier responses.  
The previously recorded locations were shown with the same details and in the same 
order as the first time participants gave their preferences. Participants gave their 
preferences for all of their important locations in a single session in order to minimize 
the strain and reduce drop-out rates. 

4   Results 

The study was conducted between May and September 2010. A total of 441 distinct 
location visits were recorded, with each visit lasting on average 110 minutes.  For 
each distinct visit to a location the following data was recorded: time and duration of 
visit, privacy preference (on a scale 1-5) for each of 4 possible recipient groups 
(family, close friends, colleagues, strangers), and the system being used (A or B).  Of 
these, the independent variables were “System” and “Recepient_group”. In addition, 
the difference in privacy preference was calculated by comparing the results from the 
two sets of questionnaires (the first was issued on the day of the visit to the location, 
the second was issued one week after the end of the study). 

A chi-square test showed a significant effect of trajectory reminders (X-squared = 
43.5653, df = 8, p < 0.001) and recipient type (X-squared = 116.038, df = 24, 
p<0.001) on the variation of privacy preferences.  In terms of magnitude of the effect 
on consistency, the mean absolute difference in consistency for system A (no 
trajectory reminders) is 0.16, and for system B (trajectory reminders) is 0.06. 

Figure 2 shows the mean variation in participants’ responses, grouped by recipient 
type and system type. In these results a positive variation means that the follow-up 
response was more liberal (i.e. shared more information), a negative variation means 
that the follow-up response was more conservative (i.e. shared less information), 
while a smaller absolute variation means more consistent results.  
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Fig. 2. Means difference in participants’ responses (y-axis), grouped by recipient type (x-axis) 
and system type. Note that system A (dark blue) had no trajectory reminders, while system B 
(light green) had trajectory reminders. 

5   Discussion 

The results show that trajectory reminders (system B) increased the consistency of 
location sharing preferences elicited using a retrospective protocol, with users of 
System B being about twice more consistent in their responses. This suggests that 
trajectory reminders, and possibly other types of contextual cues, can significantly 
improve the reliability of location sharing retrospective protocols. It should be noted 
that both systems had a set of common reminders acting as contextual cues. These 
were, for example, the pinpointed location on a map that appeared in both systems, 
the names of the nearby streets, and the location of significant nearby landmarks. 
Hence, the difference in consistency across the two conditions is not due to the 
presence of reminders, but to the addition of an extra reminder in System B, namely 
trajectory. Therefore, it is expected that the data collection mechanism increased 
participants’ consistency across both conditions, thus possibly masking the true effect 
of the trajectory reminders. 

Orthogonal to the effect of trajectory reminders, the study showed a significant 
effect of recipient group on the consistency of participants’ responses. Specifically, 
participants were most inconsistent in their preferences regarding family members, 
showing a tendency to increase the amount of information they chose to reveal to 
family members in the second questionnaire by about 0.13 points. On the other hand, 
participants’ responses regarding the other recipient groups varied by up to 0.03.  This 
suggests that participants found it more challenging to reconstruct their experience 
and thus accurately recall their sharing preference in relation to close family 
members.  An explanation for this finding is that participants tend to behave in pre-
determined manner when deciding how to share their location with non-family 
members, while not so for family members, thus leading to increased inconsistency. 
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It should be noted that family members mean different things to different people, 
and family relationships can vary significantly. To minimize this discrepancy, the 
study required participants to give names of specific people to act as potential 
recipients in the questionnaire. This ensured that across the two questionnaires 
individual participants were asked questions about precisely the same potential 
recipients rather than, for example, “a family member”. Clearly, however, the 
differences between participants’ perception of family relationships may vary. 
Additionally, some participants noted that their family members live in a different city 
and hence had no reason to share their exact address with their family while they were 
in the city where this study was conducted. Their exact location within this city did 
not mean much to their family and hence did not practically reveal any useful 
information in addition to the city-level granularity.  

6   Implications 

An important implication for designing systems supported by the results is that the 
incorporation of trajectory reminders increases the consistency in participants’ stated 
preferences. This implication is directly applicable to systems that employ 
mechanisms such as auditing and learning from the user [7]. Such systems, for 
example, allow users to examine location disclosure events that they or the system 
made, and indicate whether they are acceptable or not.   

In addition to the implications for designing systems, the results presented here 
have important implications for designing studies.  The methodological difficulty in 
eliciting location sharing preferences is that while techniques such as the experience 
sampling are too intrusive, retrospective protocols suffer from the fact that they may 
introduce some unreliability in the elicited preference data. The results of this study 
show that one mechanism by which such unreliability can be substantially reduced is 
by incorporating trajectory reminders when eliciting preference data.  

The scope of this study, and its assessment of trajectory reminders, is strongly 
focused on the domain of location sharing applications. However, trajectory 
reminders may be themselves useful in studies unrelated to location sharing, but 
rather considering context-aware systems.  Since location is an integral element of 
context, trajectory reminders may be used to help users reconstruct the context for a 
specific event for which they need to express a preference.  Examples include studies 
that require users to recall preferences regarding, for example, a smartphones’ 
behavior.  It would be interesting to explore if the effect of trajectory reminders 
observed in this study would hold in a such a different context. 

7   Limitations 

It is important to keep in mind the context in which the results of the effect of 
trajectory reminders presented in this study were observed. The sample of participants 
comprised mainly of young students and staff (median age = 27), mostly males,  from 
a university, and care must be taken while trying to interpret the implications of these 
results to broader demographics. In addition, our study did not account for the 
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differences in the recipient groups such as “family” between participants in the two 
conditions. Indeed, in an informal follow up interview one participant mentioned that 
his family members lived in a different city and hence it would have made no 
difference to his family whether he shared his exact location or just his city level 
location with them during the period of the study. Future work in understanding the 
effects of trajectory reminders must address these issues. 

8   Conclusion 

This paper demonstrates that trajectory reminders, which are a type of contextual cue, 
can help elicit more reliable responses from participants in retrospective protocols that 
collect location sharing preferences. The study shows that indicating the locations 
visited before and after a specific visited location can elicit more reliable location 
sharing preferences for that location visit. It is argued that trajectory reminders help 
participants reconstruct more accurately their experience of the location visit in 
question, and therefore provide more reliable stated preference responses. 
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Abstract. The subject of errors in menu studies is typically limited to reporting 
error rates (i.e., the number of clicks missing target items) or even completely 
neglected. This paper investigates menu navigation errors in more depth. We 
propose the Navigation Time Variability (NTV) measure to capture the total se-
verity of navigation errors. The severity is understood as time needed to recover 
from the errors committed. We present a menu study demonstrating use and 
value of the new measure. 

Keywords: Navigation Time Variability, errors, navigation, menus. 

1   Introduction 

There has been a great deal of research into alternative menu designs, including nu-
merous cascading menu improvements [1, 4, 7, 12], radial menus [11], marking 
menus [8], and much more. 

Research studies of menu designs typically focus on measuring performance in the 
form of selection times and error rates in the form of the number of clicks missing the 
target menu item. Sometimes the subjective perception is also measured with a post-
experiment questionnaire. 

When it comes to errors, it turns out that the error rates are low, typically below 
5% (e.g., [1, 4, 5, 11, 12]). The error rates are often not significantly different for 
tested designs. Some studies abandon the analysis of errors, concluding that the errors 
are too sparse to provide any interesting insights (e.g., [5]). These results would sug-
gest that errors do not play an important role in menu selection. 

It is important to note, however, that the traditional way of measuring errors fo-
cuses only on one particular type of navigation error—i.e., clicks missing a target 
item. However, navigation does not consist only of mouse clicks but of all motor 
actions that the user needs to perform when selecting from a menu (e.g., dwelling or 
moving the mouse pointer). These other actions can result in errors which are not 
captured by counting the number of incorrect mouse clicks. For example, in the cas-
cading menu small steering errors causing incorrect selection changes or unexpected 
sub-menu disappearance do not increase number of incorrect mouse clicks. Naviga-
tion is an important part of menu selection, concerning both novices and experts [3]. 
Therefore, it is important to understand the problem of menu navigation errors more 
thoroughly. 
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In this paper we propose a simple measure of navigation errors in menus. The data 
required by the measure is typically collected in menu studies. Our goal is to describe 
the measure and demonstrate its use and value in a traditional menu study. 

The rest of the paper is structured as follows. First, we present the related research. 
Next, we describe the measure. The menu study follows where we demonstrate the 
use and value of the measure. The paper finishes with the conclusions. 

2   Related Research 

There are three components of menu selection: visual search, decision, and navigation 
[3]. Novices search for an item and then navigate to it. Experts, on the other hand, do 
not have to search for menu items as they know their locations. They decide which 
item to select and then navigate to it. If the menu is hierarchical, search and naviga-
tion (novices) or decision and navigation (experts) are performed multiple times for 
each menu level. 

Navigation concerns novices and experts. It refers to all motor actions that the user 
needs to perform when selecting from a menu (e.g., moving the mouse pointer, dwell-
ing, mouse clicks). Navigation is an important part of menu selection. Novices and 
experts can spend between 20-50% of the total selection time on navigation [11].  

There are many possible differences in how menus are navigated. Some menus 
employ a point-and-click interaction style [11], others a dragging interaction style [8]. 
Some menus restrict navigation trajectory when moving between the sub-menus, 
others do not [4, 12]. Some menus make the navigation to frequently selected items 
easier by dynamically increasing their sizes [3]. Some menus facilitate navigation 
between the sub-menus; for example, by attracting the cursor towards an open sub-
menu [1] or by opening a sub-menu faster if the cursor moves towards it [7]. These 
are only few examples. The plethora of menu navigation techniques makes it impor-
tant to understand how error prone they are, beyond the number of clicks missing 
target items. 

The importance of navigation errors is informally established in the HCI commu-
nity. Numerous cascading menu improvements are motivated by various navigation 
problems [1, 4, 7, 12]. Pastel [10] shows that steering through sharp corners, like in 
the case of the cascading menu, can induce errors. Kobayashi [7] provides empirical 
evidence that the number of unexpected submenu appearances, again for the cascad-
ing menu, can be substantial. These works hint at some navigation problems beyond 
traditional error rate but are quite specific in what they focus on (i.e., one type of error 
particular for the cascading menu). None of the work has focused on a general ap-
proach to measuring the total impact of all navigation errors. 

To address this problem, an approach focusing on measuring errors of pointing de-
vices could be considered. MacKenzie et al. [9] proposed seven accuracy measures to 
elicit differences among pointing devices in precision pointing tasks :1) target re-entry 
2) axis crossing, 3) movement direction change, 4) orthogonal direction change, 5) 
movement variability, 6) movement error, and 7) movement offset. The measures, 
however, do not necessarily represent menu navigation errors. Axis-crossing or 
movement changes do not have to result in errors such as sub-menu disappearance or 
selection changes – i.e., errors that the user needs to correct. This will depend on 



390 K. Samp and S. Decker 

particular menu design and size of the committed error. The above measures are well 
suited to assess deviations from an optimal pointing solution. It is arguable, however, 
if such a general optimal pointing solution exists for hierarchical menus (e.g., should 
the steering finish at the border of a sub-menu, in its center, or somewhere else?). 

The above approach and other approaches based on counting specific types of er-
rors also pose demands on the experimental software. All the possible errors have to 
be tracked individually. This might be difficult in some environments such as those 
employing third-party applications or toolkits. 

We aim at creating a simpler and more abstract approach. We want to refrain from 
listing a priori all possible types of navigation errors and tracking these in the experi-
mental software. Our goal is to assess the total impact of all navigation errors, not 
contribution of the individual predetermined types of errors. Such an approach would 
enable more immediate view of the problem of navigation errors in menus. 

3   Navigation Time Variability Measure 

There are many possible sources of navigation errors stemming from the many differ-
ent ways of navigating menus (some examples mentioned in section 2). 

We propose the following view of the problem of navigation errors: A user trying 
to be as fast and as accurate as possible should be able to navigate to the same target 
item multiple times within a similar time frame. An increased variability in navigation 
time for the same target item indicates navigation errors. This is because recovering 
from navigation errors (e.g., re-pointing to a target item) requires additional time 
which is not strictly related to navigating towards a desired item. 

Note that the increased variability is not necessarily connected with an event such 
as sub-menu disappearance. The corrections done by the users to prevent the errors— 
for example, a temporary change of speed-accuracy strategy preventing sub-menu 
disappearance—will also increase variability. This is a desired behavior because such 
corrections also indicate navigation difficulties which are the object of our interest. 

According to the above view, what we focus on is not the occurrence of a particu-
lar event indicating an error but rather the occurrence of variability in navigation time 
indicating extra time spent on recovering from errors. Consequently, it is not we who 
decide where the navigation error occurred, but rather the user by making necessary, 
time-consuming corrections. 

The above view of navigation errors takes into account severity of the errors. Se-
verity is an important aspect of errors having a strong effect on user perception [6]. In 
our case, the more severe navigation errors require more time to recover and thus lead 
to larger variability. This is important because we can expect different types of navi-
gation errors to cause different degree of difficulties. 

To formalize the described variability we propose the Navigation Time Variability 
measure (NTV). It is calculated as follows. (1) For each participant we establish the 
min-max range of navigation times obtained for the same menu item with the same 
menu design. We did not use standard deviation instead of min-max as we expect 
small number of measurements per item per participant (i.e., two or three—we discuss 
this further in section 3.1). Min-max range also assures easy interpretation of the 
results as it represents the difference between the fastest and the slowest navigation to 
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the same menu item. (2) For each participant, we calculate the average of the min-
max ranges across the different menu items. The result is one value per participant 
representing a single NTV score. 

Since the NTV is computed on per participant basis, the inferential statistics can be 
used to seek significant differences between tested menus. 

The NTV measure has four important characteristics. First, the sources of naviga-
tion errors do not have to be known in advance. Second, it focuses on all the errors 
which truly require user time and effort to be corrected. Third, the measure is based 
on severity of the errors—i.e., more severe navigation errors result in higher scores. 
Fourth, the measure assures meaningful interpretation—i.e., it expresses, in a statisti-
cal sense, how much additional time is required to correct the committed errors. In 
light of these characteristics, it becomes clear that the measure is not suited to identify 
sources of the errors or the contribution of the predetermined types of errors. Rather, 
its goal is to assess and compare the total impact of the navigation errors. 

3.1   Measuring Navigation Times – Practical Considerations 

The navigation times have to be collected in an experiment. However, the experimen-
tal task cannot consist only of navigation. Consequently, some variability in collected 
times (i.e., menu selection times) might be also attributed to other components present 
in the experimental task. For example, if the task requires a simple decision apart 
from navigation, the variability of the decision time will contribute to the total meas-
ured variability. Therefore, if the goal is to assess navigation errors, it is important to 
use a task that emphasizes navigation and minimizes contribution of the other compo-
nents (i.e., the other components should be relatively small compared to navigation 
and have small variability ranges). In particular, the menu selection task should not 
require visual search or problem solving because both can take long and introduce 
extensive variability. 

If the task emphasizes navigation, then the NTV computed on selection times will 
allow one to assess qualitatively which menu causes fewer navigation errors. How-
ever, if the goal is to assess the exact quantitative extent of the navigation errors, the 
contribution of the other components have to be factored out. To this end, the compo-
nents have to be known and have known variability ranges. 

A considerable amount of menu studies have focused on measuring navigation per-
formance. They employ a common task which emphasizes navigation and adheres to 
the above characteristics. The task is to select an item from a single or hierarchical 
menu. All items in a selection path (i.e., parent items and the target item) are high-
lighted. Consequently, the participants do not have to search for each item nor decide 
which item to select. The participants only need to: 1) respond to visual stimuli and 
prepare the movement which takes 234 ± 41ms [2] and then 2) navigate to the item. 
Ahlstrom [1] demonstrated empirically that the above task emphasizes navigation. He 
accurately modeled total selection times using only navigation component based on 
the Fitts’ and the steering pointing laws. 

The above task is commonly used in menu studies (e.g., [1, 4, 12]). It is also com-
mon to administer two or more blocks of menu selections for each tested menu design 
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(e.g., [1, 3]). Therefore, there is potential for similar menu studies to use the proposed 
measure without modifying the experimental design but merely by extending the error 
analysis part. 

4   Experiment 

The objective of this section is to demonstrate use and value of the NTV measure in a 
traditional menu study employing the navigation task presented in section 3.1. 

4.1   Menus 

Two menus were used in the experiment. The first menu was the Cascading Menu 
(CS), which we chose because it is known to cause navigation errors [1, 4, 7, 12]. The 
implemented CS menu was equivalent to those found in contemporary applications 
such as MS Word. In short, a mouse click was used to open the menu and select the 
final item and dwelling over a parent item for 1/3 seconds opened a sub-menu. Mov-
ing between the sub-menus required steering, the sub-menus did not disappear imme-
diately upon steering errors but after short delay, and the item under the cursor was 
highlighted blue. 

The second menu was the Compact Radial Layout menu (CRL) [11] which we 
chose because it was designed specifically to decrease navigation errors by the means 
of eliminating dwelling, eliminating steering, decreasing navigation distances, in-
creasing item sizes, and not restricting navigation paths. The implemented CRL menu 
was equivalent to that presented in [11]. In short, a mouse click was used to open a 
menu, select a parent item, and the final item. The items were represented by circles, 
the levels by concentric rings. The innermost ring corresponded to the first level and 
again the item under the cursor was highlighted blue. Figure 1 shows examples of 
selection sequences for both menus. 

The size of the CS menu items was set to 215×19 pixels because this size could ac-
commodate three word labels. The diameters for the CRL menu items were 44, 48, 
and 52 pixels for the first, second and third level respectively. The resulting circles 
provided enough space to also accommodate three word labels (eventually broken to 
two or three lines) while avoiding overlaps. 

The menu content consisted of 6 items on the first level, 11 items on the second 
level, and 15 items on the third level. We used one to three character labels to help the 
user visually separate the menu items; however, they did not have any meaning. 

4.2   Measures 

The study included quantitative and qualitative measures. Our main dependent vari-
ables were selection time and the number of mouse clicks missing target items. In the 
post-experiment questionnaire, the participants were asked to rank each of the menus 
on a 1-7 Likert scale according to the following criteria: Error prone, Frustration, and 
Ease of use. 
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Fig. 1. Selection sequence for a target item on the second level for the CRL menu (at the top of 
the figure) and the CS menu (at the bottom). All items in a selection path are highlighted red. 

4.3   Procedure 

A total of 28 participants took part in the experiment (8 female and 20 male). All were 
between ages of 20 and 28. The navigation task presented in section 3.1 was used.  

The procedure was as follows. (1) Participants were told the procedure of the ex-
periment. (2) For both menus the system provided a two sentence description of their 
behavior and allowed the participants to practice for two minutes. (3) The experiment 
started. The participants were asked to complete the selections as fast and as accu-
rately as possible. For each menu, each participant completed two identical blocks of 
45 menu selections (separated by a two minute break): 10 selections on the first level, 
15 on the second level and 20 on the third (with a one minute break between the lev-
els). The item sequences were generated randomly. The menu ordering was balanced. 
The time was measured between the first click opening the collapsed menu and the 
final click on the target item which collapsed the menu. (4) The participants com-
pleted the post-experiment questionnaire. 

4.4   Results and Discussion 

The traditional measure of error rate indicated that 1.6% of the trials were erroneous 
(i.e., a mouse click missing a target item) for the CRL menu and 3.7% for the CS 
menu. Because the scores of error rates were sparse and not normally distributed we 
used the Wilcoxon Signed-Rank test for statistical analysis. The test indicated that the 
error rate is not significantly different for both menus (p>0.05). 

The results of the questionnaire were as follows. All the participants claimed  
that they were more error prone with the CS menu. 18 participants were more frus-
trated with the CS menu, 4 with the CRL menu, and 6 did not see any difference. 6 
participants considered the CRL menu easier to use, 5 the CS menu, and 17  
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considered both menus equal. Because the subjective scores are non-parametric, we 
again used the Wilcoxon Signed-Rank test. The CRL menu is perceived as signifi-
cantly less erroneous (p<0.01) and less frustrating (p<0.01) than the CS menu. No 
difference was found with respect to ease of use. 

The results indicate that the CS menu is strongly perceived as more erroneous and 
more frustrating. However, this perception cannot be attributed solely to the error rate 
(i.e., the number of clicks missing target items) as it was not significantly different for 
both menus. The subjective perception is not supported quantitatively. The results hint 
that there is more to navigation errors than clicks missing their target items. 

Using data from two blocks, we calculated the NTV for each participant. Table 1 
shows the summary of the results. 

Table 1. The NTV on the three menu levels averaged across the participants. The NTV scores 
followed normal distribution within each menu x level cell. 

 Level 1 Level 2 Level 3 Marginal mean 
CRL MENU 85 ms 164 ms 232 ms 160 ms 
CS MENU 176 ms 862 ms 1005 ms 681 ms 

 

To determine if the NTV differences are significant, we performed pair-wise com-
parisons using dependent measures t-test. The family-wise significance level was 
adjusted according to the number of tests performed. The comparisons revealed that 
the menus were not different on the first level but the CRL menu generated lower 
NTV than the CS menu on the second and the third level. For the CS menu, each level 
produced higher NTV compared to the previous levels. For the CRL menu, the first 
level had lower NTV than the second and third levels which did not differ between 
themselves. All the reported differences are at level p<0.001. 

The CRL menu. For the CRL menu, the NTV on the first level is the lowest (85ms). 
It can be attributed to the variability of reaction time of aimed movements (82ms [2]). 
The NTV on the second and the third level are doubled and tripled respectively as 
these levels require one additional reaction time compared to the previous level. There 
is no sign of any additional navigation variability which could indicate navigation 
errors. The participants were able to maintain roughly constant navigation perform-
ance on each level when selecting the same items. 

The CS menu. For the CS menu, the NTV rapidly decreases between the levels. This 
indicates that participants, who performed well with the CRL menu, had more prob-
lems with the CS menu. The size of the NTV for the CS menu and the size of the 
differences in the NTV between both menus certainly cannot be attributed to the vari-
ability of reaction time of aimed movements. Furthermore, as the NTV for both 
menus is similar for the first level, we conclude that it is the navigation between the 
levels that causes rapid increase of the NTV for the CS menu. After factoring out the 
variability of reaction time of aimed movements1 from the NTV scores in Table 1, we 
estimate that recovering from the navigation errors takes approximately 94ms, 698ms, 
and 759ms for selections on the first, the second and the third level respectively. 
These amounts are substantial compared to the typical total selection times—e.g., 
                                                           
1 Reaction time being 82ms [2] for the first level selections, 2×82ms for the second level selec-

tions, and 3×82ms for the third level selections. 
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according to [12], approximately 1750ms and 2500ms for the second and the third 
level selections. This hints at the importance of navigation errors. 

The above results provide quantitative support for the subjective findings regarding 
errors. To remind the reader, the CS menu was perceived as significantly more erro-
neous (stated unanimously) and significantly more frustrating that the CRL menu. In 
contrast to the traditional error rate, the NTV captured this difference. 

Finally, the results also demonstrate that the NTV can be small, even for selections 
on the third level. This finding is important because it supports the underlying as-
sumption of the NTV measure stating that a user can navigate to the same menu item 
within a similar time frame. 

5   Conclusions 

Our goal in this paper was to describe a new measure of navigation errors in menus 
and show its use in a traditional menu study. We demonstrated that the proposed NTV 
measure gives quantitative information on navigation errors beyond traditional meas-
ure of error rate. It also supported the qualitative findings. 

The measure is not intended to replace the traditional measures (e.g., error rates). 
Rather, we consider it supplementary measure, with the potential to assess the total 
impact of navigation errors. The new measure increases the theoretical knowledge 
base on differences between menu designs. 
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Abstract. Interactive systems are increasingly interconnected across different 
devices and platforms. The challenge for interaction designers is to meet the re-
quirements of consistency and continuity across these platforms to ensure the 
inter-usability of the system. In this paper we investigate the current challenges 
the designers are facing in the emerging fields of interactive systems. Through 
semi-structured interviews of 17 professionals working on interaction design in 
different domains we probed into the current methodologies and the practical 
challenges in their daily tasks. The identified challenges include but are not lim-
ited to: the inefficiency of using low-fi prototypes in a lab environment to test 
inter-usability and the challenges of “seeing the big picture” when designing a 
part of an interconnected system. 

Keywords: Interaction design, cross-platform systems, inter-usability. 

1   Introduction 

While the amount and diversification of computing devices is increasing the bounda-
ries between the systems that can be accessed with them is blurring. Users expect to 
have access to the same applications and services with a multitude of devices and 
expect that this process is highly optimized to support the capabilities of the device at 
hand. In addition to this optimization, applications are expected to support efficient 
flow of interaction and coherence across the different user interfaces [10]. Today’s 
products are becoming increasingly ubiquitous systems, hybrids of hardware, soft-
ware and services [2]. It is not yet very clear what design and evaluation techniques 
should be used to design these products.  

Nevertheless, these are the challenges that designers of applications and services 
are facing today. In this paper we take a look at the challenges in designing inter-
usable systems from the designers and developers perspective. With inter-usability we 
mean the usability and user experience across the different user interfaces of a given 
system (also including inter-device interactions, similarly to [1]). The added complex-
ity in the system requirements translate to added complexity in interaction design as 
well as challenges in evaluating the overall usability of the system.  

To identify some of the specific challenges that practitioners of interaction  
design are facing, we conducted semi-structured interviews with 17 specialists in 
interaction and user interface design, working with services and applications designed 
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for different levels of inter-usability. The application domains span from experimental 
products and prototypes mixing physical and digital elements to mass-market con-
sumer products with user interfaces for both dedicated mobile applications and Web-
based services. We asked the designers of these systems about the design and devel-
opment processes they use, what kind of methodologies they use and what are the 
main challenges they face in their daily work. Based on the interviews we analyzed 
the specific challenges and situated them to the different stages of the design process 
to be able to refine the requirements of emerging design methodologies and tools. 

2   Background 

We are starting to see an increasing amount of interconnected devices and services 
that will require new design methodologies and new kind of understanding to make 
them (inter) usable [3]. The understanding of challenges in designing interconnected 
and inter-usable systems as opposed to traditional interaction design has recently 
caught more attention because of the proliferation of cloud-based, multiple touch-
point service. Denis and Karsenty [1] propose a conceptual framework for inter-
usability. The design principles address inter-device consistency, transparency and 
adaptability as well as knowledge and task continuity. They describe continuity in 
cross-platform systems as shared memory between the system and the user. In an 
inter-usable system the user can recover the state of operation and continue the task 
after a transition from one device to another. Similarly, Wäljas et al. [10] introduce a 
conceptual framework for cross-platform user experience. They argue that the central 
elements for cross-platform user experience are: 

• Composition: How different platforms (applications and devices) within a 
system relate to each other. This can be about role allocation of different de-
vices, distribution of functionality or modularity of functionality 

• Continuity: Interoperability is supported by carrying out transitions between 
platforms, e.g. seamless synchronization of data and content, explicitly sup-
porting users in migrating tasks across platforms by proposing linkages to 
other devices in the system 

• Consistency: Keeping the user experience coherent across multiple platforms 
to assist the Continuity element of the cross-platform UX. This can be per-
ceptual (look and feel), semantic (symbols and terminology) and syntactic 
(interaction logic). 

 
Inter-usable systems are composed of applications designed for different platforms. 
The different applications can support different activities within the system and can 
interact with different service "touch-points". The relation between these applications 
can have different requirements depending on whether the actual service is just multi-
channeled through these applications or whether the different functionalities are actu-
ally distributed amongst them (whether the different platforms have a distinct purpose 
in the system) [8].  

The current methodologies for designing and evaluating interactive systems are 
usually limited to evaluating systems on a single platform or device, and do not usu-
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ally take into consideration the inter-usability aspects of cross-platform consistency 
and continuity. To address the challenge of designing user interface for multiple plat-
forms there has been ongoing research on conceptual frameworks (metaphors and 
interaction styles) [7], design frameworks (patterns, widgets, UI component toolkits) 
[5, 6], application frameworks (both design-time and run-time support) [4] and valida-
tion frameworks (usability techniques for testing multiple user interfaces) [7]. How-
ever, often there’s a gap between frameworks, available methods and tools, and the 
practical needs of practitioners [9]. In this paper we take a look at the specific chal-
lenges and requirements for the methods and tools from a practitioner’s perspective 
and situate the current state of the art based on these requirements. 

3   Research Approach 

To identify current challenges of interaction design, we carried out semi-structured 
interviews with 17 professionals from 10 different organizations. The organizations 
spanned from major consumer product manufacturers to small design firms and start-
ups. The interviewees included 6 interaction designers, 4 researchers in the field of 
user-centered design, 2 freelancer designers, and 3 founders of start-ups in the field of 
ubiquitous computing as well as one application engineer and one technical director. 
The interviews were conducted face to face and over the phone and each interview 
lasted about one hour. The interviewees were recruited through personal connections 
and were selected based on the knowledge of their work. The criterion for selection 
was that the work includes components, which are interconnected with some level of 
measured usability. 

During the conversations we first asked the interviewees about their background, the 
type of company they were working for, what kind of products they were designing and 
the typical users of those products. We also asked the interviewees about the common 
design models and methodologies they use in their work. We subsequently probed into 
the possible challenges and difficulties they face in applying these methodologies in 
their work (regarding the suitability of methodologies for the given tasks). In addition to 
the structured questions we developed follow-up conversations to interesting answers, 
especially regarding the challenges the interviewees were facing.  

All interviews were recorded and transcripts were made from the recordings. The 
transcripts were coded using a set of themes: design process, usage of UI methodolo-
gies and biggest challenges. The challenges were also coded into clusters based on the 
design process phase. The individual challenges were also clustered together to find 
common themes of challenges. We describe the main findings and analysis in the 
following section. 

4   Findings 

The most used UI design methodologies identified by the interviews were iterative 
design and rapid prototyping. Nevertheless when probing to the actual practices  
they seem to depend heavily on the team and company size. In small design firms, 
which mostly work on custom prototypes and products, the emphasis is on rapidly 
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implementing ideas, which then translates to minimum use of traditional user-
centered research practices and formal usability testing. In bigger companies targeting 
products for mass-markets, the use of rigorous processes usually translates to well-
defined use of UI design methodologies. In the latter cases iterative and rapid proto-
typing is preferred, since it allows them to have early user involvement and avoid UI 
design changes in later phases when major changes to the product design is usually 
too late. We found this same division also applicable to the identified challenges (the 
identified challenges are listed in Table 1). 

Based on the interviews we found a set of challenges that the designers were facing 
in their work. Some of these challenges were quite universal, such as the challenges in 
time and communication. Therefore, those are not discussed further. In this paper we 
concentrate on the following identified challenges related to inter-usability: 

• Development environment constraints: The limitations of current development 
environments (e.g. challenges in prototyping systems which include both 
hardware and software) 

• Domain restrictions: The restrictions of applications domains and their impli-
cations to practical choices between technologies (e.g. deployment strategies 
in restricted domains like healthcare) 

• Acquiring domain knowledge and user feedback: Challenges in acquiring the 
right domain knowledge and user feedback early enough (e.g. challenges in 
simulating systems which span different devices with different capabilities) 

• Developing for multiple platforms:  The challenges for multiple platforms span 
from specific challenges of developing different interactions to support differ-
ent capabilities of devices to maintain the consistency and continuity of inter-
action in an interconnected system 

Development environment constraints - In some interviews it was mentioned that the 
design phase and development phase should be easier to integrate. In small companies 
this can be done with close iteration and even using the same tools to design and proto-
type. In larger teams where design and implementation activities are more separated, UI 
component libraries can help establish this integration. This is often done implicitly, 
without any real integration on the tool-level. The designers often cannot test the com-
ponents and UI flows interactively before the real implementation phase, which imposes 
difficulties to spot design faults enough early in the development. 

“There are component libraries and design guidelines between product families, 
but these do not go all the way into the ‘tools’ –level. It would be useful to share 
the same common tools with developers to avoid the usual challenge [the designers 
face] ‘this cannot be implemented on this platform’” – Interaction designer, UI de-
signs for mobile and Web-based applications. 

While these challenges are also observed in traditional design and development work-
flows, the lack of standard library and data protocols across platforms compound their 
impact on the efficiency between the teams. 
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Domain restrictions - Some domains impose restrictions on the used technologies 
by using old versions of software platforms or by limiting the capabilities of installing 
new software. Also in some fields expert insights and inputs are crucial for a success-
ful design but the inputs are hard to get because of tight schedules or policies. The 
limitations on the deployment of new technologies affect both the continuity and 
consistency of cross-platform solutions in that domain. This creates implications to 
the used technologies.  Following example describes some of the challenges imposed 
by the healthcare domain: 

“Many of users work in an environment where installation of new software or 
packages on their computers is restricted, for example by hospital IT departments. 
We have to work within these restrictions. For that reason we choose web based 
UI’s for most of our projects because it does not require installation of software on 
the [devices] of the users” – Application engineer, user interfaces for applications 
in the domain of healthcare. 

Acquiring domain knowledge and user feedback - Knowing the users and their 
needs is a major challenge identified in all interviews. Nevertheless the type and way 
of getting the knowledge from users may differ greatly by the type of product. In 
experimental projects by small companies the target group can be hard to define and 
involve in the early stage so the design process is very much driven by intuition and 
personal insights. In specific domains like health-care the challenge often is to find 
out what the real user needs are. This can be made difficult by the time restrictions of 
domain professionals. 

When designing an interconnected system another challenge is the inefficiency of 
user testing in lab environment. In many cases the interviewees identified early user 
feedback as important or vital, but also noted that they cannot get feedback until they 
have a functional prototype which can be tested in the field. Testing usability of solu-
tions to accommodate change in context is particularly hard due to the lack of stan-
dardized research framework and analysis methods.  

“A lot of the things we are changing, we will do more of a […] we put it out there 
and see if people are using it, we don’t spend that time doing a full usability type of 
thing. Moving towards what the ‘Google model’ is like, they almost put up the lab 
version or they have a beta version and people just use it, get the feedback and just 
improve it.” – Co-founder of a start-up on professional sports tracking technology. 

Targeting multiple platforms - The challenge in designing for multiple platforms is 
the different capabilities and user interaction metaphors they may have. There is no 
easy way to meet this challenge. Part of the design always has to be adjusted to the 
target device on its own, but re-usability of user interfaces across the platforms is also 
needed for a unified look-and-feel when dealing with an interconnected system.  

“As [the application] must run on several devices, and the devices have different 
capabilities in terms of display and user controls, it is difficult to design a UI that 
can be used as fast and easy on all the devices.” – Technical director, mobile and 
ubiquitous gaming applications.  



 Challenges in Designing Inter-usable Systems 401 

Table 1. Identified challenges grouped by the design process phases 

Process phase Identified activities Identified challenges 
Early phase Iterative concept 

creation and  
evaluation, 
Interviews, 
Contextual inquiries, 
Focus groups 
 

• Hard to evaluate concepts without functional 
prototypes (simulation of interactive system) 

• Seeing the big picture when designing a part of a 
interconnected service (often designers just  
focus on part of the system which can create in-
consistencies and discontinuities between the 
parts) 

Design phase Rapid prototyping 
(e.g. paper), 
Integration of design 
and development 
tools,  
Task analysis 

• Each failed experiment with physical objects 
incurs material, labor and transportation costs 
(unlike with fully digital products/services) 

 

Development 
phase 

Functional  
prototyping, 
Use of (in-house) 
component libraries 

• None of the tools available today is sufficient to 
build and test inter-usable systems 

• Basic tools such as IDEs, Flash and PCB design 
tools are generic enough to fill the gap but by no 
means efficient for designers who want to weave 
digital data into physical materials 

Evaluation 
phase 

Expert reviews,  
Usability testing,  
Field trials 

• User testing of embedded devices and  
interconnected services using low-fi prototypes 
in a lab environment is inefficient 

• Difficult to evaluate the whole (interconnected) 
system; evaluation of separated parts does not 
necessarily correspond to good overall (inter) 
usability 

5   Analysis and Implications for Design Methodologies 

Based on the information gathered from the interviews we analyzed the possible 
needs for refinement of methods and tools. We identified three basic types of needs 
from the interviews. There is currently a need for better integration between the de-
sign and development tools. A number of interviewees identified that it is challenging 
to test designs on different platforms enough early in the design process. They identi-
fied a need for “mash-up” type development environment where the composition and 
continuity of an inter-usable system could be better tested. Another challenge, which 
could benefit from better tools, is the possibility to link smaller design tasks into the 
“big picture”. This can be especially difficult in systems incorporating several differ-
ent user interfaces for different devices and platforms. This cross-platform design 
support also needs different methodologies than more traditional single platform sys-
tems. The current design methodologies do not take into the consideration the need to 
support effective transitions and interaction metaphors across platforms. The implica-
tions of findings are described more in the Table 2. 
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Table 2. Implications of findings to requirements for design methods and tools 

Identified need Description  Requirements for methods and tools 
Support for “seeing 
the big picture” – 
how the design fits in 
the whole system 

Consistency and continuity is 
important in cross-platform 
user experience, the current 
design methods and tools do 
not offer support for evaluat-
ing this 

• Early prototyping through  
simulation 

• Evaluation metrics to test  
consistency (semantic and  
syntactic) and continuity in  
cross-platform and cross-device 
interactions 

Integration between 
design and develop-
ment tools 
 

There are challenges in inte-
gration of design and imple-
mentation. The currently 
available tools are not suffi-
cient to build and test inter-
usable systems (such as 
services with interfaces for 
both cloud and dedicated 
devices) 

• Ability to test or “mash-up” the 
composition of interconnected 
systems (e.g. distribution and 
composition of functionalities  
between the cloud and dedicated 
devices) 

• Support for rapid prototyping  
 

Refinement of 
evaluation methods 
and metrics to test 
inter-usability  

There are challenges in 
evaluating interconnected 
systems early enough, and to 
measure inter-usability. 
There is also a need for early 
evaluation of interaction 
metaphors which translate 
between the different do-
mains and user interfaces 
designed for different plat-
forms 

• Evaluation methods and metrics to 
support inter-usability, taking into 
account both the composition of 
functionalities and the continuity 
of interaction 

• Design guidelines to support 
semantic consistency across plat-
forms (the use of metaphors etc.) 

• Ability to use efficiency measures 
to validate inter-usability of cross-
platform interactions 

 
The implications of our findings can be used as an indicator of growing needs for 

measuring and testing the inter-usability of interconnected systems. It is clear that the 
tools and methods in design and development at their current states do not sufficiently 
address these needs for cross-platform design. Based on our findings the specific 
needs lie in the design and evaluation phases where we found needs for both rapid 
prototyping tools for interconnected systems as well as better evaluation metrics to 
test the composition, consistency and continuity aspects of cross-platform user ex-
perience [10]. Because of that, the designing and developing for such systems cur-
rently involve a great deal of intuition and trial-and-error. 

Another factor that contributes to the challenge is that devices themselves no 
longer offer user standardized means of manipulating information. Mobile phones, the 
epitome of multi-platform, cross-context devices, have morphed from a combination 
of a 12-digit pad, a set of 5-way navigation key and a small display to a touch-
sensitive screen that can offer any number of controls. Going further, interconnected 
objects that are believed to embed information access into our environments in the 
near future can come in theoretically limitless number of forms.  
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5   Conclusions 

In this paper we have presented the analysis and implications of findings identified 
through interviews of professionals in interaction design. We identified a set of spe-
cific challenges that the practitioners face on different stages of the design process. 
We also identified needs for further refinements of methodologies to overcome the 
challenges imposed by requirements of inter-usability. We acknowledge these results 
as preliminary and foresee a need for further research on translating the identified 
challenges and needs to refinements on methods and tools to support these challenges 
in practice. Nevertheless we see this work as an important step towards understanding 
the needs of inter-usability better from the point-of-view of professionals dealing with 
the practical challenges of designing interconnected systems and services. 
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Abstract. In this paper we describe the application of a variation of cultural 
probing for identifying barriers in the use of public transportation for target 
groups with visual, cognitive or language-related handicaps. To be able to better 
focus on the targeted aspect - the barriers - we applied modifications to the 
traditional cultural probing approach: Users were encouraged to generate data 
related to the targeted aspect. We found that this approach can produce focused 
results that can be analysed fast and can help to overcome obstacles related to 
limitations in verbal skills or expressiveness of the user. 

Keywords: User requirements, Cultural Probes, Directed Cultural Probes, 
elderly, immigrants, functional illiterates, public transportation. 

1   Introduction 

The good understanding of the users’ view of the world and their needs is an essential 
prerequisite for designing usable products and tools. To improve quality and 
gathering of such information, different methodological approaches are continuously 
elaborated. Within HCI a qualitative method called cultural probing, has been 
introduced, which is used to gain insights into users living context and behaviour 
aspects in given contexts (such as the use of certain technology). Cultural probing 
benefits from enhanced user involvement, as participants are engaged to 
autonomously capture personal impressions from their daily life. Originally 
introduced by Gaver and colleagues [1], cultural probes encourage participants to 
generate materials in everyday situations by use of different means (e.g. camera, 
diary). Hence, the method allows participants to note subjective impressions using 
textual and graphical illustrations apart from restricted questionnaire formats. The 
main benefit of the concept is the richness of the user-generated data based on 
subjective perceptions. Whereas this approach serves to collect large amounts of 
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diverse information from a specific context, results from this highly subjective data 
need to be interpreted qualitatively. During analysis interpreters usually seek to 
deduce all-encompassing evidence from heterogeneous data. Similarly, they are 
required to process their data in ways that prevent from informational loss. 

In this paper we describe the realization of a study using modified cultural probing 
for the identification of subjective barriers that people with special needs encounter in 
public transportation facilities. We report advantages and shortcomings of the new 
approach as well as we discuss the application possibilities and whether the method is 
tailored appropriately to the abilities of three user groups. 

2    Related Work 

Since Gaver and colleagues started doing research with cultural probes, many 
variations have been elaborated. Most of these variations contain diaries and 
photography in some form. Diaries are used to capture activities in context, to 
understand needs and motivations related to the use of a certain technology and to 
gather user requirements for design [2]. The application of the method gradually 
developed from an inspirational to an informal function. By conducting Technology 
Probes [3] existing technologies can be situated in users’ homes to inspire design by 
exposing users to new experience. Empathy Probes [e.g. 4] have been designed to see 
and understand people’s emotions and feelings in their natural environment, in order 
to support design processes. Mattelmäki and colleagues included a small diary 
booklet, a sheet of stickers, a disposable camera with a list of photography 
assignments, and ten illustrated cards with open questions. Hulkko and colleagues [5] 
developed a new digital contextual and self-documenting tool for studying people’s 
actions in mobile contexts. They used mobile phones with GPRS connections, an 
external digital camera and a developed system for sharing and sorting the data. 
Crabtree and colleagues [6] proposed their Informal Probes employing various 
biographical approaches to encourage participants to reflect upon and articulate 
important personal, social, and technological features of their everyday lives. These 
reflections enabled designers as well as participants to formulate and elaborate the 
role of design in the studied culture. Until today, many variations of Gaver’s cultural 
probes have been deployed.  

Nevertheless, the richness of the collected data might also be a disadvantage in 
concerns of analysing the data. The traditional approach of cultural probing typically 
produces a huge amount of unstructured qualitative data. Additionally, it is difficult 
and time-consuming to identify the relevant material within this plenitude of created 
data. In order to differentiate from the original purpose of Gaver’s concept [1] - to 
inspire design - and from the solely identification of user needs, we developed a 
variation, which asks the user to actively focus on specific problems and to detect and 
document relevant situations as well as to provide suggestions of how to solve the 
problems. We used this approach to directly detect barriers in public transportation for 
people with special needs. 
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3   Directed Cultural Probes  

For the study a modified, directed cultural probing (DCP) method was elaborated. 
Instead of documenting the whole contextual experience, the documentation was 
explicitly directed to a restricted issue of the context, focused on barriers in the use of 
public transportation facilities. The participants – a group of elderly, a group of 
functional illiterates, and a group of immigrants - had to follow a standardised 
documentation scheme with the goal to produce focused data. The challenge was to 
gather and compare qualitative data from different user groups using different 
materials. Since participants differed in reading and language skills, the DCPs had to 
be adapted to their special abilities thoroughly. Hence, we will show how this 
approach is also suitable for contextual inquiries with other user groups. 

3.1   Development 

When compiling the probing packages, special requirements in relation to 
participants’ ability to understand textual information were taken into account. In a 
first step a workshop with representatives of the end user organisations of three social 
groups was conducted on how to design the cultural probing packages in respect to 
specific end user needs. A generic manual served as a basis to discuss on suitability of 
the probes for the groups. For sending the elderly persons in the field, it was crucial 
that they did not have to write down things immediately. According to their physical 
condition it was argued that note taking in a sitting position would be more 
comfortable. A diary (instead of a voice recorder) was recommended in paper-pencil 
form to write down their experiences for elderly people and immigrants. The 
immigrants were allowed to complete the diary in their mother tongue, otherwise the 
additional effort for the participants might have kept them from documenting properly 
and some essential information might have gone lost. 

Table 1. Different composition of the probing packages per end user group 

 Elderly Illiterates Immigrants 

Probing package 
diary at home, 

camera, checklist 
voice recorder, 

camera, checklist 
diary, camera, 

checklist 

 
Finally, workshop participants agreed that participants of all groups could 

document their experienced barriers by using a disposable camera (max. 27 pictures). 
The participants were asked to take a picture of the detected barrier and to comment 
as soon as possible on the required entries. However, according to the participants all 
diary entries (written or spoken) were made on the same day as the picture was taken.  

Instead of the diary, the functional illiterates received a digital voice recorder 
(Olympus VN-5500) to comment the detected barriers right after taking the picture. 
They had a checklist on their voice recorder. To produce structured data each 
photograph had to be commented by a strict documentation scheme. The scheme also 
served as the checklist provided to all participants: date and time, name and brief 
description of the barrier, name of leg of the journey, emotional state in relation to the 
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barrier (5-smiley scale), behavioural reactions of the surrounding, ideas or wishes to 
eliminate or minimize the barrier.  

The checklist was adapted for user groups: a translated version for immigrants and 
a version with extra-large letters for the elderly and the functional illiterates. 
Illustrations with pictures depicting the legs of journey should serve a better 
understanding by all user groups. 

3.2   Participants 

Three user groups were involved in the investigation: elderly people with visual and 
cognitive impairments, immigrants with initial lack of expertise about local language 
and functional illiterates with principal problems in the understanding of text. The 
elderly group consisted of 10 persons (4 men, 6 women). Their impairments varied in 
terms of degree of vision (e.g. nearly blind) and physical mobility (e.g. walking aid). 
During recruiting special prerequisites were defined: their ability to use public 
transportation independently, to reflect their loss of memory (in relation to dementia), 
and to be in a stable health condition, even if being under medication. 12 functional 
illiterates (7 men, 5 women) participated. Their mother tongue had to be German and 
their linguistic competency levels had to vary. The degree of variation was 
determined by the end user organisation. 11 immigrants (1 male, 10 women1) took 
part in the study. At recruiting they had to establish the following preconditions: 
maximum duration of stay in Austria of 6 years and relatively bad German language 
skills. A high diversity of languages within the group of immigrants was striven for (8 
different languages), to cover as much language diversity as possible.  

Table 2. Total number of participants and their age (at the beginning of data acquisition) 

 Elderly Illiterates Immigrants 
number of participants 10 12 11 
average age of participants 
(mean ± stdv) 

66,6 ± 6,9 36,8 ± 14,1 29,0 ± 4,4 

 
All participants used public transport previously. For the duration of the study, they 

were requested to use public transportation as often as possible, to ensure that enough 
data was collected. However, in order to avoid the generation of pseudo-barriers no 
minimum or maximum of barriers to identify was requested from participants.  

3.3   Study Procedure 

For the study the DCP method was combined with pre-interviews and post-focus 
groups. The way of how barriers were documented varied between the groups 
according to their special needs. After acquisition, data was reprocessed and focus 

                                                           
1  Most women neither had a car nor a driving license, that’s why women rather than men use 

public transportation. Consequently, this skewed sex ratio within the immigrant group reflects 
realistic demographic conditions. 
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groups were conducted to discuss and prioritise the detected barriers by the end user 
themselves. 

 
Pre-Interview. Participants were pre-interviewed in order to get first insights: in their 
demography and daily habits (e.g. use of public transportation), as well as in their 
social environment (e.g. family situation). Furthermore, participants were asked to 
report on perceptions and problematic situations they previously have been 
confronted with in public transportation, as well as on technology use and acceptance 
(e.g. cell phone, internet usage). The questions of the pre-interviews varied slightly in 
detail for the three groups, but roughly stayed within the mentioned domains. For the 
pre-interviews with the immigrants an interpreter was present. After the pre-
interview, participants received their personal DCP package. They were instructed to 
actively look for barriers that occur for them personally while using public 
transportation and further to document them. Informational background was provided, 
that results would be used for the conception of a mobile assistance service. 
 
Probing. Over two weeks participants had to find as many barriers as possible by 
traveling through the city for their daily routines. The data acquisition took place in 
August 2010. Due to different personal reasons of the participants (e.g. illness) the 
number of active participants decreased during the data collection. After the data 
collection probing packages of only 9 elderly, 11 illiterates and 7 immigrants were 
delivered. 

 a)   b)   c) 

Fig. 1. a) Reprocessing in the diary, b) post focus group participant prioritising barriers, c) 
extract from the checksheet 

Reprocessing. After two weeks of data acquisition participants returned the 
disposable cameras as well as the textual or oral diaries to their end user 
organisations. After photographs had been developed, participants glued each 
photograph to the corresponding diary entry (Fig. 1a) with assistance of co-workers 
from the end user organisations. As the immigrants were allowed to write diary 
entries in their mother tongue, an interpreter supported the elaboration of the 
immigrants’ probes. 

 
Focus Groups. In three separate focus groups participants presented their reprocessed 
data sheets with the barriers. Then, barriers were clustered per leg of journey (similar 
or identical barriers were merged), written on cards and pinned to a wall. Each 
participant got 20 adhesive dots to prioritise the clustered barriers per leg of journey 
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by sticking as many adhesive dots as they want to the cards with the barriers they 
think are worst (Fig. 1b). Finally, this resulted in a list of prioritised barriers per leg of 
journey and user group. Focus groups took 2.5 hours with 6 to 8 attendees. Not all 
probing participants were involved in the subsequent prioritisation process. 
Nevertheless, all reprocessed diary entries were included as a basis for discussion 
within the focus groups. Finally, each participant got financial compensation and was 
handed a monthly ticket for public transportation. 

4   Results 

Quantitative analysis of the probes showed that number of identified barriers, as well 
as the average number of identified barriers per person was quite variable, especially 
between the groups of elderly and illiterates compared to the group of immigrants. 
Elderly persons and illiterates detected more different barriers than immigrants  
(Tab. 3). The participants roughly managed to take a picture for every diary entry they 
made. Summing up all three groups, in 5 cases they made two pictures depicting the 
same barrier and twice there was a diary entry without a picture. 

The number of suggestions made for every detected barrier varied as well. Elderly 
gave suggestions for 73% of their total number of detected barriers and illiterates for 
89%. The immigrants suggested improvement for only 13% (Tab. 3). 

Table 3. Number of detected barriers, diary entries, and observations per end user group 

 Elderly 
(N=9) 

Illiterates 
(N=11) 

Immigrants 
(N=7) 

number of different barriers 
detected 

30 30 16 

total number of diary entries 51 70 16 
Average number diary entries 
per person 

5.7 6.4 2.3 

number of constructional and 
infrastructural barriers detected 

46 69 15 

number of psychosocial barriers 
detected 

5 1 1 

number of suggestions for 
improvement 

37 62 2 

amount of observed behavioural 
reactions in the surrounding 

24, (47.1%) 29, (41.4%) 1, (12.5%) 

 
By means of the different type of used material, participants from all user groups 

were able to report constructional or infrastructural issues and limitations (e.g. step 
entry to tramway, no rain shield at the station). Participants mostly documented 
barriers, which referred to their lowered ability to perceive and understand 
information properly and immediately.  

Interestingly, although the instructed goal of the study was to detect barriers, which 
realistically could be avoided by the use of a continuous mobile assistance (e.g. 
navigator app), also psycho-social issues (e.g. unfriendly bus drivers, crowding, smell 
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disturbance) were noted into the diary. Especially elderly participants mentioned their 
perceptions in relation with social aspects and experienced discomfort (Tab. 3). 

5   Discussion and Conclusion 

According to the results we assume that the shaping of the packages for elderlies was 
well chosen for study purpose in general. Elderlies might need the possibility to 
reflect on additional impressions, even if they do not match the study focus, in order 
to keep them on track. However, due to the well-structured diary entries, it was easy 
to filter the non-focus entries out. Nevertheless, for further application of the DCPs, a 
refinement of the briefing, the checklist and a reminder task should be considered. 

Overall, there were differences in the amount of detected barriers between the 
groups. Immigrants provided less data than the other groups. Although this user group 
was similarly instructed on the purpose of the study, they captured less barriers 
related to constructional and infrastructural issues, but also related to social 
interaction with others. Intercultural concerns appeared when husbands of participants 
forbid their wives to continue in the project. Although the procedural details were 
instructed in respect of any ethnic principles, people feared to violate their religious 
rules. Thus, in order to enhance compliance of immigrants, for further studies, we 
suggest to involve not only the participant himself/ herself to the study procedure, but 
also the surrounding family. As language barriers are persistent for immigrants, 
special translation and support efforts must be afforded for allowing immigrants to 
appropriately follow the instructions and discussions. 

Although illiterates were impaired in writing and reading, they produced the largest 
number of diary entries in audio form. Most participants used the voice recorder 
without any problems, as well as they reported positive experience to document 
impressions without being constraint due to their minor writing skills. Another 
possible reason for this result is seen in the manipulation of the emphasis of verbal 
instruction and the related motivational effect. Illiterates were more motivated to 
solve the tasks if they were reinforced being ‘researchers themselves, helping 
scientists to see the world with their eyes’, and also having the possibility to improve 
life quality of others, especially their corresponding social group. 

Gaver and colleagues [7] state that their ‘results are impossible to analyse or even 
interpret clearly, because they reflect too many layers of influence and constraint’. In 
comparison, data from DCPs can be processed more easily, because of minor 
diversity in the data. However, every researcher should always reflect about the 
preferred kind of data required to follow research purpose. Accordingly, DCPs should 
be applied to projects or studies that are interested in a specific aspect of a target 
group and not in their whole everyday living. We assume that DCPs can be applied to 
serve as a substitute of traditional methods for requirement analysis (e.g. interviews, 
focus-groups). They are easily adaptable to the characteristics of the target group (e.g. 
verbal skills), as well as they provide data that can be processed quickly. 

Generally, for the application of participatory methods, tools have to be adapted to 
the special needs of the potential ‘researcher’ carefully, otherwise relevant and 
important data might get lost. In contrast to common Cultural Probes, DCPs draw a 
less holistic picture of a users living context. The data is directed to the exact research 
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question only and therefore provides more focused results. However, due to the pre- 
and post-data-collection contact with the user groups, it conveys a keen sense of user 
experience in a certain context. When Gaver and colleagues used domestic probe 
packages in 2004 [7], they used a purposely uncontrolled and uncontrollable 
approach. They provided participants with many diverse probing tools, such as a 
dream recorder or a friends and family map. It can be assumed that this method 
provides results of a wider and more global impression of how people live and how to 
design for them. Though, conducting Cultural Probes in terms of requirement analysis 
is a completely different approach. In order to extract concrete problems and user 
needs in a certain context, a more directed method is useful.  

Altogether, we experienced the DCPs as a well performing method in terms of 
providing structured and pre-sorted data on the need of solutions for certain barriers. 
Although we do not want to claim about the novelty of our method too much, there is 
novelty concerning the application to this setting. The method generated useful data, 
which was processed in further tasks for the improvement of public transportation for 
people with special needs through a mobile assistance service. The raw data 
collection, the questions for the improvement of the barriers, the pre-interviews and 
subsequent focus groups including a prioritisation process, made the method 
expedient and valuable in terms of requirement analysis, which can be easily adapted 
to a different context. 
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Abstract. With increasingly large image databases, searching in them becomes 
an ever more difficult endeavor. Consequently, there is a need for advanced 
tools for image retrieval in a webscale context. Searching by tags becomes 
intractable in such scenarios as large numbers of images will correspond to 
queries such as “car and house and street”. We present a novel approach that 
allows a user to search for images based on semantic sketches that describe the 
desired composition of the image. Our system operates on images with labels 
for a few high-level object categories, allowing us to search very fast with a 
minimal memory footprint. We employ a structure similar to random decision 
forests which avails a data-driven partitioning of the image space providing a 
search in logarithmic time with respect to the number of images. This makes 
our system applicable for large scale image search problems. We performed a 
user study that demonstrates the validity and usability of our approach. 

Keywords: Content-Based Image Retrieval, Sketch Interface, Semantic 
Brushes, Real-Time Application, User-Study. 

1   Introduction 

There are millions of image searches performed every day which to date rely 
primarily on text-based queries. With the advent of increasingly powerful computer 
vision systems for object detection, segmentation and tracking, and the introduction of 
large labeled image databases such as LabelMe [1], the opportunity arises for more 
advanced image retrieval tools to exploit this additional information. In this paper we 
introduce a novel image retrieval framework for finding images based on semantic 
sketches in large labeled databases. 

Traditionally, content-based image retrieval (CBIR) systems rely primarily on 
image statistics and machine learning techniques to select matching images from a 
database. This might not be the optimal way to approach the problem since it neglects 
sources of high-level information such as image annotations. Given the recent 
progress in computer vision it is reasonable to expect a steep rise in the number and 
availability of labeled images in the near future.  

We propose a retrieval system that allows the user to formulate semantic queries 
intuitively rather than working with photometric queries. As opposed to many other 
sketch-based CBIR systems we do not require the user to draw detailed sketches of  
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Fig. 1. Two example queries for street scene images and one for coastal images with their top 
five matches. Colors in the query sketch denote semantic classes. The text annotations are not 
part of the query and are shown here for illustration purposes only. 

the objects. Our intuitive interface enables the user to indicate the semantic composition 
of the desired image with the help of semantic brushes (such as a brush for the classes 
“car” or “sky”). In such a scenario text-based searches (e.g., Google Image Search) 
would fail because they do not take into account the spatial relationships of the classes. 
Since we operate on high-level information, searches can be performed very efficiently 
using a tree structure, in contrast to linear methods which would be infeasible in large-
scale retrieval scenarios. Our intended application is finding images that roughly match 
a user's wishes, not a target search for one specific image which would require higher 
developed sketching abilities from the user. 

To evaluate and validate our system we performed a user-study with 10 
participants. They were asked to sketch street scenes and rate the images that were 
retrieved by our system. For the user study and the algorithmic evaluations we used 
the StreetScenes database [2] which contains more than 3500 images with labels of 
eight classes (pedestrian, car, bicycle, street, sidewalk, building, sky and tree). This 
database provides a suitable testbed for our algorithm as it contains a large number of 
images from one scene category. It can be viewed as a dense sampling of a small part 
of image space akin to what would result if a computer vision algorithm would 
automatically label a vast quantity of images. 

The main contributions of our method are: the usage of high-level semantic 
sketches, its computational efficiency which makes it applicable to large-scale image 
searches, its robustness which leads to very low requirements on users sketching 
abilities, and its validity as demonstrated by a user study. 

In Section 2 we describe previous work in this field and contrast the proposed 
framework to it. Section 3 describes the employed distance measures, the decision 
trees and the interface that comprises this system. Section 4 details the algorithmic 
evaluation and the user study that has been done to validate this method. Finally, 
Section 5 provides a summary and a discussion of future work. 
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2   Related Work 

The need for systems that search images based on user queries has motivated a large 
body or research literature. In early studies the user was asked to specify the query in 
terms of visual features such as color or texture by drawing (query by image content, 
QBIC e.g. [3, 4]) or through example images (query by visual example, QBVE). The 
latter approach allows to calculate more complex image correlation measures (e.g. [5, 
6]), yet, both approaches suffer from the so-called “semantic gap” i.e., the lack of 
correspondence between visual and semantic features. They yield results that have the 
desired low-level properties (e.g., containing a black shape) but may not fulfill the 
user's semantic wishes (e.g., containing a black dog versus containing a black car). 
For a concise review of earlier CBIR approaches and an extensive list of references, 
the reader is referred to [7]. 

One approach to bridge this “semantic gap” is to use text-based queries as offered 
by image search services such as Google, Bing or Flickr. These approaches employ 
semantics in form of keywords that are assigned to images, text surrounding images 
in web pages, as well as manually and automatically created annotations of objects, 
regions and scene classes. Purely text-based systems, however, do not allow the user 
to specify an image composition. This can be addressed by allowing the user to draw 
a query image using regions of photometric patches (e.g., [8]). These patches are 
generated in an unsupervised fashion from training data. This is a recent approach of a 
query by semantic example (QBSE) technique. In systems such as [9] the user 
specifies an image from which a computer vision system extracts semantic properties. 
These properties are then compared to the images in the database to retrieve images 
that are semantically similar to the query image. Such systems are often not 
applicable for real-time searches in large databases, because of the difficult similarity 
judgments needed to find matches. Further reviews on semantic image retrieval can 
be found in [10, 11]. 

A quite different approach to the problem of image retrieval is photo montage or 
photo synthesis which aims to create the image the user has in mind instead of searching 
for a similar image in a database. The systems described in [12] and [13] allow the user 
to specify semantic regions similar to our system. Based on this input the system 
automatically retrieves image parts and stitches them together to form a coherent image. 
Sketch2Photo [14] also lets the users specify objects at any position in the image, but 
also requires them to sketch the objects themselves and annotate them with text labels. 
This gives the user the freedom to use any object label that an internet image search can 
reasonably retrieve images for, and also allows finer control over the objects' 
appearance, but requires good sketching abilities and iterative refinement of the results. 

Finally, the usability of image retrieval tools has been the topic of research. A 
review on semantic search tools can be found in [15], for references on image 
retrieval systems and their evaluation confer to [16, 17]. 

3   Methods 

Our retrieval algorithm employs a tree structure similar to a random decision forest 
[18] to retrieve candidate matches from the database and a fine grained search through 
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the returned matches to determine a ranking. This scheme allows it to perform very 
fast searches (on average less than one millisecond per search in a tree containing one 
million images on a current office PC) with a complexity of O(m log n) where m is 
the number of trees and n the number of images (cf. Fig. 7).  

3.1   Matching-Cost Function 

Central to our image retrieval system is the definition of a cost function C(Q,I) which 
measures the quality of the match between a query sketch Q and an image I with 
annotation A. This cost function allows the algorithm to rank the images and present a 
few top-ranking search results to the user. Desirable features of the cost function are a 
high correlation between the returned matches and the image the user had in mind 
(which will be discussed in Section 4.2), and robustness against the bad drawing skills 
of the average user (see Section 4.1 and Fig. 8).  

We define a straight-forward cost function that can be evaluated very quickly using 
the scalar product between query sketch and distance transformation summed up over 
all classes in the image and the sketch: . An intuitive interpretation 
of this scheme is that we accumulate the distance that each pixel in the query image 
Qi  has to travel to the nearest pixel containing the respective object in the image. 
Using the distance transformation to calculate the cost function affords the nice 
properties of being intuitively plausible and making the search robust against 
imprecise sketching. If the annotation A of the image does not contain all objects that 
are present in the query Q, we add a high penalty κ to the cost function:  

 
A depiction of the evaluation of the cost function is shown in Fig. 2. Using such an 

intuitively plausible cost function allows us to easily optimize and augment our system. 
Linear weighting of the different object classes and adding additional cost terms to 
represent possible further query properties such as the color of the objects are 
straightforward augmentations of the cost function. Fig. 3 shows how the results are 
reweighted when adding a cost term for color Ccol(Qcol,I). We implemented this cost term 
by computing the earth mover distance (EMD) between the color histogram Qcol the user 
has specified for each region (black regions denote regions where the user does not care 
about the color) and the normalized histogram of the region in the image where the object 
is present. The EMD provides a suitable distance measure between two color histograms 
and yields better results than for example comparing the mean colors of two regions:  

 
The augmented cost function is as follows: 

 



416 D. Engel et al. 

 

Fig. 2. Pipeline for evaluating the matching cost between an image I and a query sketch Q: for 
each semantic class a binary object location map is created. A distance transformation is 
applied. It yields a map that contains the distance from each pixel to the nearest pixel of an 
object. The query sketch is also translated into a set of object location maps which are 
multiplied pixelwise with the distance maps. Summing over all image locations and classes 
results in the matching cost. 

 

Fig. 3. Constraining the image search: The top row shows a search for a car on a street in front 
of a building. The second row shows the results when searching for the same configuration with 
the additional constraint that the car should be white. The third row shows the same search, but 
constrained to gray buildings. 
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At this point the α's are set by hand. As the main evaluation criterion for such a 
system is how well the results match what the user had in mind they could easily be 
optimized with further user studies. 

3.2   Decision Trees 

For small datasets that contain only a few thousand images the evaluation of the cost 
function for each image is feasible albeit time-consuming. As the size of the labeled 
dataset grows, a linear search becomes intractable especially in the context of 
webscale applications. However, for most such applications we do not need the full 
ranking of all the images in the database but only need to retrieve a couple of the top 
ranked images. Since the similarity of two images depends critically on the query 
(e.g. which image properties we are looking for) we cannot examine the similarities 
for each class separately but have to take the whole image into account at each 
decision node. This observation implies that an algorithm cannot factorize the 
problem, which makes it exponential in its nature.  

 

Fig. 4. Illustration of our decision tree. At each node the matching cost to a given exemplar is 
computed. The threshold σ determines whether the left or right child is visited next. 
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We address the problem of retrieving a couple of high ranking matches by using a 
heuristic inspired by random decision forests [18] (see Figure 4). Each random 
decision tree in our forest contains a pivot annotation a ∈ A and a threshold σ. At this 
node the cost function C(Q,I) for an incoming element is evaluated. If it is smaller 
than  it is forwarded to the left child and otherwise to the right child of the node. 
During creation of the trees we select a random pivot element, calculate the costs to 
all images at that node and take the median of the costs as threshold σ. Taking the 
median guarantees that the resulting tree will be balanced and all searches can be 
performed in O(log n) time. We stop splitting the nodes when the number of elements 
at one node drops below a threshold (in our case five images). Consequently, any 
search in a tree returns one to four candidate matches, but further matches can be 
retrieved by traversing the tree backwards (backtracking). 

By evaluating the cost function with respect to a pivot element at each node we 
achieve a data-driven partitioning of the image annotation space. Different pivot 
elements lead to different trees which highlight different aspects of the cost function. 
To make full use of this we search through a forest containing m trees (usually 20). 
We obtain the final presentation order by ranking all returned results according to the 
cost function. Consequently, the total runtime of a search is O(m log n + m k) where k 
is the time it takes to evaluate the cost function for the resulting matches returned by 
one tree.  

We show that the results returned by our forest approximate the matches returned 
by a linear search in Section 4.1. We further demonstrate that our distance measure is 
highly correlated with subject ratings of the user study described in Section 4.2. 
Together, these results show that our approach is a valid scheme to quickly retrieve 
images from a database based on semantic sketches. 

3.3   The Sketch Search Interface 

We created a painting tool that enables the user to specify the composition of desired 
images (cf. Fig. 5). The tool offers a collection of semantic brushes that allow the user 
to specify object locations. These brushes can represent objects such as cars or 
bicycles but also image regions such as sky or road. To distinguish different brushes 
we assign a unique color to each of them. The color value itself is not relevant, since 
color is only used to denote the type and location of an object, not its appearance. 
Which brushes are available depends on the labels found in the current image 
database. For our evaluations we used the eight classes contained in the StreetScenes 
database (see Section 4). 

To create a query image the user selects scene elements and draws them onto a 
canvas. The handling of the tool resembles that of common image editing programs. 
This way of composing a scene is intuitive and self-explanatory, as confirmed by the 
participants in our user study (see Section 4.2). 

To specify an object it is not necessary to draw its precise shape. It is sufficient to 
mark the region in the image where instances of its class should occur. By drawing 
two cars, as shown in the example sketch in Fig. 5, the user specifies that the two 
areas marked as “car” (red) should contain objects labeled as “car”. This constraint is 
fulfilled as long as there is at least one matching object in each of those regions, thus 
allowing the presence of cars in other regions. 
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Fig. 5. Sketch Search user interface. The user chooses objects to include in the scene from the 
object palette on the left. The canvas depicts a drawn street scene that is used as query for the 
image search. It shows a street scene containing a road, a sidewalk, two cars, two pedestrians, 
buildings, trees and sky. 

4   Evaluation 

In this Section we present the evaluation of our system. We evaluate and validate our 
method using the StreetScenes database [2] which contains 3547 images taken in 
Boston together with annotations of eight major classes: Pedestrian, Bicycle, Car, 
Street, Sidewalk, Building (including stores), Sky and Trees. Note that our algorithm 
does not distinguish objects (e.g. cars, people) and semantic regions (e.g. sky, street) 
and deals with them quite naturally. These classes are well suited for our envisioned 
application since they could potentially be labeled automatically by a computer vision 
algorithm. The number of categories might seem small when compared with the much 
higher number of classes found for example in the LabelMe database. But, most of 
the classes from LabelMe are irrelevant for the proposed large-scale image retrieval 
task as they have too few occurrences in the database.  

Obtaining human annotations is expensive and time consuming which implies that 
our algorithm would mainly operate on computer generated labelings. These 
annotations would only contain labels for categories that are accessible to vision 
algorithms, which amounts to a few high-level categories for the near future. Gender 
specific searches are for example not plausible since algorithmic differentiation 
between male and female persons is a difficult task. Lastly, it has to be mentioned that 
there is a strong correlation between classes naturally occurring in images (e.g. “cars” 
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and “road” often appear together in an image while “car” and “table" do not). This 
further reduces the number of classes that have to be present in a tree. 

4.1   Algorithmic Evaluation 

As first evaluation we perform automated searches using queries formed from ground 
truth annotations from the database. We plotted the results produced by our algorithm 
and the results obtained when evaluating the cost function for each image individually 
in Fig. 6. The results show that our algorithm is able to approximate the linear search 
through the database with a logarithmic search in our random decision forest. 

 

Fig. 6. Left: Comparison between results for our approach, a linear search through all images 
and a ranking of random tree leaves according to our cost function. The graph shows the mean 
costs associated with the top 10 matches. Right: The figure shows the decrease in retrieval 
performance for shifts of object location. The average decrease of matching rank compared to 
the unshifted queries is plotted on the y-axis. 

Insensitivity to variation in object positions in query images is crucial to provide a 
level of robustness that is needed to deal with the low fidelity of user sketches (see 
Section 4.3). We evaluated the robustness of our system by shifting the positions of 
object classes in horizontal or vertical direction by a random amount. However, we 
set the total number of pixels that all object classes were shifted in one image to a 
fixed value. In this case a shift by 320 pixels means that each of the eight object 
classes we use is shifted by 40 pixels on average. Fig. 6 shows the decrease in 
retrieval performance with respect to the original queries. For smaller shifts up to 
approximately 150 pixels the results differ only slightly from those obtained by the 
original queries. It is important to note that query images had a dimension of  
320x320 pixels. Shifting an object class by a large distance can result in its complete 
removal from the scene, contributing to the steeper performance decrease at summed 
shifts of more than 200 pixels (which can be expected to be intended by the user). The 
evaluation shows that our algorithm is robust against variations in the sketched object 
location up to a certain degree. 

For eight classes and a 32x32 descriptor each image can be represented using 8096 
Byte. This means that a million images would take up 8GB of memory. This memory 
problem is present for every image retrieval system as they need to keep the image 
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descriptors in memory during runtime. Fortunately, due to the linear nature of the 
distance transformation the dimensionality can be greatly reduced using a principle 
component analysis (PCA). Using PCA we can encode 99% of the variance of the 
descriptors with just 34 dimensions for this highly redundant data-set. When stored in 
a single precision float vector the compressed descriptor takes up only 136 Byte. The 
evaluation of the cost function is then preceded by a matrix multiplication and 
addition of the means to project the principle components scores of the descriptors 
back into the image space. This has to be done only log n times for each tree, thus, not 
influencing the runtime critically. This effectively removes the memory problem, 
making our algorithm applicable for large scale image search problems. 

 

Fig. 7. Comparison between searches using our method and a linear search in databases of 
different sizes. Graph axes are logarithmic. 

To evaluate the speed of our search we built trees for a more realistic search 
setting. By mirroring, shifting and subwindowing random images from the 
StreetScenes database we created a dataset containing one million images. All timing 
studies were conducted on a regular office PC with a 3GHz dual core processor and 
2GB of RAM using our MATLABTM implementation of the search algorithm. 
Creating a tree for this dataset takes on average 3 minutes. Queries in this tree take on 
average 0.23 milliseconds. A linear search through all image descriptors on the other 
hand takes 17.4 seconds on average making it unsuitable for any large scale 
application. For more details on computational efficiency see Fig. 7. 

4.2   User Study 

In this section we show that our approach retrieves images that are not only good in 
an algorithmic sense but also in a subjective sense which is of key importance for a 
retrieval system. We conducted a user study with ten participants (7 female, 3 male, 
mean age was 25.6). On average each participant did 45.7 trials in 60 minutes. The 
drawing phase took 53 seconds on average. To ensure that participants would sketch 
different images in each trial they were shown an “inspiration” image taken randomly 



422 D. Engel et al. 

from the StreetScenes database for one second before the drawing phase started. The 
subjects were explicitly instructed to take this image solely as an inspiration and not 
to search for this image. In the drawing phase users then sketched an image using the 
tool described in Section 3.3. The resulting sketch served as input for our algorithm 
which returned images using a forest consisting of 20 trees.  

 

Fig. 8. Example query and resulting images in the GUI from our user study. The third image in 
the first row and the first image in the second are random images, our algorithm's best matches 
are the second image in the first row and the last in the second row. 

For the evaluation phase we selected the four best matches retrieved by our 
algorithm and the worst and median matches retrieved by our algorithm as well as 
two random images from the database. We presented the images simultaneously at 
randomized positions in the GUI shown in Fig. 8. Note that “worst” and “median” 
here does not refer to the worst/median match in the whole database but just in the 
subset (on average 54 images) of potential matches returned by the search. 
Participants were then asked to rate the similarity of the images to their sketch on a 
scale of 1 (bad match) to 7 (good match). Participants were explicitly instructed not to 
rate the similarity to the original “inspirational” image which might have created 
confounds when users remember only certain details about the images. 

For data analysis, ratings were normalized to a mean of zero and standard deviation 
of one. We then calculated the average participant rating for each of the seven classes 
of shown images (best match, second/third/fourth best match, mean match, worst 
match, random image). The results are visualized in Fig. 9. A post-hoc Scheffé test 
(significance level α=1%) between the means confirms that participants gave 
significantly higher ratings to images that our algorithm considered to be good 
matches than to random images or bad matches. Furthermore, the average rating for 
the best match is significantly better than the rest while the second, third and fourth 
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matches show no significant differences. The mean rating for a “median” match is 
significantly worse than the top-matches and significantly better than the worst and 
random matches. This is to be expected as the worst of the retrieved images often did 
not contain all classes from the sketch. 

We further analyzed directly the relation between the algorithm's cost function and 
the participants' ratings. In Fig. 9 we visualize the mean costs over all query results 
compared to the average participant ratings for them. The y-axis of the plot is 
normalized to one standard deviation of all participants' responses. There is a strong 
correlation, which is partly due to the cost term κ which penalizes the absence of 
objects in bad matches. 

In summary, these results confirm that our algorithmic definition of a good match 
coincides with the human intuition, allowing our system to yield user-intended  
results. 

 

Fig. 9. Left: Normalized ratings of participants for our algorithm's top four matches, the 
“median” and “worst” match (see text) and two random images. Colors indicate a grouping of 
bars: bar heights in different groups are significantly different while bar heights in the same 
group are not. Right: The average costs that our algorithm assigns to potential matches show a 
strong correlation with participant ratings for these matches (1=bad, 7=good match). In both 
plots errorbars denote standard error. 

4.3   Cognitive Constraints 

Our user-study showed that the manual generative abilities of participants are 
considerably worse than their visual discriminative abilities. Fig. 10 shows some 
examples of images and corresponding sketches users have drawn during the study. 
As people are able to copy an image shown during the sketching phase, the problem 
seems to occur when users have to create a 2D representation of a 3D scene they have 
in mind. Similar observations on participants failing to reproduce the correct 
perspective of a scene from memory have also been shown in psychophysical studies 
such as [19]. This poses a general problem to most systems that rely on sketch based 
interfaces. Such systems are expected to produce an image matching the one the user 
has in mind based solely on a potentially inaccurate sketch. Our system addresses this 
problem by using only rough semantic sketches and a distance transformation, both of 
which help to suppress errors users make during sketching.  
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Fig. 10. Failure case: “inspirational” image at the top left and sketch created from it in the user 
study on the bottom left; on the right the four best matches. For some of the bad user sketches 
(e.g., with impossible perspective as here), no reasonable matches can be found in the database, 
resulting in relatively bad results. 

We feel that our interface that requires only rough sketches is already at the upper 
bound of what can be expected from average users, especially when looking at the 
errors in perspective that the users make during drawing. More complex sketching 
systems for purposes such as “Sketch2Photo” [13] allow users to create visually 
pleasing images with arbitrary scene compositions. However, they only work if the 
user is able to produce a sensible perspective composition otherwise they can only 
create an unrealistic image. Our system cannot generate images de-novo but is able to 
find sensible matches very efficiently and robustly which seems to be a better 
approach.  

5   Conclusions 

In this paper we have presented a novel system for content-based image retrieval 
using semantic sketches. By utilizing a fast straight-forward cost function together 
with a decision tree with guaranteed depth of O(log n) we are able to provide a very 
fast tool. Our system yields comparable results to a linear search thus being applicable 
for large scale image databases. In our user-study, we have demonstrated that our 
system and the cost function is usable and return images matching what the user drew. 
These properties demonstrate that our system is useful for image retrieval in large 
labeled databases. 

In the future we plan to do a larger scale user study in order to optimize the 
parameters of the cost function and accommodate user sketching behavior. 
Furthermore, we will apply this retrieval system in tandem with a computer vision 
system that provides a coarse labeling in order to provide a sketch based search tool 
that operates on a database of millions of images.  
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Abstract. Office administrators are frequently asked to create ad hoc reports 
based on web accessible data.  The web contains the desired data but does not 
allow efficient access in the way the administrator needs, prompting a tedious 
and labor-intensive task of retrieving and integrating the required data.  Mixer is 
a programming-by-demonstration (PBD) tool empowering administrators to 
construct ad hoc reports from diverse web sources without tedious piecemeal 
labor.  Mixer's design builds on the exploration into end user conceptualization 
of data retrieval tasks from our previous Wizard-of-Oz study [39], and 
incorporates insights from mixed-initiative researchers into collaboration 
between end users and software agents. This paper justifies the design decisions 
that drive Mixer, focusing on general lessons for designers of programming-by-
demonstration systems targeting nonprogrammers.  We evaluate Mixer by 
performing a user study showing that administrators are able to accomplish 
programming tasks without needing to understand programming concepts for 
data retrieval and integration. 

Keywords: programming by demonstration, end user programming, mixed 
initiative, data integration. 

1   Introduction 

As the size and richness of the web has steadily increased over the last decade, users 
have ratcheted up their expectations for the scope of information easily available from 
the web. Web interfaces, in contrast, usually permit access to the information they 
expose in a highly constrained manner. The gap between the form of the information 
required and the form provided by the deployed interfaces is bridged in practice by 
human intelligence. In particular, office workers in an administrative capacity are 
regularly assigned mundane, repetitive data integration tasks, entailing the gathering 
of information from several sources into an ad hoc report, often in response to an 
email [34]. Administrators do not consider these tasks difficult, but they do consider 
them very tedious. The repetitive and procedural structure of the tasks makes them 
ripe for automation; however, the actions taken in response to the retrieved 
information generally require human judgment. This combination of automation and 
human judgment invites a mixed-initiative approach that weds the administrator's 
understanding of the desired report with a programmatic agent actually performing 
the bulk of the mundane retrieval. 
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As an example, suppose a university dean wishes to investigate previous 
collaborations between her university and a certain research lab, and further that she 
has assigned her assistant the task of finding all professors in the university who have 
published a paper with someone from the lab. The straightforward solution is to look 
up in turn each professor’s publications in a digital library and store all of their 
collaborators from the lab in some intermediate location, such as a column of a 
spreadsheet. This solution, while effective, illustrates well the tedium involved, as it 
requires the administrator to perform the same series of clicks and copies and pastes, 
each time with different input, until the output report is complete. 

The tedious, repetitive nature of the tasks evokes the concept of programming by 
demonstration (PBD). The application of PBD to administrative data integration tasks 
follows from the insight that once the user has shown how to look up a single 
example, the system has sufficient information about the procedure to look up the rest 
of the examples. In an effort to realize the promise of PBD in facilitating 
administrative data integration tasks, we developed Mixer, a Mixed-Initiative PBD 
system that allows users to train an agent to perform the tasks. Our current 
implementation builds on our previous Wizard-of-Oz study, which demonstrates the 
effectiveness of a spreadsheet-like user-created form as a medium of communication 
between a human user and a simulated computer agent. Users were quite successful in 
using the mocked-up system, but they struggled with the following issues: (1) 
specifying 1-to-many relationships in a manner useable by the agent, (2) specifying 
precision in the retrieved report, and (3) selecting meaningful segments of text on the 
page. Mixer as presented here addresses these shortcomings, and also incorporates 
insights from other explorations of web PBD [20, 22].  Mixer presents several 
innovations over previous approaches. First, Mixer presents a unified modeless 
interface for integrating data, whether that data come from one or several data 
sources. Additionally, Mixer leverages the insights of Mixed-Initiative design to 
facilitate collaboration between the user and the agent to accomplish the user's goal. 

To evaluate our design decisions, we conducted an evaluation with real 
administrators. The administrators were asked to retrieve multiple items from a single 
data source and to link information across multiple data sources. The evaluation 
results show that: (i) Using the Mixer table based interface, administrators can 
conceive of, create, and use forms that effectively communicate to the Mixer agent 
both the information they want and the information the agent needs to automate the 
task; and (ii) administrators recognized the value of automating this type of mundane 
task and indicated they would incorporate a mixed-initiative tool like Mixer into their 
work practices. 

The remainder of this paper is organized as follows.  First, we describe the design 
of Mixer.  We then describe the study performed and the results obtained.  Next, we 
discuss the implications of the present study. Lastly, we situate this work within the 
related work in the literature, and conclude. 

2   Design 

At a high-level, interaction with Mixer requires the user to construct the first row of a 
table, and in doing so, the user demonstrates to the agent what information they want 
and where this information can be found. When this row is complete, the user releases 
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the agent to follow the pattern until the retrieval is complete. If the user desires a 
subset of this information, they can export the resulting table to a spreadsheet and use 
the spreadsheet to make the subset they desire selectable. Below we detail an 
example, depicted in Figure 1, of how the interaction works. In the example, the user 
looks up the names and affiliations of the coauthors of a particular researcher using an 
online interface which allows accessing this information for one publication at a time. 

 

Fig. 1. A user interacting with Mixer to extract the coauthors of a researcher based on the 
researcher’s papers on the ACM Digital Library 
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Users begin using Mixer by navigating their browser to the first page they wish to 
retrieve information from (referred to as the target page). In this example the page 
contains a listing of the publications of the researcher, with a brief description of each 
publication and a link to a detailed record of the publication. Once there, the user 
clicks on the Mixer button appearing within the browser’s chrome. This click causes 
two actions. First, the Mixer workspace (referred to as workspace) appears in a frame 
to the right of the target page. Second, Mixer augments the target page, highlighting 
any element the agent can accept as an input in orange.  

To add an element to the workspace, the user right-clicks the element and selects 
"Copy to Mixer" in a context menu. In response, Mixer constructs a new column in 
the workspace, gives it a heading, fills in the first row with the element the user 
selected, and fills in the remaining rows with all elements that match the user’s 
selection (Figure 1A). In this case the user selects the title of the first publication on 
the list and the agent adds the title "paper title", adds the user-selected publication, 
and adds all of the remaining publications to the column. The cell at the top of the 
filled-in column has a white background, indicating a human selection while the cells 
below have an orange background, indicating that the agent selected these elements. 
In this example, the user only needs the publication title from the first page; however, 
if the user required additional elements from this page, right-clicking and selecting 
"Copy to Mixer" would cause the agent to create additional columns. Earlier Mixer 
interface designs allowed users to simply copy and paste elements from the target 
page to the workspace. However, we observed that people had trouble understanding 
what was "legally" selectable since they could never see the underlying data scheme. 
In addition, they had trouble copying and pasting text that appeared as a link. In the 
current design, the highlighted elements on the target page are intended to clarify 
what can be selected and the right-click action allows users to add an element that is a 
link, without navigating away from the target page. 

In our previously reported evaluation of the Mixer interaction design, we noted that 
some participants struggled to create an effective table. Using the example of the 
publications, many would copy and paste the first publication title  into the top of the 
first column and then they would copy and paste the second title on the list to the top 
of the second column. To prevent users from making this mistake, Mixer 
automatically fills in the first column as soon as the first element is selected. 

Now that the user has a column with all of the publication titles, the user next 
needs to demonstrate that they also want authors to go with each publication. To 
advance the task, the user navigates through the publication link causing the target 
page to change from the publication listing to the publication detail page.  

Mixer detects that the user’s action depends on the contents of a cell in the 
workspace, i.e. the link corresponds to the first publication.  Accordingly, Mixer 
begins an implicit loop over all publications in the column.  An additional wrinkle 
which does not appear in the demonstrated task, is when a user must type input from 
the workspace into a query form on a separate page. In such cases, Mixer prevents 
direct typing because the agent needs to be shown an explicit connection between the 
contents of a cell in the workspace and the input to a query. When a cell’s contents 
are copied to the clipboard and then pasted into a form’s widget, Mixer is able to 
deduce the connection. When the cell’s contents are simply typed into the widget, 
however, Mixer cannot be certain that the query input in fact comes from the 
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workspace entry rather than from elsewhere in the page; to avoid this problem, Mixer 
issues a warning to the user when directly typing into a query form. In a more extreme 
case, the administrator might modify the contents (e.g. stripping off the first name and 
using only the last name), making the matching of the contents to the workspace quite 
difficult. This tension between re-using a variable by value and by reference has a 
long history in PBD, see e.g. the discussion of distinguishing constants from variables 
in Myers [26]. 

Mixer augments the publication detail page: selectable elements are highlighted in 
orange. These elements include the publication’s authors’ names, as well as the venue 
where the publication appeared (Figure 1B). The user right-clicks the author’s name 
and selects "Add to Mixer." In response, Mixer creates a new column, adds the title 
"author name", fills in the first row with the selected author name, fills in subsequent 
cells with additional coauthor names available from the current page, and fills in the 
remaining rows with a dashed line, indicating that the agent thinks the user wants this 
information for subsequent publications. Similarly, the user adds “author affiliation” 
information to the table from the same page. 

To release the agent to complete the table, the administrator clicks the "Fill Table" 
button to the right of the last column. In response, Mixer infers and executes a 
program. In this example the program contains a loop over all publications in the 
publication listing. Mixer iterates over each publication, one by one.  For each 
publication, Mixer navigates through the link using exactly the same action sequence 
which the administrator demonstrated, modified only to correspond to the present 
publication. As each detail page is visited and its result integrated, the browser view 
shows exactly what is happening, giving the administrator confidence that the result is 
the same as if the task were performed manually. When the table is complete, Mixer 
plays a chime, letting the user know the agent is finished (Figure 1C). 

Administrators frequently want to collect information about a subset of items that 
meet some criterion, for example the students who were currently failing a particular 
course. Since administrators are familiar with spreadsheets, we postulated that they 
would be able to conceptualize the filtering task as composed of the subtasks of 
retrieving the desired information about the whole group, then sorting on the selection 
attribute and cutting out all nonqualifying rows.  This functionality is present and 
familiar in modern spreadsheets, so Mixer does not re-implement it, but rather expects 
the user to use a separate spreadsheet tool (our experiments used Google Docs). 

Our previous simulation of the Mixer interface illuminated the way for the present 
implementation; however, as noted by Sundström et al [32], the Wizard-of-Oz 
methodology only allowed a certain level of familiarity with the algorithmic material. 
The actual implementation explored some new design potential and constraints. One 
notable example is that the implementation must take into consideration the time 
taken for the actual retrieval, balancing the time consumed by the network latency 
inherent in retrieving information from the web with the user's valuable time and 
attention. The implemented system, unlike the Wizard-of-Oz mockup, does not begin 
with access to the retrieved data.  Instead the user must wait while Mixer replays the 
demonstrated actions necessary for retrieval. The present design replays the actions in 
front of the user's eyes; this furthers communication between the user and the agent in 
that the user understands what is happening and why it is taking time. 
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Relatedly, the present design fills in as much of the table as it can as soon as the 
user selects a piece of data for inclusion. This refinement allows Mixer to 
communicate more effectively its understanding of the table as the table is 
constructed. We thereby lessen some of the issues participants encountered with our 
previous design, as to how to construct the table. 

Additionally, constructing the table as soon as data is available allows more 
efficient use of the user's time. Specifically, in the previous design users engaged a 
tool we called the "resolver" to help specify if they wanted a single element, a subset 
of element, or all elements within a column. In an actually executing system, 
however, this means the user must make resolver decisions periodically throughout 
the retrieval process, with lags of unknown length between decisions. In addition, in 
designing the resolver tool we struggled to find a way for users to precisely specify 
what they specifically wanted that did not feel like programming. The current design 
takes a different tack. It drives users to collect a complete set of data, and then allows 
them to export the table they have made to a spreadsheet, where they can use the 
familiar tools of spreadsheets to sort and perform calculations. This design choice 
gains significant ease of use at the cost of making precision more laborious. 

Two other changes from the previous design bear mention. First, whereas the 
previous design presented the user with the target page and invited her to select any 
page element, the current design instead pre-highlights the selectable elements on the 
page. This clearly communicates to the user which actions Mixer will understand, but 
decreases the ability of a user to apply Mixer to novel pages. Second, we constrain the 
user to copy and paste data from the workspace into a query page, rather than typing. 

2.1   Wrappers 

Mixer augments the target page with orange highlights to indicate selectable 
elements. The agent performs this augmentation by applying a wrapper to the page. A 
wrapper is a small piece of code that identifies the types and location of data within 
the page. Each time a new web page is visited, Mixer consults a database of wrappers, 
selects the most appropriate wrapper for the page, and applies the wrapper to the 
page. Based on the application of the wrapper to the page, Mixer highlights the 
wrapped data on the page, as shown in Figure 1, and adds the appropriate user 
interaction bindings. The use of wrappers represents a departure from the previous 
Mixer interface. The wrapper directly encodes the hierarchical relationship among the 
potential columns, allowing the agent to automatically fill in the first column as soon 
as the first element has been selected. 

An obvious bottleneck for the applicability of Mixer is the coverage of its database 
of wrappers, raising the question of how this database would be populated. The 
present work makes the simplifying assumption that the database is pre-populated 
with all necessary wrappers. For real world usage, several possibilities exist. First, IT 
shops who are interested in offering Mixer capability to their customers might code 
wrappers for their internal websites and distribute a version of Mixer with access to 
those wrappers. Alternately, a crowd of third-party developers might contribute 
wrappers for web pages to an internet-wide repository for use internet-wide, as is 
done with public GreaseMonkey [6] or CoScripter [20] scripts. An extension of this 
approach is to deploy tools (e.g. Mash Maker [13] or reform [35]) enabling end users 
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to participate in this crowd-sourcing construction of the wrapper repository. Mash 
Maker [13] maintains exactly such a repository of wrappers contributed by end users. 
The Accessibilities Commons [17] maintains a similar database of web accessibility 
enhancements, designed to crowd-source a solution to the accessibility problem. 

More formally, a wrapper overlays a relation, i.e. a list of one or more tuples, over 
the page. The wrapper specifies the type of the tuple as an unordered list of text fields 
and subrelations (with tuples specified in the same way1). Each tuple and "leaf" field 
is located with an XPath expression [7], interpreted relative to its parent tuples; thus 
the addressing is similar to that in the Accessibilities Commons [17]. To minimally 
overcome the limitations of identifying fields with DOM elements (see e.g. 
Dontcheva et al [12]), fields may optionally refer to a regular expression matching 
some of the tokens within the chosen element.  Thus the Mixer wrapper formalism is 
sufficiently expressive to wrap pages with a uniformly repeating tuple-type where 
tuples and fields are contiguous within DOM elements.  Partly as a tradeoff for this 
expressivity, Mixer wrappers are nontrivial to specify; thus the sheer number of 
wrappers required for widespread Mixer usage seems to present a more limiting 
bottleneck than the limitations of the expressivity of the wrapper formalism.  

2.2   Mixer Program Induction 

Generally, program induction is the task of constructing a program based on a small 
number of example executions of the program. Mixer performs program induction by 
observing the browser actions as the user performs the demonstration, and forming a 
program which will be executed when the user asks to complete the table. 

In order to reduce the prohibitively large search space [19] of programs consistent 
with the demonstration, Mixer leverages relatively strong assumptions about the 
Mixer domain to decompose the induction problem into several smaller sub-
problems2. The assumptions about the domain are: 

• Universality: All loops are repeated over all instances in their scope 
• Quantification: All loops are scoped over the values in a workspace column 
• Task Focus: Only actions which change the workspace can affect the program 

The learning mechanism records all browser actions in a log of actions. The log 
contains the user’s actions without modification or generalization of any kind. Parallel 
to the log, Mixer constructs the program, which represents the best guess about the 
repeatable procedure whose output the user desires. The instruction set contained in 
the program are the same as the browser actions contained in the log, with the 
addition of parameterized versions of each action as well as a looping foreach 
structure. Additionally, a program begins with a preamble which loads the starting 
page where the replayed browsing actions will commence. 

The learning mechanism appends each observed browser action to an accumulated 
list of steps. The first sub-problem is to classify a given sequence of steps as to 
whether it forms a complete unit of action, which should affect the program in some 

                                                           
1  The allowance for subrelations expands the expressivity of Mixer wrappers to nested tables, 

also known as non-first normal form relations (see e.g. [38]). 
2  This decomposition was chosen to be amenable to Machine Learning classification. 
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way. The Mixer implementation presented here uses a simple heuristic, considering 
only step sequences terminated by a step inserting new content into the workspace. 

Given that a unit does affect the program, Mixer next decides how it does so. The 
sequence of steps in the unit is decomposed into the transition, the query, and the 
selection. The query determines how data from previous columns drives widgets to 
perform the web lookup, and the selection selects information to be inserted into the 
workspace; the transition contains any preparatory steps which are not data-
dependent3. The steps in the transition are simply appended to the program at the 
current insertion point, and afterward a new loop is appended, quantified over the 
entity type used by the query. The steps of the query are parameterized to depend on 
data from columns in the workspace, then appended inside the new loop. Finally, the 
insertion point is advanced to the current end of the loop. The current implementation 
of Mixer makes no effort to track previous positions of the insertion point; as a 
consequence the “undo” operation only functions back to the insertion point.  Beyond 
the insertion point, the user cannot effect any changes to the underlying program, so 
in case of error must restart the session. 

The selection is converted into a single atomic command for extracting all content 
from the visited page. While inserting new content into the workspace always appears 
to the user to change the workspace, only the first piece of data taken from a visited 
page actually affects the underlying program. The workspace, meanwhile, contains all 
the data from the page but only displays the pieces the user has demonstrated so far. 
Upon demonstration of the addition of subsequent pieces of information to the 
workspace, the program is unchanged; only the visibility flag for the affected column 
is toggled. This low-level distinction is made invisible to the user. 

3   Evaluation 

We recruited administrators to perform a user study aimed at substantiating the 
following hypotheses: 

• H1: Mixer’s table-based workspace interface provides an effective method of 
communication between the human and the agent for data integration tasks: 

• Administrators can conceive of and express information demands through 
designing and demonstrating the form of the information in the workspace. 

• Administrators can make sense of, and work with, information retrieved in 
collaboration with an agent and presented in the workspace. 

• H2: Administrators will recognize the benefit of automated data integration and 
would be interested in using this interface for their work. 

In order to test these hypotheses we culled administrative tasks from the 
suggestions of participants in our previous Wizard-of-Oz study of the Mixer 

                                                           
3 The transition would contain interactions with widgets of a form which are universal to the 

tuple, but not to any particular value of a field. For example, checking a checkbox choosing 
to search for people rather than, say, departments, would be included in the transition; the 
query would continue by specifying which person to search for. 
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interface [39]. To accommodate privacy concerns, we shifted the tasks to different 
real-world domains, where we selected isomorphic tasks which pilot participants 
demonstrated could realistically complete within a 90 minute experiment. Because 
Mixer is not intended as a walk-up-and-use system, participants were provided with a 
grounding introductory spiel and an experimenter-directed training task. After the 
completion of those tasks, the participants were asked to think-aloud while 
completing the remaining experimental tasks. The experimenter provided no 
assistance to the participants during the completion of the tasks. 

We recruited N=12 administrator volunteers for an experimental session lasting 
about 90 minutes. They were paid $15/hour for their time. Volunteers were asked if 
they had experience with programming, and those who did were disqualified from 
participation. We began by introducing the tool and acquainting the users with its 
goals and concepts. The experimenter then introduced participants to the concept of 
the thinkaloud experimental setup. 

Next users completed a preliminary survey detailing their background level of 
computer usage and expertise. To ensure that users understood the task we asked 
them to take three minutes to complete as much of a task as they could manually, 
specifically by copying and pasting directly from the Association for Computing 
Machinery (ACM) website into a spreadsheet. 

Then, to illustrate the use of the system, the participant performed a representative 
Mixer task with minute direction from the experimenter. The training task was: 

• Task 0: Find all researchers from Institution X who published in the latest 
conference of Conference Z 

Then, one by one, we asked them to respond to messages in a pre-loaded email 
account. Each message contained a request from a contrived boss for the completion 
of an experimental task; users indicated completion of the task by replying to the 
email with their best attempt at the answer. During the completion of the tasks, the 
participants’ actions and audio were recorded using Camtasia for later analysis. 

• Task 1: Find all researchers from Institution Y who published in the latest 
conference of Conference W 

• Task 2: Find all coauthors of Researcher R in the last three years 
• Task 3: Find email addresses for all members of Club C 
• Task 4: Find all coauthors of Researcher S in the last three years 

The tasks were mostly from the ACM domain in order to minimize the amount of 
domain knowledge presupposed or learned in-experiment on the part of the 
participant. Task 1 was chosen as an isomorph of the demonstration task to cement 
the participant’s understanding of the process of extracting a subset, then using 
spreadsheet functionality to select the appropriate subset. Task 2 has the same form, 
but the web interactions are novel, sometimes changing which pieces of information 
require a new server response. Task 4 is a repeat of Task 2 with different parameters, 
but introduces a minor complicated factor that Researcher S’s first paper is published 
alone (i.e. the only coauthor is the first author). Task 3 is completely novel in the 
sense that the output of one website is used as the input of another. Participants were 
not instructed how to use Mixer to combine data from multiple websites, nor were 
they alerted that Task 3 had any characteristic different from the rest. 
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Additionally, Tasks 2 and 4 had two different solution paths. The ACM listing of 
an author’s publications lists all publications with links to pages about the individual 
papers; alongside the link is a listing of metadata about the paper including authors 
and publication date. Thus the problem may be solved within a single page, since all 
needed information is present in the page. Alternately, the problem can be solved by 
extracting the required metadata from each publication’s page in turn. 

Following completion of the tasks, participants answered a post-study 
questionnaire containing the TAM3 [37] (Technology Acceptance Model 3) 
instrument. TAM3 measures a new technology’s perceived usefulness and perceived 
ease of use. Previous research shows a strong relationship between these two 
perceptions and eventual system use. TAM3 responses were made on a 7-point Likert 
scale (1 = "extremely unlikely to use," 4 = "neither," 7 = "extremely likely to use"). 

4   Findings 

After the participant had correctly communicated the desired behavior to Mixer, 
Mixer turned control back over with a filled table of data. In 42 (about 88%) of the 
tasks the participant was able to correctly filter the data and direct the completed form 
to the experiment’s simulated boss. In one case, a participant was unable to do so for 
Task 1 and gave up; that same participant was able to correctly marshal the data in the 
subsequent tasks. In four cases, participants needed one or two more attempts to effect 
the correct answer. In one case, a participant needed five attempts. 

Our 12 participants successfully completed all tasks. They eventually constructed 
all of the necessary tables with the agent’s help. Because the experiment required the 
participants to thinkaloud as they worked, the amount of time participants took to 
accomplish the task is not meaningful; instead, we record the number of attempts they 
made before they were able to productively turn control over to Mixer. We counted an 
attempt every time the participant started over with a fresh workspace during the 
completion of a task. All participants’ number of attempts are presented in Figure 2. 

Participants exhibited some difficulty constructing a workspace table containing all 
of the information required to complete the task. 17 task attempts failed due to 
missing query attributes, for example by failing to include students’ names when only 
email addresses were strictly required. Two participants successfully extracted a 
spreadsheet, only to find that missing selection attributes precluded them from sorting 
and filtering down to the correct answer. They immediately re-demonstrated the 
correct workspace without error. 

Two participants constructed a table without an attribute explicitly requested, then 
corrected their oversight. Of the overlooked attributes of all categories, only one 
instance occurred in the final task. Several participants appeared to struggle with 
Mixer’s expectation that the user would only provide information in the first row, 
leaving Mixer in charge of filling subsequent rows. Three participants, all in Task 3,  
tried to continue filling subsequent rows before clicking on “Fill Table.”  

Two participants, again in Task 3, attempted to search multiple email addresses at 
once by pasting all the names, separated by spaces, into the search box; in response, 
the directory application returned no results and the participants started over. One 
participant attempted to explicitly select a column of attributes from the target page. 
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Fig. 2. Number of attempts to construct the 
correct workspace 

Fig. 3. Participants’ ratings of Mixer along 
TAM constructs 

Another common breakdown occurred with respect to participants’ decision to 
invoke the program by pressing the “Fill Table” button. One participant chose to 
restart Task 1 after exporting a table with unfilled cells, i.e. failing to invoke the 
program at all. Four participants discovered a solution to Task 2 that did not require 
the use of the “Fill Table” button to complete the task. They then expressed confusion 
that the “Fill Table” button was inactive. Two of the confused participants 
precipitously restarted after encountering the confusion. All four participants used the 
same approach on Task 4 and did not hesitate to complete the task without using the 
“Fill Table” button. Three additional users discovered this approach while completing 
Task 4. Each expressed confusion that the invocation button had no effect, but all 
pressed onward and successfully completed the task. 

Eight participants encountered the dialog box warning against typing in a query 
field. One successfully circumvented the dialog, typing in the information and thereby 
causing the task attempt to fail. One user attempted to select data not recognized by 
the wrapper and send it to Mixer. 

Figure 3 shows participants’ responses to the TAM instrument. The Cronbach 
alpha scores, all above 0.8, indicate that the scores are internally reliable, in the sense 
that answers to multiple questions seem to measure the same underlying construct. 

Many users expressed pleasant surprise at the capabilities of Mixer, using 
adjectives like “cool”, “awesome”, and “brilliant.” One user said “I want this 
program. Even if it can’t find everybody” and another asked “When can I get this?” 
All of these laudatory quotes came immediately after the user was able to successfully 
complete Task 3. Two users praised the visibility of Mixer’s practice of showing each 
visited page as the table is filled. Two participants expressed displeasure at the use of 
Google Docs for the spreadsheet export; they claimed to be more proficient with 
Microsoft Excel. During the closing interview, several participants inquired when 
Mixer would be available to them for their jobs. 

5   Discussion 

Administrators could successfully use Mixer to automate tedious information retrieval 
tasks. They were successful at creating the first row of a table as a way of 
communicating to an agent the information they wanted. At first, many administrators 
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struggled to complete a task. Sometimes this was caused by software bugs in Mixer, 
and sometimes it was caused by participants struggling to conceive of tables the agent 
could act upon. The agent often needs more context (additional columns) to complete 
an action than the administrator strictly needs to complete their task. Administrators 
struggled with including this context, indicating that, initially, they had trouble seeing 
the problem from the agent’s perspective. However, the reduction in the number of 
attempts needed to successfully complete a task from the first task to the fourth task 
(Figure 2) provides some evidence that administrators can quickly learn to conceive 
of the tables in a way that allows the agent to assist them with their task. 

Mixer supports two types of tasks: repeated retrieval from within a single data 
source, and retrieval from across more than one data source. We expected that 
working with more than one data source would be more difficult, but we did not see  
evidence for this. A comparison of the number of attempts made on Task 3, which 
required participants to connect two data sources, to the other three tasks that all use a 
single data source (Figure 2) does not indicate that participants found the multiple 
data-source task more difficult. In addition, we see nothing in the utterances during 
the thinkaloud to indicate that participants made any kind of distinction between these 
tasks. Though administrators struggled with the fact that Mixer requires copying and 
pasting into forms instead of typing, they did not seem to find demonstrating a link 
between data sources challenging.  This finding is especially interesting in the light 
that, as indicated above, participants were not supplied with any hints to how to effect 
a link between multiple data sources. 

The use of wrappers to augment the target page with a highlight indicating a 
legally selectable element provides a design advance. The highlights were intended to 
help users understand the limitations of the agent’s communication ability and to help 
negotiate the problem space between human and agent. In our previous iterations of 
the interface, we allowed users to copy and paste from the target page directly into the 
workspace table, and this often lead to breakdowns. Participants seemed to have no 
trouble understanding how to use these highlights and never expressed any utterances 
or opinions that this limited their ability to use Mixer to automate their work. We 
think this technique could be used in many other mixed-initiative interfaces, where 
users struggle to understand the scope of what the agent can do. 

Mixer’s interaction design specifically avoids the challenge of precise 
specification: the need to communicate that the user wants only a subset from within a 
larger set of data. Instead, the agent retrieves the larger set and encourages users to 
use a spreadsheet to filter down to the precise information. The fact that participants 
were able to correctly do so using a spreadsheet corroborates the notion that end users 
can conceive of the task as a nested table, and furthermore that the unnesting of the 
table into a spreadsheet table is an intuitive concept for administrators. 

TAM produced very high ratings for Mixer for Perceived Ease of Use, Perceived 
Usefulness, and Behavioral Intention (to use). Scores of 6 or above on a seven-point 
scale give us confidence that administrators recognize the value of automating their 
tedious information retrieval tasks and that they would likely use Mixer in their work. 
Additionally, users gave a high TAM score to the quality of Mixer’s output. This may 
be due in part to Mixer showing exactly which pages contributed to the result as it 
filled in the table. Several participants singled out this aspect independently for praise. 
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Mixer’s interaction design specifically deemphasizes and to a certain extent even 
hides the fact that users are engaged in a programming task when they construct the 
first row of the table. This is a radical departure from most work in the web PBD 
community. We speculate that systems that similarly deemphasize the programming 
aspect of the task will generally be more likely to succeed with nonprogrammers. 
Much more work would need to be done to rigorously evaluate this speculation, 
though the fact that administrators with no programming experience could 
successfully use Mixer and their high TAM scores reflect positively, as does the fact 
that nonprogrammers have struggled with other PBD systems. In the same vein, more 
work would need to be done to show that the administrators’ resistance to 
programming stems from the sense that the work is perceived to fall outside the scope 
of what their job should be. We can suggest that this is a rich direction for further 
research on PBD interfaces. 

In terms of PBD, Mixer embraces the notion that administrators would be 
disinclined to use a tool that feels like programming. The most obvious Mixer design 
decision in this line is that the user does not see the program as lines of code, nor as 
an equivalent data-flow representation of the procedure. A more subtle example is the 
way Mixer enforces copying and pasting as, from the user’s perspective, an arbitrary 
constraint, rather than asking the user to understand the programming concept of 
using a variable as opposed to its value. Consequently, in terms of PBD systems, 
Mixer is near one extreme of the spectrum, ranging from those that expect the user to 
construct an explicit model of the program as a sequence of low-level actions, to those 
that do not. The success of our participants in using Mixer, as well as their recognition 
of its relevance and applicability to their jobs, seems to lend credence to this notion: 
the less end users feel like they are engaging in “programming” while using a PBD 
system, the less likely they seem to be to eschew the system as unrelated to their 
realm of responsibility. 

6   Related Work 

Nardi [27] notes the widespread use of sophisticated forms in human-human 
interaction, and the surprising facility of nontechnical people in rapidly learning and 
making use of them. She also observes that users can more readily assimilate new 
formal representations when they have a preexisting interest or job-related 
requirement to do so. Rode et al [31] note the same phenomenon. They note the 
similarity between ovens and VCRs in terms of programming. Abstractly, both 
devices allow users to instruct a device to turn on at a specified time and run for a 
specified duration, and to set the state of a specific feature: the channel of the VCR 
and the temperature of the oven. Surprisingly, despite the indistinguishability of the 
tasks at the abstract level, they found a pronounced gender difference in users’ 
abilities to perform the tasks. Women, who generally exert more control over the 
kitchen, had more success programming ovens, and conversely, men, who generally 
exert more control over entertainment devices in the home, had more success 
programming VCRs. These research results lead us to speculate that one reason office 
workers have not readily accepted PBD systems is that they cast the task as 
"programming": a type of work that generally falls outside the common social role 
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description for an administrator. Mixer addresses this by specifically disguising the 
fact that the administrator is programming when interacting with the tool. 

Malone et al note the potential of semi-structured forms as a means of expressing 
human practice and intention in a manner that is amenable to agent assistance [23]. 
Their work focuses on structuring email conversations so that agents can assist in the 
coordination of human activities, essentially providing a mechanism for the agent to 
eavesdrop on the human communication. VIO [40] complements Malone by 
providing the reverse: a form mechanism whereby users are given insight into the 
actions of the agent, and hence the opportunity to identify and repair agent errors. 

Nardi and Miller [28] build on the work of Lewis and Olson [21] in singling out 
spreadsheets, which can be viewed as frameworks for the creation of ad hoc forms, as 
an emblematic context where people routinely "program", in the sense that they 
induce nontrivial computational behavior. Nardi and Miller delineate several specific 
aspects of spreadsheets which render them particularly acceptable to end user 
interviewees. First, the computational paradigm of spreadsheets matches the way the 
end user conceptualizes the task; Norman [29] characterizes this alignment as 
bridging the "Gulf of Execution" between the user's conceptualization of the goal and 
the system's formalism. In particular, the high-level functions provided by the 
spreadsheet shield the user from the difficult task of "synthesizing" the desired 
functionality from simpler primitives. Secondly, spreadsheets compactly represent the 
entire task in a single tabular view, often on a single screen. 

Our previous Wizard-of-Oz study of Mixer demonstrated that these advantages of 
spreadsheets apply to administrators approaching data integration tasks, specifically 
pointing out the conceptual alignment between user and agent as well as the unified 
nature of the shared table representation. Several other systems settle on a similar 
tabular interface between the user and an observing PBD web data integration agent. 
Vegemite [22] asks the user to create a set of "VegeTables," each of which 
corresponds to a script for combining two websites. Karma [36], Dontcheva et al [11] 
and Mashroom [38] build separate tables for each extracted website; additionally, 
Mashroom explicitly uses nested tables (specifically with an eye towards 
comprehensibility by end users). Each of these systems asks the user to explicitly 
"merge" extractions from different websites into a coherent table. In contrast, Mixer 
encourages the user to construct the single, unified table that seems to match her 
underlying conceptualization of the task. This spares the user the confusion inherent 
in synthesizing, or merging, the results of the various subtasks together. As a 
consequence, Mixer enables users to construct integration tasks over one website, or 
over several websites, without necessarily observing the distinction. 

Mixed-initiative research focuses on advancing methods for collaboration between 
computer agents and people where each party has its own knowledge, ways of 
reasoning, and abilities to understand and act in order to advance toward a common 
goal [1, 14]. Many issues remain to be answered, including several interrelated needs 
with respect to interaction between agent assistants and people [33]: 

• Awareness: knowledge of problem and goal must be shared by human and agent 
• Task: roles and responsibilities must be shared between human and agent 
• Communication: both human and agent must be able to express knowledge and 

needs. 
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PBD interfaces present a particular challenge with respect to the awareness issue: 
the user and the system have a fundamental mismatch with respect to the goal of the 
interaction. The central goal of a PBD system is to infer a program from the user’s 
actions; for the user the construction of the program is subsidiary, at best, to the goal 
of completing some task. As noted above, Rode et al [31] observe that users are far 
less successful in performing programming tasks outside their perceived area of 
responsibility. Consequently, Mixer explicitly attempts to avoid presenting the user 
with tasks that feel like programming. 

The task issue concerns the division of action between humans and agents. The 
principal actions of a PBD session [18] are program demonstration (or creation), 
program invocation, and program execution. Mixer incrementally constructs a 
program by observing all actions taken within the browser, from the time that the user 
invokes Mixer to the time that the user presses a button to invoke the demonstrated 
program. Mixer then executes the program. Thus Mixer presents a strong distinction 
between user actions (before invocation) and system actions (after invocation). This 
separation of activity is stricter in Mixer than in some PBD systems, such as 
Eager [8], which assist the user in deciding when to invoke the observed behavior. 

The communication issue arises in a couple of ways from what Cypher [9] calls the 
classic challenges of PBD: (1) inferring the user’s intent; and (2) presenting the 
created program to the user. The first challenge concerns the user communicating 
with the system via the demonstrated actions, and the second challenge concerns the 
system communicating the recorded action sequence to the user. 

The first challenge arises because the user’s actions usually insufficiently delineate 
a unique program, a point illustrated by Lau et al with an explicit version space 
argument [19]. PLOW [2] receives richer input from the user by eliciting and utilizing 
natural language explanations for the user’s actions. Wrangler [16] asks the user to 
select after each action the statement in the implementation language corresponding to 
the level of generalization required. Rather than eliciting additional input from the 
user, Mixer overcomes the problem by exploiting rather strong simplifying 
assumptions about the types of problems Mixer is expected to solve. 

The user has the responsibility to demonstrate their knowledge of a single row of 
the table, and Mixer assumes full responsibility for inferring the best possible 
procedure from that demonstration. Although the user need not understand the 
workings (or even the existence) of the program, the user does need to be aware that 
the agent is observing; in other words, the user is expected to take an “intentional 
stance” [10, 24] with respect to showing Mixer how to perform the desired task.  
Mixer asks the user to intentionally demonstrate similar information to that detected 
automatically by TX2 [4]. 

As to the second challenge, Modugno and Myers [25] further delineate the 
communication role played by the program in PBD systems, as a list of opportunities 
presented to the user: 

1. the user can confirm that the program will behave as desired; 
2. the user can correct or generalize the program; and 
3. the user can store all or part of the program for later use or modification. 
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Mixer provides limited information about the inferred program through the 
intermediate depiction of the workspace, giving the user implicit confirmation 
responsibility as well as some ability to correct unexpected columns in the workspace. 

Although many PBD systems outside the web context communicate the program in 
forms other than as lines of code, the code approach is the most common in web PBD 
systems. Chickenfoot [5] records web actions as general JavaScript. CoScripter [20] 
chooses a slightly more user-friendly approach, representing the program in a 
“sloppy” or natural programming language. Query-by-Example and Office-by-
Example [41] utilize a form as a shared communication structure, but require a user to 
understand and specify programmatic variable structure within the forms. Mixer uses 
a single nested table form as the principal communication medium between the 
human and the agent, which diminishes the variety of programs Mixer can produce 
but dramatically simplifies the user’s interaction with the system. 

Over the last few years there has been a great amount of research interest in 
streamlining the process of creating web mashups [3]. By focusing on ad hoc reports 
rather than mashups (i.e. the output rather than the program), Mixer differs 
philosophically from many mashup projects; in particular, Mixer aims to allow users 
to conceptualize data integration problems uniformly, whether or not some pieces of 
information lie across web server boundaries. Whereas mashup systems emphasize 
reusability and generality, Mixer focuses on how administrators can retrieve and 
integrate the types of data they need for their jobs. 

Nevertheless, Mixer shares some overlap with mashup systems in that Mixer 
presents a user-friendly solution to the source modeling and data integration 
problems, with particular attention to the database joins. Thus, Mixer could coexist in 
a mashup ecosystem with user-appropriate solutions to wrapper generation (e.g. 
reform [35] or the summaries of Dontcheva et al [12]) or data cleaning (e.g. Potters 
Wheel [30] or Potluck [15]). Mash Maker [13] provides a representative mashup 
ecosystem, distinguishing between end user-specified wrappers and developer-
provided widgets, which combine and visualize the wrapped data. In this perspective, 
Mixer presents a mechanism for nonprogrammers to create useful widgets without 
developer intervention. 

7   Conclusion 

Mixer advances mixed-initiative PBD interaction through a novel user-constructed 
nested table communication method that allows users to declare the outcome they 
want while implicitly demonstrating how the agent should programmatically perform 
the task. Mixer specifically allows administrators to automate repetitive web data 
retrieval and integration tasks they find to be tedious to perform. Our evaluation of the 
system shows specifying the table to be an effective method for people and the agent 
to communicate their varying knowledge and needs. The evaluation also reveals a 
strong likelihood that administrators would use Mixer if it were available to them. 
The interaction presented in Mixer represents a transition in how office workers 
engage in computing. Instead of forcing workers to rely on their ability to adapt to the 
design of IT systems, Mixer empowers workers to leverage their expertise in web data 
retrieval to train agents to undertake tedious information integration tasks for them. 
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Abstract. The paper presents the concept, implementation, and a feasibility 
study of a user interface technique, named VAVS (“voice-assisted visual 
search”). VAVS employs user’s voice input for assisting the user in searching 
for objects of interest in complex displays. User voice input is compared with 
attributes of visually presented objects and, if there is a match, the matching 
object is highlighted to help the user visually locate the object. The paper 
discusses differences between, on the one hand, VAVS and, on the other hand, 
voice commands and multimodal input techniques. An interactive prototype 
implementing the VAVS concept and employing a standard voice recognition 
program is described. The paper reports an empirical study, in which an object 
location task was carried out with and without VAVS. It was found that the 
VAVS condition was associated with higher performance and use satisfaction. 
The paper concludes with a discussion of directions for future work.  

Keywords: Voice recognition, visual search, multimodal input, voice command. 

1   Introduction 

Visual search is a crucial component of a wide range of interactions between people 
and digital technologies; it involves scanning displayed informationn to detect the 
presence of an object of interest, indentify its location, or explore object’s properties. 
For instance, if the user wants to make sure that the last email message from a certain 
customer has been actually answered, the user may scan the list of messages in the 
Inbox window and search for the last message from the client, visually locate the 
message line, and check whether the icon on the left contains a small arrow. Finding a 
certain street on a digital map, looking up information about a flight on a 
“Departures” monitor, and many other everyday interactions with electronic displays 
are critically dependent on visual search.   Visual search may or may not involve 
carrying out an action with the object of interest. 

In this paper we argue that for users of digital technologies visual search may be 
associated with certain problems, and that there is a need to provide the users with 
more advanced technological support for visual search. We introduce a user interface 
technique, named VAVS (voice-assisted visual search), which aims to facilitate visual 
search by employing user’s voice input for visually highlighting objects of interest.  
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In the remainder of this paper we present the rationale behind the VAVS technique, 
discuss how the technique is related to previous work, describe an interactive 
prototype of a system implementing the technique, and report a feasibility study, in 
which the prototype was employed in an object location task. 

2   Background 

Making a large number of information objects simultaneously available to the user for 
viewing has important advantages. In particular, it decreases the need for the user to 
open and “look inside” opaque containers, such as folders or pull-down menus to find 
objects of interest [2]. However, these advantages come with a price. In case of dense, 
complex displays, when the object of interest (the “target”) is presented 
simultaneously with a large number of other objects (“distractors”), visual search 
becomes a more demanding task [9]. Problems with visual search can be aggravated 
by several factors, such as users’ age (children and the elderly have more difficulties 
than young adults), level of stress, and certain health conditions, as well as how 
specifically the target is defined when a person carries out a visual search task (e.g., 
[4, 9]). The problems are likely to worsen in the future, since the screen size and 
resolution of  computer monitors, public information displays, tabletops, and so forth, 
are ever-increasing, which means displaying more (and more complex) information 
objects. 

Helping users visually identify their objects of interest has always been high on the 
agenda of the design of graphical user interfaces. Well-designed interfaces visually 
emphasize potentially important objects and de-emphasize less important ones [2, 9]. 
Relative visual salience of displayed objects can be a static feature of an interface or it 
can dynamically change depending on the task context (for instance, the default 
button in a dialogue window is highlighted to make it easier for the user to choose the 
most likely option).  

These strategies for supporting users’ visual search seem to have been often 
successful in the past and they remain to be useful. However, they are, arguably, not 
sufficient for addressing current challenges. Making potentially relevant objects 
visually salient does not scale up to complex displays and complex tasks. If all 
potentially relevant objects are visually salient, their absolute number can be 
overwhelming. In addition, when a large amount of information is displayed, it might 
be difficult for the system to anticipate just what objects can be of importance to a 
particular user in a particular context and, therefore, should be visually emphasized. 

These logical arguments are consistent with the evidence obtained in empirical 
studies. For instance, Andrews et al. [1] describe “losing the cursor” and users’ 
confusion caused by “windows and dialog boxes opening or gaining focus in 
unexpected locations” as common problems with large displays.  

To address the problems, discussed above, we have developed a user interface 
technique for assisting the user in searching for objects of interest in complex 
displays. The underlying idea of the technique, named VAVS (voice-assisted visual 
search), is employing user’s voice input for guiding user’s visual attention. 

Figure 1 shows an overall structure of a VAVS-enabled interface. The user scans 
an image displayed on a screen (S) to locate a certain object. The user can also use a 
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microphone (M) to describe object’s attributes, such as its name. The voice input is 
processed and compared with attributes of objects displayed on the screen and, if 
there is a match, the matching object is visually highlighted. For instance, if a person, 
looking at a map of Colorado on a computer display, is saying “Hmm... Mancos… 
Mancos…”, the location of the town on the map is temporarily highlighted. 

 

Fig. 1. Overall structure of a VAVS-enabled interface 

The VAVS technique should be differentiated from two other ways of using user’s 
voice input, which have been actively explored in previous research: voice commands 
(in a broad sense, including voice-based queries) and multi-modal input techniques.  

Like voice commands, which are an increasingly common interaction technique, 
for instance, in in-car systems [5], VAVS also employs users’ voice input. Unlike 
voice commands, however, VAVS does not cause substantial changes in the state of 
the system. Its effect is limited to visually highlighting potential objects of interest. If 
a user’s voice input results in highlighting some other object than the desired one 
(either because of a user’s mistake or system’s misinterpretation) the user can simply 
ignore the highlighting when proceeding with their task. It also means that VAVS 
users do not have to be overly concerned about negative consequences of their 
mistakes (while users of voice command systems have to overcome a substantial 
initial barrier before they start to feel comfortable with a system [5]).  

A related approach to employing user’s voice in human-computer interaction is 
supporting multi-modal input, or multi-modal dialogue, that is, enabling the use of 
voice input in combination with other interaction modalities [3,7,8]. An example of 
this approach is the classic “Put-that-there” system [3], which combines voice and 
gesture. For instance, to move an object across a large display the user specifies a 
command by voice (i.e. by saying “put”), points to an object and selects it by saying 
“that”, and finally indicates a new location by pointing to it and saying “there”.  

Users of the “Put-that-there” system, as well as users of more recent systems that 
implement the same general approach [8], need to know—in advance—the spatial 
locations of objects of interest and convey these spatial locations to the system when 
instructing it to carry out a desired action. Support for selecting an object to indicate 
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the system what it should act upon (cf. Windows Speech Recognition [10]) may 
partially overlap with support of visual search, but the general approach adopted by 
VAVS is, in a sense, opposite. According to that approach, it is the system that 
conveys the spatial locations of objects of interest to the user, rather than the other 
way around. Accordingly, a VAVS system has a number of features differentiating it 
from multimodal input systems. For instance, all potential objects of interest, rather 
than just potential objects of actions, should be “highlightable”.    

The next section presents a feasibility study intended to gain empirical evidence on 
whether VAVS can be helpful when supporting users in finding objects of interest on 
complex displays. 

3   Method 

Participants. Eight university students, native Swedish speakers and fluent English 
speakers, 23 to 33 years old, took part in the study. 

Procedure. The participants were tested individually. Each session started with a 
profile calibration procedure that took five to twelve minutes. After that each 
participant was presented with a series of object location tasks. In each task a 
participant was presented with a name of a map region in the top left corner of the 
screen and was required to locate and click the corresponding map region using the 
mouse. The user had to click the correct map region to proceed to the next task. Each 
participant was presented with 96 object location tasks divided into two blocks. One 
of the blocks corresponded to the “VAVS” condition (voice input was enabled), and 
the other block corresponded to the “non-VAVS” condition (voice input was 
disabled). In each block the first five tasks were practice tasks, not included in the 
analysis. Finally, the participants were briefly interviewed about their experience with 
VAVS. The duration of a typical session with a participant was about 30 min. 

Equipment. The hardware used in the study was an Apple MacBook Pro computer 
(15-inch, 2.33 GHz Intel Core 2 Duo processor, 4 GB SDRAM) running Mac OS X 
10.6.3, connected to two external devices: Microsoft IntelliMouse Explorer 3.0 and 
Logitech USB Desktop Microphone.  

Prototype. An interactive prototype of a VAVS-enabled system was developed for the 
study in AppleScript and JavaScript. The prototype was integrated with a speech 
recognition program, Nuance MacSpeech Dictate International, version 1.5.8. The 
visual interface was implemented as an HTML document opened in full screen mode. 

The functionality of the prototype included: (a) displaying a map featuring a 
number of regions (“countries” or “states”), (b) displaying the name of one of the map 
regions in the top left corner of the screen, (c) measuring the time interval between 
presenting a name of a region and a mouse click on the corresponding map region, (d) 
recognizing a map region name uttered by the user, and (e) visually highlighting the 
map region corresponding to the name. In the control (“non-VAVS”) condition 
functions (d) and (e) above were disabled.  

Materials. Two maps, loosely based on Adobe Photoshop filter-generated images as 
reference for map region borders, were created for the study. Map A was derived from 
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a map of Europe, and real English names of European countries were randomly 
assigned to different map regions (see Figure 2). Map B was derived, in a similar 
manner, from a US map.  

The maps were designed to make sure the participants were familiar with the 
names of the map regions but could not use their previous knowledge to infer the 
locations of map regions from their names. Therefore, the participants had to visually 
scan the maps in order to complete the experimental tasks.  

 

Fig. 2. An adapted fragment of Map A (“Liechtenstein” is visually highlighted) 

Design. The study employed a one-factor within-subject design, with the independent 
variable being Voice Input (“VAVS” condition vs. “non-VAVS” condition). The 
main dependent variable was task completion time.  

The design was balanced to minimize the potential effects of condition sequence 
and map types. The participants were divided into two equal sub-groups. The first 
sub-group completed the first block of tasks in the “VAVS” condition and the second 
block in the “non-VAVS” condition; for the second sub-group the sequence was the 
opposite. In each of these two sub-groups half of the participants worked with Map A 
in the “VAVS” condition and Map B in the “non-VAVS” condition, while for the 
other half the correspondence between maps and conditions was the opposite.   

4   Results 

As mentioned, the experiment procedure required a task to be correctly completed 
before the next task could be presented. All participants were able to complete all 
tasks in both conditions, which allowed us to use time to correctly complete a task as 
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an integral performance indicator, in which error costs, both participants’ mistake and 
voice recognition errors, were reflected as added “error time”.  

Voice recognition error rate in the VAVS condition—calculated as the percentage 
of tasks, in which the participants had to pronounce a state or country name more than 
once—was 19%. In two cases the experimenter had to intervene and suggest the right 
pronunciation (while the tasks were performed by the participants themselves). A 
likely reason for the high error rate was that native Swedish speakers were asked to 
pronounce English words.  

Figure 3 shows accumulated times for completing blocks of tasks in the two 
experimental conditions for each of the eight participants. Figure 3a shows the results 
of the four participants (S1, S2, S3, and S4), who worked with Map A in the “VAVS” 
condition and Map B in the “non-VAVS” condition. Figure 3b shows the results of 
the four participants (S5, S6, S7, and S8), who worked with Map B in the “VAVS” 
condition and Map A in the “non-VAVS” condition. 

The results, shown in Figure 3, indicate that in the “VAVS” condition each of the 
participants completed the experimental tasks faster than in the “non-VAVS” 
condition. While the average accumulated task completion time in the “non-VAVS” 
condition was 384 seconds; in the “VAVS” condition it was 176 seconds. 
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Fig. 3a. Accumulated task completion times, in seconds, for the experimental conditions of the 
study. Participants: S1, S2, S3, and S4. “VAVS”: Map A, “non-VAVS”: Map B. 
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Fig. 3b. Accumulated task completion times, in seconds, for the experimental conditions of the 
study. Participants: S5, S6, S7, and S8. “VAVS”: Map B, “non-VAVS”: Map A. 
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The results were analyzed using the Wilcoxon signed-rank test. The difference 
between the “VAVS” and “non-VAVS” condition was found to be statistically 
significant (N=8, W+=36, W-=0, p=.005).  

In their interview comments all participants indicated that they were positive about 
the VAVS technique and wanted it to be used in a diversity of everyday contexts. 

5   Discussion of Results and Future Work Directions 

The results of our study suggest that employing user voice input for visually 
highlighting objects of interest can be associated with higher performance and 
positive user experience. Given that the use of voice at the user interface is 
complicated by a number of factors [2], and speech-based interfaces have been, in 
general, much less successful than it was anticipated in the past [6,7], we consider the 
results of our study encouraging. The study also showed that a standard speech 
recognition program can be accurate and reliable enough to support VAVS-enabled 
interaction. 

It should be noted that advantages of VAVS were observed in conditions in which 
the advantages were not self-evident. The participants had to speak a foreign 
language, which was probably one of the reasons behind the high voice recognition 
error rate and, consequently, resulted in higher task completion times in the VAVS 
condition. In addition, the map image used in the study was relatively simple, which 
meant that unassisted visual search remained a viable option. It is reasonable to 
assume that if the users spoke their native language and worked with large displays 
and complex images, VAVS’ advantages would be even more significant. 

Can the findings be explained by a “negative familiarity” effect, that is, by target 
familiarity being an impediment rather than help in the specific task used in the 
study? If this explanation is correct, the findings from our study are only valid for rare 
instances of search tasks. However, the results do not support this hypothesis: if it 
were correct, the longest search time would be for “Sweden”, which was participants’ 
home country. In fact, the average search time for “Sweden” was shorter than for any 
other country name used in the experiment.  

The study reported in this paper is a feasibility study, an initial phase of exploring 
the VAVS technique. Choosing unassisted visual search as a baseline for comparison 
was a natural choice for this first step. Further exploration of the technique is planned 
to compare VAVS with other types of visual search support, such as using text search 
strings for visually locating objects displayed on the screen. Other possible issues to 
be explored in future research are as follows: 

Augmented reality applications. In augmented reality applications VAVS can be used 
to help people locate objects of interest in the physical environment. For instance, 
providing voice input to a wearable system that includes a head up display can help a 
supermarket customer locate a certain product on a shelf.  

Using small screen devices to view large images. Visual search can be especially 
difficult if the user scans a large image (e.g., a map) using a small screen device, such 
as a smartphone. A variation of VAVS can be implemented to recognize user voice 
input and, if it matches an object, which is a part of the large image but not displayed 
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in the small window, indicate the direction in which the window needs to be scrolled 
to display the object.  

2D sound feedback. A potential problem with VAVS is that in case of very large, 
complex, and dynamic displays the visual highlighting produced by VAVS could be 
difficult to detect. A possible solution to this problem is to supplement visual 
highlighting with a 2D sound signal that would direct user’s attention to the general 
spatial location of the object of interest. 
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Abstract. Playful interaction in an important topic in HCI research, and there is 
an ongoing debate about the fundamental principles that underpin playful 
systems. This paper makes a contribution to this debate by outlining a set of 
sensitizing concepts which have emerged from an analysis of interaction in the 
playground; these help explain its appeal to children, and have been selected for 
their potential to inspire the design of future playful systems. These concepts 
have emerged from the analysis of material collected during a structured 
workshop which was organized by the authors, and which was attended by a 
group of experts. They have also been applied to the design of Breathless, a 
playful interactive system which has recently been deployed by the authors, and 
which represents an unusual evolution of the playground swing. The paper 
concludes with a number of reflections inspired by Breathless. These have been 
structured through the use of the concepts as an analytical tool. 

Keywords: Playground, playful interaction, sensitizing concepts. 

1   Introduction 

Playful interaction has been a topic of HCI research for some time, and a variety of 
authors have provided contributions that have helped shape design. Gaver, for 
example, has considered aspects of playful interaction that relate to ludic [1] activities 
such as exploration, invention and wonder [2], whilst Bekker, Sturm and Eggen have 
emphasised the importance of both physical and social aspects of playful interaction 
[3], suggesting a set of values that underpin them, and describing a set of systems that 
illustrate the application of these values to design. Although some studies have 
focused on playful interactions between children and computing technology [4], play 
is an activity that can be beneficial for humans of all ages, and there is a growing 
strand of research focused on design-led investigations into systems that exploit 
playful interaction to provide beneficial effects. A significant example is the use of 
gaming systems to promote whole-body interaction and rehabilitation for individuals 
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who have acquired physical disability. Here, technological approaches have ranged 
from immersive virtual-reality systems [5] to commodity gaming consoles such as the 
Nintendo Wii [6], with the latter becoming regularly used by professional therapists to 
support individual rehabilitation in both clinical and domestic settings. 

Within this broad area of research, the authors have previously pursued a series of 
design-led investigations that have been inspired by the theme-park environment, and 
which have resulted in the deployment of systems with which participants have 
demonstrated a variety of different types of playful interaction. In Fairground: Thrill 
Laboratory, a number of volunteers were fitted with a telemetry system that captured 
aspects of their experience on a thrilling ride and transmitted it back to a live audience 
[7]. Transmitted information included video of the rider’s face and quantifications of 
their physiological responses to the ride; observations and interview analysis have 
since revealed examples of riders using these systems in a playful way, either by 
choosing to perform to an unseen audience through the video feed, or by trying to 
play games with their own physiological response, in the knowledge that it was being 
observed and interpreted by others. More recently, we have constructed the 
Broncomatic, a novel, small-scale ride that rotates left and right in response to the 
direction of a rider’s breathing; this has been embedded into a strenuous, competitive 
game which encourages competitive social interaction between participants [8].  

However, in tandem with such design-led interventions, we have recently engaged 
in research into the principles of systems that promote playful interaction, and a 
presentation of the outcomes of this research is the central contribution of this paper. 
Working within a framework that focuses on physical and social aspects of play, we 
have chosen to shape our contribution by studying the playground, a form of 
entertainment for children which is incredibly popular in most countries, and which 
has recently emerged as a target of interest within HCI research. Our approach has 
been to use data collected during a carefully-structured workshop to develop a set of 
sensitizing concepts that help explain the specific appeal of the playground as a place 
where children can take part in playful interaction, but which have the potential to 
inspire the future design of systems that feature playful interaction. We present these 
concepts in section 5 of this paper, and then illustrate their creative potential in 
section 6 by discussing their relationship to the design of Breathless, a public event 
constructed around a novel interactive installation which has been designed by the 
authors, and which represents a dramatic evolution of the playground swing. Firstly, 
however, section 2 provides a description of the playground and considers relevant 
research, and section 3 describes the methodological basis of the work presented in 
this paper, with a focus on the use of sensitizing concepts to make a contribution to 
knowledge. Section 4 then provides an overview of the structure and proceedings of 
the workshop that we organised. After the presentation of sensitizing concepts, we 
then discuss knowledge that has been gained in relationship to them through an 
analysis of data collected during Breathless. Finally, the paper concludes with more 
general reflections inspired by these concepts, and with a brief discussion of the topic 
of future research structured around them. 
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2   The Playground 

The playground is a term that has a variety of meanings across different cultures. For 
the purposes of this paper, we have constrained the scope of our research by only 
considering playgrounds that have been designed for children and which are situated 
outdoors. This differentiates the playground from the park, a space reserved for the 
leisure of the wider population [9], and from the trend to provide playgrounds that are 
targeted at adults [10]. Of course, playgrounds may be situated in parks, and adults 
may have a role in the activities that take place in them, but our focus is on spaces that 
have been designed with the needs of children in mind. Our rationale is that the 
design of such spaces has a long and well-documented history, especially in relation 
to playgrounds intended for urban spaces [11], and, in the UK at least1, the provision 
of playgrounds for children has been taken as a shared responsibility of local and 
national government. This means that there is currently an active community of 
professionals with a substantial expertise in playground design, as evidenced by the 
existence of companies that design and construct playgrounds [12]. The playground is 
also a current topic of research within a variety of academic disciplines, including 
child development [13] and educational psychology [14]. Given this level of external 
expertise, the challenge for the authors has been to design a research process that 
focuses on enabling the integration of prior expertise into HCI research, rather than 
focusing on a process that generates new knowledge in its own right. Section 3 of this 
paper describes the methods that we have chosen for this task, and the remainder of 
this paper considers the results that have been produced by it. 

The design of playgrounds for children is also an active area of HCI research, 
much of which focuses on augmenting playgrounds with interactive features. Much of 
this research has been constructed around an explicit manifesto of encouraging 
physical exercise and social interaction, motivated by the need to reduce childhood 
obesity and to increase social contact (for example, [15]). However, there are also 
examples of interactive playground equipment that have just been designed to provide 
interesting new affordances for play [16], rather than changing lifestyles. Within this 
research effort, Sturm et al [15] have classified potential interventions, using two 
different set of dimensions. The first relates to the type of intervention that can be 
made; categories include installations of interactive technologies (such as interactive 
water games [17]), interactive props (such as the LEDball [15], an object that lights 
up in various colours when shaken or rotated), and interactive surfaces (such as the 
ADA floor [18], which can sense people, and respond with different colours of light). 
A second set of dimensions relates to key design challenges, namely: social 
interaction, simplicity, challenge, providing goals and feedback. Using the 
terminology of these two frameworks, the workshop described in the next section 
primarily focuses on playground interactions that are orientated around installations, 
rather than props or surfaces. The deliverables of this workshop are set of sensitizing 
concepts that suggest approaches to design, and which might therefore be considered 
complimentary to the design challenges set out by Sturm et al, though they are 
intended to be more widely applicable than just the playground. 

                                                           
1 All authors are resident in the UK. 
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Other examples of HCI or design research in the playground mostly relate to 
specific interventions that have been made. For example, the Interactive Slide [19] is 
a large, inflatable slide, intended for use by multiple children, with an interactive 
surface created using a projector and a video camera, whilst the Interactive Pathway 
[16] consists of a weight-sensitive pathway which children can stand on, causing 
various playful actions to occur. An example of an interactive prop is provided by 
Misund et al [20], who describe an augmented version of a traditional “chase and 
catch” game. Derakhshan et al [21] describe the use of artificial neural networks to 
categorise the behaviour of children who are playing on an interactive surface. 

3   Research Methods 

As noted previously in this paper, a substantial body of academic expertise in relation 
to the playground already exists. Therefore, in attempting to understand the appeal of 
the playground, and to generate knowledge that can inform the future development of 
playful interactive systems, our approach has been to focus on synthesizing and 
presenting existing knowledge, through the medium of a focused workshop. This was 
attended by experts from a variety of backgrounds, and its primary purpose has been 
an examination of the playground from a number of perspectives. The proceedings 
and structure of this workshop are described in section 4 below. 

Material gathered during this workshop has since been analysed by the authors. 
Informed by a rich tradition of qualitative research, these analyses have been 
structured to generate a set of sensitizing concepts, which are presented in section 5. 
Sensitizing concepts are analytical constructs that “give the user a general sense of 
reference” [22] and which can guide attention to particular events or behaviours [23]. 
They are a tool that is commonly used in areas of research that require the 
understanding of people and their interactions, including anthropology, sociology and 
health-care [24]. They are also a tool with a long history of use within research that 
has impacted on HCI. An example is provided by Crabtree et al [25], who present a 
set of sensitizing concepts which identify classes of location in the home that are 
amenable to computation interventions. Such concepts have then inspired the design 
of systems such as the Drift Table [26] and LINC [27], an electronic family calendar. 
Sensitizing concepts presented in this paper are intended to explain the success of 
rides in the playground, in order to inspire future playful systems. 

Having presented a set of sensitizing concepts, section 6 illustrates their creative 
application by considering Breathless, a novel installation which represents a 
dramatic evolution of a playground swing, and which was constructed by the authors. 
The design and construction of Breathless was led by a professional designer, who 
drew on the sensitizing concepts presented in section 5 for inspiration, and who 
integrated a variety of other source materials. Breathless was experienced by more 
than 50 participants, and a variety of documentary material was gathered in relation to 
their experience and the running of the event. An analysis of this material is presented 
in section 6, where it contributes practical knowledge in relation to the sensitizing 
concepts outlined in section 5.  
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4   Workshop Proceedings 

As stated in section 2, the focus of our workshop was on understanding the appeal of 
the static installations that are commonly found in playgrounds. In the UK, these tend 
to include swings, roundabouts, slides, zip-wires and see-saws. Since playground 
equipment may vary around the world, representative images of these are shown in 
figure 1. To ensure that any outputs of this workshop were useful to the research 
community, we were careful to select a group of participants with relevant 
professional or academic expertise. These included: 

 
•  a professional playground designer from Free Play, a company that focuses on the 

integration of research into playground design practice [28] 
• members of the Learning Sciences Research Institute [29] at the University of 

Nottingham who had previously conducted research orientated around play 
• an experienced ethnographer who had conducted a study of playful interaction  
• individuals with relevant expertise in interaction design 
• individuals with relevant expertise in HCI 
• individuals with relevant expertise in psychology 

 
The workshop was led by a design consultant from Aerial, a company specialising 

in the design and construction of thrilling experiences [30]. It lasted for a day, and 
was divided into three sessions, each of which involved work that took place in small 
groups. Each session began with a short talk by an invited expert, and then involved 
time to work on a task that was set by the workshop leader. Tasks were designed to 
draw on the knowledge and experience of participants, both as professionals or 
academics, but also as adults with personal experience of playgrounds, either as 
children themselves, or as the parents of children. Tasks were designed to produce 
tangible outputs, to aid the analysis processes that were planned at the conclusion of 
the workshop. Tasks were also designed to require both analytical and creative though 
processes, with the intention of inspiring participants to think about the playground in 
a variety of different ways, aiming to produce a level of analysis that was suitably 
deep to make a useful contribution to HCI. The proceedings of each task were 
recorded in a variety of ways by the authors of this paper, and have since been 
analysed. The following sessions and tasks took place in this workshop: 

Session One 
This session began with a talk by a professional playground designer, who described 
designs that he had produced, and participatory design methods that he had adopted. 
Participants of the workshop were then split into groups, and each was allocated two 
of the pieces of equipment that are featured in figure 1 below. For each, participants 
were provided with a sheet of representative images as a stimulus, and were asked to 
draw on their personal and professional experience to produce a description of the 
appeal of each ride. During this session, participants assembled a number of large 
paper sheets to which post-it notes had been attached, which were then collected by 
the workshop organisers. Participants also presented their thoughts to the group. 
Video-cameras were used to capture these presentations for later analysis. 
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Session Two 
Different groups were formed for this session, and each was assigned a single type of 
ride to think about, from the selection shown in figure 1. Participants were then asked 
to design a novel ride inspired by this, using only mechanical technologies. 
Participants were provided with sheets of paper to sketch their designs on, which were 
later collected by workshop organisers. Participants were also asked to present their 
ideas to the whole group, and these were again captured on video. 

Session Three 
Given the authors previous work on playful technologies which sensed the responses 
of participants (see section 1), this session began with a talk by an expert, who 
described a broad range of available sensing technologies, and motivated their use. 
Participants were then reformed into different groups, and each was given a single 
type of ride to work on. Participants were then asked to design a novel ride which was 
inspired by this, but which integrated electronic sensing technologies in some form. 
For this activity, participants were explicitly told that they could think beyond the 
boundaries of the playground, and were provided with a selection of materials to 
construct models of their designs from. As before, group presentations were video-
recorded, and photographs of all models constructed by participants were taken. 
Participants were then given the opportunity to talk about any thoughts that they had 
in relation to the workshop, which concluded after this session. 

     

      

Fig. 1. Play equipment commonly found in UK playgrounds. (Clockwise from top left) Swings, 
slide, zip-wire, roundabout, see-saw. 

5   Sensitizing Concepts 

After the workshop, the authors discussed the meaning of the data that had been 
collected, focusing on trying to understand how our participants thought about the 
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playground. A thematic analysis [31] then led to the sensitizing concepts presented in 
this section. These have been selected to provide a novel perspective on play in the 
playground, and for their potential to inspire the future design of playful systems. 
Each is accompanied by a description drawn from material generated by the 
workshop, which is intended to support its comprehension by the reader. 

Danger and Fear Are Important Playground Experiences 
Many of our participants spoke of exhilarating playground experiences that involved 
them performing dangerous activities, or being scared of the situations they had got 
themselves into. Participants talked about using swings as launchers, allowing them to 
fly through the air and land on the ground, sometimes causing themselves injury, but 
more normally just enjoying the thrill and pleasure of using their bodies to provide 
such momentary experiences. Participants also talked about spinning too quickly on 
roundabouts, worrying about flying off, but being exhilarated by the physical 
challenge of hanging on despite centrifugal forces. The professional playground 
designer who introduced the first session talked about expensive playgrounds which 
had been “KFCed” – Kitted, Fitted and Carpetted for safety – and which were almost 
always underused because of this. Participants also talked about the social fears that 
could be created by interactions between the different age groups that might use a 
playground, but focused on the importance of such situations for learning how to 
interact in a social environment. In particular, playing with the older children on a 
ride for the first time was seen as a scary but important social barrier to overcome by 
some participants, and an important part of the process of growing up. 

Loss of Control Is a Key Component of Playground Installations 
Our participants considered that some of the exhilaration described in relation to the 
previous concept is provided by the loss of control that is inherent in many rides. This 
is obvious on an installation such as a zip wire, where, after launching, the rider 
allows themselves to be controlled by gravity, potentially leading to an exciting ride 
experience whose duration can barely be influenced. Loss of control can be part of the 
experience of taking part in a swing, since a rider can be pushed higher and higher by 
someone standing on the ground, allowing them the thrill of exceeding their own 
comfort zone in a way which they may not be able to manage on their own. The 
sharing of control is a key part of the experience of a see-saw, in which control 
oscillates in a rhythmic way between the two participants, both of whom have some 
control over, and some responsibility for, the others safety during this cycle. 
Participants also considered loss of control to be an important part of the roundabout 
experience, as a rider who had boarded a roundabout could then be spun faster and 
faster by those standing on the ground, causing them to have to hang, fall off or take 
the risk of jumping off and potentially injuring themselves. 

Play Often Involves the Re-appropriation of Installations in Unexpected Ways 
Participants talked about re-appropriation as a key issue, and described examples of it 
leading to enjoyable forms of play. Participants talked about the fun of using a swing 
in ways for which it was not designed, either by trying to swing left and right (rather 
than forwards or backwards), by trying to balance on it in unusual ways, by getting 
several people to ride the swing at once, or by using it as a launcher. One participant 
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described a game in which he lay on the ground underneath a swing seat, which was 
then thrown towards his head. The chains attached to the seat would restrain it, but the 
play of the game involved flinching as little as possible as it was thrown. There were 
many other examples of appropriation that were given during the workshop, including 
the re-appropriation of equipment by older groups of children for “social loafing”, 
therefore allowing them to exert control over access to it by younger children. A form 
of re-appropriation that was emphasised by the professional playground designers was 
that of fantasy – i.e. children using their imagination to think of the playground in 
different ways, such as a magical forest. Interestingly, the slide as a piece of 
playground equipment was criticised by a number of participants as having little 
potential for re-appropriation, although children could still climb backwards up it. 

Installations That Cater to Different Levels of Skill Can Support Long-Term 
Play 
Many playgrounds are used by children with very different ages, and different (and 
often rapidly developing) levels of physical ability. Playgrounds, although simple, 
often maintain their level of interest across many years of a child’s life, and our 
participants considered this to be a beneficial product of the very different levels of 
skill that could be used on a variety of items of equipment in a playground. For 
example, a very young child might just enjoy sitting in a swing, under the control of a 
parent, whilst an older child might enjoy learning to control the movements of their 
body, in order to swing higher than before. A very developed child might then enjoy 
the physical challenge of standing on a moving swing. Pushing others on swings is 
also a playful activity that children of many ages and levels of ability could engage in. 
As well as being playful and fun, such interactions with playgrounds have the 
potential to assist the learning of new motor skills, with positive benefits for the 
development of children. Many of the re-appropriations of playground equipment that 
participants considered also involved a high level of skill for mastery, and developing 
a new skill was seen as part of the fun of taking part in these activities. 

Different Designs of Rides Offer Very Different Throughputs 
Playgrounds are rarely managed environments, and the throughput inherent to 
particular rides has an impact on the experience of using them. For example, a slide 
has a fairly clear trajectory [32] in which a participant starts at the top and slides 
down, unless it is re-appropriated by children who wish to climb back up. Such a 
trajectory is likely to maintain a high throughput, as the duration of each experience is 
limited by the length of the slide. In contrast, a roundabout or swing can be used in an 
open-ended way, and participants may only get off when tired. Such open-ended 
trajectories may allow participants to experiment with their experience in a playful 
way, but may cause frustration for other children who are denied access to a quickly 
moving roundabout or an occupied swing for a long period of time. 

Spectatorship and Performance Are an Important Part of the Experience of Play 
Many discussions of playground equipment focused on the rider, but spectatorship 
was also seen as an important role in play, albeit often a transitory one. For example, 
a child who was trying to push themselves higher and higher on a swing might gain 
even more enjoyment and motivation if being watched by a peer or a parent, and a 
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spectator who was a child might be inspired to gain a new skill by watching others in 
the playground performing on rides. Spectatorship is also part of the social interaction 
in a playground, and there could be some tension between a child who is controlling a 
piece of equipment, and who wants to carry on using it, and a child who is watching 
the ride and wanting to use it. Equally, the control of a ride by a social group could be 
seen as a visible display of power, with understanding how to subvert such power on 
the part of a spectator being an important social lesson. 

Table 1. Summary of sensitizing concepts from the playground, with key elements highlighted 
in first column 

Danger and fear 
The excitement provided by a level of danger and fear is 
important to the success of playgrounds. 

Control 
Losing control and being pushed past your comfort level is a 
key component of some playground installations. 

Re-appropriation 
As part of imaginary and exploratory play, installations are 
often re-appropriated for purposes that they were not designed 
for. 

Skill 
Catering for different levels of skill and development is 
important for supporting long-term play. 

Throughput 
Different designs of rides offer very different throughputs, 
which affects the social use of these rides. 

Spectatorship 
and performance 

Watching others on rides, and demonstrating or showing off 
when on the ride are important parts of playground interaction. 

6   Knowledge Gained through Study of a Novel System 

Section 5 has described a set of sensitizing concepts developed from a workshop 
themed around the playground, which are intended to provide inspiration for the 
design of systems that promote physical and social interaction. In keeping with the 
traditions of this method, we would expect these concepts to be modified, challenged 
or re-appropriated by ourselves and others as they are integrated into future work. As 
part of this process, this paper now presents an account of our initial work in applying 
them, as part of a process which led to Breathless, an installation which was 
assembled in the autumn of 2010, and which was publicly deployed on a single 
evening. We begin this section with a description of Breathless, and then present an 
analysis of material collected during its deployment, which is used to highlight the 
relationship between this installation and the set of concepts presented in section 5. 
This paper then concludes with a broader discussion of the practical knowledge that 
has been gained in applying these concepts, and by considering future work in 
relation to the development of our sensitizing concepts. 

6.1   Overview of Breathless 

Breathless is an experience constructed around a very large rope swing, which is 
driven by a powerful electric wheelchair motor controlled by a computer. Figure 2 
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illustrates the use of this motor to drive a horizontal rope, which in turn transfers 
energy directly into the rope swing, and therefore affects its movements. For its first 
deployment, the swing was suspended from the covered roof of an outdoor exhibition 
space. The horizontal rope made use of two pulleys attached to pillars. 

In keeping with the Broncomatic [8] which was described in the introduction to 
this paper, in Breathless, the movement of the horizontal rope is influenced by the 
breathing of the rider. In particular, breathing in causes the rope to move one way, 
and breathing out causes it to move the other way. As such, breathing in 
synchronization with the natural oscillations of the swing causes it to go higher, 
whilst breathing out of synchronisation caused it to judder and go lower. The length 
of the vertical rope that connects the swing seat to the loading point in the ceiling of 
the space is calculated to create a resonant frequency of 5 Hz (i.e. 12 breaths per 
minute, which is a natural rate of breathing for humans at rest). The idea is to create 
an experience that responds strongly to breathing that is in harmony with it, but which 
feels uncomfortable given breathing that is not in harmony. 

Breathless uses a modified gas mask to monitor the breathing of participants, 
through a custom-designed filter which is screwed into a port in the mask. An image 
of a participant wearing one of the masks is shown on the left of figure 3. This 
features a participant who is lying in a custom-made cradle which replaces the seat or 
knot more commonly found at the bottom of a rope swing. This is designed to make it 
difficult for a participant to transfer energy into the swing through movements of their 
body, ensuring that the swing is controlled through the breathing of participants alone.  

 

Fig. 2. Illustration of mechanism of rope swing 

In addition to the unique form of interaction provided by the mechanism described 
above, the experience of taking part in Breathless is heightened by the structure and 
theming of the event, which together create an intense experience with a strong sense  
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Fig. 3. Left: Participant riding the swing whilst wearing the gas mask. Right: Participant in seat, 
waiting for next rider to mount. 

of immersion, but which still allowed for playful interaction between participants. To 
accentuate the atmosphere of the experience, the event took place after dark. We also 
used a wireless microphone attached into the gas mask to collect the sound of 
participants breathing, and used a powerful amplifier to fill the event space with this 
sound.  

A final element of the event relates to the sensitizing concept loss of control which 
emerged from the workshop described above. Rather than just allowing participants to 
control their own experience on the ride, every participant in Breathless actually 
moves through three different pre-defined roles, allowing them to experience different 
aspects of control. In general, movement through Breathless is tightly choreographed 
by event staff, and works as follows: 

 
1. Participants join a queue take part, and arrive at a desk, where they are fitted with 

an appropriately-sized gas mask, fitted with a breathing sensor, which has been 
sterilised if previously used 

2. This breathing sensor is then activated, and a visualisation of the participant’s 
breathing appears on a very large projection screen which is visible to all event 
attendees. This projection screen integrates visualisations of live breathing data 
being collected from all participants currently wearing gas masks 

3. The participant is escorted to a position from which they can observe the 
operation of the ride (which at this point is being controlled by other participants) 

4. The participant is then assisted to mount the cradle, and their movements are 
controlled for a while by the participant who has just vacated it (and who is now 
sitting in a chair next to it, as shown in the photograph on the right of figure 3) 

5. At some point, control is then switched to the participant who is in the cradle, 
whose breathing then influences their own movements on the ride for a while. 

6. Finally, the participant in the cradle dismounts, and takes the now-vacant position 
in this seat to control the next rider.  

6.2   Collection and Analysis of Material during Breathless 

Breathless was designed and constructed over a two-week period, and opened to the 
public on a single evening, where it was experienced by over 50 participants. 
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Throughout the process of conducting Breathless, we collected a variety of material 
for later analysis. These included semi-structured interviews with twenty-four 
participants, ambient video recorded from a number of viewpoints within the 
exhibition space, and regular interviews with designers during the two-week design 
process. Much of this material has since been transcribed and analyzed. We now 
present a number of elements of this analysis, structured by the sensitizing concepts 
introduced in section 5. This interview material has provided insights that will guide 
the future of development of Breathless, and other similar experiences. We return to it 
in the final section of this paper, where we discuss wider issues inherent in designing 
novel playful systems. 

6.2.1   Danger and Fear 
A number of elements in Breathless were selected for their potential to create fearful, 
intense experiences, but with no real threat of danger to our participants. For example, 
our use of gas masks seemed to create the potential for uncomfortable feelings of 
claustrophobia, and we wondered whether the height that the swing seat could rise to 
might be emotionally uncomfortable for riders, especially given the amount of 
momentum which is inherent in the system. We asked participants about these issues 
in our interviews, and have since collated responses.  

Although some participants were clearly made uncomfortable by wearing a gas 
mask, an analysis of responses suggests that there are actually very subtle differences 
in perception and past experience between participants that influenced their 
experience, raising an interesting issue of how to design around the concept of danger 
and fear in the future. For example, one participant had very poor eye-sight, and had 
to remove his glasses to put the gas mask on – he then described the resultant hazy 
view that he had from the swing as being “nerve-wracking”, but enjoyable because of 
this intensity. In contrast, a number of participants who were experienced scuba 
divers described how wearing the gas mask actually felt enjoyable, because it 
reminded them of diving. However, one participant, who had been diving once and 
who had hated it, described how the gas mask reminded her of this unpleasant 
experience. In terms of the height that the swing reached, most participants stated that 
this was not sufficient to scare them, and that they would have liked it to have gone 
higher. However, one participant reported being so scared of how high that he was 
going that he felt like holding his breath, to make sure that it did not go any higher. 
Finally, although many participants reported feeling claustrophobic when they first 
put the mask on, a number described how, once they relaxed into this experience, they 
actually started enjoying the experience of wearing it. In relation to this, one 
participant described how the mask made her feel like she was in a space of her own, 
whilst another participant described the experience as like being alone in a bubble, 
and implying that this was an interesting and comfortable situation to be in. 

6.2.2   Control 
Clearly control is a key part of the experience of Breathless, with participants being in 
control when they first mount the swing, then losing control at some point in the 
experience, and then being given the chance to exert control over another participant 
after they have vacated it. One participant described this final phase as being 
“powerful”, especially given that the participant he was controlling was his friend. 
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Another participant described Breathless as a very playful experience, because of the 
option of either “making the other person more thrilled by their experience” or 
“teasing them to experience something a bit more”. Most people described wanting to 
give other participants a nice ride, although one participant described wanting to 
create “really rough high frequencies and fluctuations so the person would hopefully 
be a bit more freaked out”. One participant described trying to be really careful when 
controlling the ride of a participant who appeared scared, whilst other participants 
described the added interest of trying to control someone that they already had a 
relationship with, such as friends, brothers or sisters. When being controlled by 
others, one participant reported a bad experience, given by a person who “didn’t 
really cope with the concept … it was more like ‘bump, bump, bump’, it was more 
like a wobbly chair”. However, others described really pleasant experiences: “it was 
good, because he really had the knack of it, like he was doing it really smoothly”. 
Interestingly, some participants tried to communicate with the person who was 
controlling them, but found this difficult, because the gas mask restricted 
communication. In addition, because control of the swing is somewhat indirect, a 
number of participants reported never fully feelings sure about when control shifted 
from the person sitting on the chair to them, though this lack of certainty seems to 
have been interesting in its own right. 

6.2.3   Re-appropriation 
Participants were only given a few minutes in each of the three roles in Breathless, 
giving little time for the kinds of re-appropriation described in section 5. However, 
interview comments by certain participants have helped us to think about re-
appropriation in more depth; in particular a number of interviewees described not 
being able to work out what the purpose of the Breathless setup was, and therefore 
having to experiment for a while before working out how to use it (and enjoying this 
experimental part of the experience). These comments remind us of work on 
ambiguity in design (for example, [33]). We wonder whether designs that are more 
ambiguous are more amenable to re-appropriation – or, alternatively, whether the re-
appropriation of designs that have an apparently clear purpose is more enjoyable. 

6.2.4   Skill 
From our own experimentation, we expected participants to take some time to learn 
how to control the swing in Breathless, and interview material provides some detail 
about the challenge of this process. An analysis of this material suggests that some 
participants sometimes drew on previous experience to learn how to control the 
swing, alongside experimentation with their breathing and its effects on the system. 
For example, one participant described how martial arts training had led him to 
consider the ration between his in-breath and his out-breath, which led him to 
experiment with varying this ratio whilst riding the swing. Other participants 
described experimenting with the smoothness of their breathing, with the point in the 
swing-cycle that they breathed at, and with breathing with either their mouth or their 
nose. One participant stated that he had a bad cold, and described how this made it 
hard to control the ride. Other participants described having a lack of an intrinsic 
ability to keep a rhythm, and suggested that this made it harder to get the swing 
moving higher. Finally, some participants reported that it was much easier to judge 
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the movement of the swing when they were sitting beside it, controlling someone else. 
In comparison, when riding the swing, they had little vision, so had to try and sense 
the position of their bodies, by paying attention to the weight that they were putting 
on the swing-seat, their sense of balance and the visceral feelings of acceleration that 
were induced in their stomach. 

6.2.5   Throughput 
For the designers of Breathless, throughput was a key issue when preparing for the 
public event. A large number of participants were expected, and there was no clear 
incentive for riders to dismount the swing, and to give way to others. The movement 
of participants through three roles was a clear response to this issue, and movement 
between these roles was created in a variety of ways. Primarily, event staff were in 
charge of the electronic linkage between breathing sensor and ride movement, and 
could disconnect this when a participant had experienced a reasonable amount of time 
on the swing. Other event staff were then on hand to move participants through the 
positions that related to roles. Such a high level of choreography contrasts strongly 
with the situation in a typical playground, in which throughput is managed through 
social interaction; clearly, therefore, although choreography is one tactic for 
maintaining throughput, other tactics may be worth exploring. 

6.2.6   Spectatorship 
A number of participants reported how the experience of spectating Breathless 
influenced their experience of taking part. For example, one participant reported 
watching the visualization of her breathing that was displayed on the projection 
screen, and learning how the trace responded to in-breaths and out-breaths. Another 
described being made to feel nervous by the spectacle of a person in a gas mask, 
swinging backwards and forwards in the dark. One participant noticed that her 
breathing appeared very different to other participants, and practiced making it more 
similar – which then helped her on the ride. Finally, another participant reported 
swearing by mistake, and then realizing that this had been heard by the whole of the 
audience – which therefore made her feel self-conscious. 

7   Discussion – Lessons Learned, and Future Work 

In this paper, we have presented a set of sensitizing concepts derived from an analysis of 
the playground, and illustrated their creative application to Breathless, an installation 
which represents a dramatic evolution of the playground swing. In this section, we now 
present some brief reflections on the knowledge that has been gained through this 
process, structured through two core themes – accounting for individuality and 
considering trade-offs between concepts. We also provide a commentary considering 
the relationship between inclusive design and playful interaction. 

7.1   Accounting for Individuality 

A key observation in relation to the research material gathered through Breathless is 
the impact of participant history and personality on the nature of their experience in 
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this event. To give two examples: participants who had previously had pleasurable 
experiences whilst scuba diving seemed more likely to enjoy the isolating feeling of 
wearing the gas-mask during the event, and participants who had worn gas-masks at 
school (possibly through drills designed to practice response to chemical attacks) 
seemed more likely to at least be comfortable with wearing the mask. There also 
seemed to be some differences between participants in relation to their perceptions of 
the height that the swing rose to, with some participants being scared by this, but with 
other participants wanting a more extreme experience than we could provide. 
Collectively, these observations hint at the challenge of designing playful experiences 
that are enjoyable and beneficial to those that take part in them. In relation to these 
observations, two opposing tactics suggest themselves: 

 

Aim for universality: This tactic, which may be closest to traditional playground 
design, is to aim for experiences that are as universal as possible. The concepts 
presented above provide a resource for working within this tactic, but it must present 
a significant challenge due to the nature of individuality. Universal designs might be 
relatively generic (like most playground equipment). Designers might also consider 
approaches such as focusing on installations that can be dynamically adapted to the 
personality and abilities of their users, to maximize the range of individuals for whom 
they are relevant. 
 

Design for specific groups: Abandoning universality allows the freedom to design 
for specific groups of individuals. In relation to Breathless, for example, we could 
imagine a variant that provided a far more thrilling experience for those who would 
appreciate it (i.e. an approach which emphasizes danger and fear), or a second variant 
that was more focused on supporting re-appropriation. This tactic raises an issue of 
how to identify groups that are interesting to design playful systems for. It also raises 
issues such as how to profile participants and allocate them to groups. 

7.2   Considering Trade-Offs between Concepts 

A second issue that is highlighted by material collected during Breathless is the 
potential trade-offs that might have to be made when using the concepts presented in 
this paper as a resource for design. In Breathless, for example, a clear trade-off had to 
be made between allowing participants sufficient time on the swing to start to think 
about re-appropriation and maintaining a sufficient throughput to give all attendees at 
the event a chance of getting involved. This relates to the nature of the event, which 
only ran for one evening, and which presented a novel experience which many 
attendees wished to sample. Playgrounds negotiate this trade-off differently – by often 
being continuously accessible (and therefore reducing contention) and by relying 
upon human interaction to resolve contention. Equally, however, contention in the 
playground can lead to some users being denied access to equipment. 

Other trade-offs undoubtedly exist between these concepts, and exploring them 
seems to be an interesting direction for research. When a trade-off has to be made, it 
may be that investigations into the available tactics within that trade-off could provide 
benefits. 
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7.3   Inclusive Design in Relation to Playful Systems 

Finally, we wanted to acknowledge the potential importance of inclusive design and 
playful systems, in relation to the concepts that we have outlined above, and 
especially in relation to play that encourages physical and social interaction. In 
particular, we wanted to highlight issues around the concept of danger and fear. Even 
in today’s risk averse societies, playgrounds still offer an opportunity for the able-
bodied to experience the pleasures of flirting with danger, albeit with some safeguards 
to help avoid injury, such as play surfaces to fall onto that are soft in comparison to 
older materials such as concrete or gravel. However, a number of authors have argued 
that, when seeking to design for individuals with disabilities, there is often an 
excessive emphasis on safety, which carries a risk of denying worthwhile experiences 
around danger and fear to these individuals [34]. When seeking to design within the 
set of concepts presented in this paper, there is therefore an interesting challenge of 
how to ensure that as wide a group of individuals as possible are given the 
opportunity of gaining benefit from playful systems that embed these concepts. In 
particular, we might pose the question of how to design playful systems that are 
amenable to interaction for individuals with disabilities, but which still allow for 
creative re-appropriation, and which still allow for controlled elements of danger, for 
those participants that wish to take risks.  

8   Conclusions 

Playgrounds provide a relatively universal experience which involves physical and 
social interaction, and which encourage play. Our analysis of a workshop focused on 
the playground has provided significant inspiration for the design of Breathless, a 
novel interactive experience, and we hope that it will provide inspiration for others. 
We can imagine future work that involves novel design, and which draws on these 
concepts. We can also imagine future work that uses them as an analytical framework 
when considering existing design. 
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Abstract. This study investigates the impact of revealing the changes in daily 
residential energy consumption of individual households on their respective 
house façades. While energy feedback devices are now commercially available, 
still little is known about the potential of making such private information pub-
licly available in order to encourage various forms of social involvement, such 
as peer pressure or healthy competition. This paper reports on the design ration-
ale of a custom-made chalkboard that conveys different visualizations of 
household energy consumption, which were updated daily by hand. An in-situ, 
between-subject study was conducted during which the effects of such a public 
display were compared with two different control groups over a total period of 
7 weeks. The competitive aspects of the public display led to more sustained 
behavior change and more effective energy conservation, as some graphical de-
pictions such as a historical line graph raised awareness about consumption be-
havior, and the public character of the display prompted discussions in the 
wider community. The paper concludes with several considerations for the de-
sign of public displays, and of household energy consumption in particular. 

Keywords: persuasive computing, public display, urban screen, visualization, 
sustainability, interaction design, urban computing. 

1   Introduction 

Residential energy consumption is estimated to account for 11% of energy consump-
tion worldwide and is estimated to grow between 0.6 and 2.4% per year [1]. Electric-
ity currently is the highest contributor to residential energy consumption, and it has 
been estimated that electricity will account for nearly 60% of overall residential en-
ergy growth over the next 20 years [1]. As Australia receives approximately 77% of 
its electricity demands from burning coal, domestic electrical appliances will be to 
blame for the largest production of greenhouse gases from all residential energy con-
sumption. While people are becoming increasingly aware of the ongoing “Climate 
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Crisis” [2], they are rarely aware of how their daily activities contribute to greenhouse 
gas emissions [3, 4, 5]. As a result, the majority of interactions with energy-
consuming appliances occur without conscious consideration of their environmental 
impact [6]. Recent advances in wireless sensor technology, smart metering and elec-
tronic displays present an opportunity for advanced forms of behavioral feedback, 
such as screens that display appropriate, real-time information of the actual energy 
consumption within the context of everyday life. Commercially available energy 
usage feedback displays have now become affordable, which typically convey the 
real-time energy consumption through displaying numerical data, such as kilowatts or 
financial costs per hour. The idea of feedback is not new, and various forms of energy 
usage feedback have already been investigated, demonstrating how it has indeed the 
potential to promote energy conservation to the order of 5-10% in common house-
holds [7] or office environments [8]. Moreover, modern communication technology 
has now the power to act as facilitator for motivating behavioral change through so-
cial cues [9], although such interventions typically require the development of novel 
sensors, visualizations, interfaces or interactions [10]. Several strategies have already 
been proposed for designing persuasive technologies [11], such as the requirement to 
converge motivation, ability and trigger at the same moment in time [12]. However, 
little is known about how energy usage feedback could benefit from the integration of 
other persuasive means that reach beyond the immediate display of private informa-
tion, such as inducing forms of social pressure, competition or cooperation by exter-
nalizing the feedback beyond the end user. Our study investigates whether turning 
behavioral information that is normally kept well-hidden and private, explicitly public 
and even comparable to those of others, can effectively augment persuasive feedback. 
More concretely, we describe the design, implementation and evaluation of a new 
public, urban display that presents the individual energy consumption performances 
of families on their respective house façades. 

2   Background 

Early studies on the feedback of energy consumption were typically carried out by 
psychologists, who mainly focused on the reinforcement of certain behaviors through 
direct intervention. More recently, academic research has shifted to more qualitative 
studies, in order to understand how people respond to different forms of feedback 
methods. Research about the performance of environmental feedback is still relatively 
limited, but ranges from informed billing, smart meters, direct feedback displays [13, 
14], numerical read-outs [15], bar graph charts [3], highly detailed information 
dashboards [16], or ambient cues [17], such as a lights that change color [18]. Several 
design-based research projects have instead focused on reinforcing the persuasive 
message of energy usage feedback by including qualities of joy, tangibility or ambi-
guity, resulting in various design-led projects that are more speculative and risk-
taking: some projects dealt with feedback in public space [19], while others proposed 
novel interfaces for the home [20], or compared graphical forms of feedback [21]. As 
the potential of persuasive visualization is still relatively unexplored [22], academic 
research in this realm is still increasing (e.g. the “BeAware” project [23]). 
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To design successful feedback mechanisms that intent to change human behavior, 
it is necessary to understand what motivates people. For instance, most commercially 
available feedback displays rely on an intrinsic rational-economic model, which as-
sumes that people can be encouraged to change behavior by the prospect of saving 
money [24]. Most material incentives and persuasive prompts also have the potential 
to trigger behavior change [25], but tend to become less effective once the novelty 
declines or the incentives have been removed [26]. Techniques based on extrinsic 
forms of motivation, such as social reinforcement, can help to discover more intrinsic 
motivations and even lead to sustained change [24].  

In particular, providing comparative feedback may have a positive effect on behav-
ior change by triggering feelings of competition, social comparison or social pressure 
[26]. However, the usefulness of comparative feedback, which contrasts the consump-
tion of multiple people against each other, is still relatively contested. While some 
early field studies have shown positive effects [3, 27], there has been some evidence 
that people tend to express concern about the apparent validity of the comparison 
groups [5]. Other studies also demonstrated that while high and medium consumers 
conserved energy, some low consumers tended to increase their consumption, as they 
felt less encouraged when noticing the higher apparent average usage [27]. The study 
of Wattsup, a Facebook application for energy monitoring, indicated that competitive 
feedback is more enjoyable and more effective compared to individual feedback [28]. 
EnergyWiz, a mobile phone application, employed different forms of social compari-
son in order to gain insights into the design of comparative feedback [29]. With the 
recent advances in networked tracking devices, public comparison of behavior for 
cooperative or competitive purposes has become possible. For instance, the commer-
cially available Apple iPod/Nike+ pedometer promotes competitive running between 
athletes, even when they are physically separated. Several initiatives based on social 
media have specifically focused on externalizing energy consumption, ranging from 
dedicated websites such as Make Me Sustainable [30] and Carbon Rally [31], through 
embeddable widgets such as the Google Powermeter [32], to augmented energy bills 
[33]. Most comparative feedback thus still occurs in the online realm, shifting the con-
text of feedback away from physical reality, in which energy usage actually occurs.  

In this paper, we propose a new form of urban display [34]: a public display that 
represents information that is relevant and contextualized to its immediate surround-
ings. While electronic displays are becoming increasingly ubiquitous in today’s public 
space, the majority serves mainly commercial, artistic or entertainment purposes. In 
contrast, our project foresees a future in which public displays offer information that 
is socially relevant, and encourages local support or cohesion. 

3   Design 

The general aim of the study was to measure the persuasive effectiveness of public 
feedback. We decided to apply our research to the issue of energy consumption,  
because energy usage is relatively simple to relate to behavior and changes can be 
detected accurately. Other behavioral data such as from water or gas consumption  
are less detailed, and relatively cumbersome and expensive to capture. Due to the 
encompassing context of sustainability, the design constraints became manifold and 
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complex, as, ideally, any (public) feedback display of sustainable behavior should be: 
1) Sustainable in and by itself, as the construction and maintenance of the system 
should not negate the intentions it attempts to promote. This constraint proves to be 
extremely restrictive, as it means the consumption of materials or energy should be 
minimized, or even completely avoided; 2) Affordable, as supporting sustainable 
behavior should only induce costs that can be earned back over a reasonable amount 
of time; 3) Respectful to privacy, as any communication of behavioral information in 
public might introduce unintended, yet significant, risks; 4) Intuitive, as any feedback 
should be easy to understand and enjoyable to use, even for occasional passers-by; 5) 
Robust, including a resistance to uncontrollable aspects such as severe weather condi-
tions, vandalism or carelessness when located in the harsh reality of semi-public 
space; 6) Aesthetic, as public feedback should be presented in a form that is accept-
able by all its stakeholders while being unobtrusive to everyday activities; 7) Up-
datable, as feedback should be provided shortly after the occurrence of behavior, 
allowing people to immediately link the impact of their actions; and, 8) Persuasive, as 
feedback should also reveal the meaning behind the information shown, and highlight 
specific relevant aspects that can more deeply influence intrinsic motivation. 

3.1   Public Display Design 

The public feedback display was developed through a design-oriented research ap-
proach. This involved the execution of successive designs on the basis of iteratively 
refined constraints and requirements, and the production and evaluation of various 
low-fidelity sketches, mockups and working prototypes. We decided on the house 
façade as the ideal location for conveying feedback in a public context: a large sign 
mounted on a house façade intuitively refers back to the inhabitants that cause the 
behavior, while it also ensures uninterrupted visibility to neighbors or passers-by. We 
investigated existing forms of social competition that typically take place in the semi-
public domain of the house façade, porch or front garden, including gardening and 
vegetable competitions, garden gnome collections, Christmas decorations, and the 
like (see Figure 1, Left). This approach further convinced us of choosing a ‘non-
electronic’ display medium, which seemed to be better suited to the physical language 
of the street; avoided complex and expensive construction issues (e.g. wiring, casing); 
and solved most of the previously listed (public) feedback design requirements. While 
searching for a physical material that can display and be easily updated, we arrived at 
chalkboards. Chalkboard surfaces are associated with many positive qualities in terms 
of our everyday experience: they naturally imply some sort of dynamism and  
time-variance, exemplified by signs that advertise the changing menus of cafés or 
restaurants; they convey a warm, handcrafted charm through the often clumsy but 
sympathetic handwriting and low-fidelity chalk aesthetic; they are surrounded by an 
aura of playfulness, reminding people of their childhood with activities like doodling, 
street graffiti, doorstep games, and so on; and they infer a personal and small-scale 
context, which many of us unconsciously use to, for instance, distinguish the 
neighborhood coffee bar from the large, international coffee chain franchise. Chalk-
boards have already proven to be an ideal platform to convey dynamic information, 
such as game scores, supermarket prices, or the water temperature in the public 
swimming pool. Even more, we expected that the manual act of updating a chalk-



474 A. Vande Moere et al. 

board could open up the opportunity for people to casually interact with the writer, so 
that a ‘data update’ has the potential to grow into a true ‘social event’, contrasting the 
unnoticeable millisecond blip of an electronic display.  

 

 

 
no display
(C)

private display 
only (B)

public & private 
display (A)50 m

 

Fig. 1. Left: Existing forms of social competition in the semi-public domain of the house façade 
and front garden. Right: A neighborhood map highlighting the participating households. 

We deliberately chose a neighborhood in the city of Sydney that is characterized by 
a distinct building typology of so-called ‘terrace houses’ and enjoys high pedestrian 
traffic. The strong similarity in dimension and geometrical layout of terrace house 
façades allowed us to create displays that were mostly identical, thereby reducing 
construction complexity and avoiding potential bias in visual perception. However, as 
in many other cities, altering the appearance of an exterior façade requires explicit 
approval from the city council, a laborious and time-consuming process that would 
significantly complicate our intended time planning. An elegant solution was found 
by replacing our initial concept of traditional wooden blackboards in favor of light-
weight twin wall polypropylene sheets. The explicit temporary character of this mate-
rial allowed us to install the displays with the exemption of the so-called “State Envi-
ronmental Planning” policy (section “General Sign Provisions”). We retained the 
typical visual look and feel of traditional chalkboards by printing a greenish washed-
out background pattern. This material also proved to be much easier to install, was 
cost-effective, weather-resistant, and is certified as being completely recyclable.  

The aim of our design was to augment the existing terrace house architecture with 
a striking visual accent that was physically adapted to the aesthetics of the existing 
environment. We took inspiration from similar boards that are commonly used for 
real estate notices or commercial advertising, while avoiding the visual occlusion of 
cars or trees. Our display was specifically designed to be able to fit to any façade 
width without affecting the overall layout: each display can be sized to perfectly fit 
with any existing balustrade, and it can fit the narrowest townhouse (< 3m), while still 
looking intentional and well-balanced for much wider houses (3-4.5m). We chose to 
print a permanent background template (including a grid and text) to provide for a 
strong recognizable visual framework on which the more messy handwritten informa-
tion would visually stand out. These predefined graphic elements also made the dis-
play look more professional and less random, as the displays needed to convey a high 
level of trust to all stakeholders. The fixed background template also ensured a more 
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efficient updating process, as fewer elements had to be manually redrawn. In short, it 
was important to create a visual design that balanced a level of trust and seriousness 
with a degree of fun and happiness: a chalkboard on a residential façade – as simple 
as the physical components seem to be – is still an unusual combination and would 
indeed become a small neighborhood attraction. 

3.2   Persuasive Visualization 

The design of the data visualizations faced the complex dilemma of representing the 
differences in energy usage between individual households in a fair and honest way. 
Energy usage depends on many factors, such as the number of people living in the 
household, the inhabitable surface area, the type of appliances used, whether gas or 
electricity is used for heating, and so on. Any fair comparative feedback should ide-
ally avoid showing factual usage data, and instead be based on some form of normal-
ized data, i.e. the actual change in energy consumption over a specific period of time 
[29]. Focusing on change instead of actual electricity usage also provides for a certain 
degree of public privacy: communicating “no, or little change” conveys a different 
meaning from “no, or little usage”, for instance in the case when a household is ab-
sent for a long period of time. However, focusing on relative change does not take 
into account whether the usage is generally low or high in comparison to others, while 
it also hides any longer-term trend supporting the change. ‘Change’ also implies a 
comparison to a point in time, which is relatively difficult to determine. For instance, 
while comparing one’s energy usage to that of last week seems the fairest method 
(e.g. accounting for different living patterns in weekends versus weekdays), we 
deemed it difficult to invoke immediate comparison or encouragement (i.e. who actu-
ally remembers their activities of last week?). To ensure people were able to relate 
their recent decisions and activities to the actual performance shown on the displays, 
we preferred to compare daily (vs. weekly) energy usage: even when, for instance, 
most common households would show a ‘negative’ trend from Friday to Saturday, 
this trend would still be shared by most others and thus be comparable in a truthful 
way. In order to provide a more detailed view of the energy usage patterns in multiple 
varying positive, encouraging and visually attractive ways, we chose for the following 
combination of textual and graphical depictions (see Figure 2). 

a. Marginal Notes for personalized messages or persuasive captions, which could 
be written in the areas on the sides that were deliberately left blank. 

b. The Daily Performance, shown as a numerical percentage value, conveyed the 
change in energy consumption over the last 24 hours of a single household. 

c. The Neighborhood Ranking summarized the daily performance in terms of 
change of all participating households in a single numerical ranking. It aimed to 
encourage competition, while also reduced the need to compare individual dis-
plays. 

d. The Historical Graph showed the actual usage trends over time, and conveyed 
the time-varying, complex character of household energy consumption. The line 
graph was horizontally divided by weekdays, and was vertically normalized by 
the maximum usage measurement, mainly for privacy reasons. The graph was 
never wiped out, but extended at each update. The data for successive weeks 
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were drawn on top of each other in different colors, so that the historical per-
formance of the same household could be easily compared and contrasted. 

e. The Pictorial Bar highlighted the occurrence of any sustained change, such as a 
succession of positive or negative changes in energy use by way of an explicit 
visual reward. The pictorial system acted similarly to common stock market 
iconography: it only counted ‘better’ or ‘worse’ performances based upon pre-
defined thresholds (e.g. it ignored changes less than 10%), but still recognized 
sustained lower energy usage levels, even after drastic changes. A reward or 
discouragement was depicted as a simple emoticon, which conveyed a degree of 
negative or positive emotions. Each day of the month, an emoticon was added 
within a preprinted circle. Facial emoticon expressions were chosen, as they are 
universal and intuitive to comprehend. 

f. Private Display. Households were also provided with a common electricity 
monitor, embedded in a custom-made blackboard (Figure 5, Right). We decided 
on giving explicit access to the monitor device in order to entice the trust that 
the information shown on the public display was based on continuous and accu-
rate measurements. The small, custom-made blackboard aimed to encourage 
participants to take notes about appliance usage or other energy-related observa-
tions, similar to keeping a journal, which can support self-reflection and in turn, 
the discovery of intrinsic factors of motivation [24]. The private display was 
pre-printed with weekday abbreviations to accentuate the daily update cycles 
embodied by the public display. 

 

Fig. 2. Overview of the graphical depictions on the public feedback display: Marginal Notes 
(a), Daily Performances (b), Neighborhood Ranking (c), Historical Graph (d), Pictorial Bar (e). 

3.3   Technical Implementation  

Our extensive design efforts resulted in a fairly simple technical implementation. A 
commercially available Efergy E2 device, consisting of a sensor, wireless transmitter 
and wireless monitor, was used for measuring the actual electricity consumption. The 
monitor captures the energy consumption per hour, which can be downloaded via a 
USB connection. To ensure easy and uninterrupted access to this data, we left one 
dedicated monitor outside the house, e.g. in the electricity box or in a rainproof plastic 
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container (Figure 3, Left). To download the electricity data, we used a Netbook run-
ning Windows 7 (Figure 3, Center). The public feedback displays were produced 
using Corflute®, a light material made of twin wall polypropylene sheets (with an 
average size of 3.3x0.8m). Simple eyelets were used to mount the sheets onto the 
terrace fences with standard cable ties. The content was written and drawn using stan-
dard liquid chalk pens, which have the advantage over common chalk to be fairly 
water resistant. A 14-tread ladder was necessary to reach the displays (Figure 3, 
Right). A second Efergy E2 wireless monitor was used for the private display. The 
blackboard that encompassed the private display unit was custom-made with a size of 
26x23cm and a chalk tray attached to the front (Figure 5, Right). The blackboard 
came with a detachable stand and a small hook for placing or hanging the display 
anywhere inside the home. The display could be set to reveal instant kilowatts, carbon 
emissions or costs per hour (with an update rate of 8s), as well as show the historical 
trends for the previous seven days.  

   

Fig. 3. Left: Hidden storage of a separate electricity monitor allowing uninterrupted access to 
the data. Center: Netbook and electricity monitor used for downloading and updating displays. 
Right: The manual update of the daily neighborhood ranking using a ladder.   

4   Methodology 

4.1   Setup  

For our study, we aimed to recruit about twelve households, six for the treatment 
(with public display), and two control groups of three households each (see Section 
4.2). First, we selected two streets in a high pedestrian traffic area, featuring terrace 
houses of comparable size. Both streets were located in the vicinity of our university, 
in order to accomplish the manual updates more efficiently. Some households were 
selected based on the fact they were located on an intersection, so that the house fa-
çades were visible from a longer distance (Figure 1, Right). We used leafleting and 
door knocking to recruit households [35], which also allowed us to experience the 
study environment as a rich physical and social context, observe the actual commu-
nity, and learn about the local attitudes regarding the topic of sustainability. The 
Efergy E2 electricity monitor (valued AUD$134) was offered as an incentive to par-
ticipate. We then physically visited the neighborhood at times when it was most likely 
that people would be at home, and systematically knocked on all houses that featured 
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a terrace and were of comparable size, and had no trees or other obstacles blocking 
the view. After returning four times, we recruited six households in each street, and 
arranged one dedicated contact person per household. Just before commencement, 
two households dropped out for individual reasons, one of which was replaced, leav-
ing us with a total of 11 households (see Table 1). 

Table 1. Participating households, their characteristics, and conditions (Group A: public and 
personal displays; Group B: private display; Group C: no feedback) 

No  Occupants Ownership Group  No  Occupants Ownership Group 
H1 2 adults (couple)  Owners A  H6 2 adults, 1 child   Owners B 
H2 2 adults (couple)  Owners A  H7 2 adults (couple)  Owners B 
H3 3+ adults (students) Renters A  H8 2 adults (couple)  Owners B 
H4 3 adults (shared)  Renters A  H9 6 adults (students)  Renters C 
H5 3 adults (shared)  Renters A  H10 2 adults (shared)  Owners C 
     H11 3+ adults (students) Renters C 

4.2   Evaluation Study  

We used a between-subject design study with three separate conditions. Two of the 
conditions were used as control measure. In condition A (n=5), both the public and 
private displays were installed. In condition B (n=3), only the private display was 
installed, which offered the same features as the private display used in condition A, 
but without the blackboard for note-taking. Condition C (n=3) was identical to B, but 
the energy monitor was not made accessible or visible to the participants. The con-
tinuous energy measurements ran for a total period of 10 weeks, during which the 
public displays were updated for 7 weeks. We interviewed all participants at the be-
ginning and at the end of the study. 

Week 21 3 4 5 6 7 8 9 10

Day Day DayCondition 10 20 70

 

Fig. 4. Duration of measurement phases for the three between-subject study conditions.  

Pre-study Interviews. Each pre-study interview (taking between 6-23 minutes) was 
conducted with the contact person from each household, in their house. Where possi-
ble we made arrangements that all other household members were present as well. In 
the interviews, we collected general information about the household, attitudes to-
wards global warming, privacy, and the relationship with neighbors.  

Energy Measurements. The study used a total of 16 electricity monitors: one per 
household in conditions B and C, and two per household in condition A (i.e. one in-
side and one hidden outside). As shown in Figure 4, in condition A, the energy data 
collection started for a period of 10 days, after which the private displays were in-
stalled. After another 11 days, we installed the public displays and continued  
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recording for 7 weeks. In condition B, we measured without intervention for 21 days, 
after which the private displays were made available for the remaining 7 weeks. In 
condition C, we measured without intervention for the entire period of 10 weeks.   

The energy usage data was cleaned to eliminate obvious errors or outliers, for in-
stance for two separate cases where the electricity monitor experienced a technical 
failure (see Table 2). Any erroneous (i.e. 0.0kWh) or outlier (i.e. a household con-
sumption of less than 75% of the average consumption of the same weekday) meas-
urement was replaced with the average value of correct measurements for the same 
weekday over the entire respective study phase. Outliers represented abnormal situa-
tions, such as participants being absent for one or more days, or a significant change 
in the number of people staying in the house. This systematic approach for cleaning 
the data was tested and validated against the anecdotal evidence from households 
where we were aware of the exact dates of abnormal events.  

Table 2. Errors and outliers per household in number of affected days 

Household H1 H2 H3 H4 H5 H6 H7 H8 H9 H10 H11 
Errors - - - 11 - - - 10 - 37 - 
Outliers 19 15 11 14 9 9 7 8 11 2 10 

Display Updates. The public displays were updated every single day for a period of 
four weeks, after which the historical graph area was wiped clean to avoid visual 
clutter. The graph from the fourth week was then reapplied before continuing with the 
updates. We used a custom-made software tool that visually simulated the public 
display, to determine the exact graphical depictions based on the actual sensor data. In 
total, each manual update session took between 1.25 and 2 hours (or 15 to 24 minutes 
on average, per house). The update time depended on the number of researchers in-
volved (varying between one and two), the day of the week (with updates in the be-
ginning of the week leading to increased repositioning of the ladder), and weather 
conditions. The updates generally took place in the late afternoon. The public displays 
were not updated during four distinct days, due to heavy rain conditions. 

Observations. While we were present in the neighborhood, we kept a journal of ob-
servations and conversations with any participant or passer-by. We occasionally asked 
passers-by who approached us some informal questions regarding their understanding 
and perception of the displays.  

Post-Study Interviews. After the study, we conducted another round of semi-
structured interviews with all participants in their respective homes. The questions 
covered their awareness of energy consumption behavior and their perception of the 
displays. Participants also rated the public and private displays regarding their attrac-
tiveness, usefulness, ambientness, and enjoyment. These interviews took approxi-
mately one hour for condition A, and 6-12 minutes for conditions B and C.   
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5   Results and Discussion 

5.1   Awareness  

During the pre-study interviews, all households stated they were well aware of the 
climate crisis. Everyone expressed some opinion on global warming and most partici-
pants stated that they were trying “to do their bit”, which included switching off lights 
(n=11), switching off appliances at the power plug (n=6), replacing bulbs with en-
ergy-efficient lighting (n=3), replacing electric water heating or stoves with gas ones 
(n=2), and partly switching to green energy (n=2). None of the households was regu-
larly checking their electricity meter to monitor consumption. However, all house-
holds were monitoring their energy bills regularly, at least to check the total costs, 
while some also checked other data provided on the bill, such as greenhouse emis-
sions. Nine households stated that they compared their consumption from bill to bill, 
mainly to see whether the costs had increased, and then would decide whether to look 
into the information provided on the bill in more detail. Only one household (H10) 
had actually compared their consumption with those of others. 

   

Fig. 5. Left: Neighboring public feedback displays during the last week of the study. Right: A 
private feedback display embedded in blackboard showing notes on appliance usage.  

In the post-study interviews, we identified several anecdotal reports about the ef-
fect of the feedback displays on the general awareness of energy consumption. One 
household was using the private display blackboard to take handwritten notes about 
appliance usage (i.e. of kettle and laptop, and even of the difference between a hot 
and cold washing cycle), while nobody used the pre-populated grid of weekdays. 
Another household invented a game using the blackboard during which the goal was 
to turn on or off appliances in order to reach a certain score, which they then recorded 
on the blackboard. This household described the private display as “a point of con-
versation for us, bring[ing] us together”, to which was added: “bringing us together 
as a team”, referring to the neighborhood ranking, where they saw themselves com-
peting as team against the other households.  

While the private display affected the awareness of energy consumption on an ap-
pliance level, we found that the public display allowed participants to understand their 
consumption on a more general level. For instance, several participants noticed how 
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the patterns on the historical graph related to their behavior: “The graph was interest-
ing, because you could see that we had patterns ... you know, always take showers at 
the same time and we did see when we took a shower because of the hot water thing” 
(H1); or noticing spikes: “We don't have routine anyway, we never do the washing 
until we run out of underwear and then we do four loads in one go” followed by the 
participant’s partner’s comment: “Then the following day on the graph, we see that it 
goes BEEP – ‘oh that's our washing day’” (H2). While the historical graph was men-
tioned as being most useful for identifying patterns, numerical indications also played 
an important role. For instance, one household (H5) mentioned how they attributed a 
70% increase to the fact that they did three wash loads that day. Another household 
(H2) related a sudden negative neighborhood ranking to a similar event. Most partici-
pants reported how the public display prompted many conversations on energy con-
sumption and environmental issues with other household members or people visiting 
and noticing the public display.  

5.2   Behavior Change 

During the post-study interviews, households generally stated that they perceived the 
private display as more influential to their behavioral changes than the public display, 
mostly because of its real-time nature. These findings (in conditions A and B) are in 
line with other studies on smart energy monitors, which found that all participants 
reported changes [14]. In particular, the monitoring device led to discoveries relating 
to the electricity consumption of individual appliances. As such insights have been 
previously reported, this section instead focuses on the impact of the public display. 

We observed that the public display induced or reinforced behavior change. For in-
stance, one household mentioned how the patterns observed from the private display 
correlated with those on the public display, which led to the suggestion to replace the 
water heater and a form of long-term and sustained conservation behavior: “I would 
try to use less and less and less [to come first], so in the beginning we were often 
number one; … but then I realized that I was just using less and less every day, which 
is not going to work out, because eventually I needed to do the laundry” (H1). While 
this household became frustrated by the ranking system being based on change rather 
than factual consumption, they still showed the highest conservation behavior by 
consuming 25% less energy during the first week, maintaining this conservation for 
another week, after which they gave up and increased their consumption by 21%.  

Behavior change was often triggered by the competitive nature of the public dis-
plays, and in particular by the neighborhood ranking. However, the neighborhood 
ranking also led to less sustained behavior, like strategically clustering washing cycles 
in time, in order to end up first in the ranking the day after (e.g. H2). In another case, 
the neighborhood ranking triggered more spontaneous short-time behavior change: 
“One day we were [away] and got a message from our housemate saying ‘we are 
number five..., the people next to us are number one!’ and I sent back a text [telling 
them] to quickly switch of all our power points!” (H5). We also observed the  
excitement about the competitive aspect during our manual update sessions, when we 
often noticed occupants coming out of their house after we finished updating their 
display to check their own ranking. For instance, we once noticed how H4 checked 
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their ranking (first that day), and then ran back into the house announcing their 
achievement loudly and proudly to the other inhabitants.  

Overall, findings from the interviews suggest that the private feedback led to valu-
able intrinsic insights, which allowed participants to develop long-term strategies for 
reducing their consumption. In contrast, the more competitive aspect of the public 
display was seen as an extrinsic factor of motivation, as participants often aimed to 
reduce their consumption in order to ‘win’: one household described how they spe-
cifically focused on the ranking, since they “wanted to come first” (H2), while H4 
revealed that they paid most attention to the neighborhood ranking. Overall, the rank-
ing aspect worked well to encourage people to ‘start’ with changing their behavior, 
although the behavior seemed to decline after people got used to its competitive as-
pect. One household commented on how there was definitely more behavior change 
noticeable due to the neighborhood ranking after the public display went up, but that 
at the end they tended to pay less attention to the ranking since it changed almost 
daily (H5). This finding suggests that the design of the pictorial bar seemed to have 
failed in encouraging longer-term or sustained behavior. A possible solution could 
consist of adding ranking variations, such as adding weekly or monthly charts, so that 
long-term goals would be more explicitly and intuitively recognized than the graphi-
cal nature of the emoticons. Only one household mentioned that they did not pay 
much attention to the neighborhood ranking since they found it less useful, yet they 
considered the ranking to be “cool” and actually did look at the displays of other 
households. One should note competitive behavior is not for everyone, an important 
sentiment any comparative feedback should be aware of.   

5.3   Energy Conservation 

A data analysis of weekly consumption per condition revealed patterns related to the 
feedback. Figure 6 shows a considerable reduction of energy usage in week 4, around 
which households received their feedback displays (Condition A: -13.2%; Condition 
B: -12.1%). Households in condition A maintained their conservation behavior for the 
following week (-0.4%), while condition B showed an increase of energy usage 
(+10.8%). This might be best explained by the decline of the electricity monitor’s 
novelty factor, or because many naïve conservation strategies are difficult to sustain 
longer-term (e.g. washing clothes less often). These reasons might also explain the 
energy usage increase of condition A in week 6 (+5.7%). In this week, household H1 
stands out: they came to understand how the ranking was based on change, which 
they described as “competing against yourself” and gave up competing. The con-
sumption of both control groups (conditions B and C) remained approximately the 
same throughout week 6 (-3% and -1.6%) and week 7 (-1.4% and 0.7%), while the 
condition A’s consumption was declining in week 7 (-7.3%). For the remaining 
weeks, condition A’s consumption remained almost unchanged or even declined fur-
ther (between -0.2 and -1.1%). The little change in these three weeks could be attrib-
uted to the data corrections in week 9 and 10 for H1 and H4, which accommodate 
some technical failures with the measurements. However, an analysis of the data 
excluding H1 and H4 showed little effect with the overall decrease in week 8-10 
changing -3% or larger. Condition B showed a very similar usage pattern, with  
an increase in week 7 followed by two weeks of considerable to little decrease. It is 
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unclear what caused the increase in week 8 in condition C, which was however coun-
terbalanced by a constant decrease over the following two weeks. The remarkable 
decline in energy usage for conditions A and B in week 2 could possibly be attributed 
to an increase of the minimum ambient temperature during that week, as compared to 
the previous week. However, as most households from condition A stated that they 
would rarely to never use electric heaters, this change is best explained by receiving 
the private display in that week. It is unclear what caused the increase in week 3, and 
while it might have naturally led to a decrease in week 4, condition A maintained this 
level throughout week 5, so that it can be attributed to the public display. The average 
change per week over the deployment period (week 4-10) was -2.5% for condition A, 
-1.0% for condition B, and -0.5% for condition C. 

The energy consumption before and after the installation of the feedback displays 
shows a decrease in usage from week 3 to week 4 of -13.2% for condition A and 
-12.1% for condition B, while condition C remained the same. Interestingly, the con-
servation performance of condition B declined towards the end of the study period 
with an increase in energy consumption of +8.5% in week 10 compared to week 3, 
while condition A decreased their usage further to the amount of -17.0% (condition C: 
-4.3%). This phenomenon implies that households with public display positively 
changed their energy consumption behavior, while the traditional real-time energy 
monitor worked for short-term change only. However, due to the small sample size, 
these results can only be considered to show trends. A one-way ANOVA test did not 
reveal any significant differences, which can be attributed to the small sample size.  
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Fig. 6. Weekly change in energy consumption per condition (corrected measurements) 

5.4   Representation Methods 

Only one household (H5) used the small blackboard that came with the private dis-
play for its intended purpose, yet all households wanted to keep the blackboard. H2 
even removed the monitor from the blackboard to place it closer to their appliances in 
the kitchen, while they placed the blackboard near the phone for general note taking. 
Others stated they might eventually start using it together with the electricity monitor 
after the study. Not everyone appreciated the aesthetics of the private display, with H4 
stating that they thought it looked “tacky” and “ugly”, and the public display was 
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“attractive” and “playful” compared to it. In general, we received varying responses 
regarding the design of the displays, with some households judging the private display 
to be more aesthetic, while others rated the public display higher. H2 and H5 particu-
larly mentioned that they liked the visual style of the chalk colors, H2 added how they 
appreciated the way the display became messier and messier over time. H5 described 
how they thought that the display made their house look “more modern”. Similarly 
households’ responses regarding the ambientness of the displays varied. H4 stated 
that “you got used to it being on the house and then it’s just there”. Others rated the 
ambientness low, saying that the display was not designed to be unobtrusive.  

The different visualization techniques on the public display were rated positively. 
However, H2 found the emoticons on the pictorial bar “too judgmental”: they even 
wiped out the neutral face they received on the first day and left a message for us 
saying “no more sad faces please”. We consequently changed their pictorial represen-
tation to flowers, with different colors and sizes representing different levels of en-
ergy conservation performance, similarly to the original emoticons. When asked in 
the final interviews, none of the other households expressed any concerns regarding 
the emoticons. Some households found the fact that the display showed change rather 
than factual usage counter-intuitive. All but one stated that they would have preferred 
factual data to check how their actual energy consumption compares to their 
neighbors’. These attitudes went straight against our initial assumptions, as nobody 
seemed concerned about the severe privacy implications of displaying energy usage 
data, which might be explained by the playful nature of the study. Basing the ranking 
on change also led to some confusion regarding the neighborhood ranking, so that as 
H1 was initially puzzled about being ranked third after being away for three days. 
Although they came first in the ranking the day after they left, there was no change in 
consumption for the following 2 days of their absence, which thus resulted in a low 
overall ranking. While the pictorial bar was meant to solve such issues by visually 
rewarding persistence and sustained good behavior, its understandability suffered 
from the fact that all other elements were updated in the late afternoon for the previ-
ous 24 hours, while the emoticon represented a summary of the entire day. 

6   Conclusion 

Our quantitative measurements indicate the apparent potential of public visualization 
and neighborhood competition to encourage behavioral change. Households that re-
ceived a public display for a period of 7 weeks decreased their energy usage on aver-
age by 2.5% per week (compared to a decrease of 1.0% in control group B and 0.5% 
in control group C). The presence of a public display further led to a more sustained 
conservation behavior compared to only having access to private feedback. Our quali-
tative results confirmed the effect of the competitive neighborhood ranking as being 
ideal for initiating behavior change. However, the competitive aspect also led to sev-
eral unexpected side effects (e.g. clustering energy-intensive activities to specific 
strategic times). All stakeholders appreciated the competitive features, and the  
expressive playfulness of the visual design. Unfortunately, it became clear that the 
single, numerical ranking played a too overwhelming role in motivating people into 
short-term competitive behavior, while the pictorial bar, a feature that was specifically 
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designed to support sustained behavior, was not sufficiently accepted as a longer-term 
reward. Although the historical graph could be exploited to reveal daily activities such 
as showering and washing, there was little to no notion of privacy concerns expressed 
by the participants. The chalkboard-like approach proved to be successful in keeping 
deployment costs low, but also allowed us for ad-hoc personalization (such as replac-
ing emoticons with flowers when people disliked them, or adding written explana-
tions when we noted how some households misunderstood the data). The fact that the 
public display was updated only once a day was seen as less a problem than we ex-
pected, which could be attributed to how the private displays compensated for more 
‘immediate’ information needs. The manual updates turned out to be an important 
aspect of the study, since they required us to visit the site daily, allowing us to come 
into contact with households and passers-by. These informal conversations provided a 
rich source of feedback regarding the performance of our system and helped us to 
better understand the driving principles behind the data.  

However, we greatly underestimated the required effort to update the displays on a 
daily basis, as it took one to two researchers more than an hour per day to complete 
the task of updating only 5 house facades. The update process was complicated by the 
physical height as well as the relatively large amount of visual elements that had to be 
drawn. At the start of the study, households were often confused regarding the mean-
ing of certain visual elements. Passers-by – while recognizing that the display was 
about energy consumption – often asked questions about the meaning of some depic-
tions. Providing explicit explanations to the public about the visualizations could 
possibly have helped the overall performance of the public display. In this study, we 
approached public feedback from a more realistic scenario of a council or energy 
supplier installing publicly accessible information boards on houses. However, even 
when we used customizable chalkboards, a more participatory design process involv-
ing the community might have led to a more successful design that invoked stronger 
feelings of ownership. Based on the generalized findings from this study we suggest 
the following design considerations for public representation of energy usage:  

Privacy. Even though our study did not discover any apparent privacy concerns, the 
visualization of energy usage data inevitably reveals when inhabitants are at home or 
not, when they shower, or when they go to sleep. Possible solutions are: 1) removing 
detail: for instance by averaging the data over longer time periods; or 2) normalizing 
the usage data, which still reveals some detail but removes the possibility to compare 
the size of trends from one occurrence to another, or from one household to another. 
The biggest issue, however, is that people will show a very strong tendency to assume 
any time-based graph to represent real usage, even when the data is averaged or nor-
malized, and labels, legends or captions provide other information. 

Fair. A visualization should compare variables that are indeed comparable, taking 
into account influential differences (e.g. size of household, inhabitable area). There-
fore, showing relative changes instead of real measurements seems most suitable, but 
they are difficult to intuitively understand. For instance, people need to relate to a 
historical time period that is never really representative or objectively comparable 
(e.g. even contrasting weekdays instead of successive days suffers from differences in 
weather). Numerical rankings might be a possible solution, as they can hide more 
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complex formulas from view. However, people cannot easily relate rankings to per-
sonal effort, as other people’s performances come into play.  

Trust should be conveyed, in that people believe that the data shown is indeed accu-
rate. Trust can be typically gained by way of appearance (e.g. from expensive or pro-
fessional materials), direct associations (e.g. associating a trustworthy organization 
with the display), or persistence (e.g. updates occur regularly and without fail). 

Encourage and Sustain Change. While access to information provides insight and 
motivation in one’s behavior, some form of visceral experience is required to support 
the sustainment of positive behavior over longer periods of time.  

Ability. It is one thing to become more aware of one’s behavior, and to be enticed to 
change, it is another to know what action to take. Clear indications should be pro-
vided of ‘how’ to change behavior, to avoid feedback to become frustrating.  

Immediate. While behavioral change should ideally be made apparent as quickly as 
possible, people seem patient to be informed of their competitive performance when 
also having access to alternative means of immediate feedback. 

Understandable. Many issues relate to conveying complex, time-varying data to lay 
people, including visual density (i.e. showing not too much or not too little informa-
tion), cultural sensitivity (e.g. emoticon iconography might lead to different senti-
ments), and aesthetic preference (e.g. relating to the sensitivity of one’s own house 
façade). Here, it might help to allow personalization in terms of aesthetics, or deliber-
ately restrict the overall visual complexity to basic elements. 

Collaboration and Competition. A public display on behavior should be sufficiently 
dynamic and allow different forms of competitive behavior to ensure continuous and 
persistent interest. Due to the long-term goals, public displays of energy consumption 
need to incorporate elements of both short-term and long-term comparison, in order to 
facilitate immediate as well as sustained saving, while minimizing the long-term ef-
fects of exceptional circumstances (e.g. households being away, starting competing 
later). However, any public competition should emphasize a playful and positive 
character to induce cooperation and “friendly” discussion, rather than envy and 
shame, by establishing a common ground amongst all stakeholders. 

Our study indicated the potential as well as the many challenges for the public 
visualization of household energy usage. It adds new knowledge to the field of urban 
computing, particularly regarding the real-world use of communal and sociable 
screens in the urban domain. In the future, we foresee similar applications, either 
more minimalistic and integrated in the façade typology, or more personalized and 
free to accommodate more individual approaches towards sustainable living.  
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Abstract. This paper investigates whether immediate impression about web-
sites influences only perceptions of attractiveness. The evaluative constructs of 
perceived usability, credibility and novelty were investigated alongside visual 
appeal in an experimental setting in which users evaluated 20 website screen-
shots in two phases. The websites were rated by the participants after viewing 
time of 500 ms in the first phase and with no time limit in the second. Within-
website and within-rater consistency were examined in order to determine 
whether extremely short time period are enough to quickly form stable opinions 
about high level evaluative constructs besides visual appeal. We confirmed that 
quick and stable visual appeal judgments were made without the need of  
elaborate investigations and found evidence that this is also true for novelty. 
Usability and credibility judgments were found less consistent but nonetheless 
noteworthy.  

Keywords: Webpage design, aesthetic evaluation, credibility, visual appeal, 
perceived usability. 

1   Introduction 

The importance of appropriate aesthetic web design has been clearly shown by Lind-
gaard et al. [1] in a series of experiments about the immediacy of first impressions. 
Their findings indicate that first impressions about websites can be formed during the 
initial 50 ms of viewing and that they are highly stable over time. In a subsequent 
study Tractinsky et al. [2] replicated and extended the above study providing further 
evidence for the immediacy and consistency of aesthetic impressions. 

These results had quite an impact on the HCI community because they suggested 
an elevated importance for website aesthetics. However, there is an ongoing debate 
about the nature of such aesthetic responses regarding the involvement of cognition. 
According to Norman [3] the visceral response to visual stimuli is merely an affective 
unconscious reaction about good or bad: a “gut” feeling. Hassenzahl [4] rejects the 
notion of visceral beauty stating that beauty judgments are “cognitive elaborations of 
the initial diffuse reaction” to stimuli. In that vein of thought cognition is required for 
aesthetic judgment. Additionally, that initial reaction may serve as a starting point for 
subsequent, more complex evaluation which often involves expectation and prior 
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experience. However, Lindgaard’s et al. [1] and Tractinsky’s et al. [2] results contra-
dict to some extend the above by showing that their subjects could provide stable 
aesthetic evaluations in time periods too short to discern all of the stimuli details.  

If first impressions are only positive or negative feelings about stimuli as Norman 
[3] and Hassenzahl [4] presume, then users wouldn’t be able to distinguish between a 
set of high-level evaluative constructs. Any judgment would be a “halo effect” or a 
carry-over effect of that positive or negative impression to the other construct and 
evaluations should be highly correlated and not independent. If however, website 
users have predisposed concepts such as simplicity, symmetry and familiarity associ-
ated for example to usability perceptions then it is possible that judgments are a result 
of those individual intuitive criteria. If that is true then first impressions are not simple 
assessments of positive or negative feelings toward stimuli, but a bundle of quick and 
intuitive evaluations of several characteristics which are particularly important to the 
individual user.  

However, from a designer’s point of view it is important to understand the implica-
tions of website users’ first impressions regardless of the origins of their formation. 
Are first impressions only about visual appeal? And if not, what else are users able to 
form opinions about in split seconds? In order to investigate if website users are able 
to form stable judgment about several website characteristics in a glimpse of an eye 
we had first to identify evaluative constructs previously linked to aesthetic matters. 
Literature research helped us identify: perceived usability [5,6], perceived credibility 
(trustworthiness) [7] and novelty [8,9] as appropriate constructs for the purposes of 
our study. 

The objectives of this study were: 

1. To investigate whether the formation of impressions about other high 
level evaluative constructs related to aesthetic design (perceived usability, 
credibility and novelty) is as quick as visual appeal, and how stable they 
are over time. 

2. To examine whether their judgments on the evaluation constructs for the 
websites are independent or only covariations with visual appeal.  

2   Method 

Forty undergraduate university students (25 male, 15 female, aged 21 – 34, mean age = 
23.9) participated in the study as partial fulfillment of the requirements in a human 
computer interaction course. The participants evaluated screenshots of 20 hotel web-
sites. All participants reported having previous experience with hotel websites in general 
but none with the specific sample selected for the study. The selected hotel websites 
originated from a remote to the participants destination country (New Zealand) in order 
to minimize the possibility of prior sample familiarity. The website selection criteria 
were to have a balanced sample of good, average and bad designed websites. Although 
the selection process was subjective, post evaluation analysis showed that participants 
perceived our sample as balanced according to visual appeal. Unlike the studies  
of Lindgaard et al. [1] and Tractinsky et al. [2] we felt that our test material should  
belong to the same website domain in order to minimize possible confounding factors. 
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In addition, we had to reduce stimuli number to avoid participants’ fatigue since they 
were asked more questions per website.  Similar to Tractinsky et al. [2] we chose to 
replicate only the 500 ms condition of Lindgaard’s et al. [1] experiment, which has been 
characterized as a time period short enough to form first impressions, but not long 
enough to evaluate other features such as semantic content [1][2]. 

2.1  Procedure 

After participants were informed about the purpose of the experiment, specific in-
structions were given about the evaluative constructs (visual appeal, perceived usabil-
ity, credibility and novelty) in order to ensure a unanimous understanding of them. 

The evaluation took place on an eye-tracker (Tobii T60) using a specifically devel-
oped software. In the study’s first phase the test websites where displayed as screen-
shots for 500 ms and were followed by a screen that contained the rating scales. We 
used an unmarked slider (from 0 to 100) as in [1] with the appropriate description on 
each end for each of the aforementioned evaluation criteria. Between each rating 
screen and each website screenshot a delay screen lasting for 1sec was placed. The 
delay screen contained a crosshair exactly in the middle of the screen in order to en-
sure that all users had the same viewing staring point. The software presented to each 
participant the website screenshots in a completely randomized order. There was no 
time limit while viewing the evaluation screen.  

 

Fig. 1. Representative website (on the left), rating scales screen (on the right). A delay screen 
appeared between websites and ratings scales in each phase. 

The second experimental phase was identical to the first one with the difference 
that there was no limit in displaying time. In this phase participants were asked to 
evaluate the same websites again on the same evaluation criteria after they viewed 
each website for as long as they wished. Screenshots were displayed in a new ran-
domized order for each participant. The whole procedure lasted approximately 30 
minutes for each participant. 

3   Analysis 

Since, 40 participants evaluated 20 webpages there was a total of 800 evaluations for 
each construct. As a first step of the analysis we examined the frequency distributions of 
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user evaluations for each construct individually. Our concern was to examine whether 
user evaluations revealed sample skewness in a particular construct which might limit 
result generalizability [2,6]. The examination showed quasi- normal distributions for all 
constructs, which means that most evaluations for the entire sample were around the 
middle of the scale and fewer at the extremes. In figure 2 mean rating’s for the entire 
sample in both phases are displayed, all evaluations were more favorable in the second 
phase except visual appeal.  However, visual appeal was the only construct with signifi-
cant difference (t(19) = 2.09, p = .05) between the two phases. 

 

Fig. 2. Average evaluation of the entire sample in both phases 

In a subsequent analysis we examined our data per website and looked at the corre-
lations of average scores between the two phases for each construct. As it can be seen 
in table 1 the lowest correlations are for perceptions of usability (r = 0.64) with only 
41.4% of the explained variance shared through the phases. The average ratings for 
the other constructs were highly correlated with explained shared variance ranging 
from 64.8% to 90.4%. Correlation of novelty perceptions were even higher (r = 0.951, 
p < .001) than of visual appeal. All correlations were significant and relatively high, 
indicating consistency for user evaluations between very short and long viewing peri-
ods when averaging over stimuli as in [1,2].    

As a next step we looked into within-participants consistency by calculating the be-
tween phases correlations of each construct for each participant individually. In both 
[1] and [2] this analysis resulted in lower correlations than these aggregated over 
stimuli. Within-rater reliability, however, was notably lower in [2] (ranging from -
0.09 to 0.9 with average correlation of 0.55) than in [1]. Our analysis yielded similar 
to [2] results indicating large variation in participant consistency (table 2). Participant 
reliability in visual appeal ratings ranged from r = .03 to r = .90 with an average of r = 
.521. The correlations of 13 participants fell below r = .50 and of 27 above. In total, 
70% of the correlations were significant. Participant consistency was somewhat lower 
for the other constructs. 
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Table 1. Correlations of average scores 

 Correlation Sig. 

Visual appeal .864 .001 

Per. Usability .644 .002 

Credibility .805 .001 

Novelty .951 .001 

 
Finally we investigated the between-construct relationship of websites mean rat-

ings for each phase independently. In order for the constructs to have been judged 
independently we had to rule out that the evaluations were a result of simple covaria-
tion effects. If attractive websites were evaluated by participants high and the unat-
tractive low on all constructs then the between construct correlation would be high. 
The ability of participants to differentiate between constructs, especially at the 500 ms 
condition, could indicate that evaluations are not simply a product of a positive or 
negative first impression.  As depicted in table 3 credibility is positively correlated to 
visual appeal and to perceptions of usability in both experimental phases. The influ-
ence of visual appeal on perceived usability (r = .45*) wears off in the second phase  
(r = .19) which could indicate that more elaborate investigation is needed by partici-
pants in order to form perceptions of usability.  

Table 2. Within participants correlations 

 Mean Correlation Range Sig. Cor. 

V. Appeal .521 0.03 - 0.90 70% 

P. Usability .261 0.01 - 0.92 22.5% 

Credibility .332 0.03 – 0.83 35% 

Novelty .503 0.10 – 0.90 62.5% 

 
The interesting result, however, is that novelty is significantly negative correlated 

to perceived usability and to some extent to credibility, but is positively correlated to 
visual appeal (significant only in second phase r=.49). It seems that novelty percep-
tions, which were proven relatively consistent both in within participant and in aver-
age rating, mediate the other evaluations. As shown in [8,9] slightly above average 
novelty perceptions are associated with attractiveness, while extreme deviation from 
the norms results to confusion and therefore low perceived usability.   

These results were a first indication that participants could differentiate at least 
novelty perception from a positive or negative first impression that was formed in 
split seconds. However average between – construct correlations alone is not enough 
to indicate independence of perception. For that reason we examined if particular 
websites received differing scores for all or some of the evaluative constructs. For 
example, finding some websites rated highly in perceived usability and at the same 
time low in visual appeal could indicate that the evaluative constructs were judged 
independently from each other. 
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Table 3. Correlations between constructs Phase A and B 

Phase A V. Appeal P. Usability Credibility Novelty 

V. Appeal 1 .448* .580** .284 

P. Usability  1 .859** -.608** 

Credibility   1 -.395 

Novelty    1 

Phase B V. Appeal P. Usability Credibility Novelty 

V. Appeal 1 .191 .484** .489* 

P. Usability  1 .713** -.470* 

Credibility   1 -.250 

Novelty    1 

 
For the 500ms condition aggregated over website ratings showed that the seven 

most appealing websites were also rated high in perceived usability and credibility but 
received only moderate novelty ratings. Six of the seven less appealing websites were 
rated low or average on novelty but high in perceived usability. Results from the sec-
ond phase were very similar regarding the above trend, except from some minor 
changes in the ranking order of the websites. Although, on average none of the web-
sites scored at the two extremes (largest difference was visual appeal=58.9 and per-
ceived usability = 28.7) we found large divergence of certain constructs in individual 
ratings. Averaged over designs constructs scores were used as within subject’s vari-
ables in one way repeated measures ANOVA. The analysis revealed that construct 
differences were greater in the 500 ms (F(1,19) = 8.82, p < .008) than in the no time 
limit condition (F(1,19) = 5.62, p < .028). Post Hoc comparison showed that novelty 
ratings were significantly different from all other constructs in the first phase while 
only credibility and visual appeal differed significantly in the second. Although, con-
structs differences seem to vary between the two phases, the aforementioned results 
serve as first indicators of construct independence. However, further studies are re-
quired in order to fully understand their relationships. 

4   Discussion 

The above findings are indications that users form quickly reliable judgments about 
various websites characteristics. We found evidence that the formation of novelty 
perceptions in split seconds is particularly stable over time. It is certain that partici-
pants used inference and reflection while confronted with the rating scales since no 
time limit was imposed. Any kind of experimental setting can’t avoid tempering with 
the natural circumstances in which judgments about websites are made. Participants 
have to formulate their opinion or give ratings on a scale which interferes with the 
natural process in which websites are viewed, judged and used. However judgments 
made during extremely short and long exposure shared high explained variance which 
means that similar conclusions are made between having only glimpse and after  
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rigorous examination. In addition the judgments participants were able to make in this 
study are very different from simple reactions of liking or disliking. 

On the other hand we found considerable differences in participants’ ability to rate 
the websites under the experimental conditions. Three of them had no consistent rat-
ing in any of the evaluative constructs, most had only in one or two and only seven 
had significant correlations in all of them. The explanation for this could be that cer-
tain participants had strong, predefined notions about some constructs or strong likes 
or dislikes about design characteristics easily identified in the 500 ms condition 
(color, form, background texture). It is also possible that some participants had the 
ability to identify more visual attributes during the same timeframe than others.   

The reliabilities concerning credibility and especially perceived usability were no-
ticeably lower. Still the correlations reported aren’t atypical in research in which hu-
man judgment process is involved. Although, we feel that usability judgments are 
more moderated by novelty we have to further investigate other alternative visual 
factors such us symmetry, complexity and order which have been previously linked 
with perceptions of usability   

In addition, we confirmed that average visual appeal evaluations of web pages are 
very consistent. Furthermore, within participant consistency was considerably lower 
than [1] and similar to [2]. An explanation for that could be that Lindgaard [1] used a 
polarized sample; half the websites were “ugly” and half “beautiful”. In addition, in 
experimental phases 2 and 3 of their study, a subset of the initial sample was used 
after keeping only the websites that were rated on the extremes by users in phase 1. In 
our and Tractinsky’s [2] studies the sample was indented to be balanced in terms of 
attractiveness-beauty by following a quasi - normal distribution. As previously indi-
cated by several studies [10,11] and clearly demonstrated by Tractinsky et al. [2] in 
the same context (website evaluation) extreme ratings are more easily generated by 
participants.  Apparently, participants need more time to evaluate close to average 
stimuli since more elaboration is needed to identify flaws or positive characteristics 
before forming a final opinion.   

5   Conclusion 

The present study was able to replicate findings of [1,2] regarding the consistency of 
visual appeal evaluations of websites between extremely short and long exposure.  
Our aim was to extent previous research and to investigate the consistency of addi-
tional evaluative constructs related to website aesthetics. We found indications that 
participants were able to provide stable ratings for novelty and to some extent for 
credibility and perceived usability. Our findings support the initial hypothesis that 
besides attractiveness other aesthetic responses are also able to be made by website 
user in the first critical split seconds of first viewing.   

As future work we indent to analyze the eye-tracking data gathered during the ex-
periment in order to examine what participants were able to focus on during the 500 
ms period.  Also, implicit measures such as response latencies for each evaluative 
construct could, as in [2], further validate our results. Finally, we intend to investigate 
the relation of low level constructs such us symmetry, order, complexity balance and 
contrast to the high level constructs investigated in this study. Such an investigation 
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could help identify which visual attributes have a stronger influence to certain aes-
thetic impressions and which are more stable during time. 
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Abstract. Wearable technologies are often used for supporting our daily lives 
instead of aiming to be entertaining.  Yet it is in our daily lives that clothing is 
used to highlight our personas and engage others. In this paper, we describe 
what type of social acceptance issues might be worth to consider when it comes 
to entertaining and engaging wearable technology. Our user study with 10 par-
ticipants was conducted by wearing a T-shirt that served as a display for an 
online game. The participants wore the T-shirt in their everyday surroundings. 
We gained a preliminary understanding on peoples’ reactions and the suitability 
of this type of wearable technology for everyday usage.  Our results indicate 
that established social boundaries for inappropriate attention influence the spec-
tator experience with performative wearable technologies. 

Keywords: Performative Wearable Devices, Social Interaction, Game Specta-
torship. 

1   Introduction 

Rapid and continuous miniaturization of electronics and the fast evolution of new 
materials (e.g. nano materials) bring interesting possibilities for the use of wearable 
technologies. But despite that fact that wearable solutions prior have mainly dwelled 
in designs that aid us in our lives, the purchase of clothing is most often based on 
other factors than the level of aid received. Human actions are performative by nature 
and we are performing to the people surrounding us, to the spectators of everyday life 
[1]. Similarly, we choose the clothes we wear based on our own preferences, but also 
to either avoid or to catch the eye of our spectators. Wearable technologies are an 
interesting means to provide more elaborate and lively ways to support these needs. 

We wanted to test a wearable concept that would support the wearers’ desires of 
expressing self, but would also be entertaining for the spectators and maybe even 
entice social interaction.  For the purpose, we designed a piece of clothing that was 
visually appealing, appeared to be interactive to enhance the spectator interest to-
wards it and had a social component in the form a game. Our design was aimed to be 
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contrary to many other wearable technologies. We aimed heavily on the matter of 
visual appeal, instead of technological advances. 

We chose to design a t-shirt that portrays an on-going game of Tic-Tac-Toe. The 
shirt was equipped with nine LED displays including a controller unit to control the 
displays. The purpose was to build the prototype in a way that the person wearing the 
shirt would not have to worry about the technology but wear it as any normal shirt. 
For the spectators the form of the T-shirt was supposed to look like a normal T-shirt. 

To prevent the shirt becoming rigid and uncomfortable to wear, custom led dis-
plays were made. Discrete LEDs were assembled on a flexible substrate instead of 
using traditional rigid printed wiring boards. Wiring between the displays and a mi-
crocontroller was done with conductive strings. A normal T-shirt was used to hide the 
technology and give a nice finished look and feel while keeping the displays and 
wirings safe and sound between the two layers of textile (Fig. 1). Pre-programmed tic-
tac-toe game software was stored on the memory of the micro controller and games 
were run continuously during the test period.  

We formed our main research question based on the notion of spectator behavior: 
Does bringing this type of wearable technology into the context of peoples’ everyday 
environment somehow overstep the social boundaries established for inappropriate 
attention? To this end we dug deeper into the subjective cognizance of the partici-
pants: How did they feel about wearing this type of wearable technology in their eve-
ryday environment and their descriptions and interpretations of the reactions and 
responses of people they came across while wearing the shirt. 

 

Fig. 1. Tic-Tac-Toe T-shirt in use displaying an on-going game 

2   Related Work 

The key concept contributing to our study from social sciences was ‘civil inattention’ 
introduced by Erving Goffman [2]. According to Goffman, social interaction is based 
on performative actions that take on dramaturgical forms. Bearing that in mind, civil 
inattention refers to a certain type of behavior that aims at maintaining some privacy 
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for the performer in surroundings that are otherwise public. This behavior consists of 
e.g. showing disinterest, appearing to be absent-minded and/ or acting oblivious as to 
what’s happening. This type of behavior can typically be seen e.g. in urban setting 
where a lot of people inhabit a limited space. You politely “pretend” not to or make 
sure that you don’t pay too much attention to what others are doing, saying etc. 

In the context of games civil inattention is often not beneficial. Quite the opposite, 
immediate interaction around gaming forms a substantial part of the total experience. 
When features for social interaction around games are enabled, playing games is more 
fun and engaging [3, 4].  Additionally, Game cafes have been reported to garner their 
success from supporting conversation around games [5]. Friendships are built and 
maintained around gaming. 

But interaction with the ones around you is not just about socializing. Reeves et al 
[6] have presented a taxonomy and resulting design principles for designing for the 
spectator. According to Reeves, interfaces should be approached from thinking them 
as secretive, expressive, magical or suspenseful. Each approach comes with its own 
benefits and concerns, but aims to create the best spectator experience. Around gam-
ing, it has been reported that spectators most appreciate games designed to support 
visible actions and tactics, units in competitive play and emotions evoked during 
competition [7]. 

In addition to the multitude of technological problems related to wearable comput-
ing, social acceptability forms a noteworthy barrier. The bottom line being, as de-
scribed by Rantanen et al [8], in addition to the technological features provided by a 
piece of clothing, it also has to provide the esthetical and functional properties one 
expects from clothing in general.  Several issues related to wearable computing can be 
in opposition to these required properties, such as bulk [9] and dangling objects [10]. 
With wearable controllers even the placing of the controls has been reported to have 
an impact on the social acceptability. Holleis et al [10] found in their study that con-
trollers on trousers, wristbands or separate bags received acceptance. On the contrary, 
the upper body, like a shirt or a scarf, was generally seen as not acceptable. Interest-
ingly, Gabaret et al [11] found out that control has an effect on the social acceptabil-
ity. The less control the wearer appeared to have over a wearable device, the more 
acceptable the device seemed to be to the ones around you. This notion was based on 
designing and comparing three different performative and artistic wearable computing 
devices. 

The most interesting performative wearable devices in regards to our study are T-
Qualizer [12] and BubbleBadge [13]. The T-Qualizer displays a music-related work-
ing equalizer on a t-shirt. The BubbleBadge is a wearable display designed to look 
like a brooch. As a brooch, it is meant to be placed on your chest, thus supporting 
face-to-face interaction. 

3   User Study 

To answer our research question, we planned a field trial with 10 participants. The 
age of the participants varied between 19-33, with 6 male and 4 female participants. 
Since we were interested in social acceptability issues that might arise if entertaining, 
wearable technology was introduced to workaday environment, we thought it best to 
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actually bring the technology to users. Therefore the study was conducted at a univer-
sity campus with both students (6) and staff (4). All participants were recruited on the 
spot. Each of the participants was asked to wear our Tic-Tac-Toe T-shirt for a period 
of approximately one hour. Participants were encouraged to go about their daily du-
ties as usual, not to let this experiment be in the way of their normal routines and not 
to avoid any of the customary situations that might occur. The length of one hour was 
chosen based on the rhythm of life at the campus. Participants were recruited during 
their breaks and the test period ended during the expected next break. Thus, the hour 
long cycle consisted of going somewhere, staying somewhere and coming back from 
somewhere. These places, called somewhere in this case, were classrooms, auditori-
ums, office spaces, cafes and lunch restaurants. A normal day at the campus consti-
tutes of many of these cycles, and extending the experiment would have only resulted 
in multiple similar cycles. Also, due to the design of our t-shirt, more prolonged ex-
periments were expected to make the t-shirt mundane in a relatively short period. 

To get an idea on what was going on while the participants wore the t-shirt, we ap-
plied a light version of ethnographic methodology based on a form of participant 
observation [14]. To his aim, 5/10 participants were shadowed. With shadowing the 
focus was on getting insight on the reactions of both the “performer” and the “specta-
tor”. In this case, the performer is the person wearing the t-shirt and the spectator 
anyone in the vicinity of the t-shirt. To get this insight, a moderator followed the user 
for the whole time the t-shirt was worn and took notes. Both the performer’s impres-
sions and comments and the observed reactions of spectators were documented. 5/10 
users were shadowed. The rest were expected to spend most of their time in areas that 
we couldn’t access due to drawing too much attention to ourselves. Dividing the users 
into two groups enabled us to evaluate, at least on a superficial level, if the shadowing 
had had any impact on the performers’ answers to the questionnaire. Naturally, during 
the shadowing the moderator tried to be as inconspicuous as possible.  

During shadowing, the comments of the users were written down as well as the re-
actions and the comments from spectators. Since the users went about their business 
as they usually would and the moderator aimed not to be intrusive, we weren’t able to 
get all the comments made. 

Participants weren’t explicitly encouraged or told to draw attention to the shirt. In 
the short brief we gave about the study, we informed the participants that the t-shirt 
was “a display” for an actual ongoing tic-tac-toe game played on the Internet. The 
participant would hence basically act as a display for it. The participants were given a 
mobile phone to give a more authentic feel of an actual online game. We told the 
participants that the mobile phone was downloading the game from the Internet. We 
chose to fabricate the story of an actual online game to support the feeling of actually 
being interactive and as the T-shirt’s game data in reality could benefit of being 
drawn from the Internet. 

After returning the t-shirt to us, or when the shadowing moderator ended the ses-
sion, the participants were asked to fill out a questionnaire. In a situation, where 
someone acted as a spectator for a longer period of time, the spectator was also asked 
to fill out a form that was especially drawn up for this type of a situation. The ques-
tionnaires consisted of both rating scales and open-ended questions about performer 
experience, spectator awareness, acceptability, interest towards the technology and 
areas of improvement. In addition, the participants gave rich verbal commentary after 
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the test session. These comments gave us knowledge that weren’t present in the filled 
out questionnaire. In total, the combination of shadowing, questionnaires and verbal 
commenting gave us a thorough understanding of the results.  

4   Results 

The participants wore the t-shirt in varied locations, thus meeting a varied amount of 
possible spectators and varied level of direct interaction with others. Based on our 
observations the t-shirt was worn in the corridors, small classrooms, a large audito-
rium, small office rooms, open office spaces with cubicles and in cafes. The most 
common reactions the users met with while wearing the shirt were looks, (hidden) 
stares, smiles, laughter, and “raised eyebrows”.  The users didn’t find this attention in 
the least disturbing. These overall reactions evoked by the shirt were quite subtle in 
nature and according to the users even surprisingly so. A comment made by one of 
the participants serves as an example on this: “I was surprised, because it felt like 
people were paying less attention to me than usual.” (User 7, Female) These notions 
by participants seem to suggest the presence of Goffman’s [2] ‘civil inattention’, 
possibly even in an amplified form. It’s socially acceptable to e.g. glance at a person 
you’re passing by in a corridor. However, based on the observations, the glances by 
passers-by were very discrete and sometimes even missing altogether. Consequently, 
the observations made during shadowing support these partcipants’ notions of some-
how “being overlook”.  

The avoiding of eye contact, looking through someone etc. are typical forms of 
civil inattention. And this was the case in many situations. Our observations noted 
glances from a distance, but a lack of glances from shorter distances. It seemed that 
the spectators noticed the performer and that “something was up” from afar. So when 
they got closer, they were careful not to stare etc. In the context of civil inattention 
this could be interpreted as a sign of trying to assure that no embarrassment to one 
self or the performer would follow. 

All the participants (6/10) that showed the shirt to someone did so only to people 
they already knew. The most common reasons for showing the shirt to someone were: 
the users thought the shirt was fun and/or wanted to see the reactions of their 
friends/co-workers/fellow students. Also, by drawing attention to the shirt themselves, 
the users reported feeling more in control of the situation. The users, who didn’t show 
the shirt to anyone explicitly, explained this being due to not seeing anyone they 
knew. Since the users were instructed to go about their business as usual, a few of 
them reported it being useless or meaningless e.g. “to sit in one’s cubicle where there 
are no people around.” (User 1, Female). This creates one limitation to the people’s 
willingness to wear the shirt to places, where interaction around the shirt might not 
naturally occur. If there’s no one to show the shirt to or no one to take a look at it, 
there seems to be little point in wearing it at all. This issue didn’t come up with par-
ticipants, who wore the shirt for their lunch or coffee breaks. 

When compared to the findings with BubbleBadge [13], where the most fun was 
had by the spectators, it is interesting to realize the impact of civil inattention. It was 
clear from the users’ responses that when attention was not received, the biggest fac-
tor for fun came from sharing. This sharing most arose in the form of showing the 
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shirt to friends, who are natural recipients for sharing. Additionally, as no active or 
forthright attention or actions exhibited by strangers were reported, it would seem that 
the social interaction between the spectator and performer was greatly influenced by 
social closeness instead of just the actual setting. During shadowing it was also ob-
served that social aspects of hierarchy might play a part in the matter. “Why did I turn 
on my heels? That’s a good question, I didn’t even think about it. Those are my bosses 
and if they saw with this shirt on I’m sure they’d start making jokes or something.“ 
(User 7, Female) 

When the shirt was shown to somebody, the spectators were mainly interested in 
finding out how the shirt works. As the shirt was designed to be somewhat magical, 
based on the taxonomy of Reeves et al. [6], this question was to be expected. When 
the social situation allowed the question to be asked, the spectators naturally wanted 
to understand “the magic”. The spectators also asked what does it do and why the 
participant was wearing it. Two out of ten participants reported that someone had 
expressed interest in doing something with the shirt themselves - they either wanted to 
be able to play the game or wear the shirt. 8/10 participants wanted to be able to have 
some control over what’s happening on and with the shirt. Most common concern was 
that the possible content of the shirt might be something the participant would find 
meaningless or being opposed to personal taste or values. “I’d like to decide what I’m 
displaying, yes. I wouldn’t want to e.g. advertise McDonalds or a band I really don’t 
like.” (User 9, Male) Also the ability to turn the shirt on and off was mentioned. The 
tic-tac-toe game currently displayed on the shirt was seen as ok, but almost all of the 
users suspected that it wouldn’t engage spectators for long. However, this wasn’t seen 
as a big problem by the participants since the users didn’t expect anyone to look at the 
shirt “for hours” anyway (User 10, female). 

When choosing to utilize Tic-Tac-Toe in the design, we acknowledged that one de-
sign would not perfectly suit all participants. Naturally, when choosing a piece of 
clothing to wear, the clothing is often chosen based on the most appealing design. Our 
decision to use Tic-Tac-Toe was influenced by wanting an interactive design that still 
could be about self-expression and be appealing. Based on the feedback from the 
participants, the idea behind the idea was appealing, but not the current design of it. 
The participants stated that in an everyday situation the design should be more re-
fined. When evaluating the current appeal, the shirt received an average of 2,4/5. On 
the other hand, the participants reported rather a high willingness (avg. 4,1/5) to wear 
the shirt again, based on how it suited their social surroundings. Some users even 
expressed enjoying the possibility “to be a little on view” (User 3, female) as a moti-
vation for wearing the shirt. These results combined confirm similar findings made by 
Rantanen [8]. That is, in addition to the appealing technological features, wearable 
technology has to provide the esthetical and functional properties one expects of 
clothing in general. 

Even though the average for the willingness to wear the shirt suggests that the eve-
ryday surroundings didn’t present a problem for wearing the shirt, the answers to 
open-ended questions offer a corrective to this. The users listed suitable situations and 
places for using the shirt as follows: bar, party, for opening up a conversation, a night 
out, concert and nightclub.  Work, business meeting and formal occasions were on the 
top of the list of the most inappropriate places to wear the shirt.  On the other hand, 
for some participants the shirt “gave on excuse” to be on view. A few spectators also 
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brought up this matter, combining it with what they termed to be the personality of 
the user. “It’s ok I guess, but for X (User 6) to be wearing that… it’s not really his 
style, his thing, if you know what I mean? It’s not his personality.” 

When talking about the idea of the t-shirt, the participants also stated understand-
ing that the idea of being a display on the move requires that the information pre-
sented has to be short. The users suggested that in addition to games (Worms, Tetris, 
Super Mario, Chess) the shirt could display e.g. weather forecasts, advertisements, 
news and videos. Using the internet for content retrieving was seen as a good idea and 
facilitating many varied options for the content displayed. 

5   Conclusions 

In this paper we have presented a T-shirt that portrays an on-going game of Tic-Tac-
Toe. With the help of the T-shirt, our goal was to understand the impact of civil inatten-
tion with wearable performative clothing. For this goal, we conducted a user study of 10 
participants, who each wore the T-shirt for an hour in their everyday surroundings. To 
fully understand the different aspects of the matter, we dug deeper into the subjective 
cognizance of the participants with shadowing, questionnaires and discussions. 

Our results indicate that civil inattention exists when using performative clothing. 
Our participants reported noticing some glances, but at the same time, noticing also an 
interesting lack of glances. Similarly our observations based on shadowing, support 
this notion. To compensate the lack of attention to something that the participants felt 
excited about, the participants chose to share this experience with their friends.  

The participants also suggested acceptability towards utilizing wearable technology 
as a performative and eye-catching element. Our results were also in alignment with 
previous studies showing that wearable technologies need to provide aesthetic and 
functional properties, just like clothing in general.  Based on our relatively small 
sample data, we cannot make deeper claims of the reception of such technologies, but 
we feel that this is a good starting point for further investigation related to social ac-
ceptability. And even the fact of agreeing to wear the shirt in the populated surround-
ings, where the users inhabit and work, can be considered to be at least a weak sign of 
acceptance for introducing wearable, personal technology for such surroundings. 
Since the study was the first done with our T-shirt, it acts primarily as an explorative 
study for testing and mapping out the social acceptability issues. The results highlight 
the acceptability issues that arise when introducing a new technology into the mix. To 
this end, the study setup provided excellent results. On the other hand, the results are 
mainly relevant to the introduction, not long-term use. To understand the long-term 
issues, more research needs to be done. 

For future work, we aim to support and study features for richer interaction and 
enhanced spectator experience. 
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Abstract. Multi-disciplinary team meetings (MDTMs) are essential in health-
care, where medical specialists discuss diagnosis and treatment of patients. We 
introduce a prototype multi-display groupware system, intended to augment the 
discussions of medical imagery, through a range of input mechanisms, multi-
user interfaces and interaction techniques on multi-touch devices and pen-based 
technologies. Observations of MDTMs, as well as interviews and observations 
of surgeons and radiologists, serve as a foundation for guidelines and a set of 
implemented techniques. We present a detailed analysis of a study where the 
techniques’ potential was explored with radiologists and surgeons of different 
specialties and varying expertise. The results show that the implemented 
technologies have the potential to bring numerous benefits to the team meetings 
with minimal modification to the current workflow. We discuss how they can 
augment the expressiveness and communication between meeting participants, 
facilitate understanding for novices, and improve remote collaboration. 

Keywords: Medical team meetings, collaboration, single-display groupware, 
multi-display groupware, multi-touch, pen, mobile. 

1   Introduction 

Multi-disciplinary teams in modern healthcare are facilitating the discussion of 
patients, decisions on diagnosis and treatment, operation planning, interventions and 
surgery [5, 7, 9, 15, 10, 20, 6]. The medical specialists participating in the meetings 
are not always located in the same facilities, or even city, whereby tele- or video-
conferencing is frequently used. During the meetings, specialists present relevant 
information about patient cases, based on their domain-specific expertise. Current 
meeting facilities typically only allow image presentation and demonstration by the 
radiologist and/or pathologist, whereas the other meeting participants have no means 
for interacting with the material [7, 9, 11, 5]. To support the changing style of 
collaboration, new, effective user interfaces are needed. 

We have worked closely with a surgical department at a university hospital, which 
focuses on complicated deceases in the upper abdomen, where multi-disciplinary 
team meetings (MDTMs) are a central part of patient care. In this context, we are 
interested in applying and evaluating technology that can improve understanding,  
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Fig. 1. Synchronized interaction with projected radiology material, using multi-touch gestures 
and widgets to zoom and scroll through the image stack 

simplify group discussion and increase collaboration for safer and faster medical 
decisions [5]. We have therefore developed a set of tools and techniques, focusing on 
multi-display groupware (MDG), as shown in Figure 1. In the spirit of previous work 
[1, 13, 16, 19, 21], our goal has been to distribute the interactive capabilities at such 
meetings among participants. While our work is applied to the medical domain, we 
also find it generally applicable to other types of MDG and single-display groupware 
(SDG) scenarios [21, 13, 23]. To ensure qualitative feedback without influence from 
peers and to minimize the effect of time constraints, this study explores the 
collaborative techniques with one participant at a time in a simulated team meeting. 
This first evaluation of tools for facilitated collaboration in MDTMs will form the 
basis for a large-scale user testing in the real setting. 

We first review related work, followed by an overview of the medical team 
meetings that we are studying and a discussion of a number of initial studies that we 
conducted, which form the basis for this work. We then present our method, a set of 
design guidelines and the implemented techniques. The main part focuses on our user 
study and results, followed by a Discussion, Conclusions and Future Work.  

2   Background 

Several researchers report on detailed field studies of MDTMs [e.g., 5, 6, 7, 8, 9, 11]. 
Time is an important aspect when judging the efficiency of the meeting [7, 5] and 
supporting technology must take this into account, as well as specific participant roles 
[6]. Although some problems regarding efficiency and effects on the group work 
process were likely to arise, Kane and Luz [7] acknowledge the need for technology 
for collaborative decision-making. Unsupported needs include the ability to point to 
areas of interest and to make annotations on shared displays [8]. Laser pointers were 
shown to partially alleviate these deficiencies, although it was noted that the laser dot 
could not be seen at remote locations during teleconferencing meetings [7]. 

Several projects have explored digital tools for multi-user interaction on single or 
multiple displays. The Pebbles Project [13, 14] is a collaboration framework for 
multiple handheld computers that are connected to a shared display, providing remote 
keyboard and mouse control, and multi-user drawing with individual cursors. M-Pad 
[19] uses tracked handhelds for advanced multi-user interaction techniques with 
whiteboards through toolglasses, palettes, cross-device transfer, and annotations. 
While these systems were pioneering, they had no wireless connectivity and their 
graphics performance limited possibilities for manipulating medical images.  
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Fig. 2. Left) Radiologist controls the interaction with the imagery from his workstation by 
navigating (scrolling through image stacks) and pointing out findings with the mouse. Right) 
Medical specialists from different disciplines (e.g., pathology, oncology and hepatology) view 
and discuss the imagery from a distance, and can only refer to areas of interest through verbal 
means or finger pointing.  

Architectures for mobile interaction with shared displays [16] and multi-cursor 
interaction [1] illustrate the complexity when designing multi-display groupware 
environments. Tse et al. [22] describe a set of experiments where shared workspaces 
were partitioned by participants into individual areas to address interference, while 
one of the motivations for designing cooperative gestures [12] was to clarify users’ 
intentions. Wallace et al. [23] discuss the results from a study comparing SDGs 
(multiple input devices, single display) with MDGs (multiple input devices, 
individual displays). They conclude that SDGs benefit in awareness of collaborators’ 
activities, but may be distracting and can interfere with the group’s primary tasks. 
MDGs, on the other hand, may provide a private, customizable, workspace with fewer 
distractions, but can instead require more efforts for coordinating team work.  

Lee et al. [10] and Eng et al. [2] describe remote consultations where radiologists 
and physicians use a synchronized image viewer. The systems enable shared 
reviewing with joint image navigation, synchronized cursors for pointing, and image 
annotations. Shareable displays [18] have also been developed using PDAs to access 
and navigate radiology material on larger displays. Recent advances in mobile 
technology, allow us to overcome the limitations of previous systems [3] to support 
distributed interaction with radiology imagery. 

Our paper builds on a body of work, in which we have studied a large number of 
MDTMs at a gastro-surgical department over four years. Results from these studies 
indicate many benefits if also participants in these meetings could navigate the 
material, point to regions of interest, and annotate important features.  

2.1   MDTMs at Gastro 

The centralization of specialized medical care to regional university hospitals is a 
recent strategy for quality improvement and effectiveness. The gastro-surgical 
department (Gastro) that we have studied has the regional responsibility for 
specialised care in the upper part of the abdomen (i.e., complex diseases in the liver, 
pancreas and esophagus). The 25 surgeons collaborate closely with several other units 
within the university hospital organisation, including pathology, radiology, oncology, 
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and hepatology. The weekly MDTMs (See Figure 2) are an important element of the 
work process at Gastro. 

The patient care pathway at Gastro [4] consists of four main steps: coordination of 
medical material, decision on diagnosis and treatment, surgical treatment, and post-
operative treatment. Gastro regularly uses three types of MDTMs during the patient 
care pathway.  

The Decision Meeting is a forum for discussion of patient diagnosis, operability 
and resectability, to decide on the next steps in the care, such as surgery, radiology, 
oncology treatment, or the need for additional examinations. There are a number of 
key roles at the meeting. First, a surgeon summarizes the patient’s medical history and 
formalises the discussion topic. Second, a radiologist, seated at a workstation with 
three high-resolution displays, presents the radiological analysis, while participants 
follow the walk-through of the medical imagery on two projection screens. Third, if 
there are pathology reports, then these are presented by a pathologist. Fourth, a senior 
surgeon leads the following discussion, which relies on the display and navigation of 
medical imagery, to reach a consensus decision. A group of medical specialists from 
different disciplines participate with comments, questions and discussions. Less 
experienced medical doctors attend as part of their training, but do not actively 
participate in the discussions. The meetings must be streamlined and efficient due to a 
high number of patients to discuss by the many attendees under time constraints. 

Pre-operative Meetings (Pre-ops) are similar to Decision Meetings, but have fewer 
participants, are more focused on operation strategy and planning and have no time 
constraints. They are typically attended by three to six surgeons, one radiologist and 
occasionally one pathologist, all from the same hospital, and take place the week 
before surgery. The video link is not used, but specialists from other departments can 
participate if needed. 

Post-operative Meetings (Post-ops) allow pre-op attendees to share their 
experiences after surgery to, for example, discuss how well the pre-op planning 
matched the surgical procedures. These are only conducted for pancreas cases.  

2.2   Initial Studies at Gastro 

Our work is based on four years of field studies where data has been collected in an 
on-going process of ethnographic fieldwork and participatory design projects. Our 
early MDTM observations have showed a need, but limited possibilities, for 
interaction with patient information. To better understand the interaction with 
radiology imagery during MDTMs, we observed and analysed twelve additional 
Decision Meetings and Pre-ops during 2009. The meetings were video recorded and 
the sections where surgeons specifically tried to point to and navigate in the images 
were analysed in detail. Similar to related work [15], it was observed that the 
radiologist relies heavily on mouse pointing when presenting and explaining the 
medical imagery. The analysis of the observations show that also the surgeons point 
to parts in the medical imagery (from their seats or by approaching the screen) to 
illustrate how operations should be performed or when asking for clarifications. This 
indicates a need to illustrate a procedure or make a deictic reference to a detail in the 
imagery. It was also clear that the radiologist, surgeons and other specialists have a 
formalized language with an established common ground that make it easier to 
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verbally refer to parts in the imagery during their discussions. We also observed 
occasions where some participants used laser pointers to clarify their intentions. 

To further understand the interaction during MDTMs, a follow-up field study of 
three consecutive Pre-ops (each lasting ~40 min) was conducted in which laser 
pointers were handed out to all participants, except the radiologist. The objective was 
to observe how laser pointer usage would affect meeting discussions. Participants 
were not given specific instructions on how or when to use the laser pointers. In the 
analysis, we found that the laser pointers were used:  

1) To point and “draw” in different parts of the projected imagery 
2) For joint navigation and guidance 
3) To help coordinate communication by pointing to smaller features while 

asking for more detailed information 
4) For gestures that allowed surgeons to illustrate plans, e.g., for cuts of organs  

The setup’s major drawback was that the radiologist had to direct his attention from 
the workstation to see the laser dot on the projection screens, preventing simultaneous 
control of the workstation and maintained awareness of the surgeons’ pointing.  

The advantage of laser pointers, from a technological standpoint, is low cost, 
portability and infrastructural independence. Still, despite the benefits and immediate 
availability, laser pointers have not been widely adopted by participants at the MDTMs. 
From observations it became clear that laser pointers do not meet the requirements of 
multi-display meetings, where radiologists, surgeons, and remote participants are 
viewing three separate, but digitally synchronized displays. A surgeon’s laser pointer on 
the projection will thus not be visible on the radiologist’s workstation or through the 
videoconferencing system, which turns out to be prohibitive for practical use. Also, the 
laser pointer study showed that the person pointing is using words like “here” instead of 
verbally explaining a part in the image, which is making the referencing even more 
ambiguous for participants viewing other displays. While it would be possible to track 
and distribute laser dots as digital cursors using cameras [17], the required 
infrastructural modifications inspired us to instead develop techniques that would 
support more advanced and flexible multi-user interaction through digital tools, without 
the need to install any hardware in the MDTM room.  

3   Prototypes for Collaborative Interaction Techniques 

The objective of the study was to explore the functionality that new interaction 
techniques and devices can enable for MDTMs, and evaluate their potential for 
improving understanding, group discussion, collaboration and decision making. Data 
from our initial studies allowed us to make informed design decisions for the 
candidate interaction technology to be used in the study. We first decided to prioritize 
the most important subset of medical imaging functionality from the radiologist’s 
workstation, based on the observed needs of the meeting participants in our studies: 

1) Shared/collaborative pointing 
2) Navigation (zooming/panning/scrolling in image stack) 

3) Annotation (sketching/drawing) 
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Fig. 3. Surgeons and radiologists participated in interactive prototyping sessions. Left) A 
radiologist manipulates content on a shared display using a mobile device. Right) Interaction on 
a Tablet PC (Dell XT2) that supports both pen and multi-touch input. 

 

We interviewed and observed two senior radiologists at their hospital workstations 
(each ~2 h) to gain insight into workflow, important functionality, frequent operations 
and desired features. We then conducted an interactive workshop with a senior 
pancreas surgeon (~3 h) where we discussed the use of digital devices for interacting 
with the radiology images and related these ideas to typical MDTM discussions. A 
first version of the prototypes was developed after these sessions. The prototypes 
were demonstrated and discussed with the surgeon at a second workshop (also ~3 h), 
which provided additional feedback. Two interactive prototyping sessions (each ~2 h) 
were then conducted individually with one of the previously observed radiologists and 
one new radiologist. Similarly to the second workshop with the surgeon, they 
individually explored the first version of the prototype interfaces, but also answered 
questions regarding current practices/problems, potential for the proposed techniques 
and suggested functionality and features (See Figure 3). Audio and video was 
recorded for the sessions with the surgeons, and informal notes were taken during the 
radiologist sessions.  

Insights from these sessions supported our preliminary ideas, inspired topics for the 
user study questionnaire and indicated an interesting potential for collaborative 
interaction techniques in MDTMs.  

3.1   Design Guidelines 

A set of design guidelines for the tools that we were developing for Pre-ops was 
identified from our initial studies and prototyping sessions: 

Minimal changes to current meeting situation: The physicians are in general 
satisfied with routines and configuration of current meetings, and that the use of 
technology is limited to the radiology workstation. We thus wanted our tools to 
augment the meetings with minimal modifications to current workflow. 
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Sporadic interaction with minimal learning time: The users should be able to 
quickly access the needed functionality, as the dynamic meetings cannot afford 
complex and time-demanding user interfaces.  

Arbitrary number of participants: The system should be able to support interaction 
from any user through an inherently scalable infrastructure. 

Radiologist delegates control: As the radiologist is an expert of interpreting and 
navigating the medical imagery, and is in control of these processes today, it seems 
important to maintain that role. While many surgeons will likely want to interact with 
the imagery, this is not their area of expertise, and may not necessarily be effective. 
The interviews indicate that distributed interaction could be adopted as long as the 
radiologist could delegate control when needed. 

Synchronization across displays: Current methods (e.g., finger pointing, walking up 
to the projection screens and the use of laser pointers) exclude remote participants and 
the radiologist. Digital tools, on the other hand, make it possible to synchronize 
interaction across multiple displays, which could especially be used to empower 
remote participants. 

3.2   Interaction Techniques and Implementation 

The design guidelines informed the choice of the technology and architecture for the 
system. Thus, our system, for example, supports a radiologist’s delegation of control, 
remote participation, and many other features. It is based on a PC server that projects 
medical imagery, while connected mobile devices are synchronized using the 
network, such that multiple users can interact using their own device. 

Software architecture: Our framework is implemented using C++ and openFrameworks, 
which allows us to support most of the implemented functionality across multiple 
platforms (Linux, Mac OS X, Microsoft Windows XP–7 and Apple iOS). The mobile 
devices are synchronized with the server using OSC (OpenSoundControl), a UDP-based 
protocol for efficient, platform-independent data streaming.  

Pen-based devices: We implemented our techniques on Wacom tablets (no display) 
and Tablet PCs (Dell XT2) that use electromagnetic pens with high precision/pressure 
and physical buttons, as shown in Figure 4.  

  

Fig. 4. The tablet uses buttons and a touch strip with a tracked pen for panning, zooming and 
drawing 
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Fig. 5. The multi-touch displays use on-screen buttons and widgets in combination with multi-
touch gestures 

Multi-touch devices: We use Apple iOS devices (3.5" iPod Touch 3rd Generation and 
9.7" iPad) as portable multi-touch displays (See Figure 5), and support larger screens 
through the multi-touch capabilities in Windows 7 (e.g., 21.5" Dell SX2210T, 22" 3M 
M2256PW, and 12" Dell XT2). 

All device types were explored in the prototyping sessions with the surgeon and 
radiologists, and based on our observations and their feedback we chose to narrow it 
down to three devices for the user study: the screen-less tablet, and the small and 
large multi-touch devices (iPod Touch and iPad). We carefully selected the 
techniques through our initial prototyping and user observations, based on observed 
gestures at MDTMs and other studies. The hardware was chosen based on 
commercial availability, mobility, the possibility to use it outside MDTMs, and the 
different form factors. The pen-based device was selected as the lack of display 
avoids problem with private focus.  

We developed three general interaction techniques for multi-user interaction. 

Pointing: One of the primary motivations of the system is to enable participants to 
point accurately from any location in the room, or over the video conferencing link. It 
is achieved by touching and dragging with a single finger on the touch-screen devices, 
or by hovering the pen over the stylus-driven tablet. A coloured cursor distinguishes 
different users. 

Navigation: A central component of the radiology material is composed of CT 
(computed tomography) or MRI (magnetic resonance imaging) image stacks, where 
the 3D volume of the human body and organs are viewed one 2D slice at a time. Here, 
zooming, panning and scrolling up/down in the stack are the most important means 
for navigation. Pan is controlled by dragging two fingers in the multi-touch interfaces, 
and zoom level is adjusted with two-finger pinching. A widget on the right-hand side 
visualizes the stack, with absolute access to each slice, and two buttons allow stepping 
up/down one slice at a time. On the pen-based device, the user pans by pressing a side 
button on the pen and hovering it over the tablet surface. Stack scrolling is controlled 
by sliding with a finger of the non-dominant hand on the tablet’s touch-sensitive strip, 
while the simultaneous pressing of a device button zooms instead.  
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Annotation: Annotation with individual colours on each slice was implemented to 
support the exploration of temporary or permanent freehand annotations during the 
meetings. The multi-touch interface uses an on-screen button to toggle between 
pointing and drawing, whereas another button allows the user to undo the last stroke 
for the current slice. Dragging the pen on the tablet surface creates annotations that 
the user can undo using a dedicated button. 

4   User Study Setup 

We designed a formal qualitative user study to evaluate our interfaces and explore our 
target group’s attitudes towards using digital tools for distributed pointing, navigation 
and annotation during MDTMs. The respondents explored pen-based interaction 
(Wacom tablet) and multi-touch interaction on a small and a large portable display 
(iPod Touch and iPad) in a simulated Pre-op setup where interaction was 
synchronized with a large display (see Figure 6). The user study was conducted with 
one physician at a time, with the study leader acting as radiologist, in control of the 
large display (which represented the projected screens used in the MDTMs). Two 
authentic patient cases (a liver and a pancreas case) were prepared in advance, 
including radiology images and text from the patient record (i.e., the radiology 
documentation from the Pre-op).  

   

Fig. 6. Photographs from our user study, where participants explored the pen-based device 
(left), a small (middle) and a large (right) multi-touch display. The monitor represents the 
shared projection screen at the MDTMs. 

We report on the results from individual sessions with eleven surgeons (one 
female) and one senior radiologist from the hospital. Seven of the surgeons were 
senior gastro surgeons specialised on a specific organ or intervention technique, four 
were consultants, four were gastro surgeons, one was a resident and one was a visiting 
gastro surgeon. The four consultants would typically lead the discussions, and the 
surgeons or the resident would present the case at the MDTMs. The radiologist was 
asked to respond to the study as if he was attending an MDTM where another 
radiologist demonstrated the material. The choice of focusing on surgeons is based on 
our field data showing that they are usually the ones asking more specific questions 
about the demonstrated imagery. We will broaden our studies to include more 
disciplines in the future. While the respondents lack experience in using ICT at these 
meetings, and access to technology is usually limited to PCs and medical devices, 
most of them were interested in exploring new technology that could support their 
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work. Most of them had used or were familiar with mobile touch-screen devices, 
knew about iPads but had not used one or seen one in real life, and were not familiar 
with Wacom Tablets. The oldest respondent was known, among the surgeons, to be 
conservative about new technology. The respondents were 35–62 years old (avg. 42 
years) and received no compensation. The sessions lasted 18–52 min (avg. 36 min).  

The study’s objective was to identify and assess the potential of the implemented 
interfaces and technologies, and the type of functionality that would be useful at 
MDTMs. Questions from the study leader accompanied a pre-test questionnaire to 
collect initial attitudes. The respondents then explored the three interfaces (in 
randomized order) using think-aloud, combined with interview questions during the 
test, and a post-test questionnaire, where the usefulness of navigation, pointing and 
annotation in the different meeting situations, were respectively ranked on six-point 
Likert scales. Questionnaire data was not analysed statistically due to the number of 
respondents. 

The respondents were asked to primarily consider the technology for Pre-op 
meetings, but the concluding discussion also concerned its applicability in other 
meetings or situations. The respondents were encouraged to comment and discuss 
with the study leader throughout the whole session. Sessions were recorded on video, 
transcribed and analysed in detail by categorising the data based on the current 
situation, potential risks, situations in which the devices could be used, and feedback 
on the interaction techniques and the input devices.  

While individual sessions cannot fully simulate the multi-user interaction at the 
MDTMs, they were intended to allow us to gather focused feedback from each 
respondent without time constraints. The most senior participants at the MDTMs tend 
to dominate discussions given the formal experience-based hierarchies that dictate 
meeting roles. We thus balance our aim for a focused session and qualitative feedback 
from individuals with varying expertise and background, by having the interviewer 
take the role of the radiologist (controlling imagery from the workstation) with the 
participant simultaneously interacting using different devices. All respondents are 
well familiar with the MDTMs, and all senior surgeons and the radiologist attend 
every week. Two of the respondents also participated in the earlier study with laser 
pointers. 

5   Results 

The main target of the interaction in today’s MDTMs is the radiology presentation 
and images. The radiologist is in control of the presentation and the other participants 
have to rely on other means of interacting with the images, for example when 
clarifications or more details are needed. In the pre-test discussion and questionnaire, 
almost all respondents emphasized the need for interaction with the images, especially 
pointing: “Some colleagues have laser pointers ... They use them to point ... Several 
approach and point in the projection” (resident F). However, some respondents 
stressed that Pre-ops are more suitable for interaction than Decision Meetings due to 
the large number of cases presented there. 
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5.1   Interaction Techniques: Pointing, Navigation and Annotation 

Of the three interaction techniques, the respondents were most excited about pointing, 
which could help resolve ambiguous references, avoid misunderstanding, and 
improve communication for local and remote users: “Pointing at a detail … is very 
important” (senior surgeon U). Four physicians said that they today rely on verbal 
explanation using common terminology (e.g., the eight liver segments can be 
referenced by index), point with their finger towards the projected imagery, or walk 
up to the projection screens to point. Some respondents found this acceptable and not 
a problem that they had reflected on as they considered verbal references easy to 
understand for the radiologist: ”You just say back a little … scroll some” (senior 
surgeon B) and “I say that I want to see the blood vessel there” (senior surgeon A). 
The ineffectiveness of verbal references was pointed out by several respondents who 
found it time-consuming to explain to the radiologist which area they would like them 
to navigate to. They mentioned that it was an abstract way of pointing and could 
cause misunderstandings due to the difficulty of verbally directing the radiologist, and 
that participants may thus hesitate to ask for clarifications. 

Precise and unambiguous pointing would also make the discussion easier to follow 
for surgeons in training. Senior physicians tend to have developed a more precise 
language and can therefore refer more accurately to specific parts of the images, while 
it is typically more difficult for junior surgeons to interpret and follow the discussion: 
“The experienced colleagues can use a completely different language, they are more 
precise than I can handle … often they point, sort of sweeping … but it’s not really 
obvious what they point to” (resident F). The possibility for clearer pointing would, 
according to the resident, make it easier to follow and learn from the discussion. Thus, 
although experienced surgeons may be able to give accurate descriptions of areas of 
interest without pointing devices, their use of such devices might still be a great aid to 
less experienced surgeons. 

Feedback on navigation primarily focused on image stack scrolling, while zooming 
and panning was emphasized for usability on the small display. Many respondents 
were not convinced about the need for navigation during MDTMs as they considered 
it the radiologist’s job: “The radiologist presents the material very thoroughly and 
can see much better than I” (surgeon C). 

Annotations seemed less important for the Decision Meeting discussions, but 
numerous comments indicate potential benefit in other situations. As for precise 
pointing, referencing would be clearer for, e.g., residents and junior surgeons, when 
lesions and relations to arteries can be highlighted. Basic functionality, which 
radiologists have access to today, such as marking and measurement tools, were 
frequently asked for by several respondents. Also, one surgeon commented that drawn 
annotations could be useful in specific cases that need more detailed discussion. 

Some surgeons emphasized the ability to save annotations: “There is no point in 
marking temporarily — you’d want to save and continue later” (surgeon T) and 
“You’d mark the area that is unclear after the radiology presentation. The tumour 
often grows into a blood vessel … you could actually mark it and refer to it here 
[while using the iPod]” (surgeon S). This would help the surgeons understand patient 
cases faster if they could not attend the Pre-op, or wanted to refresh their memory in 
preparation for an MDTM or a surgical procedure. Simple symbols like arrows, labels 
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and numbers could complement the documentation, but also be useful for lectures and 
educational material. For a better overview of the annotations in radiology 
examinations (where there are multiple annotations in the image stack), an index of 
annotations, highlighting of annotated slices, and linked bookmarks to annotations 
were suggested.  

5.2   Private Interaction vs. Shared Focus  

Several respondents were excited to interact on their own high-quality display with 
easy-to-use controls. The large multi-touch device was appreciated for its large and 
clear display. Some respondents disliked the smaller device, while some thought that 
it was sufficient in size: “I can see well on this one too, the zoom is so powerful” 
(surgeon J). Some respondents expressed interest in exploring the imagery on their 
own and requesting control upon finding something they wanted to share: “You could 
work maybe a little in parallel, not having to disturb everyone” (senior surgeon B) 
and “The radiologist is presenting, and you have your iPhone to see what he is 
presenting … then you see something important, and you can annotate it on your own 
[device]” (surgeon T). Still, it was generally considered that the radiologist should be 
in control of image manipulation on the shared display. If there was something 
respondents wanted to ask about or bring the group’s attention to, they could navigate 
and annotate on their personal device and ask the radiologist for permission to show it 
on the shared display. 

Several respondents were, however, concerned that users would only focus on their 
private screen — a disadvantage compared to the screen-less tablet: “The objective of 
the meeting is to have shared discussions … if everyone is looking at their own 
[screen], then it isn’t a meeting” (surgeon J), and “It would be bad for the group 
discussion [if you had your own]” (senior surgeon M). Also the radiologist 
commented on this: “I may loose their attention when I demonstrate details … they 
might not even hear what I say — they would be into their own analysis … it is better 
that everybody has the same focus”. 

5.3   Applicability for Different Scenarios  

Many respondents pointed out that the evaluated tools would be much more valuable 
at Pre-ops as the discussions in these meetings are more focused, the groups are 
smaller, there are fewer patients to discuss and the meetings are not under time 
pressure, in contrast to Decision Meetings. One surgeon said: “There cannot be 
anything that disturbs the radiologist [at the Decision Meetings]. If you loose five 
minutes per patient, and have 19 patients … That doesn’t work” (surgeon T). Post-
ops, on the other hand, are both less common (pancreas cases only) and less critical, 
as no decisions are taken. The respondents also commented on making annotations 
before the meeting, in order to save time during the meeting: “[It] can be good to 
mark which structure is which — this is actually truncus hiliacus … and that can be 
done in advance … it is also how much time it [annotating the images] will take from 
the meeting” (surgeon J). 

The benefits of clarity and accessibility were, in particular, highlighted by the less 
experienced surgeons. The resident said that less experienced surgeons would be able 
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to follow the discussion better and would not need to disturb the more experienced 
surgeons if they can not follow what is referred to. 

During the user studies, respondents also came to think of situations during the 
entire patient care pathway where the devices could be used. In team-based care, 
where multiple physicians share the responsibility for patients, it is important to be 
able to hand over patient information such that another physician can easily catch up 
on a case and quickly be able to make decisions. Decision Meeting protocols should 
accompany the imagery and examinations on to the Pre-op, where the surgical plan is 
annotated on the images. The plan could then be used when preparing the surgical 
procedure, especially if the surgeon in charge of the operation was not present at the 
Pre-op: “The image information is very important … today it [the surgical planning] 
is based on the Pre-op and that the surgeon is present to see and get a mental image 
for making a strategy to remember” (surgeon J). The plan could be shown both to the 
patient and to the team in the operating room, and in the end ideally all the material 
could be accessible for presentation at a Post-op or follow-up meeting: “It would be 
elegant if s/he [the surgeon] could display the images: ‘This is what we planned’, 
‘This is what we did ... but when we physically got there … this structure was there, 
and we decided to go here’ [simultaneously pointing in the image]” (resident F). 
Some respondents found other situations more suitable than the MDTMs: “I think this 
is fantastic [while using the iPod] … then you can save, store and work with it on 
your own computer before the operation. … The radiologists could annotate 
important things and I’d look at it on my computer later on. That would be more 
useful than if I annotate” (surgeon T). 

5.4   Interaction Technology: Multi-touch, Pens, Display, Size, Precision and 
Portability 

Although respondents only used the three devices for about ten minutes each, most 
were able to give feedback on usability and ergonomics. On the other hand, the 
respondents were not always consistent in their preferences, as they might have 
preferred different devices depending on situation and purpose.  

The same user interface and functionality was implemented for the two multi-touch 
devices. The smaller device was appreciated for its portable size, but at the same time 
several respondents found the display too small for efficient use. Numerous 
respondents, when interacting with it, only looked at the large, shared display. One 
respondent even stated that the small display was not needed, as it was sufficient to 
control the content on the shared display with multi-touch input. The zoom function 
of the multi-touch devices was much appreciated, as well as the responsive interface 
and display quality. The large device inherits most of the perceived positive properties 
from the smaller, but its size accounted for better precision and overview, and was 
therefore generally more appreciated.  

Initially, the pen-based tablet was perceived as complicated to use since the 
functionality relied on two buttons, a scroll wheel and the pen: “I can tell you directly 
that this seems awkward” (senior surgeon U). On the other hand, when the 
respondents had used it for a few minutes, seven of them appreciated the device 
primarily for its high precision when pointing and drawing, and due to the fact that 
the large display must be viewed (which during a meeting would make participants 
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focus on the same display): “Once you get used to it, it seems quite user-friendly, in 
my opinion ... this is good enough for drawing” (surgeon J). 

Two respondents did not prioritize drawing precision: “Precise sketching is not 
that important because I think sketches and annotations are only important when 
referring to the operating surgeon that you haven’t missed anything, that you haven’t 
missed any point that was discussed” (surgeon S) and “The sketches would be quick, 
you wouldn’t have to be very detailed [while using the Wacom]” (surgeon J). Three 
respondents were disappointed that they were not able to also use a stylus on the 
touch-screen devices. Two respondents believed that a high-precision device would 
probably be more relevant for the radiologist and the chair of the meeting, since other 
participants would probably not need the same level of precision. Thus, according to 
those participants, not everyone in the meeting needs to be able to interact with the 
medical imagery through networked devices.  

Seven respondents were impressed by the interface and portability of the smaller 
multi-touch device while the larger was considered, by four respondents, too heavy 
(680 g) and large (1.34×19×24.3 cm) to carry around. Several respondents described 
ways in which they could be more effective if they had access to portable technology: 
benefits during individual preparation (e.g., at home, the evening before surgery) and 
for patient consultation. One of the surgeons said “I would look briefly right before 
surgery” (senior surgeon B), and another one said “… in a hospital round … [to 
patient] here is the problem, and we will solve it by removing this part” (Surgeon S).  

5.5   Suggested Improvements, Additional Functionality and Potential Risks 

It should be stressed that most respondents believed that a limited set of basic and 
easy-to-use tools (for pointing, navigation and annotation) was sufficient. However, 
the respondents did also suggest additional functionality that could support other 
situations in their work. As all respondents, except one, were surgeons, they did not 
have access to a radiologist’s set of tools, and some of them mentioned features such 
as copying or overlaying annotations over an image sequence, comparing marked-out 
lesions over different image slices or examinations, and splitting the screen into two 
or four viewports.  

Text annotations were frequently suggested as support for, and clarification of, 
discussed findings in the images. One surgeon said “Put the number one here, and 
write what we plan to do” (resident F). These text annotations could be combined 
with standardized options, accessible through, e.g., a drop-down menu, for simplicity 
and consistency. Some respondents even speculated about replacing the Pre-op 
meeting protocol with a set of text-annotated images as the predefined options could 
mandate a standard for the required information. Annotations from the meetings 
should of course be linked to the medical record, and physicians should at any time be 
able to access them.  

Due to the way pointing was implemented on the devices (a circle with a size 
relative to the different display sizes) several respondents wanted a more precise 
pointing tool, such as an arrow. 

While almost all respondents were enthusiastic about the possibilities of using 
interaction tools, a few concerns were raised about a multi-user system. Several 
surgeons commented that the radiologists are currently in control of demonstrating the 
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images and that each speciality should do what they are best at. Most respondents 
were concerned about “chaos” if multiple people tried to interact simultaneously with 
the radiology images. Several respondents suggested that this would probably be 
resolved through social protocols: “You’d have to take turns, just like when we speak” 
(surgeon J). Some respondents suggested that the radiologist should delegate control 
when needed. Another suggestion was that maybe not all participants should have 
devices, but only a few senior persons. 

6   Discussion 

Our initial studies, as well as field studies by other researchers (e.g. [7, 8]), show that 
surgeons often point to certain areas in medical images during MDTMs. The results 
from these earlier studies, and interview results from this study, suggest that using 
gestures far away from the projected images is neither sufficiently clear nor precise. 
Technical support for pointing and annotating seem to be able to alleviate such 
problems. Although not tested for statistical significance, our qualitative data gives 
strong indications for the potential of such interaction technology.  

Of the three interaction techniques that we evaluated, pointing was considered 
most important. Our qualitative data highlighted the potential for precise pointing 
with digital tools that are synchronized across multiple displays, as it may save time 
in the discussion, include remote sites and make references more explicit for less 
experienced participants. Varying level of pointing precision should be supported on 
all devices, as a physician might want to refer to both small details and larger areas in 
an image. This would benefit discussions by minimizing ambiguous referencing. 
Annotation can, on the other hand, be accomplished with lower precision. It is not 
important to, for instance, exactly outline a lesion, or draw the exact path for incision 
during pre-operative planning. It is sufficient to highlight the area in which a lesion is 
located, or sketch the hypothetical incision, as the exact incision can only be 
determined during surgery. 

Annotations could help clarify the discussion further, but were considered perhaps 
even more interesting when saved with the imagery for use in other situations. As 
anticipated, these techniques were confirmed to be most useful for Pre-ops, whereas 
the system should allow the data to be reused along the patient care pathway, such as 
for individual preparation before surgery or in Post-ops. Annotations made during the 
meetings, both in the form of sketches or, as several physicians suggested, text, 
should be saved for future use. As the physicians’ work is team-based and several 
physicians access the patient records during the patient care pathway, annotations 
would help information handovers. Radiology images augmented with additional 
information would make it easier and faster to understand what was discussed in a 
meeting, overview the most important images and findings, and review proposed 
surgical strategies.  

While most study participants felt comfortable with the radiologist navigating the 
material, implicit navigation on the devices is obviously necessary in the user 
interface to support interaction with areas of interest.  

Concerns were raised about issues that, for example, could arise with personal 
displays that distract from the discussion, or if multiple users attempted simultaneous 
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interaction. Thus, social protocols and technical policies that control the use need to 
be explored and evaluated before implementation. 

Kane and Luz also discuss new technology’s effect on group dynamics [8]. Often, 
participants already have a pre-defined role during the MDTMs, which would be 
affected by the introduction of tools that delegate control to other participants, an 
issue mentioned by several of our study participants. There was, e.g., concern that 
senior surgeons might start dominating MDTMs with less experienced radiologists. 
Surgeons and radiologists in our study, however, thought that communication 
protocols for turn taking would develop in the same way as when they are talking.  

The three devices had their respective advantages and disadvantages, such as the 
pen’s precision vs. the multi-touch interaction that was considered more intuitive, the 
ergonomic advantage of a large display size vs. portability, or the existence of a 
display vs. the potential risk for distraction from the shared screen. Whether, for 
example, personal navigation should be implemented during MDTMs, or if only a 
shared view should be used was also an issue identified by Wallace et al. [23], and 
our next step is to explore multi-user interaction during real MDTMs to evaluate how 
this technology affects group dynamics and to assess the importance of personal 
interaction. We emphasize that it is not the comparison of the devices themselves that 
is valuable in this context, but the qualities the study participants appreciated or found 
relevant.  

Interestingly, several surgeons spontaneously suggested additional activities and 
scenarios in which the technology could be used, as there are many activities besides 
MDTMs in the patient care pathway. Surgery planning and preparation (e.g., the 
morning before the surgery) and patient consultation, were examples of other 
scenarios where participants thought the interactive devices could be useful. This is in 
accordance with previous research [4], which shows that cooperative and 
participatory design activities made them reflect on their own work and processes. 

Physicians are also becoming increasingly mobile and will need access to updated, 
relevant patient information in different situations. Mobile devices could support a 
number of such situations, from hallway discussions to post-op reviews of complete 
cases. Personal navigation in a surgeon’s office, for example, could be useful to 
understand anatomy and lesions for a specific case. Before performing surgery, the 
surgeon sometimes examines a 3D reconstruction of the volume. It is, in general, 
important for the surgeons to follow anatomical features (such as blood vessels, 
organs and lesions), to see how they intersect, for example. This is a functionality 
they all need, independent of activity (MDTMs, personal navigation or hallway 
discussions).  

7   Conclusions and Future Work 

We have developed and evaluated interaction technology for supporting emerging 
needs in multi-disciplinary collaboration for specialized medical care. Interviews, 
observations and a qualitative user study with surgeons and radiologists from different 
disciplines and varying levels of expertise, provided us with interesting insights for 
the next generation of digital tools for MDTMs. Unsurprisingly; the reactions were 
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overall positive, as our developed system clearly demonstrated the potential benefits 
of new interactive capabilities.  

Our interaction techniques (pointing, navigation and annotation) for multi-user 
interaction were implemented on two multi-touch devices (small and large) and a pen-
based tablet. The use of laser pointers that have been observed by several researchers 
[7, 15] does not support the typical multi-site video-mediated MDTMs. Digital tools 
do, in contrast, address the problems caused by, e.g., laser pointers that are not visible 
to all collaborating participants, without requiring additional hardware installation 
(e.g., cameras for laser pointer tracking [17]). While the proposed technology for 
augmenting the meetings is advanced, we emphasize the importance of the perceived 
simplicity of the interaction techniques. We believe that three classes of devices are 
relevant for further exploration at MDTMs: Simple pointing tools (e.g., multiple 
wireless mice or trackpads), portable devices (e.g., mobile devices with large touch 
screens) and larger wireless devices with high-resolution displays that support both 
stylus (precision) and touch input (e.g., Tablet PCs). 

We build on previous work and field studies, by introducing technology and 
strategies for interacting with information presented during MDTMs and provide a set 
of design guidelines, the importance of which were implicitly confirmed in the study, 
that we hope will serve as inspiration for future MDTM systems. Our results show 
that more precise referencing could augment the expressiveness of participants, 
improve the communication with the other participants (including the radiologist), 
help less experienced participants follow the discussion, and bridge the gap to remote 
experts. 

By introducing distributed interaction along with proper social protocols and 
system policies, its potential for improved collaboration, understanding and 
discussion could lead to safer and faster medical decisions, with a significant impact 
for modern healthcare. 

This study gathered insights during a controlled simulated team meeting in 
preparation for follow-up studies during real Pre-operative meetings. It allowed us to 
collect valuable unbiased, undisturbed and undistracted feedback through a series of 
individual sessions. Based on the results from this work, we are now refining the 
techniques and the setup, and plan to run experiments with the next generation of our 
prototypes in collaborative multi-user meetings.  

References  

1. Bier, E.A., Freeman, S.: MMM: a user interface architecture for shared editors on a single 
screen. In: Proc. UIST 1991, pp. 79–86 (1991)  

2. Eng, J., Leal, J. P., Shu, W., Yang, G.L.: Collaboration System for Radiology 
Workstations. Radiographics 22, e5 (September 2002); Published online August 21 

3. Flanders, A.E., Wiggins III, R.H., Gozum, M.E.: Handheld Computers in Radiology. 
Radiographics 23, 1035–1047 (2003) 

4. Frykholm, O., Lantz, A., Groth, K., Walldius, Å.: Medicine Meets Engineering in 
Cooperative Design of Collaborative Decision-supportive System. In: Proc. CBMS 2010 
(2010)  



522 A. Olwal et al. 

5. Groth, K., Frykholm, O.: Efficiency in Treatment Discussions: A Field Study of Time 
Related Aspects in Multi-Disciplinary Team Meetings. In: Proc. CBMS 2009, pp. 1–8 
(2009)  

6. Groth, K., Olin, K., Gran, O., Permert, J.: The role of technology in video-mediated 
consensus meetings. Journal of Telemedicine and e-Health 14(7), 349–353 (2008) 

7. Kane, B., Luz, S.: Multidisciplinary Medical Team Meetings: An Analysis of 
Collaborative Working with Special Attention to Timing and Teleconferencing. Journal of 
CSCW 15, 501–535 (2006) 

8. Kane, B., Luz, S.: Achieving Diagnoses by Consensus. Journal of CSCW 18, 357–392 
(2009) 

9. Kane, B., Luz, S., O’Brian, D.S., McDermott, R.: Multidisciplinary team meetings and 
their impact on workflow in radiology and pathology departments. BMC Medicine 5, 15 
(2007) 

10. Lee, S.-K., Peng, C.-H., Wen, C.-H., Huang, S.-K., Jiang, W.-Z.: Consulting with 
Radiologists outside the Hospital by Using Java. Radiographics 19, 1069–1075 (1999) 

11. Li, J., Mansfield, T., Hansen, S.: Supporting Enhanced Collaboration in Distributed 
Multidisciplinary Care Team Meetings. In: Proc. CBMS 2008, pp. 482–487 (2008)  

12. Morris, M. R., Huang, A., Paepcke, A., Winograd, T.: Cooperative gestures: multi-user 
gestural interactions for co-located groupware. In: Proc. CHI 2006, pp. 1201–1210 (2006)  

13. Myers, B.A., Stiel, H., Gargiulo, R.: Collaboration using multiple PDAs connected to a 
PC. In: Proc. CSCW 1998, pp. 285–294 (1998)  

14. Myers, B.A.: Using Hand-Held Devices and PCs Together. Communications of the 
ACM 44(11), 34–41 (2001) 

15. Måseide, P.: The deep play of medicine: Discursive and collaborative processing of 
evidence in medical problem solving. Communication & Medicine 3(1), 43–54 (2006) 

16. Paek, T., Agrawala, M., Basu, S., Drucker, S., Kristjansson, T., Logan, R., Toyama, K., 
Wilson, A.: Toward universal mobile interaction for shared displays. In: Proc. CSCW 
2004, pp. 266–269 (2004) 

17. Olsen, D.R., Nielsen, T.: Laser pointer interaction. In: Proc. CHI 2001, pp. 17–22 (2001)  
18. Ratib, O., Michael McCoy, J., Ric McGill, D., Li, M., Brown, A.: Use of Personal Digital 

Assistants for Retrieval of Medical Images and Data on High-Resolution Flat Panel 
Displays. Radiographics 23, 267–272 (2003) 

19. Rekimoto, J.: A multiple device approach for supporting whiteboard-based interactions. In: 
Proc. CHI 1998, pp. 344–351 (1998)  

20. Ruhstaller, T., Roe, H., Thürlimann, B., Nicoll, J.J.: The multidisciplinary meeting: An 
indispensable aid to communication between different specialities. European Journal of 
Cancer 42(15), 2459–2462 (2006) 

21. Stewart, J., Bederson, B.B., Druin, A.: Single display groupware: a model for co-present 
collaboration. In: Proc. CHI 1999, pp. 286–293 (1999)  

22. Tse, E., Histon, J., Scott, S.D., Greenberg, S.: Avoiding interference: how people use 
spatial separation and partitioning in SDG workspaces. In: Proc. CSCW 2004, pp. 252–
261 (2004) 

23. Wallace, J.R., Scott, S.D., Stutz, T., Enns, T., Inkpen, K.: Investigating teamwork and 
taskwork in single- and multi-display groupware systems. Personal and Ubiquitous 
Computing 13(8), 569–581 (2009) 

 



P. Campos et al. (Eds.): INTERACT 2011, Part I, LNCS 6946, pp. 523–540, 2011. 
© IFIP International Federation for Information Processing 2011 

How Technology Influences the Therapeutic Process: A 
Comparative Field Evaluation of Augmented Reality and 
In Vivo Exposure Therapy for Phobia of Small Animals 

Maja Wrzesien1, Jean-Marie Burkhardt2, Mariano Alcañiz1,3, and Cristina Botella3,4 

1 Instituto Interuniversitario de Investigación en Bioingeniería y Tecnología Orientada al Ser 
Humano , Universidad Politécnica de Valencia, Camino de Vera s/n, 46022 Valencia, Spain 

2 Paris Descartes University, LATI, 45 rue des Saints-Pères 75270 Paris cedex 06, France 
3 CIBER, Fisiopatología Obesidad y Nutrición, CB06/03 Instituto de Salud Carlos III, Spain 
4 Departamento de Psicologia Basica y Psicobiologia Universidad Jaume I, Castellón, Spain 

Abstract. In Vivo Exposure Therapy (IVET) has been a recommended protocol 
for the treatment of specific phobias. More recently, several studies have 
suggested that Augmented Reality Exposure Therapy (ARET) is a potentially 
effective technology in this field. The objective of this paper is to report the 
preliminary results of a comparative analysis of ARET and IVET applied to the 
treatment of phobia to small animals. To analyze participants’ activity, we have 
adopted a multidisciplinary and mixed perspective based on clinical and user-
centered approaches. This pilot results show that ARET and IVET are both 
clinically effective. Both therapies produce a significant reduction in the clinical 
outcome measures and allow the clients to interact with a real phobic stimulus 
after the therapeutic session. The results also show some main differences 
between technology-mediated therapy and traditional non-mediated therapy. 
We discuss these results in terms of future design and evaluation guidelines for 
Mental Health technologies. 

Keywords: Mental health, augmented reality, field evaluation. 

1   Introduction 

It is increasingly recognized that innovative technologies have strong potential in the 
Mental Health (MH) field [1]. New technologies such as Virtual Reality (VR) or 
Augmented Reality (AR) can provide therapists with a wide range of MH services 
and functions to support their therapy and assessment activities. Also, VR and AR 
allow clients1 to have easier access to MH services and enhance their engagement in 
the treatments [2] due to the strong representational and immersion capability of these 
technologies. However, the way a specific MH system is designed may induce use-
related problems. For example, a weak design of Human-Computer Interactions 
(HCI) may lead to a significant increase in the therapists’ or clients’ workload during 
                                                           
1  The word client is usually used in Mental Health Care to describe a person suffering from 

mental illness. 
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the clinical intervention. The task of using the system itself may also distract the 
clients as well as the therapist from the therapeutic session. All of these aspects have 
stimulated researchers to place more importance on the design guidelines and 
evaluation techniques for MH technologies (e.g. [1], [2], [3]).  

A critical but still rather unexplored issue consists in how these technologies 
actually support their intended users in their respective (but closely related) activities; 
how they are actually used; and how they modify the therapeutic process. Among 
studies of mental health VR/AR systems, most have concentrated on a “client 
perspective” (e.g. [4], [5]) with a focus on measuring client outcomes as a function of 
the VR/AR systems and/or therapy orientations. On the other hand, of the few studies 
in HCI field regarding mental health VR systems (e.g. [6], [7]), most have 
concentrated on a “therapist perspective” with a focus on measuring or observing the 
activity of the therapists with the system. Both perspectives are limited in the sense 
that they consider only a single user at a time, instead of looking at both the therapist 
and the client working together in a virtual and/or real environment. Therefore, there 
is a need to propose the “mixed perspective” that should take into account the two 
actors of the therapeutic process (client and therapist) as well as the technology and 
the environment with virtual and/or real artifacts. Moreover, to the authors’ 
knowledge, no studies regarding HCI issues have yet been published in the field of 
mental health AR technologies. 

The aim of this paper is to present a multidisciplinary (i.e., HCI and clinical) and 
mixed approach (i.e., one that takes into account the two actors of the therapeutic 
process, the technology, and the collaborative processes that take place among them 
in a virtual and/or real environment) in a case study of MH technology evaluation. 
More specifically, this paper reports pilot data on a clinical setting evaluation of 
Augmented Reality Exposure Therapy (ARET) and In Vivo Exposure Therapy 
(IVET) for small animal phobias (spiders and cockroaches). The paper is organized as 
follows. Section 2 presents some main issues regarding In Vivo, Virtual Reality, and 
Augmented Reality Exposure Therapies applied to the treatment of small animal 
phobias. Section 3 presents our framework to address the evaluation. Section 4 
presents the methodology undertaken in this evaluation. The remainder of the sections 
present the results and conclusions with a number of design implications for the MH 
technologies that are drawn from the analysis.  

2   In Vivo, Virtual Reality, and Augmented Reality Exposure 
Therapy in the Treatment of Specific Phobias of Small Animals 

Specific phobias all share a common pattern of “marked and persistent fear of clearly 
discernible circumscribed objects or situations” [8]. Reports on Mental Health present 
specific phobias as one of the most common single mental disorders [9]. In Vivo 
Exposure Therapy (IVET) is considered to be standard therapy for the treatment of 
specific phobias [10]. During this type of therapy, the clients are exposed to real (live) 
phobic objects or situations, they confront real spiders in arachnophobia or 
cockroaches in phobia to cockroaches. The effectiveness of IVET has been 
demonstrated by numerous researchers; however, this treatment has some drawbacks. 
First, the therapist is not in full control of the real phobic object or the situation. Thus, 
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it is difficult for the client to have a personalized, graduated exposure in accordance 
with specific fears (i.e., the only way to present cockroaches or spiders without any 
movement is to kill them). Second, arranging and organizing the exposure can be 
time-consuming and can create logistics problems (e.g. feeding the animals; finding a 
place for the terrarium; etc.). Third, the treatment is associated with a high dropout 
rate and low level of acceptance [11]. 

Virtual Reality Exposure Therapy (VRET) might be an interesting option to 
consider when trying to motivate phobia suffers to treat their disorders. Indeed, 
besides having the same effectiveness as traditional therapy [12], VRET resolves 
some of the problems associated to IVET [4]. First of all, VRET allows therapists to 
precisely control the phobic stimulus (i.e., the controlled virtual cockroach or spider 
can stay immobile, can be moved in different directions on a smaller or wider scale, 
can change size, and can be multiplied as many times as the client and therapist 
desire). Second, the virtual animals do not require anything to keep them alive; a 
simple click of the computer button is enough to make them appear. Third, VRET can 
recreate environments and situations that would be difficult to arrange in traditional 
treatments such as IVET. 

Augmented Reality Exposure Therapy (ARET) has the same advantages as VRET, 
but it also has some additional characteristics that might be appealing to both clients 
and therapists. The ARET system allows clients to perceive the real environment and 
their body with virtual objects (i.e., augmented reality). According to Botella et al. 
[4], in the case of small animal phobias, this has two great advantages over the VRET 
applications. First, the real environment does not have to be modeled; therefore, the 
costs of programming and modeling the application are lower (limiting the modeling 
and programming to some specific objects such as cockroaches or spiders). Second, 
perceiving the virtual object in the real environment may have great importance for a 
better sense of presence and reality judgment, which are recognized as key aspects in 
this field [13].  

ARET has not yet been thoroughly explored, especially regarding HCI issues. 
Therefore, the aim of this paper is to fill in some of the gaps in this particular research 
area and to propose a multidisciplinary and mixed perspective approach for evaluating 
this MH technology under real world conditions.  

3   A Multidisciplinary and Mixed Perspective Approach  

The goal of the Augmented Reality Exposure Therapy system is to allow both the 
therapist and the client to collaborate so that the client confronts the phobic stimulus 
and interacts with it at the lowest possible level of discomfort. In this paper, we are 
interested in studying two unexplored issues associated to this perspective. First, the 
design of the system should support the therapeutic relationship between the client 
and the therapist, which is defined as the therapeutic alliance. In fact, a different 
interpretation of the technology-mediated therapeutic process is needed. The 
dynamics of the therapeutic process has until now been analyzed from a purely 
clinical point of view. This is understandable when the therapeutic process 
corresponds only to face-to-face traditional client-therapist interactions. However, 
with the introduction of new technologies to the therapist’s office, the dynamics of the 
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client-therapist interactions may change. Therefore, this new technology-mediated 
context should be addressed in terms of collaboration. Indeed, the relationship 
between the client and the therapist, which is defined in terms of the therapeutic 
alliance concept, is expressed as “(…) the quality and strength of the collaborative 
relationship between client and therapist (…)” [14]. The quality of this relationship 
has been shown to contribute to 30% of the positive changes in the client [15]; 
therefore its quality is of particularly great interest. This point of view is shared by 
different authors. Doherty et al. [1] proposed using the therapeutic alliance measure 
between client and therapist in order to gain insight into effects of technology on the 
therapeutic relationship. Meyerbröker and Emmelkamp [16] analyzed the relationship 
between the therapeutic alliance and the outcome of the therapy with Virtual Reality 
Exposure Therapy for specific phobias (i.e., acrophobia and fear of flying).  

The second unexplored issue corresponds to the adaptation of the ARET system to 
face-to-face psychotherapy in an environment mixing both real and virtual objects. 
Previous HCI research studies in the MH field have not explicitly exploited the 
“mixed perspective” in order to account for the complex interactions between the 
therapist, the client, the technology, and the real and/or virtual environments in which 
they take place. Therefore, a systemic analysis (i.e., mixed) framework is needed in 
order to fully understand this complex therapeutic context. Recently, Nardi and 
Kaptelinin [17] showed the benefits of systemic analysis such as Activity Theory in 
the design of different applications; and Hollan and Hutchins [18] demonstrated the 
benefits of the Distributed Cognition framework in the design and evaluation of 
different Augmented Environments. Wrzesien et al. [19] applied a similar approach to 
analyze Augmented Reality Exposure Therapy. Thus, in our opinion, the application 
of a distributed theoretical framework has the following advantages. First, it takes into 
account all possible components of the unit of analysis (i.e., client, therapist, 
technology, environment, and the interactions among them). Second, the analysis can 
take place in real world conditions by taking into account day-to-day clinical practice 
and making the evaluation ecologically valid (i.e. performed in the real-life situation). 
Finally, the technology is considered to be an equally important component of the unit 
of analysis, which may positively and/or negatively influence other components.  

In summary, the therapeutic process mediated by technology or non-mediated by 
technology should be analyzed in the following terms. First, the HCI issues and 
clinical issues should be combined into a multidisciplinary approach. Second, the 
mixed perspective analysis of interactions between the different poles involved in the 
therapeutic activity should be proposed. Therefore, the results in the following 
sections will reflect this double multidisciplinary and mixed approach.  

 
4   Methodology 

4.1   Research Design 

The study compares two different types of therapeutic processes: the traditional 
therapeutic process (IVET) and the technology-mediated therapeutic process (ARET). 
These two therapeutic processes included identical therapeutic objectives and clinical 
protocols and were located in the same place. In order to reduce the impact of the 
individual therapeutic style on the development of the client-therapist relationship, all 
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of the therapists treated clients in both groups. Thus, any differences in clients’ 
clinical outcomes, clients’ perceived therapeutic relationship, and therapeutic 
activities should be attributed to the therapy type factor (technology-mediated vs non-
mediated). 

4.2   Participants 

The participants for this study (clients) were selected according to the DSM-IV [8] 
criteria for a specific phobia to small animals. In total, 12 clients participated in this 
study (eleven women and one man, M=28.54 years old; SD=7.92). Each client was 
randomly assigned to one of two groups (the ARET group or the IVET group).  

Three therapists working in the clinic participated in this study. They all had a 
minimum of one year of experience in the therapeutic field; however, two of them 
were novices in the use of the ARET system.  

4.3   Materials 

All the therapeutic sessions followed the same “one-session treatment” protocol [20]. 
The protocol involves the use of intensive exposure carried out in one session of a 
maximum of three hours. The protocol is composed of four parts: (a) exposure; (b) 
modeling (by demonstrating the interaction with the phobic stimulus by the therapist 
followed, if possible, by the client); (c) cognitive restructuring; and (d) reinforcement. 
The main goal of the therapeutic session is to allow the client to confront the phobic 
stimulus and interact with it at the lowest possible level of discomfort.  

 
a) In Vivo Exposure Therapy. The IVET (see Figure 1a) corresponds to the direct 
confrontation of a real feared stimulus (i.e., cockroaches or spiders). This type of 
therapeutic activity involves both the therapist and the client interacting with a real 
cockroach or spider in order to expose the client to his/her phobic stimulus. 
 

(a) (b) 

Fig. 1. In Vivo Exposure Therapy (Figure 1a), and Augmented Reality Exposure Therapy 
(Figure 1b). Therapists (on the left) and clients (on the right) interact with the phobic stimuli. 

b) Augmented Reality Exposure Therapy. ARET (see Figure 1b) corresponds to the 
direct confrontation of a virtual feared stimulus in the real environment (i.e., 
augmented reality). This type of therapeutic activity involves both the therapist and 
the client interacting with the virtual cockroach or spider in order to expose the client 
to his/her phobic stimulus.  
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The interface that controls the ARET system was only available to the therapist 
and corresponded to a keyboard. The system allows the therapist to control the phobic 
stimulus by choosing different functions (on the keyboard) that increase/decrease the 
number of cockroaches; increase/decrease the size of cockroaches; make the 
cockroaches move; stop the cockroaches; kill the cockroaches (make the cockroaches 
look dead); and allow the current action to get back to the beginning. The functions 
can be combined to adapt the exposure exercises to different conditions according to 
the client’s needs. The client observed the AR environment using a Head Mounted 
Display (HMD) and actively participated in the exposure exercises proposed by the 
therapist. However, his/her actions (apart from the viewpoint) did not have any direct 
influence on the AR environment, which was fully controlled by the therapist. The 
therapist observed the AR environment (client’s viewpoint) on a computer screen. For 
a detailed technical description of the ARET system, see [4]. 

4.4   Instruments 

The intention of the research team was to collect both qualitative and quantitative 
data. For the quantitative data, different measures were applied to both the clients and 
the therapists. The clients’ clinical outcome measures corresponded to their anxiety, 
avoidance of the phobic stimulus, and belief in catastrophic thoughts regarding the 
phobic stimulus (on the 10-point Likert scale). They also performed a Behavioral 
Avoidance Test (i.e., BAT, adapted from Öst [20]) in order to define (on a 13-point 
Likert scale) how close the client was able to approach the real cockroach/spider (e.g. 
0/12 corresponds to the client refusing to enter the same room where the phobic 
stimulus is; and 12/12 corresponds to the client interacting with the phobic stimulus 
for at least 20 seconds). The clients filled out the short version of the Client Working 
Alliance Inventory [21] questionnaire, which measures (on a 7-point Likert scale) 
their relationship with the therapist just after the diagnostic interview (before the 
therapeutic session) and just after the therapeutic session. The therapists filled out a 
questionnaire, which evaluates the capacity of the ARET system to help them in 
constructing a therapeutic relationship with the client (as perceived by the therapist). 
More specifically, the therapists were asked to rate (on a 5-point Likert scale) the 
degree to which they agreed with statements that described how the system supports 
(positive valence) or disturbs (negative valence) the therapeutic alliance between the 
client and the therapist. This questionnaire was based on the short version of the 
Therapist Working Alliance Inventory [21]. Moreover, the therapists filled out a 
questionnaire regarding the usefulness and the frequency of use (on a 5-point Likert 
scale) of the functions available in the ARET system. 

For the qualitative data, the therapists responded to an informal interview related to 
their experience with the ARET system. A video analysis of therapeutic activity was 
also applied. In order to preserve the privacy of the participants and not influence the 
data, all the sessions were recorded using digital cameras and were analyzed (viewed 
and coded) afterward. No identifiable references to the clients’ identities were recorded. 
More specifically, to record ARET therapeutic activity one video camera recorded a 
global view and another one focused on the computer screen and the keyboard area. To 
record IVET therapeutic activity only one video camera was used to record a global 
view. In addition, commands and interactions of participants with the ARET system 
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were automatically logged during the session. The video analysis covered 
approximately twenty-five hours of therapeutic session. The following coding scheme 
for both verbal and non-verbal behaviour was used to capture the distributed activity 
between the client, the therapist, and their respective interactions (either mediated by 
technology or non-mediated by technology). The coded activities corresponded to the 
following categories: verbal communication, visual attention, and performed actions 
that involved one or both actors and their environment. Once the videotaped sessions 
were entirely coded, the frequencies of each event were calculated. The reliability of the 
coding method was assessed by calculating the correlation among 3 different judges that 
coded in parallel the same 10-minute extract of the video. The correlation was strong 
(R=.930; p=.002 between judges 1 and 2; R=.966; p=.000 between judges 2 and 3; and 
R=.944; p=.001 between judges 3 and 1).  

Since the therapeutic sessions varied from 1 hour to 3 hours, all data were 
presented as frequencies per hour. Because some coded activities were not visible 
during the whole therapeutic session (the camera angle did not allow showing the 
entire room), the frequencies of the event were estimated according to the calculated 
frequencies that could be observed for each session. The logs of the commands and 
interactions of participants with the ARET system could not be used due to technical 
problems. Therefore, the analysis of the interactions with the system during ARET 
was performed by video-analysis, and later confirmed by the respective therapists.  

4.5   Procedure 

All of the clients participated in the diagnostic interview. Once the diagnostic was 
confirmed, they were informed about the objectives of the study and had to complete 
a consent form. The clients also filled out the pre-test questionnaires and performed 
the BAT, after which they received the therapeutic session (following the one-session 
treatment protocol) using Augmented Reality Exposure Therapy or In Vivo Exposure 
Therapy. The session was typically organized as follows. The therapists performed 
the exposure exercises with the clients. These exercises were previously defined 
during the diagnostic interview and hierarchically organized from the least anxious 
for the client to the most anxious. Each exposure exercise was first performed by the 
therapist (i.e., modeling), then the client was invited to repeat the exercise followed 
by the cognitive restructuring and reinforcement of the therapist. The client-therapist 
communication regarding anxiety, irrational thoughts, or other issues took place 
during the therapeutic session. At the end of the session, the clients filled out the same 
questionnaires and performed the BAT.  

4.6   Data Analysis 

The quantitative data corresponded to the clinical measures and the therapists’ 
answers to the questionnaire. To investigate the clinical effectiveness of each 
therapeutic session, non-parametrical statistic analysis (Wilcoxon) was applied. In 
order to explore the potential differences between the traditional IVET and ARET 
groups regarding clinical outcome measures, the differences between pre and post 
scores were calculated (delta) for each participant, after which the non-parametrical 
statistic analysis (Mann-Whitney) was used. In order to study the capacity of the 
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system to help the therapists in constructing a therapeutic relationship with client (as 
perceived by the therapists), the mean score of four items related to the same 
dimension was calculated. Afterwards, Cronbach’s alpha was applied. Cronbach’s 
alpha was also used to evaluate the agreement of the therapists regarding the 
usefulness and frequency of use of the functions available in the ARET system. The 
mean score of four items related to the same dimension was also calculated in order to 
study the therapeutic relationship between the two actors (as perceived by the clients). 
Afterwards, Wilcoxon analysis was applied in order to study the evolution of the 
therapeutic relationship before and after the therapeutic session, and Mean-Whitney 
analysis was used to compare the therapeutic relationship in two groups. With regard 
to the qualitative measures, the mean frequencies of events per hour were calculated 
for each group. The non parametrical statistics (Mann-Whitney) was applied to show 
significant differences in the therapeutic activity between groups. All analyses were 
performed using the SPSS 16.0 application with the significance level set at 0.05.  

5   Results 

5.1   The Nature of Therapeutic Activity  

a) Verbal communication. The results in Table 1 show that the verbal communication 
between the therapist and the client seem to remain similar in both groups (U=10.00; 
p= .200 for the therapist verbal communication, and U=13.00; p=.485 for the client 
verbal communication). In fact, the therapist-client communication in both groups 
followed the question-answer model, and the client responded to the therapist’s 
comments. 

Table 1. Mean number of verbal communication (VC) per hour and its Mann-Whitney 
comparison (U) between therapists and clients in each group 

 IVET M (SD) ARET M (SD) U (p) 
Therapists’ VC 86,11 (23,30) 119,32 (42,51) 4,00 (0,14) 
Clients’ VC 79,54 (24,02) 86,33 (25,33) 7,00 (0,46) 

 
b) Visual attention. The video analysis shows that the client’s visual attention seemed 
to be mainly focused on the phobic stimulus in both groups (virtual phobic stimulus 
vs real phobic stimulus). However, the clients’ visual contact with the therapist 
significantly differed between the two groups (U=.000; p=.004). During the ARET 
sessions, the clients spent most of the time looking at the virtual animals without 
having any, or very little, visual contact with the therapist (M=0,69; SD=0,56 per hour 
of session). On the other hand, during the IVET sessions, the clients also spent most 
of the time looking at the real animals, but they had significantly more frequent visual 
contact with the therapist (M=37,75; SD=10,81 per hour of session). 
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The therapists’ visual attention was distributed between more sources than the 
clients’ visual attention. In fact, during the therapeutic session, the therapists 
distributed their visual attention among different targets. The therapists that 
participated in ARET seem to look mainly at the following targets: (a) visual sources 
related to the phobic stimulus (i.e., the computer screen, in order to control the 
client’s view of the AR phobic stimulus; the keyboard, in order to choose the 
appropriate functions in order to expose the client to the phobic stimulus; and the AR 
marker on which the virtual animals appeared); (b) notes, in order to write comments 
and/or clinical measures or keep a temporal record of the client’s evolution; and (c) 
the client, in order to see his/her reactions and possible anxiety. The therapists that 
participated in IVET seem to look mainly at the following targets: (a) the real phobic 
stimulus, in order to reference themselves to the object in the conversation, or to 
control; (b) notes, in order to write comments and/or clinical measures or keep a 
temporal record of the client’s evolution; and (c) the client, in order to see his/her 
reactions and possible anxiety. As Figure 2 shows, the frequency of the therapists’ 
visual attention was significantly higher for the phobic stimulus target and its related 
visual sources in ARET, and for the notes in ARET, respectively, U=.000; p=.004; 
U=4,000; p=.026; the therapists’ visual attention on client comparison was not 
significant (U=8,000; p=.132).  

 

Fig. 2. Mean frequencies of therapists’ visual attention per hour in each group 

c) Spatial Orientation. Figure 3 (a) and (b) present the spatial orientation of the two 
actors. As the results show, the therapist and the client seem to move more in IVET 
than in ARET. Both actors used all the space available in the therapist’s office during 
IVET, while the actors participating in ARET had limited displacements. With respect 
to the phobic stimulus, the client and the therapist observed the phobic stimulus in 
two groups from two different perspectives (on the table and on the floor). In  
the ARET sessions, the clients were able to observe the phobic stimulus on the wall  
as well. 
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(a) 

 
(b) 

Fig. 3. Example of the spatial displacements of the therapist and client with respect to the 
phobic stimulus in IVET (Figure 3a) and in ARET (Figure 3b) 

d) Interaction with the phobic stimulus. Table 2 shows the variation of exposure 
exercises observed in both types of therapeutic sessions. The results seem to show 
that, during ARET, therapists proposed more types of exercises than in the case of 
IVET. The results also show that, during IVET, the therapists proposed to the clients 
interact with the real phobic stimulus using a piece of paper or a wooden stick. This 
was not observed in the ARET sessions. 

Table 2. Different exposure exercises proposed by the therapists, observed during the IVET 
and ARET sessions 

Exposure exercises ARET IVET 
Observe immobile phobic stimulus X X 
Observe mobile phobic stimulus X X 
Observe dead phobic stimulus X - 
Observe phobic stimulus on personal belongings X - 
Put hand(s) near phobic stimulus X X 
Put foot/feet near phobic stimulus X - 
Interact with phobic stimulus with an artifact (e.g. a stick) - X 
Kill phobic stimulus X X 
Throw away phobic stimulus X X 
Find phobic stimulus under different artifacts X - 

5.2   Clinical Effectiveness  

a) Anxiety, avoidance, belief in catastrophic thoughts, and BAT. The analysis of the 
pre-test shows no significant differences between the IVET group and the ARET 
group regarding the anxiety measure (U=13,000; p=.415), the avoidance measure (U= 
12,500; p=.373), the belief in catastrophic thoughts measure (U=10,000; p=.333), or 
the BAT measure (U= 9,500; p=.164). The analysis of the pre-test and the post-test 
shows that, for the ARET group, all clinical measures decreased significantly after the 
therapeutic session (Z=-2.207; p=.027 for the anxiety measure; Z=-2.026; p=.026 for 
the avoidance measure; and Z=-2.023; p=.043 for the belief in catastrophic thoughts 
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measure). The results also show a significant increase in the BAT scores (Z=2.232; 
p=.026) after the treatment (i.e., the clinical improvement on the BAT scale is 
reflected by an increase of the scores). Also, for the IVET group, the clinical 
measures decreased significantly after the therapeutic session (Z=-2.207; p=.027 for 
the anxiety measure; Z=-2.014; p=.027 for the avoidance measure). However, for the 
belief in catastrophic thoughts measure there was no significant difference (Z=-1.826; 
p=.068). For the BAT score for the IVET group, the results were significant 
(Z=2.232; p=.026). 

Figure 4 (a, b, c, and d) shows the comparison analysis of the clinical 
improvement, which reflects the clinical effectiveness of the two types of therapeutic 
sessions.  

 

  
(a) 

 
(c) 

(b) 

 
(d) 

Fig. 4. Mean ratings (SD) for anxiety (Figure 6a), avoidance (Figure 6b), belief (Figure 6c), and 
BAT (Figure 6d) before and after for both the ARET and IVET sessions 

The results show no statistically significant differences for clinical improvement 
between the two groups for the anxiety measure (U= 14,500; p=.568), the belief in 
catastrophic thoughts measure (U= 13,000; p=.792), and the BAT measure (U= 8,500; 
p=.115). However, the clinical improvement of the avoidance score was significantly 
higher for IVET (U= 2,000; p=.010) than for ARET. 
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b) Therapeutic alliance perceived by the clients. The analysis of the pre-test show no 
statistically significant differences between the IVET group and the ARET group with 
respect to the task measure (U= 12,000; p=.328), the goal measure (U= 17,500; 
p=.934), and the bond measure (U= 15,000; p=.625). This seems to indicate that, in 
the two groups (during the diagnostic interview), the therapists and clients created 
similar high therapeutic relationships. 

The comparison analysis of the pre-test and the post-test shows no significant 
differences in the two groups. More specifically, for the ARET group, all three 
dimensions of the therapeutic relationship were maintained after the therapeutic 
session (Z=0.000; p=1.000 for the task dimension; Z=-0.405; p=.686 for the goal 
dimension; and Z=-0.535; p=.593 for the bond dimension).  For the IVET group, all 
three dimensions of the therapeutic relationship were also maintained after the 
therapeutic session (Z=-0.736; p=.461 for the task dimension; Z=-1.095; p=.273 for 
the goal dimension; and Z=-1.656; p=.098 for the bond dimension).  

Figure 5 (a, b) shows the comparison analysis of the therapeutic relationship before 
and after the therapeutic session in terms of tasks, goals, and bond. The results show 
no statistically significant differences between the two groups neither before the 
therapeutic session (for tasks (U= 12,000; p=.328), goals (U= 17,500; p=.934), and 
bond (U= 15,000; p=.625)), nor after (for tasks (U= 12,500; p=.373), goals (U= 8,000; 
p=.094), and bond (U= 12,000; p=.315)).  

 

      
(a) 

   
(b) 

Fig. 5. Mean ratings (SD) for therapeutic relationship in terms of task and goal definitions and 
bond between the therapist and the client, before (Figure 7a) and after (Figure 7b) the 
therapeutic session for both the IVET and ARET sessions 

5.3   Acceptability  

a) Frequency of use and usefulness of the ARET system. The results show that the 
therapists seemed to be in strong agreement (α=.857) about using all the functions of 
the ARET system very frequently (M=4,88 out of 5; SD=0,17) and seemed to be in 
less agreement (α=.573) about these functions being very useful (M=4,75 out of 5; 
SD=0,39). The therapists seemed to be in strong agreement that the function “increase 
the number of cockroaches by 20” was neither frequently used (M=1,67 out of 5; 
SD=0,58) nor useful (M=2,00 out of 5; SD=0,00). The low score obtained by this 
function was explained in the informal interview by the fact that the therapists 
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preferred to use an exposure exercise that was closer to real life (a small number of 
cockroaches or spiders).  
 
b) The appeal of the ARET system to therapist. The results regarding the appeal 
questionnaire based on the short version of the Therapist Working Alliance Inventory 
[21] show how, in the therapists’ opinion, the ARET system helps them to create the 
therapeutic relationship with the client in terms of therapeutic alliance (i.e., task, goal 
and bond). The general internal consistency of the scores given by the therapists was 
high (α=.961). Therefore, the results seem to show that the therapists agree that the 
system helps the clients in performing therapeutic tasks (M=3.92 out of 5; SD=1.23), 
and strongly helps in defining the goals of the therapeutic session (M=4.42 out of 5; 
SD=0.80). The results also seem to show that, in the therapists’ opinion, the system 
moderately helps in creating and maintaining the bond between the client and the 
therapist (M=3.42 out of 5; SD=1.46). 
 
c) Usability issues of the ARET system. The informal interviews with the therapists as 
well as the video analysis brought to light some interesting information about the 
ARET system. According to the therapists, the ARET system itself and its functions 
were useful for this type of therapy. More specifically, the therapists were satisfied 
with the system, particularly regarding the sense of controlled and secure context that 
the ARET system gave their clients. However, the video analysis showed that the 
therapists used different strategies while performing the same exposure exercise 
(using the same functions). After deeper analysis of this issue with therapists, we 
came to the conclusion that the user interface dialogue of the ARET system was not 
optimal. More specifically, the functions used by the therapists to present the 
exposure exercises to the client were not optimal. The first usability issue 
corresponded to the function “Initiate”, which allows the therapist to go back to the 
beginning of the exercise. This function was also identified as a necessary step before 
increasing the number of cockroaches/spiders. This had its consequences in terms of 
cockroach/spider movement. Since the “Initiate” function stops the movement, the 
therapist had to press the “Move” key one more time in order for the phobic stimulus 
to regain movement.  

The second usability issue corresponded to the function that allows the therapist to 
kill the cockroaches/spiders (“Kill”). This function was used when the clients were 
smacking cockroaches/spiders with the swatter in order to kill them. The problem 
appeared when the therapist asked the client to kill more than two animals (i.e., the 
function worked for only two animals during the same exposure exercise). Once the 
therapists realized that the “Kill” function only worked for two cockroaches/spiders, 
they had to find a different strategy to reduce the client’s frustration and the possible 
clinical consequences of not being able to kill all of their phobic stimuli (i.e., using 
the “stop” functions or “initiate” function). 

The third usability issue corresponded to the visibility of the dark animal on the 
black AR marker. Two techniques were identified as a solution for this concern. The 
first technique was to make the animal larger by using the “Increase the size” function 
in order to see the cockroach/spider outside of the black part of the AR marker. The 
second technique consisted of moving a cockroach/spider a few centimeters by 
pressing the “Move” function and then stopping it outside of the AR marker by 
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pressing the “Stop” function. The therapists found these usability issues confusing, 
making the ARET system less intuitive. They also considered them to be time-
consuming. 

The therapists recommended several improvements for the system, such as more 
unpredictable trajectories of animals, additional behavior (e.g. flying cockroaches), 
incorporation of sounds (e.g. during walking, killing), incorporation of different 
varieties of animals (there are currently only 3 types of spiders, and 1 type of 
cockroach). Finally, the therapists mentioned the need for lighter and smaller HMD to 
reduce the clients’ level of tiredness. 

6   Discussion and Conclusions 

This study evaluates a technology-mediated therapeutic activity (Augmented Reality 
Exposure Therapy) and a non-mediated by technology therapeutic activity (In Vivo 
Exposure Therapy) in real-world conditions. The main findings and their implications 
are discussed below. 

The first objectives of this paper were to study how the ARET system supports the 
therapeutic relationship between the client and the therapist and to determine if the 
presence of the technology influences the clinical outcome. By applying the 
multidisciplinary approach, we aimed to demonstrate that, in both technology-
mediated therapeutic sessions (ARET) and non-mediated by technology therapeutic 
sessions (IVET), the relationship between the client and the therapist were the same. 
More specifically, the results seemed to show that the therapeutic alliance score 
(evaluated by clients) was similar in both groups after the diagnostic interview (i.e., 
pre-test measure) and remained similar after the therapeutic session (i.e., post-test 
measure). Therefore, even though some hesitant clinicians believe that the therapeutic 
alliance is at risk due to the introduction of technology to the therapeutic process [22], 
this pilot data is a first step in demonstrating that the therapeutic alliance can be 
created very well in both treatment conditions and that there are no significant 
differences between them. The clinical outcome seems to confirm these results. 
Indeed, the clinical symptoms (i.e., anxiety and avoidance) significantly decreased 
after the therapeutic session, and the BAT score significantly increased in both 
groups. Moreover, there was no significant difference between the two groups. The 
only differences were observed in the avoidance score, which decreased significantly 
more in the IVET group than in the ARET group. This result might be due to the 
small sample size of the clinical population used in this study. This assumption can be 
explained by the fact that these results can be contrasted with direct confrontation to 
the real phobic stimulus (BAT score). The BAT score results demonstrate that, in both 
groups, the clients did not avoid the real phobic stimulus after the therapeutic session, 
but rather interacted with it. In our opinion, the lack of significant differences for the 
belief in catastrophic thoughts measure in the IVET group is also related to the small 
size of the clinical sample. 

Although some usability issues of the ARET system were detected (i.e., non-
optimal user-interface dialogue), overall the therapists evaluated the system as being 
particularly useful and acceptable. More specifically, the results seem to show that the 
ARET system provides strong insight into the client-therapist relationship in terms of 
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task and goal definition. In our opinion, the main reason for this conclusion is the 
flexibility of the system, which proposes various exposure exercises to be presented 
from different perspectives (on the floor, on the table, and on the wall) to each client, 
and which allows tasks and goals to be followed. We hope that with the introduction 
of the changes required by the therapists and improvements in the user-interface 
dialogue, the system will also provide strong insight into the client-therapist 
relationship in terms of bond. 

The second objective of this paper was to study how the technology-mediated 
therapeutic activity differs from non-mediated by technology therapeutic activity. The 
study shows the importance of the distributed, mixed perspective approach in the 
analysis of this specific collaborative work activity. Indeed, addressing these issues 
requires observing the activity of the actors in the context of real therapeutic 
situations. The usual HCI methods that are used to evaluate VR and/or AR 
applications (e.g. inspections, verification of design guidelines, testbed evaluations) 
are limited in MH applications in the following way. First, the MH technology 
evaluation should include day-to-day therapeutic practice. This involves the 
participation of the clinical population, which is fragile and heterogeneous. Second, 
the objective of the evaluation should not only consider performances related to the 
specific sub-tasks (i.e., clinical efficacy), but a larger context related to the client-
therapist relationship. Finally, the evaluation involving the clinical population has 
some clinical and/or ethical constraints that should also be taken into account.  

The results show several interesting differences between the ARET and IVET 
sessions that can be interpreted in terms of future MH technology design guidelines. 
First, the verbal communications between the clients and the therapists seemed to be 
the basis of the therapeutic session in both groups. This is understandable since both 
cognitive reconstruction and reinforcement are one of the most important parts of the 
phobia treatment. Second, the visual attention of the therapists seemed to differ from 
the clients’ visual attention in the same way in both groups. The therapists frequently 
changed their visual source of information while the clients focused mainly on one 
visual source (phobic stimulus). This difference is understandable since the role of 
both actors in the therapeutic process is different. However, we noticed that the 
therapists from ARET had more visual attention targets regarding the phobic stimulus 
(i.e., computer screen, keyboard, and AR marker on which the VR animal appears), 
and spent significantly more visual attention on it than the therapists from IVET (i.e., 
real phobic stimulus). Since frequent and numerous switches between different tasks 
makes the process more demanding for the user and might be a sign of over-load [23], 
reducing the sources in ARET should be considered in order to make more efficient 
use of the therapists’ resources. Moreover, the clients from the ARET group seemed 
to have significantly lower visual contact with the therapist than in the IVET group. 
This result might be explained by the fact that the clients in the ARET group wore 
HMD, which limited their visual field and head movements. However, even though 
visual contact plays an important role in all types of face-to-face communication, and 
its use demonstrates engagement as well as attention and liking (e.g. [24]). The 
limited amount of visual contact does not seem to influence the clinical effectiveness 
of the ARET or the client-therapist relationship. The results also seem to show that 
ARET differs from IVET in terms of spatial displacement. Indeed, the limited spatial 
movements in the ARET group can be due to the numerous cables and movement 
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limitations that the system places on the user. However, the displacements in IVET 
were not only due to fever constraints on the client, but also due to the therapist trying 
to control the live phobic stimulus and the client getting more anxious. This might 
explain why the displacements were so numerous. Finally, the activity analysis seems 
to show that the ARET system allows therapists to propose a wide range of varied 
exposure exercises, which in turn allows the client to be exposed to numerous real-life 
situations that would be difficult to propose with a real, less controllable phobic 
stimulus. This is an important advantage that can still be improved by the introduction 
of more direct interactions with the virtual phobic stimulus, such as those present in 
IVET sessions (i.e., direct interaction with a wooden stick or a piece of paper). Direct 
interactions of this type can also be developed in terms of simple exposure therapy 
games, during which the client can interact with the phobic stimulus in a more fun 
context. In fact, in their recent pilot clinical study, Botella et al. [25] showed the 
positive effect of a mobile therapeutic game on the client’s clinical measures in a case 
study of cockroach phobia treatment. Thus, the enjoyment factor related to the 
exposure seems beneficial for clients and can open up a new range of related research. 

The results show that applying both a multidisciplinary and mixed perspective 
approach can bring to light a great amount of interesting information for future 
design. In fact, this clinical setting evaluation has identified several shortcomings that 
highlight the need to improve both the design and the evaluation methods of the MH 
technologies. First, there is a need to maximize non-clinical, usability evaluation. 
Indeed, even though the ARET system involved a collaborative design process in 
which both MH professionals and designers were involved, some usability issues 
were only detected once the finished ARET system was tested in a clinical setting. 
Thus, an evaluation using scenario-based tests to detect all possible interaction issues 
should be performed to help improve requirements gathering. Second, there is a need 
to take into account all the actors participating in the therapeutic process. While the 
therapist plays a very important role in the design and evaluation process [1], the 
therapeutic activity should be analyzed by taking into account both the client and the 
therapist and their respective and related interactions. More specifically, the 
interactions between these two actors should first be understood in the traditional 
clinical setting, and then translated to the technology-mediated setting in order to 
support these interactions. Similarly, in our opinion, the comparison evaluation such 
as the one presented in this study is beneficial for future design recommendations. 
Third, the introduction of more natural user interfaces and the development of 
innovative interaction metaphors that allow more natural and direct client-therapist 
interactions (i.e., without HMD, cables, computers screen) should be applied. 
According to Riva et al. [27] in order to allow the technology-mediated therapeutic 
process to be effective, the mediation of the technology should disappear from the 
client’s awareness (disappearance of mediation). When this phenomenon occurs, the 
user is not simply observing the projected virtual environment but is actively 
participating in the therapy. The therapist-client interactions are one of the main 
factors in creating this phenomenon. Also, therapist-client interactions create common 
ground between the two actors, which is so important to clinical experience [26]. 
Finally, the design of the system should take into account a large clinical population. 
Even though the ARET system is presented in a case study for cockroach and spider 
phobia, its advantage is based on the fact that the simple introduction of different 
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virtual objects such as snakes, bats, or rats would allow the system to treat different 
small animal phobias. This flexibility should be considered in all MH applications.  

This study can be improved in several ways. First, all the conclusions must be 
confirmed with a larger clinical population sample. Second, in addition to the 
frequency of events, additional measures such as time would be interesting to 
consider. Finally, the appeal of the ARET system to the clients in term of therapeutic 
alliance could also be evaluated. Even though this preliminary study has limitations, 
the evaluation process gave us a lot of interesting information in terms of design and 
evaluation guidelines and showed the importance of taking into account the 
multidisciplinary and mixed perspective approach in new MH technologies 
evaluation. 
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Abstract. Handoffs are moments of critical transition in which clinicians 
engage to maintain continuous coverage of patient care. This paper reports on 
an observational study of continuous coverage in an Emergency Department 
(ED), where three types of handoffs that occur during the same shift were 
identified: lunch breaks, ad hoc breaks and high workloads. The findings show 
these “in-shift handoffs” are managed not only through temporal linear 
coordination, but also through the local coordination among nurses working 
nearby. In-shift handoffs are crucial to maintaining continuous coverage in 
hospital settings. However, insufficient understanding of in-shift handoffs in 
Electronic Medical System (EMR) design may lead to a separation of 
information and responsibility, and an illusion of communication in patient 
care. The findings of this study call for attention to in-shift handoffs in future 
system design and for improving the traditional handoff process through the 
coordination of local awareness during ED work. 

Keywords: In-shift Handoffs, Electronic Medical Record (EMR), Emergency 
Departments, Non-working Moments, Design. 

1   Introduction 

One unique practice that distinguishes hospital work from other domains of health 
care is the notion of “continuous coverage” [1]. In his work regarding the temporal 
organization of medical care, Zerubavel writes, “since the hospital’s raison d’être is 
patient care, and since patients require that care regardless of the time of the day, the 
day of the week, or the time of the year (that is, even at night, on weekends, and on 
holidays), hospitals must always be open and provide medical and nursing coverage 
on a continuous basis. [1: P40].” Indeed, hospital service can never stop, yet no 
employee can work continuously without breaks. Continuous coverage in a hospital is 
maintained through the rotation of working/non-working times amongst a group of 
clinicians. In most hospital departments, nurses and doctors rotate their work to 
provide non-stop service to patients. At the Emergency Department (ED) where this 
study was carried out, nurses are required to stay at their patients’ bedside constantly 
in order to monitor potentially unstable situations. In other words, continuous 
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coverage requires that the end of one shift continue immediately with a new shift, and 
that an absence of even a few minutes needs to be covered by other nurses.  

The notion of continuous coverage raises critical considerations regarding the 
design of information systems in hospital environments, since the design needs to 
consider not only the work performed through the system, but also how different non-
working activities are handled. The most studied non-working activity is perhaps the 
end of shifts handoffs. Handoff is defined as when “two or more workers exchange 
mission-specific information, responsibility, and authority for an operation [2].” 
Handoffs bring interruptions into the continuous care process since the “baton” of 
patient care can easily be dropped during these moments of transition [3][4].  

Shift changes are the most common handoffs in hospital work, in particular, those 
for nursing shifts in inpatient units e.g. [5][6]. Yet, continuous coverage in medical 
work may involve other kinds of handoffs depending on the urgency of the medical 
service. As Zerubavel mentions, “having direct responsibility for patients, house staff 
and nurses never leave their service even for a short time period such as a lunch 
break without having some ‘cover’ for them [1: P42].” A lack of consideration for 
these other types of non-working activities in clinical systems design would 
inaccurately reflect the work practice being conducted in hospitals.   

To understand how continuous coverage is maintained in hospital work, we studied 
work practices in an Emergency Department (ED). ED patients are often in unstable 
and life-threatening situations, and even a few minutes of delay in giving medications 
can be crucial and lead to patient sufferings and care deterioration. Thus, the non-
work activities in an ED are not only limited to shift changes, but also include various 
breaks that occur during the same shift of work. In this paper, we refer to the handoffs 
that happen during the same shifts as In-shift Handoffs. We identify three types of 
in-shift handoffs and discuss how they are coordinated among ED clinicians. These 
in-shift handoffs, however, have not yet been reported in current HCI/CSCW 
literatures. The findings of this study provide valuable insights for designing 
information systems that support work practice in urgent, life-critical, and time-
constraint environments and suggest how information systems can be designed to 
support the working/non-working moments transitions to better facilitate the practice 
of continuous coverage in hospital work.  

2   Related Work 

It is commonly believed in HCI field that understanding work practices and user 
behaviors is key to the design of systems situated in the real working environment. 
One critical issue in medical work is that it is highly collaborative and often 
coordinated among multiple clinicians. Hence, researchers in the HCI/CSCW field 
have long been interested in studying collaboration and coordination in hospital work. 
Previous studies have suggested that articulating work is essential to successfully 
ensuring clinical collaboration and coordination [7]. In particular, hospital work is 
often managed through temporal coordination [8] and spatial coordination [9]. 

Maintaining continuous coverage is certainly a coordination issues and it is often 
studied in the context of shift changes handoffs. A handoff process contains the 
transition of not only information, but also responsibility and authority between two or 
more people [2]. Handoffs are often considered as “drop points” in continuous patient 
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care since the transition of care often occurs within short time periods and under 
pressure [10]. Medical literatures show that handoffs carry a high risk of communication 
and information breakdowns [11][12]. In particular, one study shows that two-thirds of 
communication issues in a clinical setting are related to handoffs [13], indicating the 
importance of handoffs to not only the work continuity, but to the quality of patient care 
and patient safety. Because of that, how to ensure the continuity of care during handoffs 
is key to the quality of medical practices, issues such as communication patterns 
[6][10][14], information flow [5][15], artifacts usage, [5][6] as well as the sense-making 
process during handoffs [3] are explored in previous literature.   

HCI/CSCW field take handoffs, like shift changes, as a temporal rhythm that spins 
in the process of medical work and leads to information breakdowns in team 
collaboration [8]. Other HCI studies show that nurses spend almost an entire hour 
preparing for shift changes. They often deploy electronic-, verbal-, and paper-based 
artifacts to facilitate the information transition during shift changes [5] [6]. Randell et 
al. argues that in addition to handoffs, cognitive artifacts, e.g., the doctor’s list and the 
white board, could provide continuous awareness among clinicians and consequently 
remove the tension away from handoffs transition moments [16]. Using cognitive 
artifacts to provide continues awareness suggest a new possibility of how handoffs 
could be handled beyond guiding the transition moments.   

Beyond handoffs, other types of non-working moments may also happen when 
work efficiency is “impaired by over work, tiredness, even boredom derived from the 
work [17].” Understanding how other non-working moments are coordinated and 
covered is important for designing information systems to support continuous 
coverage in hospital work. This important aspect of work practice, however, has not 
yet been reported in the current HCI literature.   

3   Methodology  

This study took place at an Emergency Department (ED) in a large regional hospital. 
The ED service is generally non-stop, serving on average 200 patients every day. This 
high patient volume helps produce circumstances of continuous service. The ED is 
equipped with a centralized Electronic Medical Record (EMR) system for the purpose 
of keeping patient records as well as facilitating clinical work practices.  

3.1   Study Site: Main ED Unit 

There are 4 major units in the ED: a pediatric ED, an urgent care unit, a trauma 
center, and a main ED unit. Each unit has 8-16 patient rooms for the types of patients 
it serves. Beyond the four major patient treatment units, there is also a waiting room, 
triage rooms, an admitting office, a meeting room and an administrative office in the 
ED. Due to the size of the entire ED, this study took place primarily in the main ED 
Due to the size of the entire ED, this study took place primarily in the main ED area, 
where most of the attendings, nurses and ED technicians, and other ED staff, such as 
discharge manager, social worker, nursing manager and admin personnel are located. 
The main ED has 2 nursing stations and a MD station, surrounded by 16 patient 
rooms (see Figure 1). 
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Fig. 1. The main ED map with the work locales of nurses. Four room nurses are each 
represented in one color and the float nurse is covering for the entire ED. 

3.2   Participants 

The ED has a total of 57 clinical staff members, with some non-clinical staff. Studies 
were conducted in two phases. Initially, we observed general ED work in public areas 
such as the meeting room, the MD station, waiting rooms, nursing stations and 
hallways. These observations covered most of the ED staff, and they helped us to gain 
an understanding of overall ED patient care. The second phase consisted of 
shadowing individual doctors and nurses working in the main ED area, triage room, 
and waiting rooms. For the research reported in this study, we shadowed 5 attending 
physicians, 5 room nurses, 4 triage nurses, and 2 float nurses. Other ED staff such as 
admission personnel, social workers, and the discharge manager were also observed, 
but are not reported due to the study’s emphasis on the continuous coverage of patient 
care.  

3.3   Data and Data Collection 

A total of 120 hours of observations were conducted over a period of eight weeks, 
with 40 observation-hours dedicated to understanding how patient care is performed 
in the ED in general, and 80 hours of shadowing individual ED staff. Observations 
were divided into 4-5 hours long sessions where each session focused on one ED staff 
or location. During observations, we tracked down important incidents happening in 
the patient care process and asked ED staff to explain their work practices when 
patients were not around. We also attended daily nursing shift meetings. Observation 
notes were jotted down using paper and pen on site, and transcribed in detail later.  

To ensure accurate representation, approximately half of the observations were 
carried out during ED peak times – weekends and Monday nights. In addition, we 
shadowed all roles involved in direct patient care, e.g. triage nurses, room nurses, ED 
doctors and waiting room nurses, as well as, all major locations on the ED floor, e.g. 
patients’ waiting rooms, triages, nursing stations, MD stations and patient rooms. To 
protect patients’ confidentiality, we stayed outside patient rooms when shadowing 
room nurses. However, since the EMR workstations were mounted at the corner of 
the patients’ room facing outside, communication and documentation patterns could 
easily be observed without interfering with direct patient care. 
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3.4   Data Analysis  

After continuous coverage was identified as the main theme of this paper, instances 
that related to covering and handoffs activities were extracted from the observation 
notes. These activities were further categorized into three types according to their 
length and properties. It is notable that the findings in this study are not drawn from 
one individual ED staff; rather, they are based on a synthesis of the recurring 
behaviors demonstrated by multiple staff and repeated observations.  

4   Findings  

This section first introduces the key staff involved in the process of handoffs, and how 
their intertwined roles result in “continuous coverage;” then we describe shift 
handoffs as conducted through the EMR system and outline three types of inshift 
handoffs and articulate how they are coordinated on the ED floor.  

4.1   Patient Care in ED 

The continuous coverage of patient care starts as soon as patients arrive in the ED, 
where they are monitored in the waiting room and the triage rooms. Once patients are 
assigned a patient room, they are treated by a room nurse and an ED doctor. We use 
the term work locale to represent the physical coverage of ED staff’s service area.  

ED Doctors. The ED doctor’s work largely consists of what Strauss calls “therapeutic 
work” [17]. ED doctors choose patients based on medical urgency, patient volume 
and their own expertise. Patients waiting to be seen by the doctor all reside in ED 
patient rooms. Each doctor, on average, handles 6-7 patients during the ED peak time 
and fewer patients during non-busy hours. After taking on a new patient, the ED 
doctor first travels to the patient room to do initial diagnosis work, e.g. interviews, 
physical exams, and then returns to the MD station to place orders in the EMR 
system, such as medications, procedures and labs. Orders will be sent to room nurses 
as pending tasks in the EMR. Doctors spend most of their time checking nursing 
notes, waiting for patient lab test results, discussing cases and writing progress notes 
at the MD station.  

The ED doctors’ work locale extends to the entire ED floor, since they do not pick 
up patients according to their locations. Doctors may travel to the furthest patient 
room or take care of a patient right across the MD station. Their movements in the ED 
are largely centered around the MD station, although they also work on all four ED 
units. In other words, a doctor’s work does not anchor them at bedside at all times. 
When urgent situations occur, doctors can be paged through either a personal page or 
an overhead page announced to the entire building.  

Room nurses. Each room nurse manages four patients’ rooms in the ED. Nurses 
largely engage in the so-called “monitoring work” [17]. The reason we refer to room 
nurses’ tasks as “monitoring work” is that they station themselves at patient bedside, 
continually monitoring patients’ status, such as watching out for patient situations, 
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checking vital signs every two hours, updating patient information on the nursing 
notes section of the EMR, and administrating orders received from ED doctors.  

Room nurses, as observed in this study, are always checking the EMR system to 
see if they have any pending orders and to update nursing notes after every procedure 
they perform, whether at the bedside or at the nursing station. Each room nurse’s 
service area is marked on Figure 1 using different colors. As indicated on the map, 
patient rooms assigned to each nurse are all located at the same corner of the main 
ED. Room nurses divide their entire working hours among patient rooms and the 
nursing station near their assignments. The typical routine of the room nurse is to 
check patients, update information at the bedside computer, follow administrative 
orders, and then write notes at the nursing stations.  

Unlike the ED doctors who work on the entire ED floor, the work of the room 
nurses remain situated around the area of their assignment. This is primarily due to 
the nature of the monitoring work that must be done at the patients’ bedside. For 
instance, the four room nurses in the main ED area are each in charge of four patients’ 
rooms and there is no overlap among their room assignments (see Figure 1). In other 
words, at any given moment, there is only supposed to be one room nurse for each 
patient room. Thus, the working locale for a room nurse is the fan-shaped area from 
the nursing station to their patients’ rooms. Nurses rarely step out of their designated 
working locales because they need to be readily available to monitor patient situations 
and to respond to patients’ requests. This continuous coverage occurs even during the 
non-peak time, since nurses have to be prepared to help with any sudden emergencies, 
such as patient transported by ambulances.  

Float nurse. The float nurse is an indispensible role in the process of maintaining 
continuous coverage. During every shift, one nurse is assigned the role of float nurse 
by the nursing manager. A float nurse receives no particular assignment, but covers 
for a room nurse whenever they leave their designated working locale during a shift, 
or when a room nurse needs help with a heavy workload.  

A float nurse’s working locale includes all the places that need covering, which in 
most cases, is the entire ED. Differing from doctors who mostly reside in their own 
station, a float nurse does not have a fixed working station, and is always moving 
around on the floor during a shift. Float nurses may actively approach room nurses to 
see if they want to be covered, or may wait to be called on for help.   

4.2   Continuous Coverage in the ED  

In the ED, a patient has to be continuously covered on both the therapeutic level and 
the monitoring level. Before the introduction of the EMR, doctors and nurses had to 
constantly communicate. Nowadays, doctors and nurses do not have to verbally 
update each other, since all work is communicated through the system. When an ED 
doctor signs an order for a patient in the EMR, the room nurse for this patient is 
automatically alerted. Similarly, when the room nurse of this patient updates notes in 
the system, the doctor can see them immediately at the MD station. Sometimes, 
doctors may not even notice who the room nurse of a particular patient is, since their 
working locale can be across the entire ED, and every patient of theirs may have a 
different room nurse.  
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ED doctors are considered on duty as long as they stay in the hospital area, and 
have no need to be covered by others. In contrast, room nurses have to stay close to 
patient rooms for their entire service period in order to monitor patients (with the 
exception of the float nurse). Each work area only has one nurse, so whenever a nurse 
steps out to get water, take a brief break or have lunch, a disruption in the continuous 
coverage of patient care occurs; to avoid this, the room nurse needs to be covered 
before they can leave. In other words, an in-shift handoff is needed. 

What follows are our findings regarding handoffs. First, we describe end-of-shift 
handoffs using the EMR system. Second, we detail three types of in-shift handoffs 
and their non-EMR-oriented coordination processes.  

4.3   End of Shift Handoffs through EMR  

Unlike nursing shift meetings in in-patient units that take more than 30 minutes [5] 
[6], the shift meetings in the ED usually last only 2-3 minutes and are held in the 
locker room next to the main ED area. Attendees of these meetings are all the 
incoming shift nurses and the nursing manager on duty. The locker room is where the 
incoming nurses first arrive when they start their workday. During the meeting, the 
nursing manager brings in a paper-schedule and announces each incoming nurse’s 
assignment. A typical assignment looks like this1: Mike - triage room 1, Melissa - 
float nurse, Rowena - room 12-16, Lisa - room 16-20 and so forth. The nursing 
manager will then let each nurse know the time of his or her assigned lunchtime – the 
one-hour middle-of-shift meal. If there are no questions regarding the assignments, 
the nurses walk to their designated work locales to start their work. The earlier shift 
nurses in the ED never attend the shift meetings, but wait at their work locale until the 
incoming shift nurse arrives. Hence, nursing handoffs in the ED are all conducted at 
the local level where two shift nurses assigned to the same area hand over jobs at the 
working locale.  

Since the deployment of the EMR system, the handoff between nurses now occurs 
in two stages: an informal verbal information handoff at patient bedside and a formal 
system handoff at either bedside or the nursing station. During the handoffs, the 
leaving nurse will walk through each patient room with the incoming nurse. For each 
room, the leaving nurse will first acknowledge the patient that the incoming nurse will 
take over, and then talk to the incoming nurse about this patient’s situation outside the 
room. This step largely constitutes the act of passing patient care information to the 
next shift nurse as a means to maintain continuous care for the patient. After the 
verbal handoff, the leaving nurse signs off on their patients to the incoming nurse via 
the EMR system. After the formal handoff, the four patients automatically appear 
under the in-coming nurse’s name when they first sign into the EMR system. The 
formal EMR signoff transfers the patient records and the responsibility of patient care 
officially to the in-coming nurse, as well as pending orders and other unfinished tasks.  

4.4   Three Types of In-shift Handoffs without EMR 

Handoffs not only occur between two shifts; they also frequently occur during the 
same shift, as a way of maintaining continuous coverage in ED care. In-shift handoffs 
                                                           
1 All the names used in this paper are pseudonyms. 
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are usually short-term, ranging from a few minutes  to one hour. Unlike per-scheduled 
shift changes that occur in 12-hour intervals, in-shift handoffs are more spontaneous 
and rely on the interpersonal coordination among collocated nurses. This section 
describes how these in-shift handoffs occur and are coordinated on the ED floor. 

Lunch breaks – Planned One-hour Coverage. Perhaps the most important task for a 
float nurse is to cover for lunch breaks, since nurses cannot work continuously for a 
12 hours without taking a meal. “Lunch” is an hour-long time off in the middle of a 
shift, no matter if it is at midnight or in the early morning. Lunchtimes are pre-
scheduled by the nursing manager and announced in the shift meetings. To maintain 
continuous coverage with only one float nurse, room nurses working the same shift 
are all assigned with different lunch times. As a result, lunch can happen anytime 
during a shift.  

The float nurse moves to different working locales, covering lunch-breaks based on 
the nursing schedule. Although the lunch break is only an hour long, necessary patient 
information must still be handed over to a float nurse so that patient care tasks can be 
performed. During the handoff, room nurses go through their patients one by one, and 
remind the float nurse of tasks to be done in the following hour, e.g. the next two hour 
vital sign check up and monitoring for chest pains. This lunch hour handoff is similar 
to the “verbal handoff” that is performed at the end of shifts. Through this brief face-
to-face conversation, the float nurse receives critical information about a patient and 
is given the key tasks that might be happening in the next hour.  

Unlike end-of-shift handoffs, handoffs for lunch are transitioned only through 
verbal communication, but are not signed in to the EMR system. The consequence of 
this action is that while the room nurse is on break and is no longer the one caring for 
the patients, in the EMR system, the room nurse is still “in charge.” Orders signed 
from ED doctors are still routed to the room nurse, but not the float nurse who is 
caring for the room nurse’s patients. Since the EMR system is viewable to every ED 
staff, the float nurse could always check patient’s information in a patient’s records. 
Nevertheless, orders are not publicly accessible to everyone. However, what is justly 
notable in the lunch hour handoff is how the information and the responsibility of 
patient care are separated due to the lack of EMR-based signoffs. The lack of EMR 
based care transitions may result in serious consequences to medical work.  

Ad Hoc Breaks – 10 Minutes Unplanned Coverage. The intensity of ED work may 
exhaust room nurses, potentially inducing errors and mistakes. Each room nurse is 
allowed to have approximately 3 ad hoc breaks per shift when and if they feel the 
need, each lasting for 10 minutes. While room nurses are not expected to take too 
many breaks, they are not expected to work during extreme tiredness either. The 10-
minute absence from their patients’ bedside, though brief, still disrupts the continuous 
monitoring work that room nurses engage in, forcing them to find coverage for their 
ad hoc breaks via a float nurse. Similar to the lunch breaks described in the previous 
section, ad hoc breaks are negotiated verbally, and are not officially transferred in the 
EMR system.  

The spontaneous nature of ad hoc breaks makes planning for them impossible, 
since the vagaries of tiredness are situated in the nature of the workday. This makes 
the coordination process of ad hoc breaks more challenging to perform in the ED. In 
an ideal situation, when a nurse wants to take a break, they should be able to contact 
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the float nurse right away and immediately arrange for them to cover their patients. In 
reality, ad hoc breaks are usually initiated by the float nurse due to the lack of 
communication among nurses.  

Ad hoc breaks are managed through a flow sheet placed on the left nursing station 
in the main ED area, where everyone can see it. The flow sheet is a table-look-
schedule that is filled out during the shift. On the flow sheet, there is one line for each 
ED nurse, with the first column showing the shift time of the nurse, followed with 
their name, lunch break time, three ad hoc break times, and a note section.  

  

Fig. 2. The coordination of ad hoc breaks in the ED. Left, the flow sheet of nursing work; right, 
the float nurse is checking the flow sheet. 

To coordinate ad hoc breaks, the float nurse checks the flow sheet constantly and 
speculates whether a room nurse may need an ad hoc break based on what has been 
documented on the flow sheet. For example, if nurse-A hasn’t taken a break for the 4 
hours since work began, and their lunchtime is schedule 3 hours later, the float nurse 
may consider giving nurse-A a break. Thus, the float nurse travels to nurse A’s 
working locale and inquires whether a break is needed, and nurse-A will probably say 
yes given the circumstances. After nurse-A’s coverage, the float nurse will sign the 
time of this ad hoc break on the flow sheet for nurse-A. In this way, the flow sheet 
plays an essential role as a central coordination artifact that allows the float nurse to 
manage continuous coverage. The ad hoc breaks are mainly initiated by the float 
nurse and the need for an ad hoc break is decided based on the flow sheet.  

Use of the flow sheet to coordinate ad hoc breaks allows the float nurse to check, 
arrange and record for whom and when they have covered. The flow sheet greatly 
benefits the float nurse’s work, but not those in need of breaks on the ED floor who 
are accidentally overlooked. On more than one occasion, we observed that nurses 
working in their locales were unable to locate the float nurse at the time they needed a 
break. Consider the following scenario 2:  

Mike, a room nurse stationed at one left corner of the main ED wanted to take a 
break. He is not feeling well today and has been working for 3 hours. He looked 
around every 5 minutes but didn’t see the float nurse in the main ED area. Mike asked 
Lisa – the other nurse working in the same nursing station – whether she knows 
where the float nurse is. Lisa said, “Why don’t you check the flow sheet and see 
where she is?” Mike ran to check the flow sheet on the other side of the main ED and 
was told by the nursing manager that the float nurse was covering a lunch break in 

                                                           
2 Scenarios are all drawn from observation notes.  



550 Y. Chen 

the urgent care unit. Mike came back and asked Lisa if she could cover him for a few 
minutes so he could get a snack at the fitting room. Lisa answered, “let me finish this 
vital first and I can keep an eye on [your patients] for you.”  

This scenario indicates the inefficiency afforded by coordination of ad hoc breaks 
using only the centralized flow sheet. Many times during observations, we saw the 
float nurse standing at the nursing station examining the flow sheet and considering 
who should be given a short break. The need for ad hoc breaks is not merely based on 
the dimension of time. Issues such as an individual’s physical condition, the busyness 
of ED work, the unit a nurse is in and the demand of the nurse’s patients also affects 
ad hoc breaks. Certainly, working at a trauma unit would be more exhausting than 
working at an urgent care unit, and night shifts produces more tiredness than day 
shifts. Unfortunately, time is generally the sole criterion for deciding whom to give ad 
hoc breaks in the ED.  

When nurses can’t find coverage from the float nurse, they have to ask for help 
locally due to their inability to travel far from their work locale.  From our 
observations, nurses were able to ask for help from other nurses they could physically 
see, but were less likely to seek help from the other ED units, or even the other side of 
the main ED unit. Every nurse could use the phone at their ED station to call others 
stations, and even page the entire ED. The triage nurse has a walkie-talkie to 
communicate with the nursing manager. Yet, the float nurse has no communication 
devices on-hand and consensus seems to be that the overhead pages, which are 
intended for services such as paging doctors, should not be used for solving this 
seemingly trivial issue, such as breaks due to the tiredness.   

Team Nursing – Shared High Workload Coverage. Though continuous coverage is 
viewed as linear temporal coordination in medical work [1], during this current study, 
we witnessed that continuous patient care are shared among multiple room nurses 
simultaneously, as developed by the nurse on the ED floor in the so-called, “Team 
Nursing” practice.   

Traditionally, one ED nurse takes care of four patients. It is assumed that a nurse 
can manage the orders; check-up and monitoring work for four patients 
simultaneously. Sometimes though, this assumption becomes problematic, as there is 
no coverage for emergency situations. As one nurse told us, “all of them [patients] 
are stable right now. No one knows what might happen [the] next minute; if two 
breakout at the same time, I am not gonna cover both of them at the same time.” 
Here, even the room nurse is physically at the working locale, yet, attention can only 
be given to one patient at a time, leaving the other three patients momentarily 
uncovered. The general assignment of the ED would allow a nurse to cover four 
patients on a regular basis, but not when two or even more patients need to be 
attended to at the same time.  

Helping with the room nurses’ temporarily heavy workload is theoretically one of 
the daily duties of the float nurse. However, situations wherein the room nurse is 
physically present but is unable to give the needed attention to a patient tend to be 
urgent, and though the float nurse could be called, there probably would not be 
enough time for the necessary patient information to pass from the room nurse to the 
float nurse. In a new strategy developed by nurses at our field site called “team 
nursing,” nurses cover locally for each other in cases such as these.  
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Fig. 3. The whiteboard hung outside each patient room. It shows the room nurse belongs to 
“Team A”. 

“Team Nursing” pairs nurses into teams based on their physical proximity. This 
physical proximity allows nurses to cover each other when needed. In “Team 
Nursing,” however, nurses do not only provide coverage when urgent situations break 
out; instead, nurses are asked to stay aware of the situation of all the patients of all the 
nurses on their team. For example, the two nurses in Team A work in the left nurses’ 
station, and have eight patient rooms collaboratively managed between them. ‘Team 
Nursing’ is useful because, as one room nurse explained, “if anything happens, we 
know why this patient is here and what happened to him, sometimes a few seconds 
can save a life.” When all team members are constantly check of each other’s 
patients, the verbal handoff can be avoided when an urgent situation arises. In 
addition, team members are able to gain an understanding of all the patients in their 
team gradually and thoroughly over time – an understanding that is not possible for a 
float nurse to obtain even through a verbal handoff.  

“Team Nursing” provides room nurses with a way to avoid possible information 
breakdowns during emergency situations. Nurses give and receive constant patient 
updates, and read the charts of each other’s patients. Through team nursing, nurses 
can avoid the common practice of verbally reporting the patient situation to the 
covering nurse during a time of urgency. As one of the room nurses we spoke with 
commented in the previous paragraph, a matter of one second can save, or lose, a life, 
and by shaving away the time a handoff takes, precious time is added to direct patient 
care.  With more than one nurse paying attention to a patient, it is also likely that 
potential medical errors could be avoided through the overlapped attentions.  

Nevertheless, in ‘Team Nursing,’ each nurse still receives their own assignments 
and there is no cross-coverage among these assignments. The ‘teams’ of nurses only 
exist on the whiteboard; nurses still act solely in the EMR system. What is shared in 
“team-nursing” is the responsibility and information of a pool of patients. Each nurse 
gains not only a sense of partial responsibility for all the patients of their team, but 
also for the nurses who are their team members. It is also notable that the creation of 
nursing teams is coordinated mainly through spatial proximity, and not a linear 
temporal arrangement.  
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5   Discussions  

This section takes a synthesized view towards in-shift handoffs. First, we discuss how 
in-shift handoffs are managed through the interplay of temporal and spatial 
coordination on the ED floor. Second, we highlight the issues resulted from the lack 
of in-shift handoffs in system design.  

5.1   The Coordination of In-shift Handoffs  

Though the continuous coverage concept applies to nurses and doctors, in-shift 
handoffs only occur among nurses, and not ED doctors. In this section, we discuss 
how in-shift handoffs are coordinated by nurses collocated on the ED floor. 

Working Locale Attachment. As evident in our study, in-shift handoffs apply solely to 
nurses, but not ED doctors. Doctors rarely seek coverage if they need to get lunch 
outside the ED or leave for 5 minutes. This is largely due to the nurses’ attachment to 
a specific working area. The doctors’ work locale, as described in the ED work 
section, is the entire ED. Doctors accept patients from any place in the ED and remain 
in the MD station for most of their shift. Because the doctor’s work is not attached to 
a specific patient room, there is no such notion of leaving patients for a short break, 
and consequently, no need for in-shift coverage.  

The strong attachment nurses exhibit to their working locales can even be seen in 
the way that their daily assignments are given; nurse are never assigned to patients, 
but room numbers. Spatially, the room nurses manage neighbor each other and the 
nursing station they use is right outside their patient rooms. This setup illustrates how 
nurses need to be physically present to maintain the continuous coverage of their 
patients - in other words, nurses have to be covered as soon as they step out of their 
designated working locales. In this sense, taking lunches downstairs at the cafeteria is 
an absence from work, as is drinking water at the locker room next door, or even 
going to restroom. All of these require nurses to find short-term replacements.  

Only one of the three types of in-shift handoffs noted in this paper can be 
anticipated: lunch break handoffs. The other two forms of coverage, related to ad hoc 
breaks and high workloads, are more spontaneous in nature and are usually 
coordinated at the local level.  Interestingly, no matter how long the coverage is, it 
inevitably involves handing patients from one room nurse to another, and the 
consequences for one 5-minute break is similar to a full shift handoffs. The current 
system design lacks sufficient acknowledgment of these short-term handoffs, 
potentially leading to other types of handoff breakdowns.  

From Temporal Transition to Local Awareness. More importantly, the in-shift 
handoffs identified in this study are often coordinated locally by nurses working at 
nearby locales. This coordination of in-shift handoffs shows that the scheduling 
process of handoffs is not merely a temporally oriented task, but also one that takes 
place at the locations where nurses engage in work.  

Intershift level coverage is coordinated through rotations of temporal rhythms in 
medical work [8]. Rhythms such as shifts follow a strict 12-hour timeline and are a 
linear process of one after another. There is generally no overlap between two shifts 
other than the brief transition period. In contrast, among the three identified in-shift 
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handoffs, only the lunch break can be scheduled since it occurs only once during the 
shift, and has to be spread out to different times (once for each nurse) for the sake of 
scheduling. The other in-shift coverage are more spontaneous in nature since it is not 
easy to predict when a nurse may need an ad hoc break due to tiredness or when an 
extra hand will be needed due to medical urgency. The more unpredictable a break is, 
the more unlikely it is to schedule the coverage in advance via temporal coordination. 

As described in the findings section, ad hoc breaks are covered mostly through 
spatial arrangements, as opposed to temporal coordination. For ad hoc breaks, the 
nursing manager allows each nurse to have approximately 3 short breaks during their 
shift. Yet, the specific times that a nurse requires a break cannot not be scheduled, and 
the float nurse may not be available or be able to notified when a room nurse need it. 
As a result, nurses working close by may be asked to cover for a break when the float 
nurse cannot. This is an example of a local coordination mechanism between nearby 
working locales that enables continuous coverage in the ED. 

In addition, coverage of urgent situations by “Team Nursing,” designed at the field 
site we worked at, also reaches beyond the linear temporal coordination that most 
studies previously reported. Nurses in a team cover patients not in the “one-leave-one-
in” mode. By overlapping their coverage for a single patient, each nurse still has their 
own assignments, but stays aware of all the team’s patients so that in times of 
urgency, there is no need to go outside the team for coverage. This pattern switches 
the linear coverage into the paralleled overlap coverage. It is important to note that 
this parallel coverage is also enabled through the spatial coordination within the 
collocated nursing teams.  

Just as Randell argues for the use of cognitive artifacts to help physicians stay 
aware of patients at all times, as opposed to handing jobs over just during the short 
handoffs periods, local awareness also facilitates the continuity of patient coverage 
and can alleviate the sudden “drop the baton” situations that can happen during 
transition moments [16]. In ‘Team Nursing,” nurses in the same team know each 
other’s patients naturally through their physical proximity. Many times in the study, 
we saw the nurses asking about the status of another team member’s patients, or even 
sharing their patient care information through casual chats at nursing stations. When 
this does not happen naturally, “Team Nursing” practice requires nurses in the same 
team to update each other on patient cases throughout the entire shift, and to 
constantly check up on each other’s patient charts in the EMR. So when it comes to 
managing in-shift handoffs through local coordination, it is likely that the nurses 
working nearby would already have certain prior knowledge about each other’s 
patients. Thus, the burden of in-shift handoffs is no longer in the short transition 
period, but accumulated over time through constantly updating and acknowledging 
patients information. From this sense, the local awareness is the knowledge of things 
going on in their local area of neighboring patients. Indeed, this local awareness is a 
continuous endeavor rather than a sudden transition. Even though the actual handoff 
may still happen in a short period of time, the information needed for patient care is 
updated gradually as a shift progresses. 
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5.2    The Impact of In-shift Handoffs  

Much of medical work is now mediated through the use of the EMR systems. 
Consequently, the system also impacts how handoffs are conducted on the nursing 
floor. In this section, we discuss the potential impact caused by the lack of the proper 
EMR-based in-shift handoffs on the ED floor.  

The Lack of System Supported In-shift Handoffs. Previously we used the definition of 
“transition of information, responsibility and authority” between two people to refer 
to handoffs in the medical field. Zerubavel [1] also emphasized the importance of 
responsibility in the handoff process. In previous studies, the layers of handoff, such 
as responsibility, information and artifacts, are transitioned simultaneously as nurses 
pass over to the next shift [5][6]. However, handoffs in the ED take place in two-
phases: first, passing over authority and information at the patient bedside, and 
second, officially signing-off responsibility in the EMR at the nursing station. Both 
phases are essential for the quality of patient care and are necessary steps to go 
through, since the EMR is not only a patient record system, but also a document of 
work activities that could be for liability purposes e.g. [18][19].  

Nevertheless, most short-term handoffs only go through the initial stage of verbal 
transitions, but not in the information system. This is partially due to a lack of design 
to support short-term coverage in the information system. As is, the handoff process 
now is so complex, nurses would assume it acceptable not to signoff, and continue to 
find a nurse to cover for a few minutes. Similarly, “Team Nursing” only exists on the 
whiteboard hanging outside the patient rooms, and not in the EMR system. In this 
case, responsibility of a patient still falls completely on the room nurse, despite the 
rest of “Team A” checking the patient’s chart in the EMR and caring for the patient 
when emergencies happen.  

The lack of formal records for short-term handoffs bears various consequences for 
medical work. Nowadays, the EMR is not only a database of patient records, but 
serves as a central system of supporting all types of clinical work [20]. Evidence 
shows that the EMR is increasingly used to trace clinical activities for work 
efficiency, medical errors and responsibilities [18][9]. The lack of EMR-based 
transitions during temporary handoffs may lead to mismatch between the actual work 
practice and the records of work practices stored in the system. For instance, the 
covering nurse’s tasks will not be documented in the formal medical records. When 
these tasks are checked afterwards, the actual nurse who performed the tasks and the 
nurses who is indicated in the system as the task handler will not be the same person. 
Also, it is arguable that many breaks are not documented properly in the flow sheet 
since they are handled locally without leaving any records with the nursing manager. 
This is not only legally conflicting, but also challenging to the ED management since 
the manager is now oblivious to how many breaks a nurse takes in a shift – key 
information that needs to be kept track of at management level.   

Illusion of Communication. Since the deployment of the EMR system, most patient care 
information is mediated through the information system. Orders from doctors are routed 
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to the “charge” nurse automatically.3 The charge nurse receives these orders as pending 
tasks whenever they sign in to the system. Due to the busyness and multi-patient care of 
ED practice, doctors may not be able to follow up nurses in person with each order they 
prescribed, but just assume that these orders will be checked and performed as the 
earliest convenience on the nurse’s end. Nevertheless, the lack of design for in-shift 
handoffs could potentially lead to delaying in receiving information in the ED. 

Since orders are no longer passed along on paper or through phone calls, room 
nurses who are monitoring patients information have to check the EMR system 
frequently to see if there are any pending orders. As what we observed in the study, 
nurses always log into system every 2-3 minute to see if they have any new pending 
orders. This frequent checking ensures timely delivery of medications to avoid patient 
suffering and delay in care.  

However, the lack of concern for in-shift handoffs may lead to delays in receiving 
patients’ orders. Doctors who order a test or new medication may not know that a 
nurse is on a designated lunch break at the time they put in an urgent order. Similarly, 
the float nurse may not be aware of a pending order since the order is only routed to 
the room nurse who is on break. This delay in receiving information has been referred 
to as illusion of communication in previous literature [21]. The illusion happens when 
one assumes communication is happening after orders are put into the system, but the 
orders may not be checked in the system by the other. This generally is not an issue 
for ED nurses, as they frequently log in and check the pending orders every a few 
minutes. But since the orders are not marked as pending orders in the float nurse’ to 
do list, it may be overlooked during the in-shift handoffs. From this sense, the illusion 
of communication is partially due to the lack of support for in-shift handoffs in the 
information systems.  

6   Implications for System Design  

The findings of this study suggest that continuous coverage should be considered a 
primary design principle for clinical systems. Drawn from our qualitative field 
observations in the ED, we found that continuous coverage is maintained not only 
through the handoffs between two shifts, but also through various non-working 
moments that occur during the same shift of work. The lack of a proper design for 
these in-shift handoffs may impact both nursing work and the nursing/doctor 
collaborations that are mediated through the information systems. In this section, we 
outline possible design opportunities based on the findings of the study. Noteworthy 
is that what we suggest here is by no means the only design solution. Rather, it is an 
implication leading to the designs of clinical systems that take in-shift handoffs into 
considerations.  

6.1    Easy Role Switch During In-Shift Handoffs   

As described earlier, only at the end of shift do nurses sign-off patients officially in 
the EMR system; other in-shift handoffs are conducted verbally. Indeed, if the  

                                                           
3  This implication is based on the observations from the current study. This may not be applied 

to other EMR systems or other emergency departments.  
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in-shifts handoffs were handled in the system, nurses would have to sign patient to the 
covering nurse first, then sign it back a few minutes later. The complexity and extra 
procedures involved in the EMR-based signoff keeps nurses from doing it during 
temporary breaks. This suggests that end-of-shift handoffs and in-shifts handoffs 
should be handled differently in the EMR system. System design should allow for 
easier role transition during temporary coverage periods, such as providing a covering 
feature to allow a one-click temporary signoff during in-shift handoffs, or add float 
nurses as a covering person in the system and allow role transitions for the one being 
covered directly. Simplifying the system signoff procedures would encourage 
clinicians to use it for the brief in-shift handoffs process and to avoid the potential 
communication illusions and delays.  

6.2   Social Display of In-shifts Handoffs  

Clearly indicated in our study, ED clinicians work in different working locales 
without much overlap. Room nurses stay nearby the patient rooms they manage, and 
ED doctors work primarily at the MD station. Nevertheless, the status of nurses and 
the orders doctors prescribed have to be coordinated during the in-shift handoffs. We 
suggest the EMR system to incorporate a social display system in order to provide 
awareness information for clinicians working on the ED floor. The display system can 
mark the status of each nurse and new orders for each room using various color 
schemes on a shared ED floor map. This map is then shown on the EMR front page or 
even projected onto a larger screen that can be publicly seen on the ED floor. In doing 
this, everyone in the ED can be aware of each other’s working status, like who is on 
break (e.g. in yellow color) and which patient has new orders (e.g. in red color). In 
this case, the illusions of communication can be eliminated since new orders will be 
visible without logging onto the EMR system. Doctors could also be cautious when 
they notice the room nurse is on break. Nurses can also remind each other as the 
colors associated with patient room is publicly displayed. Using the display system 
can benefit the communication between doctors and nurses in general, since by 
flagging new orders in the social display system, room nurses no longer need to log in 
to the EMR every 2-3 minutes to see if they have pending orders. 

6.3   Shared Responsibility   

Different from the temporal work coordination that occurs at the end-of-shift 
handoffs, in-shift handoffs are often managed through spatial coordination among 
nearby nurses. That is, nurses working nearby act as a team to help each other when 
necessary. The local coordination turns the solo practice of “one nurse cares for four 
patients” into a collaborative practice of “three nurses in team A manage twelve 
patients together.” To do so, nurses in a team maintain a local awareness by 
constantly checking on and updating patients’ situations with each other. We suggest 
the design of patient care systems take advantage of local awareness and provide 
shared responsibilities for nurses working nearby. This way allows team nursing to be 
formalized in the medical records. Team members could not only have access to 
patient information, but are also able to document and order in the records. In this 
case, the medical record become a cognitive artifact [16] that provides constant 
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information sharing for in-shift handoffs and relieves the possible “baton” drop 
transition moments.  

7   Conclusion  

In this study, we explore how the concept of continuous coverage is practiced in an 
emergency department. Our observations reveal patterns of unreported short-term 
handoffs in the same shift of nursing care. These in-shift handoffs result from the 
strong attachment of nursing work to the working locale they are assigned. Differing 
from previous studies on handoffs, this current study shows that when handoffs occur 
within the same shift, they are more likely to be coordinated through local 
arrangement among collocated nurses. The handoffs that are arranged through the 
closeness of working locales enable constant updates among nurses and provide them 
a sense of local awareness – an awareness of knowing patients situations in the nearby 
rooms. This mechanism could avoid the sudden breakdown in the normal handoff 
processes. However, since these short term handoffs are hidden in the same shift work 
and are not recognized by system designers, they may lead to issues such as the 
separation of information and responsibility in patient care, and the illusion of 
communication, if they are not properly handled. The findings of this study call 
attention to the design of systems that account for in-shift handoffs that can improve 
handoff processes via the coordination of local awareness during ED work. In-shift 
handoffs may also exist in areas that require strong attachment to an employee’s 
working locale, such as space shuttle, software design, and 24/7 services areas.  
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Abstract. This paper explores how microgestures can allow us to execute a 
secondary task, for example controlling mobile applications, without interrupting 
the manual primary task, for instance, driving a car. In order to design 
microgestures iteratively, we interviewed sports- and physiotherapists while 
asking them to use task related props, such as a steering wheel, a cash card , and a 
pen for simulating driving a car, an ATM scenario, and a drawing task. The 
primary objective here is to define microgestures that are easily performable 
without interrupting or interfering the primary task. Using expert interviews, we 
developed a taxonomy that classifies these gestures according to their task 
context. We also assessed the ergonomic and attentional attributes that influence 
the feasibility and task suitability of microinteractions, and evaluated their level of 
resources required. Accordingly, we defined 21 microgestures that allow 
performing microinteractions within a manual, dual task context. Our taxonomy 
poses a basis for designing microinteraction techniques. 

Keywords: gestures, microinteractions, dual-task, multitask, interruption. 

1   Introduction 

Human-computer interactions are to a great extent defined by hardware design such 
as the size limitations and the interconnections of the hardware components. For 
instance, the size of current smart phones is mainly determined by the screen size 
necessary for watching multimedia content or browsing the internet. 

Novel concepts of interaction design and HCI research tend to split the interface into 
specialized components, especially for separating the hardware that processes the user 
input [5, 8, and 15]. For example, Loclair [8] uses a depth camera for tracking pinch 
gestures; Harrison [5] measures body transmitted acoustic signals that are generated by 
tapping a finger against other fingers or the forearm; and Saponas [15] is using EMG to 
recognize finger pressure and finger taps. These works focus on the input and sensing 
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techniques for tracking hand gestures for microinteractions. Microinteractions, defined 
by Ashbrook as short-time interruptions of primary tasks [1], can have huge benefits in 
allowing mobile application control in parallel to ongoing primary tasks and could 
significantly expand the set of tasks we could perform on-the-go. Chewar [2] defined 
secondary tasks as those which can take place concurrently with the primary task. 
However, there is a research gap in investigating microinteractions from the task-driven 
perspective and from the human point of view [17]. 

We understand microinteractions as interactions that are task-driven and goal 
oriented, and which may include system feedback. They can be evaluated with 
traditional usability metrics such as effectiveness, efficiency and user satisfaction. In 
contrast, microgestures are actual physical movements, e.g. of fingers, which are 
recognised by the system, and where the system reacts upon. Microgestures are part 
of microinteractions. Within the related work of microinteractions, the main focus is 
on short-time manual motor interruptions, or on manual synchronous tasks. We 
investigate microinteractions that can be performed synchronously. The attentional 
resources then have to be used alternately or in parallel.  

This paper explores and identifies microgestures and finger movements that are 
performable and does not draw significant attention away from the primary manual 
task which is to be done in parallel. In deciding the manual primary task, we 
focused on manual grasp research that is done in the rehabilitation and medical 
science areas. 

Feix [4] developed a grasp taxonomy that compared 14 grasp taxonomies based on 
92 years of human hand’s research. He identified 33 different human natural grasps 
and classified them into 3 main types: palm, pad, and side. We abstracted this 
taxonomy and related it to our research interest: microgestures performed alongside 
manual tasks (see Table 1). The left three columns of the table shows the original 
main grasp types of Feix’ taxonomy and describes one specific example for each type. 
The right column shows which free movement potentials we identified for the 
taxonomy’s main grasp types. For investigating microinteractions that are meant to be 
executable alongside manual tasks, we have chosen 3 exemplary tasks: each one is 
using one grasp of one main group of Feix’ taxonomy. Thus, we aim for ensuring 
research results that are scalable to a wide range of manual activities. 

Primary tasks, such as driving a car or holding objects, do not need our complete 
cognitive attention nor are all fingers strictly involved in these processes. This allows 
for performing a second task at the same time. This task can be related to a different 
context like answering the phone while driving a car. Alternatively, controlling 
mobile applications by microinteractions could also offer the opportunity to apply 
subtasks through adding augmented function to the primary task without interruption. 
For instance, the input for many mobile applications in the automotive context, such 
as setting up the navigation system, controlling the music player, or opening and 
shutting the car windows, could be realized by microinteractions that are performable 
without releasing the steering wheel and therefore not interrupt the manual effort of 
the primary task. 
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Table 1. Microgesture options during ongoing manual tasks: Analysis of Feix’s grasp types: 
Palm, Pad, and Side, into which all human grasps can be categorized. Fingers are counted 
starting from the thumb. 

Grasp type 
(Feix [4]) 

Description  
(Feix [4]) 

Involved hand-parts  
(Feix [4]) 

Potentially 
still movable  
hand-parts 

PALM 
(e.g. Steering a 
car) 

Medium wrap 

Low power grasp performed 
by 2-directional force 
between palm (finger 2-5) 
and abducted thumb 

Particular 
fingers and 
thumb 
 

PAD 
(e.g. Inserting a 
cash card into 
an ATM) 

Precision grasp 

2-directional force between  
abducted thumb and index 
finger 

Finger 3-5: 
middle, ring, 
and little finger 

SIDE 
( e.g. Drawing 
with a stylus on 
a graphic 
tablet) 

Dynamic tripod 

2-directional force between:  
a) added  thumb and middle 
finger while index finger 
stabilizes or 
b) thumb and index finger 
while middle finger 
stabilization 

Ring, little 
finger 

 
Stabilizer: 
index finger or 
middle finger 

 
For the palm grasp for example, we have chosen driving a car as primary task that 

allows microgesture commands such as tipping or dragging at the steering wheel (see 
Fig.1). 

 

Fig. 1. Performable microgestures while steering a car with a palm grasp: Tipping fingers on 
the wheel or dragging it with the thumb 

In contrast to the chance of enriching the primary task conceptually by allowing a 
secondary task to be performed simultaneously; there is a risk that the performance of 
the primary as well as of the secondary task might decreases, because of attentional 
deficit. [3, 20]. 
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2   Related Work 

We relate our work to research that is investigating microinteractions performed by 
hand gestures. We focus on the effect of multitasking on motor and attentional efforts, 
on gesture-based interaction techniques as well as on wearable gesture tracking 
systems that do not limit the hand skills like data gloves do by reducing the touch 
sensitivity of the hand. 

Within the human-factors related research, multitasking is investigated focusing on 
task interruptions and attentional issues of both: the primary and the secondary task. 
While Wexelblat [19] and Quek [13] claim that gestures are not natural for computer 
interactions because they only represent a small part of human communication, 
Karam [7] suggests that this “small part” is potentially well matched to secondary 
interactions. McCrickard [9] investigated the effects of distraction and recovery 
caused to a primary task (editing a text document) by a secondary task interruption, 
which was a notification for receiving an instant message. For the specific case of 
dual-task-microinteractions, there is a gap of research about how to design dual-task 
scenarios and how to select microgestures. For keeping the performance stable, there 
are two strategies: alternating two tasks or performing them in parallel. This is 
possible if at least one task can be performed with a certain level of automation and 
therefore requiring limited attention. 

Wickens’ Multiple Resource Theory (MRT) Model describes that two actions can 
be done in parallel if at least one has reached an automated level through learning 
[20]. Based on Wickens’ Multiple Resources Theory [20], Oulasvirta [12] developed 
the Recourse Competition Framework (RCF). He is investigating cognitive resources 
when users are on the move. Oulasvirta explains that the resources are partly reserved 
for passively monitoring and reacting to contexts and events, and partly for actively 
constructing them. This model suggests that the resources for competitive task 
interactions alternate through breaking down the primary fluent interaction for up to 
four seconds. 

Another research field that concerns about microinteractions and their trackability 
and classification is computer science. Computer vision based gesture tracking for 
identifying pinch gestures has been investigated by Loclair [8]. Vardy [18] tracks 
finger flexion with a camera integrated in a wrist band. Howard [6] uses optical 
detectors (that are also integrated in a wrist band) for measuring LED light that is 
reflected by the fingers. Harrison [5], Saponas [15], and Rekimoto [14] measure hand 
gestures using body transmitted signals, such as acoustic signals, EMG, and 
electrodes that display forearm movements by capacitive sensing.  

So far, several multitasking scenarios and interaction techniques have been 
explored and tracking technologies for microinteractions have been developed and 
evaluated. But there is still a research gap in classifying microinteractions regarding 
their ergonomic dual-task potential. We investigate which microgestures might be 
best suited when applying secondary tasks in addition to certain exemplary primary 
tasks. Therefore we aim to develop a taxonomy based on fundamental ergonomic and 
anatomic hand research [4]. Our taxonomy can serve as a basis for developing novel 
microinteraction-based interfaces. 
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3   Method 

The goal of our study was to generate taxonomy for microinteractions by listing and 
evaluating all microgestures that are performable alongside the main grasp types. The 
taxonomy aims to develop a general hand gesture set as well as to display ergonomic 
issues related to hand gesture performance, the necessary attention to perform the 
gestures, and the risk that the gesture is performed unintentionally as a natural 
movement and therefore would be misinterpreted as an input command. 

A common method for defining gestures in the HCI field is to involve users in the 
design process [21]. To create a gesture set that already contains gestures of good 
feasibility and to generate valid data about how the majority of the users will be able to 
perform these gestures while continuing a manual task, we decided to involve experts, 
who know about the motor abilities and limitations of the majority of the users. 
Therefore we interviewed one sports therapist and three physiotherapists separately and 
asked them to evaluate a gesture set using props (see Fig. 2) regarding ergonomic and 
scenario-related aspects as well as to find more gestures that might suit the use case. 

 

Fig. 2. The participants are testing the feasibility of hand gestures while (1) holding a steering 
wheel (2) targeting a cash card, and (3) drawing with a pen 

We interviewed the experts separately in two sessions (see Fig. 3). We started the 
first session with a prepared set of 11 hand gestures, which were graphically presented 
to be evaluated by the experts. This initial gesture set consisted of seven palm-gestures, 
two pad-gestures, and two side-gestures, which were already used within 
microinteraction research projects [1, 5, 6, 8, 14, 15, 18]. For each gesture, we asked the 
experts to evaluating its performance ability by answering the following questions: 

Feasibility. How easy is the hand gesture performable regarding ergonomic aspects 
when it is done eyes-free? 

Limitations. Which ergonomic aspects limit the hand gesture performance? 

Attention. Does the pure gesture performance require low, medium, or high attention? 

Risk of confusion with natural movements. Could the gesture be randomly performed 
during the task? 



564 K. Wolf et al. 

 

Fig. 3. Experiment walk through: We interviewed the experts separately in two sessions. The 
first started with a pre-defined gesture set, which the experts evaluated and completed using 
props. An open questionnaire completed the first session. Within the second session, the new 
collected gestures were evaluated by the experts by walking through the use cases with help of 
props again. The result was a completed and evaluated gesture set that shows feasible hand 
gestures that can be performed while continuing a grasp-based task. 

For evaluating the different performance parameters in phase 1-3 and 5-7, we used 
different scale ranges: For the feasibility, we asked them to distinguish between easy 
(+) and hard (-). The required attention was valued at “low”, if the gesture execution 
was easily performable without influencing the main task performance. The value was 
“medium”, if the gesture execution required some of the attention away from the main 
task. The value was “high” if executing the gesture needed  visual attention or if the 
main task might be interrupted. Within the evaluation section, we took notes of the 
verbal comments. Within the creation section, we took photos and drew sketches of 
the gestures the experts were performing.  

After all evaluations of given gestures in one session, we asked the experts within 
the creation section to describe and perform further gestures that suit the specific 
context. We took pictures of these new identified gestures and added them as a 
graphical presentation to the gesture set for the next interview session. 

The first sessions finished with an open interview about the experts’ general 
opinion about the idea to support a manual main task through microinteractions.   
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4   Results 

The outcome of our iterative interviews was a list of 21 expert evaluated micro-
gestures: 17 palm-, 2 pad-, and 2 side-gestures, as shown in figure 4 and described in 
greater detail in table 2.  

 

Fig. 4. The expert-defined and evaluated hand gesture set. The experts found 17 gesture types 
for the driving scenario (A). The card targeting scenario (B) and the stylus scenario (C) just 
contain 2 gesture types each. Most gesture types have several sub-types by performing them 
with different fingers (index, middle, ring, and little finger). Moreover the same gesture results 
in a different sub-type (e.g. touch, tab, or press), if it is performed with different acceleration or 
duration (see Table 2). 

The very similar evaluation data of the different interviews regarding the valuation 
of the microgesture’s required motor and attentional effort, allowed for comparing 
and concluding the results into one single table (see Table 2). The opinions we 
collected during the interviews are subjective expert arguments. In case there were 
different opinions about the feasibility or attentional efforts of a microgesture, we 
chose the more negative ones in order to exclude the less feasible gestures from 
further examination, and to make sure that the taxonomy will work for a large number 
of users. In the following, the results in Table 2 will be described in detail. 

Arguments for valuing ergonomic issues were classified in sub-clusters: feasibility 
arguments that described why some gestures were hard or impossible to perform 
(limitations because of the shape of the grasped object or because of the anatomy of 
human hand). We identified arguments which described how well the primary and the 
secondary task fit together into a situation with simultaneously performed tasks. 
Within this category, we asked in particular for two aspects: attention and risk of 
confusion. The attention concerning comments describe if the in parallel performance 
of certain gestures requires high or low attention. The risk of confusion comments 
value the risk that a gesture is performed randomly as natural gesture or movement. 

4.1   Feasibility and Limitations 

We asked the experts to show us feasible hand gestures. In some cases, certain 
gestures have circumstance-dependant feasibility. For instance, the feasibility of 
touching, pressing, and tapping the fingers on the thumb while holding a steering 
wheel is dependant on the finger length and the wheel diameter (see Fig. 5). 
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Fig. 5. shows the feasibility of the third gesture of table 1: The thumb can be tapped easily with 
the middle (2) and the ring finger (3) while holding a steering wheel. But depending on the 
wheel diameter tapping the thumb with the index (1) or the little finger (4) can be difficult, 
especially for people with small hands.  

There are mainly two classes of limitations in regard to the feasibility of 
microgestures.  On one hand, the limitation is related to the physical objects that are 
to be grasped, for example, the size of the diameter of a steering wheel.  On the other 
hand, feasibility is also limited by biomechanics, for example, it is difficult to move 
one finger without slightly moving its neighboring fingers as well.  

There was a significant difference in feasibility between the index, middle, ring, and 
little finger, while performing some hand gestures, such as tapping a single finger on the 
thumb (Tab. 1, gesture 3),. All experts were sure that the majority of the users will be 
able to perform an index-finger tab without any problems. Also, to move the little finger 
separately from the others was not a problem at all. The flexibility of the middle finger 
was a bit worse than of the index finger, but it was still feasible. However, the ring 
finger is always difficult to stretch separately. The degree of inflexibility varies 
individually; but the ring finger is considered to be the least feasible.  

 

Fig. 6. shows the anatomic connection between the fingers that is responsible for the separation 
problem of the ring finger. Fig. 6 is a simplification of a figure in Spalteholz’ Anatomy of 
Human [16].  
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The sports scientist expert explained this motor limitation and defined anatomic 
reasons like the connection between our muscles, sinews, and the fingers (see Fig. 6). 
Humans have more than 40 muscles to move the arm, hand, and fingers. If we aim to 
stretch the ring finger out from a palm grasp; two muscles (M. flexor digitorum 
profundus & M. flexor digitorum superficialis) are bending synergistically the index, 
middle, and little finger to bring them into the palm position. In addition another 
muscle is responsible for stretching the ring finger (M. extensor digitorum) but 
because this muscle is also responsible for stretching the other fingers and because the 
ring finger has a physical connection to the middle finger (Connexus intertendineus), 
the middle finger will always move a bit in the same direction as the ring finger does. 
The little and the index finger are more independently movable because they have 
their own muscles for stretching. 

This means that in designing microgestures, it is preferable to focus on the index 
finger.  In the case that a microgesture involves the ring finger, we will need to design 
it bearing in mind that the little and the middle finger will move slightly as well (see 
Fig. 7).  

 

 

Fig. 7. shows the difficulty of stretching the ring (2) and middle (3) finger separately. 
Stretching the little (1) or the index (4) finger is much easier because of human hand’s anatomic 
architecture which is shown in greater detail in Fig. 6. 

4.2   Risk of Confusion 

If commands are released by body movements, there is a risk that subconsciously 
executed natural movements can be misinterpreted as commands. For example, 
tabbing the steering wheel while driving a car (tab. 1, gesture 16) is a common 
behavior while waiting at the crossroads or listening to music. Reaming the thumb 
against the index finger would be expected while cooking, eating or putting salt on 
food, but while driving the risk of a ream-gesture occuring as a randomly executed 
natural movement is expected to be low. 

4.3   General Idea 

Besides gesture evaluation, we also did a questionnaire and collected the verbal 
comments of the experts on the general idea of allowing a secondary task alongside a 
continuous primary one. The opinion about the benefit of performing two tasks in 
parallel was different from one scenario to another. All experts think there is a huge 
benefit in being able to control a secondary task while driving a car. An example that 
is often used to support this argument is that drivers are anyway performing 
secondary tasks such as setting up the navigation system, controlling automotive 
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functions, or using mobile devices like cell phones while steering a car. The concept 
of controlling these devices or applications without releasing the steering wheel was 
valued positively for security arguments. The scenario of performing hand gestures 
while inserting a cash card into an ATM was not liked at all. None of the experts 
thought in parallel tasks could have a benefit for this use case. The last scenario about 
pen computing (e.g. drawing with a pen- or stylus-like input device on a graphic 
tablet) was modified during the interviews. Three of the experts thought that the 
possibility to change the stroke width or the color while drawing would have a bad 
effect on the precisions of the primary task but all of them said that having these 
options during short time interruptions could benefit the primary task. The flow of 
drawing would not be interrupted and therefore the task could be designed to be more 
comfortable than if a color selection would have to be done by keyboard or button-
selection. 

In general, the experts think palm grasp tasks best suit dual-task scenarios because 
these tasks are often low precision tasks and therefore require lower attention than pad 
or side grasp tasks. 

Table 2. Microinteraction taxonomy. I =Index Finger, M=Middle Finger, R=Ring Finger, 
L=Little Finger, Th=Thumb, +=easy, –= difficult. 

Gesture Action Ergonomic Scenario 
compatibility 

Palm-grasp gestures 
(a) Tab 

(b) Touch 

Attention 
Low: 
Th (thumb), I, 
M, L 
High: R, M 

Risk of confusion 
Risk to be a 
randomly 
performed 
natural move: 
high  

(1) 
 

 
 

 

(c) Press 

Feasibility 
Index (I):easy+ 
Middle (M): + 
Ring (R): + 
Little (L): diff. - 

Limitation 
By relation of 
finger length 
and hold object 
diameter, i.e. 
steering wheel 

 Attention 
Higher than 
Touch-gesture, 
pressure rate is 
hard to control 

Risk of confusion 
High 

(a) Tab 

(b) Touch 

(2) 

 
 

(c) Press 

Feasibility 
I: +, M: +, R: +,  
L: - 

Separation 
 - : M+R 

Limitation 
By holding 
object diameter 

Attention 
Higher than (1); 
Hard to 
distinguish from 
(3) 

Risk of confusion 
High 

 



 A Taxonomy of Microinteractions: Defining Microgestures 569 

 

Table 2. (Continued) 

Gesture Action Ergonomic Scenario 
compatibility 

Palm-grasp gestures 
(a) Tab 

(b) Touch 

(3) 

(c) Pinch 

Feasibility 
M, R: + 
I, L: - 

Separation 
-: M+R 

Limitation 
Object diameter 

Attention 
Higher than (1); 
Hard to 
distinguish from 
(2) 

Risk of confusion 
High 

(4) Flip Feasibility 
I: +, M: +, R: +,  
L: - 

Separation 
No problem 

Limitation 
Object diameter 

Attention 
Low 

Risk of confusion 
Low 

(5) 

 

Drag&Drop index 
on thumb 

Feasibility 
Just partly 
possible 
because of 
object diameter 

Attention 
Medium 

Risk of confusion 
Medium 

(6) 

 

Ream Feasibility 
I: +, M: +, R: +,  
L: - 

Limitation 
hold object 
diameter (L) 

Attention 
Low 

Risk of confusion 
Low 

(7) 

 

Circle sidewise Feasibility 
I: +, M: +, R: +,  
L: - 

Separation 
No problem 

Limitation 
Object diameter 

Attention 
Individually 
different (+, -) 

Risk of confusion 
Low 

(8) 

 

Drag  fingers 
around the wheel 

Feasibility 
- 

Attention 
Medium 

Risk of confusion 
Medium 

(9) 

 

Drag&Drop 
middle on index 

Feasibility 
To complicated 

Attention 
High 
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Table 2. (Continued) 

Gesture Action Ergonomic Scenario 
compatibility 

Palm-grasp gestures 
(10) 

 

Snip Feasibility 
+ 

Attention 
Low 

Risk of confusion 
Low 

(11) 

 

Tap the wheel Feasibility 
I-L: +, Th: - 

Attention 
Low 

Risk of confusion 
High 

(12) 

 

Thumb up Feasibility 
+ 

Attention 
Low 

Risk of confusion 
Low 

(13) 

 

Drag&Drop 
thumb on finger 
nails 

Feasibility 
Over I, M, R: + 
L: - 

Limitation 
Object diameter 

Attention 
Low 

Risk of confusion 
Low 

(14) 

 

Drag&Drop 
thumb on index-
side 

Feasibility 
Just partly 
possible 
because of 
object diameter 

Limitation 
Object diameter 

Attention 
High 

Risk of confusion 
Medium 

(15) 

 

Circle 
clockwise & 
contra-clockwise 
(CW & CCW) 

Feasibility 
I, M: +, R, I: - 

Limitation 
Object diameter 
 

Attention 
Individually 
different (+, -), 
but high for 
CW- / CCW- 
distinguishing 

Risk of confusion 
Low 

(16) 

 

Drag thumb  
along object 

Feasibility 
+ 

Attention 
Low 

Risk of confusion 
Low 
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Table 2. (Continued) 

Gesture Action Ergonomic Scenario 
compatibility 

Palm-grasp gestures 
(17) 

 

Drag  thumb 
around object 

Feasibility 
- 

Attention 
Medium 

Risk of confusion 
Low 

Pad-grasp gestures 
(18) 

 

Tab Feasibility 
I, R:- 
M, I, M&I: + 

Attention 
High 

(19) 

 

Drag middle 
finger above 
object 

Feasibility 
+ 

Attention 
High 

Side-grasp gestures 

(20) 

 

Tab I or M on 
object 

Feasibility 
I. 
While drawing: 
- 
II. 
While holding: 
+ 

Attention 
I. High 
II. Low 

Risk of confusion 
I. High 
II. Low 

(21) 

 

Drag Index or 
Middle finger on 
stylus up / down 

Feasibility 
While drawing: 
- 
While holding: 
+ 

 

Attention 
I: Low, M: High 

Risk of confusion 
Low  

5   Discussion 

The microinteraction taxonomy shows that the design of microgestures, as well as 
their evaluation concerning usability related issues (e.g. ergonomic issues and 
scenario compatibility), is extremely dependent on the use context. This defines the 
primary task and rules the choice of the grasp type that is used to solve this task. The 
static gesture design as well as its feasibility (see table 1, column 1 & 3), is mainly 
influenced by grasp-related options such as hand anatomic limitations, but also 
ergonomic issues that are defined by objects and the character of grasping of the 
primary task. For instance, as explained below in greater detail, a low power palm 
grasp that is mostly used while driving, allows a lot of microgestures because 
releasing a finger from the steering wheel does not interrupt the task. Moreover, the 
primary task determines the attentional resources that are available to perform 
secondary task commands realized by microgestures. 



572 K. Wolf et al. 

5.1   Palm-Grasp Gestures 

A low power palm grasp gesture allows for a great number of simultaneously 
performed microgestures without releasing the grasp. Palm related primary tasks that 
have a long duration require little attention by becoming an automatically performed 
process and leave a large part of the hand resources quite uninvolved. Thus, low 
power grasps seem well suited to be augmented by a large variety of 
microinteractions. Depending on the character of the primary task, some 
microinteractions have a high risk of being performed unintentionally during the 
primary task. Tapping on the steering wheel could done while listening to music and 
drumming fingers on the wheel. To differentiate natural movements from input 
commands, three opportunities are possible for generating a gesture set:  

1. Using a push-to-gesture event for telling the system that the parallel or subsequent 
movement is an intentionally performed command. 

2. Designing commands as a combination of two gestures for reducing the chance of 
performing this couple unintentionally. 

3. Defining design styles, e.g. rhythmic pattern, based on movements which are 
usually not done naturally in the primary-task-related context. 

5.2   Pad-Grasp Gestures 

Pad-grasp primary tasks such as inserting a cash card into an ATM machine due 
short//card slot?, use the 2 directional finger-thumb-force permanently, and require a 
high level of precision and short-term concentration. This was shown by our expert 
through demonstrating the failed attempt to perform both tasks in parallel. An added 
microinteraction would require interrupting or slowing down the primary task for a 
short time while performing the microgesture. According to the expert opinion, the 
interruption of the precisely short-term primary task is not acceptable because 
performing hand movements quickly and accurately does not allow microinteractions 
in parallel. Any finger movements would disturb targeting the cash card into an ATM 
by dismissing the target or extending the targeting time. Targeting and performing 
microgestures at the same time without risking high error rates on one or even both 
tasks is not possible. Moreover, the available hand resources for performing 
microgestures while interrupting the pad-grasp but still holding the tool are very 
limited. 

5.3   Side-Grasp Gestures 

Performing microgestures alongside a side-grasp drawing is hardly possible. Drawing 
is a highly precise manual task which is built on accurate hand movements and does 
not allow for the moving of fingers at the same time without having a negative effect 
on the quality of drawing. However, brief interruptions (to stop drawing but to 
continue to hold the stylus) would allow for microinteractions. There are just a few 
possible microgestures while holding a stylus but these are quite easy to perform and 
require low recognition effort. 
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5.4   Dual-Task Suitability 

In summary, several parameters have an effect on how well two tasks suit a dual-task 
scenario, such as the duration of both tasks and the attention (alternate versus in 
parallel effort) that is necessary to solve the tasks without increasing the efficiency or 
//decreasing the?//effectiveness of the task. The suitability of two tasks depends on the 
level of required precision and the required attention as well as on the synchrony of 
these requirements.  

Comparing the evaluated tasks, we argue that primary tasks, which have a long 
duration, are performed automatically and require low attention and motor effort, are 
suitable for simultaneous microinteractions. Of the conditions we evaluated, the palm 
grasp is the most promising for leaving enough motor resources for simultaneous 
hand gestures. 

6   Conclusion and Design Guideline 

Gestural interfaces lack the affordances and constraints that are readily provided by 
other interfaces, such as graphical and tangible ones [10, 11]. In particular, it is 
difficult to inform users what they are able to do, what they are currently doing or 
what they have just done. Because of this, gestural interfaces and in particular 
microgestures are not to be understood as a replacement for other kinds of interfaces, 
but rather as enabling novel ways of interaction. There are still many open questions 
to be answered, especially regarding the interaction opportunities and feedback 
representation. 

Our taxonomy mainly investigated ergonomic interaction opportunities of 
microinteractions and can be used as a basis for designing microinteraction techniques 
for manual dual-task scenarios: First, the scenario has to be analyzed for defining the 
limits and requirements for microgestures. A gesture set can then be defined by 
looking at the formal structure of the chosen gestures. Lastly, a gesture driven 
decision about the sensory and tracking requirements of the hardware can be made. 

6.1   Dual-Tasking Design 

For a formal scenario design, we proposed two synergetic strategies: the economics of 
attentional and motor budgeting. 

The selection of the primary and the secondary task is reasoned by the usage of 
different attentional resources. Our primary and secondary tasks used equal modalities 
by requiring tactile bio-feedback and kinesthetic self-awareness. An automatically 
performed primary task requires low attention [20]. This allows paying attention for 
simultaneously secondary tasks performance, such as microinteractions. These 
circumstances allow the economics of two tasks performances in parallel (Tab. 2, 
column 4). The example of steering a car, if it is done by people with some practice, 
represents an automatically performed task with low attention. Controlling the 
navigation system by microgestures could be a secondary one that requires attention. 

The primary task defines the usage of motor resources as well as free potentials 
and available hand motor skills that can be used for simultaneous tasks. The grasp 
type that is performing the primary task (palm, pad, side) defines the motor resources 
which are used in the primary task (see Table 1, column 3). Our taxonomy identifies 
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microinteractions executable in parallel based on free motor resources (Table 2, 
column 1-3) and allows the creation of microgesture set for commanding the 
secondary task. 

6.2   Interface Design 

The developed gesture set defines requirements necessary for the interface design and 
the gesture tracking technique of microinteractions. For example tap-interactions 
should be tracked by a technology that provides a sequence of movement data like 
accelerometer. Gestures that are based on finger pressure are defined by vectored 
force applied on an object’s or on skin surface and could be tracked by sensors that 
measures muscle activities such as EMG. The different tracking technologies shall be 
discussed for their data quality, and their interaction usability under different 
conditions given by both the microgesture design and the primary tasks. 

There are some primary task-driven requirements for the sensor selections beside 
selecting the best suited sensors to measure formal gesture parameters. Covering the 
finger tips with interface components such as touch sensors would limit the tactile 
feedback (sense of touch) of the finger and the ability to conduct highly precise tasks. 
Moreover, the size and placement of the hardware could affect both the primary task 
and the ability to perform the input gestures. The interface design should not be 
cumbersome to wear and should be as small and unobtrusive as possible. 

7   Further Research 

The developed taxonomy serves as an analytic basis for systematic microinteraction 
design. As a next step, we intend to ask users to perform these microinteractions 
while performing a primary task and ask them to rate the feasibility of the gesture as 
well as scenario-related usability. 

So far, we increased the hand gestures regarding their ergonomic structure and did 
not analyze their semiotic potentials. But within our interviews, we also received 
suggestions on what the gestures could communicate. For instance, the thumb-up-
gesture (see Table 2, gesture 13) was commented to suit for okay-commands like 
answering the phone or selecting a pointed menu item. The taxonomy contains some 
more meaningful gestures, such as forming the index finger and the thumb to an “O” 
for communicating an “Okay”. A snip gesture (see Table 2, gesture 12) could mean 
cutting something, and to put the thumb up (see Table 2, gesture 13) is also 
commonly understood as “Okay”. When the gestures are linked to specific meanings 
and commands, it will be necessary to not just pay attention to the feasibility of a 
gesture but also to its potentials of association, guessability, and meaning. 
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Abstract. As technology evolves (e.g. 3D cameras, accelerometers, multitouch 
surfaces, etc.) new gestural interaction methods are becoming part of the 
everyday use of computational devices. This trend forces practitioners to 
develop applications for each interaction method individually. This paper 
tackles the problem of interpreting gestures in a multiple ways of interaction 
scenario, by focusing on the abstract gesture rather than on the technology or 
technologies used to generate it. This article describes the Flash Library for 
Interpreting Natural Gestures (FLING), a framework for developing multi-
gestural applications integrated and running in different gestural-platforms. By 
offering an architecture for the integration and unification of different types of 
interaction, FLING eases scalability while presenting an environment for rapid 
prototyping by novice multi-gestural programmers. Throughout the article we 
analyse the benefits of this approach, comparing it with state of the art 
technologies, describe the framework architecture, and present several 
examples of applications and experiences of use. 

Keywords: FLING framework, Multi-touch interface, multiple input 
peripherals, application development. 

1   Introduction 

The evolving progression of HCI interfaces promises a brilliant future to seamless 
control and handling of intelligent devices. New ways of interaction are invented and 
integrated in the search for the best and most natural method of interaction between 
humans and computers. Their goal is to allow for a more intuitive and natural way of 
expression when communicating with computers. An immediate consequence of this 
evolution is the creation of new input devices with which we can operate. Today, 
intelligent homes can be fitted with all sorts of sensors (temperature, movement, 
pressure, fingerprint…). Also, existing devices are enhanced with extra sensing 
capabilities [1], such as multi-touch screens, accelerometers and voice recognition in 
smartphones like Apple’s iPhone or Google’s Nexus S. 

As computers integrate deeper into our daily lives, the most natural way to use 
them becomes dependent to each particular scenario. A single application will have to 
allow different interaction methods across different settings in order to offer the most 
suitable experience each time. For example, for talking to a friend, video conferencing 
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will be suitable at home, where you can give visual and hearing attention to the other 
person, while text chatting will be more adequate in a football stadium during a 
match, where being heard can be very difficult. 

From a programmer’s point of view, more input devices entail a higher complexity 
when treating input. Different peripherals offer different interaction possibilities, 
which generate input events that need to be processed in order to interact with the 
applications. To reduce the difficulty of dealing with a large (and sometimes 
unknown) number of input devices, cross-platform frameworks are used to take care 
of these devices, and for developing applications using a set of abstract input events. 

The difficulty of programming for cross-platform ubiquitous control has been 
shifted from treating each input device, to learning how to work with cross-platform 
frameworks. In a world of constant upgrades in hardware gadgets and increasing 
intelligent sensing devices, developers need unification and standardization of user 
intention recognition regardless of the technology employed. 

2   Related Work 

The advantages of allowing the user to choose the most adequate input device for 
interaction with applications are therefore being studied and proven profitable. 
Multimodal interaction frameworks [2, 3, 4] pose valuable precedents of frameworks 
for using different input devices for human-computer interaction, using input events 
either independently or combined. However, we lack a higher degree of flexibility 
when translating device actions (fixed for each input peripheral) into application 
actions (which trigger the available operations on the computer). One programmer 
could require a sequence of device events to carry out an operation, while another 
would be looking for a different one. Moreover, different users using the same 
application may require different responses to similar input patterns. 

This issue is of particular importance in multitouch environments in which events 
are usually composed of several device inputs (e.g. multiple fingers touching a 
display) that have to be, furthermore, interpreted from complex raw data, such as blob 
identification and analysis. In order to ease the process of interpreting device inputs in 
camera-based multitouch systems, several low-level frameworks such as TouchLib 
[5], reacTIVision [6], Community Core Vision (CCV) [7] or Touchè [8] are available 
to identify significant blobs as screen touches ready to process. This interpretation 
results, in most cases, in TUIO messages codifying each finger and its evolution on 
the surface. This kind of frameworks provides a first level of abstraction, allowing 
applications to listen from a single channel to every finger interaction in a unified 
manner. Advanced examples of these are BBTouch [9] and LightTracker [10], which 
improve the aforementioned frameworks by allowing an advance tunning of the 
recognition parameters, or VVVV [11], which allows associating blob input with 
different visualization methods using a visual programming paradigm. 

Nevertheless, multitouch interactions are most of the times composed of several 
fingers and, therefore, multiple events have to be reinterpreted, according to the 
element of the UI over which they are acting, to form a high level global gesture (e.g. 
two fingers moving are interpreted as moving apart from each other). Finally, the 
interpreted gestures have to be associated with a particular action. Some systems such 
as PyMT [12] or Grafiti [13] provide a transparent mechanism to distribute events 
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among the elements of the UI as well as basic interpreters for the most common 
gestures such as move, resize or rotate.  

However, the number of different gestures in multitouch systems can grow far 
beyond the basic ones and the actions associated with each of them may vary among 
applications or, in a single application, from component to component. Thus, a higher 
degree of abstraction, modularization and composition is needed. Systems such as 
Surface SDK [14] or DiamondTouch SDK [15] provide this kind of flexibility to a 
reasonable degree but are constrained to a particular platform, limiting their extensibility 
and scalability in an ever-increasing world of multitouch hardware solutions. Similarly, 
proprietary frameworks such as GestureWorks [16] constrain their extensibility, 
compared to their open source counterparts, in an ever-increasing world of gestures. 

Nonetheless, while multitouch systems are gaining popularity, they are far from 
being an alternative to the standard mouse-keyboard paradigm and will have to 
further cohabitate with new interaction devices such as the Wii remote or Kinect. 
Thus, systems such as Squidy [17] provide a low-level alternative to unify various 
device drivers, frameworks, and tracking toolkits in one common library, overcoming 
the limitations of higher level solutions such as GestureWorks [16] or Grafiti [13] 
designed to work just with multitouch events.  

From the high level open source alternatives designed to support different input 
mechanisms, define new gestures and dynamically associate actions with them, we 
can distinguish between language dependent and language independent frameworks. 
Those that rely on a separated event system, allowing to program in the language of 
our choice, force the programmer to provide a description of the UI and its 
components to the event interpreter layer. This is done either explicitly, therefore, 
adding an extra complexity to the programming process that prevents a rapid 
prototyping, as in SparshUI [18] and Midas [19], or implicitly through a widget 
library, as in libTISCH [20], simplifying the communication channel but making very 
difficult to interpret events outside the boundaries of the widget. 

MT4j [21] (MultiTouch for Java) is, on the other hand, a language dependent 
framework designed for rapid prototyping and gesture extension. Making use of the 
well-known event-listener java architecture, it allows components to listen to particular 
gestures without modifying or adding complexity to the UI design and coding. 

FLING, the framework described in this article, falls into this last category but relies on 
Adobe’s Flash, instead, as a well-known platform to graphical designers. Thus, graphic 
design and program logic can be easily separated and distributed among designers and 
programmers, allowing for good-looking rapid prototyping. In addition, contrary to 
systems such as MT4j, FLING provides a double distribution mechanism. Through one 
channel, interpreted gestures are propagated to every component, allowing them to know 
what is happening to themselves as well as to the rest of the components. Through the 
second one, raw events are propagated too, allowing to program global or partial 
interpretations in any component of the UI, whether they fall in or outside its boundaries. 

3   The FLING Framework 

FLING (Flash Library for Interpreting Natural Gestures) is a cross-platform multi-
gesture framework for developing Adobe Air and Flash applications using the 
ActionScript 3.0 programming language. 

FLING has been developed under the following principles: 
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3.1   Platform-Independent 

FLING shares the “write once, run anywhere” philosophy. In order to run on the 
highest number of computing devices, a platform-independent programming language 
is a must. ActionScript 3.0, the language behind Adobe Flash and Air applications, 
was chosen for this purpose. Applications run on any desktop operating system 
(Windows, Mac and Linux) and also on Android smartphones. A special version, 
Flash Lite, can even be used on more basic mobile phones [22]. 

We chose this way of deploying cross-platform applications instead of using 
adapted interfaces because we believe that technologies such as Java, HTML and 
Adobe Flash, which in the past have been secluded to being used on standard PCs, 
will soon be running with the same capabilities on even the most basic portable 
devices. The processing gap between different computing architectures is closing-in, 
and today we can find smartphones1, tablets2, notebooks3 and desktop computers 
sharing very similar dual-core processing computational power. 

The Adobe family of products provides a very powerful and robust set of tools for 
the visual design of graphical interfaces. Also, when integrating these graphical 
elements into the Flash platform for adding programming logic, there is full 
compatibility and interoperability between multimedia contents. A drawing made in 
Photoshop can be imported into Illustrator to get a vector graphic that then can be 
inserted into Flash and get animated. The final symbol can be accessed and 
manipulated from code using the ActionScript language. And finally, the result will 
be an Adobe Air or Flash multi-platform application. 

3.2   Useful for Rapid Prototyping 

For first-time cross-platform multi-gesture application developers, FLING provides a 
basic manipulation of visual objects using the traditional mouse and keyboard, and 
multi-touch surfaces. Extending from the base FLING object class, object movement, 
rotation, resizing and physics engine (inertia, collisions, gravity…) can be enabled 
with a single line of code, as seen below. 

Example of extending from the base FLING object class 

public class NewObject extends FlingObj{ 
   public function NewObject():void{ 
      movable = resizable = rotatable = physics = true; 
   } 
} 

The visual symbol of class “NewObject” will respond according to the activated 
capabilities upon standard input events. In the case of the mouse and keyboard, the 

                                                           
1 http://www.pcworld.com/article/204947/lg_announces_smartphones_with_dualcore_ 
  processor.html 
2 http://www.tgdaily.com/mobility-features/49854-nvidia-showcases-dual-core-tegra-2-tablet 
3 http://liliputing.com/2010/10/samsung-launches-nf310-dual-core-netbook-with-hd-  
  display.html 
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object will respond as shown on Table 1. Using a multi-touch surface, the object will 
respond as shown on Table 2. 

This initial functionality allows for basic application interaction without getting 
into event interpretation or gesture handling. It is oriented towards Adobe Flash and 
Air developers with minimal knowledge in device input processing, and allows them 
to create cross-platform multi-gesture applications which can run on multi-touch 
surfaces and standard computers without making the effort of learning a complex new 
framework. 

FLING requires little adaptation for first-time programmers. One of the basic 
fundaments of its operation is a tree-structured hierarchy of symbols or visual objects 
(Figure 1). A unique FLING root object, representing the application itself, contains 
all device parsers and gesture interpreters. All symbols used in an application must be 
children to this root object (either directly, or further down in the tree of child 
objects). This is required because it represents the order in which visual objects are 
layered in an application. The root object is the background of the application, and it 
represents the lower-most layer. The next level in the hierarchy of children objects 
represents the layer on-top of the background layer, and so on.   

Table 1. Default actions triggered by mouse and keyboard input events 

Input device gesture Action performed on object 
Drag with mouse Object moves under mouse pointer 
Control key + Drag with mouse Object resizes in regard to its center and the mouse pointer 
Shift key + Drag with mouse Object rotates in regard to its center and the mouse pointer 

Table 2. Default actions triggered by multi-touch finger input events 

Input device gesture Action performed on object 
Slide one finger over the object Object moves according to the finger movement 
Pose two fingers over object and 
separate or join them 

Object resizes according to distance variation between 
fingers 

Pose two fingers over object and 
move one around the other 

Object rotates acording to angle variation of line joining 
fingers 

 
The FLING framework relies on Flash’s native visual hierarchy of objects for 

target identification, allowing disambiguating when objects overlap. As all Flash 
objects have one (and only one) parent and their insertion order decides among 
siblings, no inconsistencies can occur between FLING’s object targeting and Flash’s 
visual representation. Using the native structure for object nesting presents a logical 
way to navigate through objects and can, therefore, be already found in most 
applications. 
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Fig. 1. Event parsing and interpretation inside the FLING framework 

3.3   Allows Customization of Event Interpretation and Triggered Actions 

To extend the default functionality offered as standard when working with FLING, 
developers can tune and enhance the interpretation of device events into gestures, and 
the reactions upon receiving interpreted gestures. This can be achieved with minimal 
code modification because of the predisposition to customization. 

The three main elements with which FLING works are events, gestures and 
actions. Events are signals from input devices that are processed and homogenized 
into a common stream of events by the device parsers. Each device has an associated 
event parser that in some cases makes use of external drivers to capture input signals.  

Gestures are interpreted by another module which receives events parsed from all 
the input devices available to the user. The interpreter can use the combination of 
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these input events and knows of all existing interface objects in order to make sense 
of the user’s intentions. It outputs FLING Gestures, which consist of recognized user 
intentions. FLING is then responsible of propagating and making gesture events reach 
their correct target. Once an interactive object receives a gesture event (or FLING 
Gesture), it reacts according to the triggered action for that gesture. Some triggered 
actions are preconfigured by default (as is the case of the move, rotate and resize 
actions mentioned in section 3.2) and others are left blank, but all of them are 
customizable to fit the needs of each application. 

As an example of triggered action customization, we will take the resizing gesture 
and change its default action so that instead of changing size, the target object will 
change its transparency. The code added to the target object for modifying this 
behaviour is as follows: 

Example of triggered action customization 

override public function onRotateGesture(gesture:FlingGesture):void{ 
 this.alpha += gesture.varAngle%360; 
} 

 

Normally, the “varAngle” property of the FLING event received is used to rotate the 
object accordingly. Instead, we are using this value, normalized between -1.0 and 1.0, 
to alter the alpha value of the object, hence changing its transparency. This is just an 
example of how easy it is to change the behavior associated to a particular gesture. 

Another example of framework customization can be seen when modifying the 
way device events are interpreted into gestures. We will take the multi-touch gesture 
interpreter and add some code to recognize a new gesture. The new gesture will 
consist in a quick slide of two fingers (cursor1 and cursor2) over a visual object, from 
top to bottom. This gesture will be called the “minimize” gesture, and could be linked 
to the minimizing action, but this is entirely up to the programmer. 

The code needed inside the finger interpreter to recognize this gesture is the 
following: 

Example of gesture customization 

if(numCursors == 2){ 
 if(cursor1.type == cursor2.type == CURSOR-EXIT){ 
  if(slideDirection(cursorStream1) 
  == slideDirection(cursorStream2) == SLIDE-DOWN){ 
   flingGestures.push(new FlingGesture(“MINIMIZE”)); 
  } 
 } 
} 

3.4   Cross-Platform Multi-gestures 

Another requirement for ubiquitous control is the possibility of multiple device input 
(Figure 2). FLING comes with parser modules for mouse & keyboard, multi-touch 
surfaces (such as Microsoft’s Surface4, MultiTouch Cell5 and the reacTable [23]), 

                                                           
4 http://www.microsoft.com/surface/ 
5 http://multitouch.fi/products/cell/ 
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pressure tokens (special objects recognizable by pressure marks) and fiducial markers 
[24]. These input devices can be used right away, and can be configured and 
customized to fit the application’s needs. 

 

Fig. 2. A multi-platform running environment and multi-gesture input interaction enable 
applications run on the device which most suits each scenario 

For advanced necessities, it also allows for new input devices to be used when 
needed. The steps for adding a new input device are: 

 
1. Identify the input data format in which the device sends events from the user’s 

interaction. If not provided by the standard Adobe Flash / Air libraries, parse the 
device signals into atomic non-interpreted events. These atomic events should 
match the device’s interaction possibilities. For example, a joystick will have 
coordinate events indicating its position, and button events indicating any change 
in the state of their manipulation. 

2. Add a gesture interpretation module for the new input device, which groups atomic 
input events into recognized gestures. For example, using multi-touch surfaces, 
two fingers separating from each-other over a same object are recognized as a 
resize event by default. Gesture metrics (e.g.: resizing value) are also included in 
the interpreted gesture. The gesture interpretation module sends recognized 
gestures, called FLING events, as shown on Figure 1, which can be equivalent to 
those already handled, or new ones which are exclusive to each input device. 

3. FLING will forward both atomic (or raw) events and gesture (or FLING) events to 
all objects, as described in section 3.2, for them to react consequently. All of the 
aspects of input device reading and interpreting can be openly customized to obtain 
the required functionality, as stated on section 3.3. 
 

Multi-touch surfaces are one of the input devices currently supported by FLING 
(Figure 3). On a typical multi-touch table, fingers placed on-top of the touch panel 
(A) create light blobs that can be tracked by a video camera [25]. The camera sends a 
video stream (1) to a blob driver (B), such as reacTIVision [6], Touchlib [5] or 
Community Core Vision [7], which then outputs finger events using the TUIO 
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protocol [26] through a data socket (2). FLING (C) connects to this data socket and 
uses the incoming finger events from the panel to begin the interpretation and 
propagation processes (3). Finally, the application reacts to the intentions expressed 
by the user, and evolves its visual interface (4) which is displayed on the same surface 
used as touch panel (D). 

 

Fig. 3. Multi-touch surface input handling using the FLING framework 

Inside the FLING framework, a parser module reads unprocessed finger events 
obtained from the hardware drivers, and homogenizes them into standard input device 
events. This homogenization consists in a translation of native signals to a common 
event class, which holds the same information but in a standard form. Then, the finger 
interpretation module is in charge of interpreting and generating gesture events that 
FLING will send to the appropriate application object. Interactive objects will react in 
response to these gesture events, and will also receive the unprocessed input events in 
case more information is required. 

The format of gestures produced from a multi-touch surface is compatible with 
those generated using mouse, fiducial or token devices. Interactive objects from the 
application receive complete and descriptive gestures with the user’s intentions, but 
don’t have to worry about the input used to express those intentions. Additionally, 
unprocessed events from the input devices are also delivered to application objects for 
the event of needing detailed information about raw input data. 

3.5   Progressive Learning Curve 

The idea behind offering both rapid prototyping and advanced customization 
capabilities is to create a progressive and smooth learning curve when working with 
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the framework. Existing cross-platform frameworks offer extensive functionality and 
very advanced user expression recognition, but are difficult to use at first and require 
a lengthy learning period.  We experienced these difficulties when trying commercial 
products such as Gestureworks[16] or the TUIO Flash client library [27] for receiving 
multi-touch events. It is normal to go through a number of learning steps while getting 
comfortable using a new framework, and a learning curve similar to the one described 
by Gaines [28] is typically experienced. 

4   Sample Applications 

FLING has been thoroughly tested and used for the development of full applications 
which have made their way into educational and experimental projects. Different 
working environments with adapted input devices have accommodated these 
applications, and people with varying levels of knowledge and expertise have given 
them a try. 

4.1   Therapy Applications 

To serve as a complement for people with disorders, games such as Simon® and 
Gesture Hero (Figure 4) were developed under particular requirements. They were 
designed in cooperation with teachers and assistants of people with Down syndrome 
and Alzheimer’s disease to serve as therapy work for these collectives. 

This supervised use has served to gather information about interaction habits and 
difficulties that has been used in FLING’s design. 

 

Fig. 4. On the left, the Simon® game, a memory training application. On the right, the Gesture 
Hero game, a psychomotor skill game. 

Specific gestures were added to the Gesture Interpreter module in order to supply 
these applications of their interaction requirements. 
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4.2   Educational Applications 

In addition to the therapy applications, other educational applications have been 
developed to be included in the regular activities of people with Down syndrome 
during their classrooms. Examples are the Postman Game and the Price is Right game 
shown on Figure 5. 

The Postman Game consists in handing packages to the right recipient using the 
same procedure as real postmen do in our university. The user needs to search for the 
correct floor, office or desk assigned to the recipient from an address file. Then she 
must drag the package on to the correct mailbox. This application was made to train 
future university postmen, and it resembles the real procedure faithfully. 

The Price is Right game simulates a typical trip to the cafeteria. The waiter offers 
the user a product at random, and informs her of its price. In the wallet the user has 
money represented by actual photographs of real Euro bills. She must drag money 
from the wallet onto the waiter’s plate, and the waiter will give her the right change in 
return. Upon analysing the payment, the game awards the user with a rating which 
will be better as the payment gets closer to the right price. The change from the 
previous purchase is used to continue throughout the game. 

 

Fig. 5. On the left, the Postman Game, a package delivery simulator. On the right, the Price is 
Right, a money management game. 

These games are oriented to desktop computer usage, although they have also been 
tested on multi-touch tables with real-case users. This was possible thanks to the 
variety of input devices supported by FLING, which made it easy to shift from one 
platform to another without any modification. 

4.3   Data Visualization and Control Applications 

One of the great advantages of using a development environment as Adobe Air / 
Flash is its inherited multimedia capabilities. Video and audio content can be accessed 
in many ways, and FLING adds a rich interaction experience that helps in the 
complex task of data visualization of large collections of multimedia content. 
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For these reasons, FLING was employed at Carnegie Mellon University to create a 
video discovery application that used a geographical information system based on 
Google MapsTM. Maps can be browsed with multi-touch gestures, and embedded 
videos can be opened and played with full timeline controls, which are easily 
triggered with finger gestures. The typical hardware setup for this application is a 
vertical multi-touch panel on which the graphical interface can be projected and the 
interaction is executed using the hands. This application is an example of different 
interaction techniques seamlessly combined through FLING. While the Google 
MapsTM API listens to mouse events, the multitouch panel generates TUIO events. In 
addition, the rest of the elements of the interface, such as the opened videos, listen to 
finger events. FLING integrates all the interactions seamlessly, significantly reducing 
the programmer’s effort. Google MapsTM are integrated naturally, as they do in 
traditional PC applications, and all the functions of their API can be used directly out 
of the box. 

 

Fig. 6. On the left, a video discovery application using GIS developed at the Instinctive 
Computing Lab on Carnegie Mellon University. On the right, a control application for an 
intelligent room at the Universidad Autónoma de Madrid. 

The intelligent environment control application is meant to be run on a multi-touch 
table that accepts fiducial marker interaction. These fiducial symbols can be placed 
over appliances drawn on the house map to control some of their properties. For 
example, the intensity fiducial marker can be placed over lamps, and can be rotated 
clockwise to increase light brightness, or anti-clockwise to reduce it. A selection 
fiducial can be placed over the TV to change the channel. This application was 
developed to show how new input devices (fiducials in this case) can be easily added 
to FLING, and how its functionality is automatically incorporated to the existing 
gestures. 

5   Conclusions and Future Work 

This paper has focused on the problem of developing applications for an increasing 
number of interaction mechanisms. In doing so, we have stressed the necessity to 
distinguish between events, gestures and actions. Events depend on the interaction 
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mechanisms, gestures represent the users’ manipulation intentions and actions depend 
on each particular application. 

Following this distinction we have developed FLING, a framework that allows: 
 

• To easily build interaction independent applications without having to deal with 
interaction events. 

• To build new complex gestures combining events from multiple interaction 
sources. 

This framework is designed to be: 

• Scalable: so that new interaction mechanisms and gestures can be added and 
integrated with existing ones. 

• Multi-platform: so that it can run in the varied number of platforms in which the 
new interaction mechanisms are emerging.  

This framework has been tested, seamlessly and over a number of platforms, through 
a number of applications using both traditional mouse and keyboard, as well as novel 
multi-touch interaction mechanisms.  

This has been achieved through a modular design, separating the parsing of each 
input device from the gesture interpreter process. Thus, new sensors can be added by 
just incorporating the corresponding parser to the framework. 

We are currently working in extending the interaction experience through new 
interaction mechanisms and merging the interaction of multiple interfaces. 

Finally, working in the Ambient Intelligence domain, we look forward to enriching 
the interactions with context-aware information in a multi-user, distributed, intelligent 
environment. 
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Abstract. Gestural interfaces are now a familiar mode of user interaction and 
gestural input is an important part of the way that users can interact with such 
interfaces. However, entering gestures accurately and efficiently can be chal-
lenging. In this paper we present two styles of visual gesture autocompletion for 
2D predictive gesture entry. Both styles enable users to abbreviate gestures. We 
experimentally evaluate and compare both styles of visual autocompletion 
against each other and against non-predictive gesture entry. The best perform-
ing visual autocompletion is referred to as SimpleFlow. Our findings establish 
that users of SimpleFlow take significant advantage of gesture autocompletion 
by entering partial gestures rather than whole gestures. Compared to non-
predictive gesture entry, users enter partial gestures that are 41% shorter than 
the complete gestures, while simultaneously improving the accuracy (+13%, 
from 68% to 81%) and speed (+10%) of their gesture input. The results provide 
insights into why SimpleFlow leads to significantly enhanced performance, 
while showing how predictive gestures with simple visual autocompletion im-
pacts upon the gesture abbreviation, accuracy, speed and cognitive load of 2D 
predictive gesture entry. 

1   Introduction 

Gestural interfaces are now a familiar mode of user interaction and gestural input is 
an important part of the way that users can interact with such interfaces. Gestural  
input accommodates a style of interaction that goes beyond the point-and-click of tra-
ditional WIMP-based interfaces and allows users to interact in a more intuitive and ef-
ficient [28, 31, 9, 16]. For example, simple swiping motions (whether mouse pointer, 
trackpad, or direct screen-contact) can be used as more intuitive navigation controls, 
circumventing the precision that is demanded by more traditional point-and-click in-
teractions [33]. A range of more sophisticated gestures, such as a two-fingered 'pinch' 
for zooming, are now an increasingly familiar part of gesture-based interaction  
dictionaries [13, 15]. 

Ultimately, gesture-based interaction promises to provide users with a more intui-
tive and richer interaction vocabulary, offering greater interaction bandwidth for  
lower input effort [33, 11]. However, this is not always the case and certainly the 
quest for more expressive gestures can lead to suboptimal gestures that are difficult  
 



592 M. Bennett et al. 

 

Fig. 1. Example of SimpleFlow. Shown is the visual feedback displayed when entering a trian-
gle gesture. Star is starting point of gesture entry. Black line is the gesture entered so far by the 
user - (a) is time point 1, (b) time point 2, (c) time point 3. Red line is the real-time predicted 
gesture. 

 

Fig. 2. Example of Scale Free Dynamic 
Paths shown when entering a triangle ges-
ture. Star, black line & red line have the 
same meaning as in Figure 1. 

 

Fig. 3. Example of erroneous gesture pre-
dictions that could be shown when entering 
a triangle gesture. (a) SimpleFlow, (b) SF-
Path. 

 

for users to produce reliably, leading to interaction failures and frustration. One way 
to help users as they produce gestures is to provide autocompletion suggestions as the 
gesture unfolds [4, 30, 5, 13]. If this can be done efficiently and accurately then the 
user will benefit in a number of ways. For example, by accepting a gesture suggestion 
the user can complete their gesture early and so gestural input can be made more effi-
cient [27, 11, 6]. Moreover, by encouraging early gesture completion it removes the 
risk of errors that might have occurred if the gesture had to be manually completed. 
At the same time there may be additional costs for the user, especially if they find the 
gesture completions to be difficult to accommodate into the work-flow; if completion 
suggestions are inaccurate, for example, then users will quickly become frustrated by 
such inconvenient interruptions. 

In this paper we describe two approaches to gesture autocompletion (we refer to 
these as predictive gestures), both of which present the user with visual feedback as a 
gesture is entered (Figure 1 & 2). Both also provide the user with an option to auto-
complete the target gesture early. In addition, we describe the results of a detailed user 
evaluation, in which the predictive gestures are compared to manual (non-predictive) 
gesture input, focusing on the gesture shortening, accuracy, speed and cognitive load 
characteristics of these techniques. In particular we demonstrate and explain how pre-
dictive gesture techniques can lead users to significantly abbreviate gestures while im-
proving the speed and accuracy of their gesture input; along with users stating a clear 
preference for the predictive gesture input over non-predictive entry. 

The contributions of this work are: 

1. Based on the visual autocompletion styles in this paper, our results establish that 
users will shorten predictive gestures by a significant amount. For predictive text 
entry it is well established that users will significantly shorten words during text 
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entry. Previous to this it had not been established whether users of predictive ges-
ture entry systems will enter shorter gestures, nor had it been established by how 
much they will shorten the gestures by. 

2. Does allowing gesture abbreviation and showing visual autocompletion during ges-
ture entry increase the cognitive demands on users? Unexpectedly, we find that the 
cognitive load does not increase for the autocompletion styles. 

3. We introduce SimpleFlow, an effective style of visual autocompletion, which sub-
tly but for users importantly differs from the simplest form of visual feedback 
(Scale Free Dynamic Paths). 

4. Are there significant trade-offs between predictive versus non-predictive gesture 
entry and the speed and accuracy with which gestures are entered and recognised? 
We establish interactions and tradeoffs between gesture autocompletion, gesture 
abbreviation, input speed and input accuracy for SimpleFlow and Scale Free Dy-
namic Paths. 

2   Related Work 

Entering gestures accurately and quickly can be challenging [3, 32, 26]. Some of the 
challenges arise because of the need for algorithms that accurately recognise gestures 
[32, 25]. Other challenges include questions about what interface designs provide 
beneficial visual feedback before, during and after gesture entry [5, 3]. 

Visual Feedback For Predictions. Various styles of visual feedback have been 
proposed for gesture entry [13, 31, 5, 18, 2, 30, 33, 22]. Often the feedback styles are 
for enhancing pre- and post-gesture entry. Research on pre-gesture feedback aims to 
help users know and remember what set of gestures are available, while post-gesture 
feedback helps users understand whether they successfully entered a gesture, and if 
not what went wrong during gesture entry.  

ShadowGuides [13], OctoPocus [5], Fluid Sketches [4] and others [18, 24, 2] are 
examples of interaction techniques which provide real-time visual feedback during 
gesture entry. These aim to help users learn the gestures better and help them under-
stand how well they are entering the gestures. Other forms of real-time feedback help 
the user understand what the results of the gesture will be, such as telling them what 
actions will be performed, e.g. show the user where a dragged icon will end up [6], or 
what action will be performed [5]. 

Bau et al. [5] propose a very useful classification framework for the various styles 
of visual feedback. Within their classification framework SimpleFlow is a dynamic 
guide, with feedback that has a continuous update rate, a real recognition value, a ges-
ture filter and a gesture representation. 

Applying Gestures. Recently there has been a surge in applications of gestures 
without visual feedback and in more novel contexts, such as using human skin as a 
gesture input surface [16], or moving your hands freely in the air as a form of 
bimanual gesture entry [15].  

Other styles of gesture input which are less obviously gesture prediction include 
Drag-and-Pop / Drag-and-Pick [6], Push-and-Pop [11], Escape [33], Dasher [31] and 
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marking menus [23]. In those examples the effects of users' physical actions are en-
hanced, so they can perform shorter and less actions than normally required for the 
tasks, which can be thought of as forms of gesture prediction and abbreviation. 

Modeling Gesture Interaction. Models of human performance when following 
trajectories have also been investigated [1], and could prove useful for modeling 
gesture input [10, 20], as models and metrics of human performance have proven 
useful for predictive text input [27, 29]. Related to modeling gestures is research 
around measuring and modeling the complexity of gestures [26], which could be 
applied to quantifying the predictability of gestures. 

3   Visual Autocompletion and Predictive Gestures 

In this section we present1 two styles of predictive visual feedback, which are shown 
during gesture entry. Both styles show visual predictions of the target gesture a user is 
inputting. In this way they allow the autocompletion of gestures and thus encourage 
quicker and more efficient gesture input. We also outline the non-predictive visual 
feedback commonly found in many gesture entry applications [12, 8, 14], which we 
experimentally compare the predictive visual feedback against. 

3.1   Visual Autocompletion 

We implemented two styles of visual autocompletion for predictive gestures. Both 
styles are closely related and subtly but importantly differ in how they provide the 
real-time visual feedback. The first style of visual autocompletion is called Simple-
Flow, as shown in Figure 1, and the second style is called Scale Free Dynamic Paths 
(SF-Path), as shown in Figure 2. 

The purpose of SimpleFlow and SF-Path is to keep the user informed during ges-
ture input, such that they know as early as possible which of the trained gestures (ex-
amples in Figure 4) matches their input. 

Both styles are designed to enhance user performance during gesture entry, by im-
proving the speed and accuracy with which gestures are entered. Both are also de-
signed to enable users to abbreviate gestures. The ability to enter abbreviated gestures 
resembles predictive text entry systems - where users can enter complete words by 
only typing the first few letters of the words [27, 29]. 

Figures 1 & 2 show examples of what users see on-screen while using SimpleFlow 
and SF-Path. The stars and arrow-heads in these figures are for illustrative purposes 
only; they indicate the start and current end points of the gesture being entered. Ges-
ture entry starts when the user presses the mouse button and begins moving the 
mouse. When entering predictive gestures, users are simultaneously shown two forms 
of visual feedback. First, they see the gesture path they have entered so far, i.e. the 
gesture ink. Secondly, they see the gesture prediction drawn in red. The gesture  
 

                                                           
1  For a video demonstration of the visual autocompletion styles please view the video accom-

panying this paper. 
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prediction is automatically scaled to match the shape and scale of the gesture ink. If a 
user chooses to stop entering the gesture at any time (by releasing the mouse button), 
then the currently predicted gesture is entered - as though the user drew the full ges-
ture themselves. 

Unlike the OctoPocus [5] and ShadowGuides [13] systems, SimpleFlow and SF-
Path only show one gesture prediction at a time. If another prediction is more suitable, 
then the existing prediction is instantly switched out for the new prediction. Only one 
gesture prediction is shown because participants in our initial pilot studies voiced 
strong concerns about the high level of visual complexity that occurs when showing 
multiple simultaneous SimpleFlow predictions. 

Another key reason for not showing multiple gesture predictions is we strongly 
suspect that the style of visual design used to show multiple gestures has a very sig-
nificant impact upon user performance and preferences. The reason for this suspicion 
is due to research findings in psychology and perception around visual search, i.e. 
subjects search for a target stimulus (gesture) amongst distractor stimuli (predictions). 

3.2   Standard Non-predictive Visual Feedback 

The non-predictive style of visual feedback evaluated in this work is Standard Feed-
back. Standard Feedback is included because it is the typical gesture input mechanism 
and visual feedback used in many real-world gesture UIs, e.g. StrokeIt [12] for Win-
dows, wayV [8] for Linux, FireGestures [14] for Firefox.  

Standard Feedback does not give predictive visual feedback to users. When enter-
ing a gesture only the gesture ink is drawn on-screen. The gesture ink shows users the 
shape of the gesture they have entered, but no feedback about predictions are pro-
vided. Standard Feedback does not provide pre- or post-gesture information about 
whether the gestures are entered correctly or incorrectly. 

For our experiment, during the course of Standard Feedback gesture input, gesture 
prediction does still take place but the predictions are not shown to the participants. 
This is done to ensure that the algorithm for recognising gestures is the same across 
all forms of predictive and non-predictive feedback. In this paper, Standard Feedback 
serves as a control for comparing and evaluating SimpleFlow and SF-Path.  

3.3   SimpleFlow 

SimpleFlow provides real-time visual feedback during gesture entry and always sug-
gests a complete gesture. As soon as a user begins entering a gesture they start to re-
ceive continuously updated gesture predictions. A gesture prediction is drawn in red 
underneath the gesture ink (Figure 1). The predicted gesture is automatically scaled so 
it underlays the gesture ink and visually appears to continue the path of the gesture 
ink. Often the gesture ink and predicted gesture do not perfectly align on top of each 
other. 

Figure 1 shows a full walk-through of SimpleFlow in action. In Figure 1(a), the us-
er has started to enter their gesture, in this case, a triangle shaped gesture (Figure 4, 
Gesture 1). SimpleFlow suggests and displays a fully scaled triangle underneath the 
gesture ink. As the user continues to extend the edge of their input gesture (as shown 
in Figure 1(b)) the SimpleFlow feedback scales up to accommodate the change.  
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Figure 1(c) depicts the final stage of entering the triangle. The user draws the base of 
the triangle gesture, and decides that the full gesture prediction provided by Simple-
Flow satisfies their needs. Now they cease their gesture input, safe in the knowledge 
that the correct complete gesture has been recognised. 

SimpleFlow is scale and position invariant, however there is a limitation on the 
minimum size of the gesture predictions. If there was no minimum size limitation, the 
predicted gestures could be too small to see. For more details on the gesture predic-
tion algorithm see the Appendix. 

3.4   Scale Free Dynamic Paths 

Scale Free Dynamic Paths (SF-Path) is like SimpleFlow. As with SimpleFlow, SF-
Path is scale and position independent, and has an imposed limitation on the mini-
mum size of the gesture predictions. The critical difference between SF-Path and 
SimpleFlow is how much of the predicted gesture is shown as visual feedback. As the 
results show, this visually subtle and small difference between SF-Path and Simple-
Flow has a very significant impact on user performance and preferences. 

Figure 2 shows the visual feedback provided while entering the triangle gesture 
with SF-Path. As with SimpleFlow the gesture ink is black, and the predicted gesture 
is shown in red. Unlike SimpleFlow, the complete gesture prediction is not shown on-
screen by SF-Path. Instead the prediction and gesture ink are merged to form a single 
combined gesture, so that the gesture prediction looks to be a continuation of the ges-
ture ink. 

SF-Path is less visually complex than SimpleFlow, as there are no red lines under-
lying the gesture ink (Figure 2). When the gesture predictions are wrong the visual 
complexity of SimpleFlow is beneficial. For example, Figure 3 shows a side by side 
example of the differences between SimpleFlow and SF-Path when a visual prediction 
is wrong. In this example a user is trying to enter a triangle gesture. The prediction al-
gorithm is mistakenly suggesting the gesture C. In Figure 3(a), with SimpleFlow, it is 
clear that the prediction algorithm is mistakenly suggesting the C gesture. Unfortu-
nately, with SF-Path (Figure 3(b)) it is not at all clear which predicted gesture is 
merged with the gesture ink to form the combined gesture. 

SF-Path resembles the visual feedback provided by OctoPocus [5] - if OctoPocus is 
altered to show one gesture suggestion at a time, its gesture suggestions are made 
scale and aspect invariant, and gesture abbreviation is allowed. 

4   Experiment 

Our experiment tests whether there are significant user performance and preference 
differences between predictive gestures and non-predictive gestures. It also estab-
lishes whether there are significant differences between the two styles of predictive 
visual autocompletion (SF-Path and SimpleFlow). 

4.1   Hypothesis 

For each of these hypotheses we are interested in understanding whether they do or do 
not hold true between the three styles of visual feedback and autocompletion, i.e. 
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Standard Feedback, SF-Path and SimpleFlow. For example, are SF-Path gestures fast-
er than SimpleFlow gestures? We hypothesise that:  

 

• H1 Shorten: Predictive gestures enable users to reduce gestures to a shorter form, 
by entering abbreviated gestures rather than full gestures. Like predictive text entry 
systems. 

• H2 Accuracy: Predictive gestures with visual autocompletion improves the accu-
racy with which users enter gestures. 

• H3 Speed: Inputting predictive gestures with visual autocompletion is slower. 
• H4 Cognitive Load: Cognitive load is higher for predictive gestures. Visual auto-

completion places higher cognitive demands on users during gesture entry. 
 

For H1 Shorten we expect that the continuous predictive visual feedback provided 
during the course of gesture entry will enable users to significantly shorten the ges-
tures they enter. If true, users will enter abbreviated short partial gestures rather than 
whole gestures. Of particular interest is how much do they shorten the gestures by, a 
small amount or large amount? 

Accuracy is an important feature of gesture input. Providing effective real-time 
gesture feedback should improve users' ability to enter gestures correctly. Whether 
SimpleFlow and SF-Path are effective forms of visual feedback is established with the 
H2 hypothesis. 

The speed with which gestures are entered is important. If gesture entry takes too 
long it could be distracting and interfere with workflows. With the H3 hypothesis we 
expect a speed / accuracy tradeoff, where speed is how long it takes to enter a gesture. 
Predictive gesture entry may be slower because users spend time evaluating and 
adapting their gesture input based on the real-time feedback. 

Hypothesis 4 establishes whether predictive visual autocompletion requires more 
cognitive resources than no predictive visual feedback. Ideally, well-designed forms 
of visual feedback should not increase cognitive load during gesture entry. 

4.2   Design 

The experiment task was to input a series of gestures correctly. A gesture was deemed 
correctly entered when the gesture inputted by the participant matched the target ges-
ture they had been instructed to enter. Whether a gesture matched was evaluated by 
the gesture recognition algorithm. 

A within-subjects experiment design was used. The experiment was 3x1, where the 
independent variable was the style of visual gesture autocompletion and the depend-
ent variable was gesture input accuracy. The three levels of the independent variable 
were Standard Feedback, SF-Path and SimpleFlow. While the two levels of the de-
pendent variable were Correct or Incorrect, corresponding to whether the entered ges-
ture correctly or incorrectly matched the target gesture. 

All participants were presented with three randomly ordered blocks of randomly or-
dered gestures. Each block was presented once and corresponded to a level of the inde-
pendent variable, i.e. Standard Feedback, SF-Path, or SimpleFlow. Within each block 
each gesture was repeated three times, distributed randomly within a block. At the start 
of each block participants practiced inputting three gestures. The visual autocompletion 
drawn during practice gestures was based on the level of the independent variable. 
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Participants completed the experiment in a single session. Each participant com-
pleted a short post-hoc questionnaire, where they provided their rank preferences for 
the visual autocompletion styles. 

Participants. Eighteen volunteer participants took part, three of which did the pilot 
experiments and the remaining fifteen completed the main experiment. Of those 
fifteen 10 were male and 5 female. Participants' average age was 26.5 years, with a 
standard deviation of 3.8 years. All participants naturally used their right hand to 
control the mouse. The fifteen participants entered 2295 gestures, of which 135 were 
practice gestures. 

Materials. Figure 4 shows the sixteen gestures used for the experiment. The gestures 
are from the work on the $1 Recognizer [32]. We picked those gestures as they were 
independently created and have been used in other gesture experiments [32]. Using an 
independently created set of gestures helps avoid introducing an experiment bias, as 
the experiment did not run with a set of gestures specifically designed for the 
experiment task. 

The gesture recognition algorithm was kept the same between the three levels. 
What differed between the levels was whether visual feedback was shown, and what 
kind of visual feedback it was. Details about the gesture recognition algorithm are  
provided in the Appendix. 

Procedure. The experiment took place in a private room, free from external stimuli. 
A PC running Windows XP was used to run the experiment, and the same mouse was 
used by all participants. The PC monitor was equipped with a Tobii T60 eyetracker, 
which was used to capture pupil dilation at 60Hz. The eyetracker data was used to 
calculate cognitive load (Section 5.4). Pixels on the monitor were square. 

Participants were first calibrated on the Tobii eye tracker, with Tobii's standard ca-
libration and eye tracking software. Then each participant was given time to practice 
inputting gestures using the mouse, during which no predictions were displayed. The 
participants then practiced the stimulus-response gesture input task three times, with 
gestures from Figure 4. At the start of each block participants also practiced inputting 
gestures, during which they saw the visual autocompletion specific to the block. 

The gesture input stimulus-response task consisted of presenting a target gesture to 
the participants, which was displayed centered on-screen for two seconds. During the 
two seconds the mouse pointer was not shown on-screen. Text above the target ges-
ture instructed participants to look at the gesture. After the two seconds expired the 
screen was blanked, a text message appeared informing participants to draw the ges-
ture, and the mouse pointer appeared centered on-screen. The mouse pointer was cen-
tered on-screen to prevent a carryover effect occurring between tasks, which could 
arise if the mouse pointer location was carried between gesture tasks. 

Participants then inputted a gesture by pressing and holding the left mouse button 
down and moving the mouse. When the participant released the mouse button, the 
gesture was considered complete. 
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Fig. 4. Unistroke gestures used in the experiment, from [32]. Black points are the starting point 
for drawing the gestures. 

Statistical Techniques. To analyse hypothesis H1 and H3 we use Balanced Repeated 
Measures Within-Subjects ANOVAs with Bonferroni pairwise comparisons. For H4 
we first apply a standard log transform to the results, as tests of normality indicated 
the results had a non-normal distribution until transformed. Then we apply the same 
analysis techniques as for H1 and H3. 

For hypothesis H2 we use Repeated Measures Logistic Regression (RMLR) with 
Bonferroni pairwise comparisons. RMLR is used because gesture accuracy is a cate-
gorical binary variable, i.e. gestures are either entered Correctly or Incorrectly. 

A Bonferroni test compares each level with every other level, and establishes 
whether performance between the levels is significantly different. Balancing is per-
formed by selecting a subset of results randomly distributed in the results. For exam-
ple, if there are 600 results for Standard Feedback (Standard), 550 for SF-Path and 
500 for SimpleFlow, then 500 results are randomly selected from each of the levels 
and pairwise comparisons are performed on those results. 

Rather than reporting every p value, we report the meaningful p values, i.e. the 
highest significant p values out of each three way pairwise comparison. There are 
nine p values generated per set of results (Standard vs SF-Path, Standard vs Simple-
Flow, SF-Path vs SimpleFlow) * (All, Correct, Incorrect gestures). 

Accepting Gesture Predictions. For the blocks where participants saw predictive 
visual autocompletion (SF-Path and SimpleFlow), they were informed they could 
accept a gesture prediction without having to enter the full gesture. Accepting a 
gesture prediction was achieved by stopping gesture entry. Participants stopped 
gesture entry by releasing the mouse button. For example, in Figure 1 a participant 
could stop entering a gesture at time point (a) if they wanted to accept the prediction 
and input a triangle gesture. 

5   Results 

Overall, users of SimpleFlow automatically shorten gestures by 41%, while simulta-
neously improving the accuracy (+13%, from 68% to 81%) and speed (+10%) of  
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Fig. 5. Pixel path length of entered gesture. 
Error bars are 95% Wald confidence inter-
val, dashed lines standard deviation 

 

Fig. 6. How long was the accepted gesture 
stable on screen, as percentage of gesture 
input time 

gesture input - and this is achieved with no significant increase in cognitive load. Re-
sults from the post-hoc questionnaire indicate that participants prefer SimpleFlow 
over SF-Path and Standard Feedback. 

A total of 135 training gestures and 21 error gestures were removed from the re-
sults, leaving 2139 gestures available for analysis, with 714 gestures in Standard 
Feedback, 713 in SF-Path and 712 in SimpleFlow conditions. Gestures were classified 
as errors where participants accidentally clicked the mouse button and did not move 
the mouse. 

5.1   Hypothesis: H1 Shorten 

Users can and do take advantage of the gesture predictions. Participants enter 39%+ 
shorter gestures with SimpleFlow and SF-Path, hypothesis H1 is true. SimpleFlow 
and SF-Path successfully enable users to enter abbreviated short partial gestures rather 
than whole gestures. This implies that the predictive gesture algorithm makes accurate 
predictions early and continuously during the course of gesture entry. 

Abbreviated Gestures. To establish whether participants abbreviate gestures, we 
analyse the pixel path length of entered gestures. Gesture path length is a measure of 
how many pixels are travelled when entering a gesture. Gesture path length is 
significantly (p < 0.037) shorter for All, Correct and Incorrect SF-Path (39%, All) and 
SimpleFlow (41%, All) gestures, compared to No Feedback (Figure 5). No significant 
difference exists between SF-Path and SimpleFlow. H1 is true, based on the gesture 
pixel path length. 

A shorter gesture pixel path length does not definitively establish that participants 
abbreviate gestures. Shorter path lengths could mean participants enter smaller ges-
tures. To rule out this possibility, we measure and analyse the entered path length di-
vided by the predicted path length. We refer to this measure as the Partial Gesture Ra-
tio (PGR). The lower the PGR the better. A PGR < 1 means the entered gesture is 
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Table 1. Path length of entered gestures, as PGR 

 All Correct Incorrect 
Standard 1.014 (0.288) 0.994 (0.057) 1.125 (0.535) 
SF-Path 0.733 (0.395) 0.668 (0.314) 0.901 (0.542) 
SimpleFlow 0.697 (0.323) 0.685 (0.297) 0.791 (0.393) 

Table 2.  Number of times gesture prediction changed 

 All Correct Incorrect 
Standard 6.51 (3.73) 6.01 (3.69) 7.74 (3.50) 
SF-Path 5.84 (4.30) 5.28 (4.02) 7.82 (4.93) 
SimpleFlow 5.48 (3.88) 5.13 (3.71) 6.94 (3.87) 

 
shorter than the predicted gesture, PGR > 1 means the entered gesture is longer than 
the predicted gesture, and PGR = 1 means the gestures are the same length. 

Based on the PGR we find that All, Correct and Incorrect gestures entered with SF-
Path and SimpleFlow are significantly (p < 0.002) shorter than Standard Feedback 
(Table 1). This further confirms that participants do abbreviate gestures. 

Early And Continuous Predictions. Do participants enter partial gestures because 
the prediction algorithm generates accurate predictions early and continuously during 
gesture entry? We analyse whether the gesture predictions stabilise early and stop 
changing. Early stabilisation is measured by dividing the time when gesture 
predictions stop changing by the time taken to input the gesture. 

Predictions do stabilise early and stop changing during gesture entry (Figure 6). 
For All gestures Standard Feedback is stable for 39% of gesture input time, while SF-
Path and SimpleFlow are stable for 47% of input time. All and Incorrect gestures are 
stable significantly (p < 0.001) longer for SF-Path and SimpleFlow. There are no sig-
nificant differences for Correct gestures. 

Number of Predictions. How often the predictions change before stabilisation could 
effect whether users enter partial gestures. Ideally a prediction does not change too 
often, as too many changes could make it harder for a user to judge which prediction 
is emerging as the winning prediction. 

SF-Path and SimpleFlow generate 5.84 and 5.48 prediction changes for All ges-
tures (5.28 and 5.13 for Correct), which are significantly less gesture prediction 
changes, for All (p < 0.003) and Correct (p < 0.017) gestures. No significant differ-
ences occur for Incorrect gestures. Shown in Table 2 are the mean number of times 
the gesture predictions changed. 

5.2   Hypothesis: H2 Accuracy 

By more than 10% both SimpleFlow and SF-Path significantly (p < 0.003) improve 
gesture entry accuracy, compared to Standard Feedback. Hypothesis H2 is true,  
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Fig. 7. Predictive gestures with visual auto-
completion improves performance when en-
tering gestures 

 

Fig. 8. Length of time taken to input ges-
tures varies based on visual autocompletion 

 

predictive gestures with visual autocompletion does improve the accuracy with which 
users enter gestures. 

As shown in Figure 7, for Standard Feedback participants correctly entered ges-
tures 68.1% (SD 15.8%) of the time. The gesture accuracy increased to 78.6% (SD 
10.9%) and 81% (SD 12.2%) for SF-Path and SimpleFlow respectively. Performance 
is not significantly (p < 0.05) different between SF-Path and SimpleFlow. In Figure 7 
the dot is the mean accuracy, the error bars are the 95% Wald confidence interval and 
the dashed lines the standard deviation. 

5.3   Hypothesis: H3 Speed 

Unexpectedly, SimpleFlow is more than quarter of a second faster (+10%, p < 0.012) 
for entering gestures than Standard Feedback and SF-Path. Entering gestures with SF-
Path is as fast as with Standard Feedback (Figure 8). Hypothesis 3 is rejected, as vis-
ual autocompletion does not slow gesture input. 

Time Taken To Enter Gestures.Focusing on the results for Correctly entered 
gestures - SF-Path is 344 milliseconds faster (p < 0.006) than Standard Feedback, and 
SimpleFlow is faster (p < 0.038) than both (Figure 8). H2 is rejected again. 

When gestures are entered Incorrectly, then Standard Feedback is faster (p < 0.009) 
than both SF-Path and SimpleFlow. For Incorrect gestures H3 is true. No significant 
time differences exist between SF-Path and SimpleFlow for Incorrect gestures. 

Rate Of Gesture Input. Is SimpleFlow the fastest input style because participants' 
rate of input is higher? When entering gestures how fast do users move the on-screen 
mouse pointer? Rate of input is calculated as the average number of pixels travelled 
by the mouse pointer per millisecond during gesture input. 

Standard Feedback leads to a significantly (p < 0.0001) higher rate of gesture input 
than both SF-Path and SimpleFlow; for All, Correct and Incorrect gestures (Figure 9). 
There are no significant differences between SF-Path and SimpleFlow.  
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Fig. 9. Rate of input 

 

Fig. 10. TEPR Peak Dilation measures of 
Cognitive Load 

This confirms that the speed improvement for SimpleFlow is not due to an im-
proved rate of input. The speed improvement occurs because participants enter abbre-
viated gestures, which means it takes less time to enter the partial gestures. 

5.4   Hypothesis: H4 Cognitive Load 

Does the visual autocompletion place higher cognitive demands on users, than no vis-
ual feedback? Or does the visual feedback even decrease the cognitive load? Surpris-
ingly H4 is rejected, SF-Path and SimpleFlow do not lead to increased cognitive load. 
There are no significant differences (p < 0.05) in cognitive load between Standard 
Feedback, SF-Path and SimpleFlow (Figure 10). This result applies to All, Correct 
and Incorrect gestures.  

We measured cognitive load by measuring Task-Evoked Pupillary Response (TEPR), 
which is known to be a reliable indicator of cognitive load [7, 19, 21]. Task-Evoked Pu-
pillary Response is a measure of how much the pupil dilates over time as a function of 
task hardness. The larger the change in pupil dilation the larger the cognitive load. 

As recommended in the literature we removed blink artifacts, applied a low-pass 
filter to the dilation measures, used a 500ms baseline and used TEPR Peak Dilation to 
calculate cognitive load [7, 21]. The baseline was captured each time participants en-
tered a gesture, right before they began entering the gesture. Measuring TEPR with a 
non-contact eyetracker enables us to measure real-time non-subjective quantifications 
of cognitive load, as an alternative to subjective work load assessments such as 
NASA TLX [17]. 

5.5   User Preferences 

Participants preferred SimpleFlow 2.2 times more often than SF-Path, and 2.75 times 
more often than Standard Feedback (Figure 11). In the post-hoc questionnaire  
participants ranked Standard Feedback, SF-Path and SimpleFlow on a scale from 1 
to 3, where 1 is most preferred and 3 least preferred. They could assign equal ranks. 

Figure 11 shows the number times each rank was assigned to Standard Feedback, 
SF-Path and SimpleFlow. Participants ranked SimpleFlow 1st eleven times, SF-Path 
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Fig. 11. User preferences as indicated in post-study questionnaire 

1st five times, and Standard Feedback 1st four times. SF-Path is most often ranked 
2nd, and Standard Feedback is most often ranked 3rd. 

6   Discussion and Limitations 

Our design aim for SimpleFlow, was to keep the complexity of the visual prediction 
feedback as simple as possible, while improving user performance. A related goal was 
to enhance gestural interaction without significantly changing it; in an effort to avoid 
requiring users to spend considerable amounts of time skilling up on a new interaction 
technique. Two further key aims were to enable users to take advantage of the gesture 
predictions without forcing them to use the predictions, and enable users to enter 
shorter gestures, rather than having to input full gestures. Looking at the results we 
find that SimpleFlow performs best out of all three forms of visual feedback, while 
also achieving our goals and aims. During the experiment users had few practice op-
portunities with the predictive gestures, yet they performed significantly better with 
predictive gestures versus non-predictive, while also preferring the predictions over 
no predictions. 

Of particular interest we found that SimpleFlow is faster and more preferred to SF-
Path, which is the same style of visual feedback as OctoPocus (when one gesture sug-
gestion is shown at a time and the suggestions are scale and aspect invariant). This is 
interesting because the visual difference between SimpleFlow's visual feedback and 
SF-Path's visual feedback is very small, even though it has a critical impact. Simple-
Flow shows a whole gesture suggestion in conjunction with the partial gesture a user 
has entered, while SF-Path completes the gesture for a user (Figure 3). When we fol-
lowed up with users and informally asked them why they preferred SimpleFlow over 
SF-Path, the general consensus was that showing whole gestures clearly tells the users 
exactly which predicted gesture is getting matched with their partial gesture. While 
when partial gestures are completed in SF-Path, it is not always clear to the user why 
a gesture is completed the way it is, especially when the gesture prediction is wrong. 

An interesting limitation of this work, which strongly suggests worthwhile future 
directions, is that we treat the users' performance and the performance of the gesture 
prediction algorithm as a combined system. This leaves open questions about the rela-
tionship between a user's performance, and what would happen if a better or worse 
gesture prediction algorithm is used? For example, if a perfect gesture recognition  
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algorithm is used would we find that users enter even shorter gestures? If so, what is 
the absolute lowest bound on how much users will abbreviate gestures by? Does that 
interact with the number of available gestures? Related questions include what, if any, 
are the effects of other performance characteristics of the gesture prediction algo-
rithm, e.g. stability of predictions. Ultimately, what are the desirable characteristics of 
gesture prediction algorithms? Another interesting question arises around the set of 
gestures we ran the experiment with, as the range of gesture shapes could impact on 
user performance. For example, in Figure 4 gesture 2, 11 and 12 all share a common 
initial stroke (downward diagonal left stroke) - what would happen if a set of gestures 
is used that is optimised to minimize the shared starting strokes? 

There are many other possibilities for future research, including extending Simple-
Flow to handle multi-stroke gestures, creating UI techniques that enable users to in-
teractively refuse and cancel a gesture suggestion, establishing what styles of pre- and 
post-gesture feedback is beneficial with visual predictions, and enabling users to 
quickly select from a set of gesture suggestions without having to complete the ges-
tures. Finally, understanding more about why and how users decide to shorten predic-
tive gestures would be very useful. Understanding this would help us further enhance 
and influence gesture abbreviation, i.e. enable users to enter even shorter gestures 
more quickly. 

7   Conclusions 

We found that users of predictive gestures with SimpleFlow and SF-Path visual feed-
back will significantly shorten gestures (like predictive text entry systems), with no 
significant increase in cognitive load. Further, SimpleFlow successfully enhances us-
ers' gesture entry, both speeding it up and improving the accuracy; along with users 
preferring SimpleFlow the most. The visual feedback provided by SimpleFlow is 
visually simple and minimal, and could easily be added to existing gesture entry sys-
tems without requiring significant changes to them. 
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Appendix: Gesture Prediction Algorithm 

For experimental reproducibility this appendix outlines the gesture prediction algo-
rithm (Figure 12), which is composed of a gesture concatenation algorithm and a ges-
ture recognition algorithm. When a user enters part of a gesture, the gesture concate-
nation algorithm generates a complete gesture based on the partially entered gesture. 
Then the complete gesture is sent to a gesture recognition algorithm, to check whether 
it matches any of the trained gestures. The best matching gesture is used as the ges-
ture prediction. 
 
Gesture Concatenation Algorithm. The gesture concatenation algorithm is easy to 
implement, though the computational efficiency of it is open to improvement. The al-
gorithm assumes that gestures start from the same points, like the $1 Recognizer [32]. 
Unlike OctoPocus [5] and ShadowGuides [13] however, the algorithm is scale inde-
pendent. Like $1 Recognizer and OctoPocus, and unlike ShadowGuides, our algo-
rithm is for single stroke continuous gestures. The algorithm also handles different 
gesture aspect ratios, like Protractor [25], but like OctoPocus and ShadowGuides it is 
not rotational invariant to gesture orientations. Below are the seven steps in the algo-
rithm (see Figure 12): 

1. During gesture entry, continuously capture the path of the incoming gesture, gener-
ating a partial gesture P (Figure 12(a)). 

2. Measure the width w, height h and calculate the length l of the partial gesture P 
(Figure 12(b)). 

3. Scale the trained gestures (Figure 12(c)) so they share the same width w and height 
h as the partial gesture P. We refer to this set of scaled gestures as SC (Figure 
12(d)). 

4. For each scaled gesture in SC (Figure 12(d)), remove a path length l from the start 
of each gesture. This generates a set of cropped gestures CG (Figure 12(e)). 

5. Merge the partial gesture P with every cropped gesture in CG. This generates a new 
set of gestures PG, as shown in Figure 12(f). Each gesture in PG is a gesture predic-
tion. The merging should be done such that the end of P is merged with the start of 
each cropped gesture in CG. 

6. If the gesture recognition algorithm is scale dependent, then the gestures in PG may 
need to be rescaled to match the scale of the gestures used to train the gesture rec-
ognition algorithm. 

7. To find the winning gesture prediction send each gesture prediction in PG to the ges-
ture recognition algorithm. The best scoring gesture in PG is the gesture prediction. 
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Fig. 12. Gesture Concatenation: (a) Current state of the user gesture is sampled; (b) height, 
width & length of the sample is measured; (c) the training gesture templates; (d) scale the train-
ing templates to match the partial gesture;  (e) remove the sampled gesture from each of the 
scaled templates; (f) a is merged with each of e to produce new templates. 

We imposed a constraint on the above algorithm, such that the predicted gesture cannot 
be scaled below a specific size. Without that constraint gestures could be scaled to only 
a few pixels wide or high, which would make the gestures visually indistinguishable. 

Gesture Recognition Algorithm. The gesture recognition algorithm used is a scale 
and aspect invariant template matching algorithm. The code for which is based on 
wayV’s gesture recognition algorithm [8]. wayV’s algorithm accounts for bounding 
box issues that can arise where the input starts off purely vertical or horizontal. 
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Abstract. In this paper we describe a game to assess if the quantitative and 
graphical perception of sound by students can influence how they behave in the 
classroom. The game captures sound and shows the sound wave or the 
frequency spectrum, integrated with an animated character, to students in real 
time. The quieter the students are the higher the score. A survey was conducted 
to teachers from an elementary and secondary school to determine if they 
considered that noise, caused by the students, was a problem. Most of the 
teachers considered that students make too much noise. All the classes where 
the game was tested became quieter, thus showing that when these students 
perceived, in a quantitative way, how much their behavior was disruptive they 
were more inclined to be quiet or, at least, to reduce the amount of noise. 

Keywords: game, persuasive technology, noise, classroom. 

1   Introduction 

Students can develop several different types of work in the classroom. Sometimes the 
teacher may expose something to the students and need the whole class to keep quiet 
and listen to what is being explained. Other times, students engage in tasks where 
they have to talk to each other. Nevertheless, whatever the activity is, if the sound 
level is too high it will be difficult for people to listen to each other. Furthermore, 
excessive noise can disturb students in other classrooms. Even though classroom 
noise may have different sources, some internal and others external to the classroom, 
here the focus is on the noise caused by the students talking to each other. 

Noisy classrooms have an adverse effect on students’ learning and the strain on 
teachers’ voices can result in illness, as is described in Section 2.   

We developed a game that motivates students to make less noise in the classroom. 
Games have already been previously used to change people’s behavior (Section 3). 
Our game, which is further described in Section 4, is populated by characters that are 
only happy in the silence. If students are quiet they will gain more points. The game 
is, therefore, an incentive for students to change their behavior via an increased 
awareness of how much noise they are causing. The game was tested in an elementary 
and secondary school. Before the game was tested we assessed the school’s initial 
situation to determine the teachers’ and students’ views about noise in the classroom 
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(Section 5). The game’s test results are presented in Section 6. Finally, the 
conclusions and future work are in Section 7. 

2   Effects of Classroom Noise on Students and Teachers 

Classroom noise is detrimental to students’ learning and can result in several adverse 
consequences. Noise decreases word recognition performance [1]. According to 
another source noise negatively affects performance in verbal tasks, like reading and 
spelling, and performance on speed tasks [2]. Noise is also prone to cause fatigue and 
headaches [3]. Noise is still related to the annoyance of both students and teachers. 
Chatter in the classroom is considered an annoying sound source. Teachers are more 
sensitive to noise than students and experience a higher level of stress. Females felt 
that noise caused them more stress than males [4].  

It, therefore, seems to be beneficial if the noise level is low. To control the noise 
produced by students, inside the classroom, the teacher can resort to several 
classroom management strategies. The teacher can establish rules so that students 
know when they can talk and when they are supposed to be quiet and then reward 
students for adequate behavior by giving them a better grade, stars, points or smiley 
faces or showing their names in an honor board. A student’s bad behavior can be 
punished by asking that student to leave the classroom or by giving her or him extra 
tasks to do or by keeping the student inside the classroom during recess [5]. However, 
none of this clearly shows to the students how much their behavior is disruptive. 
Perhaps, if students could perceive, in a quantitative way, how much their behavior is 
disruptive, then perhaps they would be more inclined to be quiet or to lower their 
voices. Our game was designed to test this hypothesis, as is further explained in 
Section 4. 

Students are not the only ones negatively affected by a noisy classroom. Teachers, 
in consequence of the strain to their voices, may suffer health problems. Voice is one 
of the most important tools for a teacher because they have to talk for a long length of 
time and may also have to make themselves heard over a loud background noise. 
62,7% of teachers are affected by voice problems [6]. Voice problems are more 
frequent in teachers than in other professions [7]. 

Voice problems can significantly affect a teacher. Teachers with frequent voice 
problems have decreased control and influence at work, low social support, poor job 
compensations, poor health and vitality perceptions and deficient job satisfaction [6]. 
Voice problems are also the cause behind lost days of work due to sick leave [8]. 

Voice problems are associated with the personality of the individual [9]. Teachers 
with voice problems tend to have a higher reactivity to stress. Still, if reactivity to 
stress is indeed a cause of voice problems, this personal characteristic may be difficult 
to change. 

To ease or prevent voice problems the teacher can use a microphone for voice 
amplification. Adequate voice training, better acoustic conditions in the classroom 
and the absence of environmental irritants like dust or smoke are helpful. A fewer 
number of lessons will reduce the strain to the voice. Another solution is to reduce the 
number of children in the classroom as fewer children will produce less noise.  
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Usually, the teacher cannot change the work schedule and also cannot decide how 
many children are in the classroom. However if all children are quiet, while the 
teacher is explaining something, the teacher will not have to talk so loud, thus 
reducing the strain on the vocal cords. Our game motivates children to keep quiet or 
lower their voices. In the next section some examples of persuasive technology are 
presented. 

3   Changing Behavior with Games 

Persuasive technology has already been successfully used to change people’s 
behavior. Here are a few diverse examples: help children deal with bullying situations 
[10]; motivate people to recycle waste materials [11, 12]; encourage children to 
decrease energy consumption at home [13]; encourage healthy dietary behaviors in 
kindergarten children [14]; raise teenagers’ oral health and dental hygiene awareness 
[15]; stimulate physical play [16]; help people quit smoking [17]; help elders take 
their medication on time [18]; improve engagement in science controversies and 
develop skills in evaluating evidence and forming arguments [19]; improve awareness 
of drugs abuse effects [20]; raise awareness about water scarcity [21]; improve 
workers’ mental engagement in routine activities [22]; treat cockroach phobia [23]; 
incentive people to throw rubbish in a bin, instead of on the floor [24]; incentive 
people to obey the speed limit [25].   

These examples show that there is great potential to alter people’s behavior, not 
only in the classroom, but in many other situations. 

In what particularly refers to influencing the amount of sound produced by the 
students while talking to each other, in [26] a sound level meter was used to monitor a 
free study period. An observer recorded the data from a position in the rear center of 
the room and wrote it on sheets of paper attached to a clipboard. If the students kept 
the sound level low, for ten minutes, they would receive two extra minutes for the 
gym period and a two minutes break to do whatever they wanted, before the 
beginning of the next ten minutes period. However, if the students became too noisy, 
during the ten minutes silent period, a whistle would be blown and the timer would be 
reset back. In [27], the authors resorted to an automated clown to show the children if 
the sound level was too high. The clown had five lights that simulated the jacket 
buttons, two lights that simulated the eyes, one light that simulated the nose and five 
lights that simulated the mouth. If the children kept the sound level low the clown’s 
lights would turn on. James W. Groff patented an alarm that emits a sound when the 
classroom is too noisy [28]. 

4   The Game 

Our game is a game that shows students, in real time, quantitatively and graphically, 
the amount of sound in the classroom. The game runs in a computer that is connected 
to a video projector or to an interactive whiteboard so that all students can see the 
output of the game. Sound is captured through a microphone connected to the 
computer where the game is running. The game is populated by characters that enjoy 
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the silence. If the amount of sound the microphone is detecting is low the score 
increases. If the amount of sound the microphone is detecting is too high the score 
decreases and may even become negative.  

The game’s name is “The Castle of Count Pat”. The characters of the game are Pat, 
a centuries old vampire, Pat’s Cat and the Moon. The game begins with a story that 
explains the necessity of peace and quiet at Count Pat’s Castle (Fig. 1). Count Pat 
does not like noise because he wants to sleep peacefully in his coffin. Count Pat’s Cat 
likes silence because noise scares away the rats. It is difficult for Pat to adapt to 
nowadays noisy times so he took a decision: everyone who is making noise shall be 
turned into a vampire. If students want to keep their lives, they will have to keep quiet 
or at least lower their voices. The story is presented as a sequence of images. The 
teacher reads the story aloud to the students. To advance, the teacher presses the next 
button at the bottom of each image of the story. We chose this sort of interface 
because, this way, the teacher can present the story to the students at her or his desired 
speed. A video would make it more difficult to slow the pace of the story if some of 
the students had not understood it. 

After the story in Fig. 1, the game starts. The teacher, together with the students, 
can choose a character to interact with: Count Pat (Fig. 2 (a)), Count Pat’s Cat (Fig. 2 
(b)) or the Moon (Fig. 2 (c)).  

The sound wave is below Count Pat and the Moon. The frequency spectrum, after a 
Fourier transform is performed on the sound data, is integrated in the Cat’s fur. At the 
bottom left corner of the game’s interface the three available characters are presented. 
The teacher, or one of the students, can change the character by clicking on one of 
them. The other elements of the interface are: a volume bar that shows the amount of 
sound the microphone is detecting; the score; a button to end the game; and a button 
to pause the game.  

Each character has three states. In state 1 all the characters are sleeping (Fig. 2). 
This is the best possible state. While in state 1 the score increases 0.2 points a second. 
The character remains in state 1 while the volume bar shows only its green section. 
The volume bar is divided in three sections. The leftmost section is green. The middle 
section is yellow. The rightmost section is red. If the volume bar shows the green and 
yellow sections, the character changes to state 2. Here, the score increases 0.1 points a 
second. In state 2 Pat opens the coffin, the Cat stands up and the Moon awakes (Fig. 
2). If the volume bar is showing the green, yellow and red sections the character 
changes to state 3. This means the students are making too much noise. While the 
character is in state 3 the score decreases 0.1 points a second. If the students do not 
become quieter the score can turn negative. In the state 3, the characters are wide 
awake and angry. Pat puts his hands over is hears, the Cat’s fur stands on end and the 
Moon shows a displeased face (Fig. 2). 

Previous tests were conducted, in a classroom, with the students and their teachers, 
to decide when the amount of sound detected by the microphone is too high in order 
to determine the green, yellow and red sections of the volume bar. We were told, by 
the teacher, when the noise was considered excessive. 
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(1) 

 

(2) 

 
(3) 

 

(4) 

 
(5) 

 

(6) 

 
(7) 

 

(8) 

 
(9) 

 

(10) 

 

Fig. 1. The game begins with a story that explains why silence is necessary at Count Pat’s 
Castle 
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To determine the state of the character we calculated the average of the last 10 
activity level values of the microphone. The activity level is the amount of sound the 
microphone is detecting. Values range from 0, where no sound is detected, to 100, 
where very loud sound is detected. Each second the game collects 24 values of the 
microphone’s activity level. We calculated the average of the last 10 activity level 
values because, if individual values were considered, the character would change 
between states too fast. At each second, the last computed average value is evaluated 
to determine how much to increase the score. 

While the game is paused the score does not change. After the game ends the final 
score is displayed. 

 
State 1 

Low noise 
State 2 

Medium noise 
State 3 

High noise 
   
   

  
(a) Count Pat 

 

   
   

  
(b) Pat’s Cat 

 

   
   

  
(c) Moon 

 

   
   

Fig. 2. The different states of the three characters 
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5   Assessment of the School Where the Game Was Tested 

The game’s tests were conducted in a school that is both an elementary and a 
secondary school. To evaluate the school’s initial situation we conducted a survey to 
60 of the school’s 150 teachers. The teachers were questioned, with a paper survey, at 
the staff room, a place where teachers can rest. The survey was previously tested and 
was anonymous, but we were present at the staff room in case teachers had any doubt 
about the survey. 

Through the survey we tried to determine if noise, caused by the students, was a 
problem. 78,3% of the inquired teachers agreed or strongly agreed that students make 
too much noise and that negatively influences their learning (Fig. 3). 

0,0% 1,7%
20,0% 35,0% 43,3%

1-Strongly 
disagree

2-Disagree 3-Neither agree 
nor disagree

4-Agree 5-Strongly 
agree

Students make too much noise and that 
negatively affects their learning

 

Fig. 3. Do teachers think that students make too much noise? 

Almost all teachers agreed, or strongly agreed that when the students are making 
too much noise it is more difficult for them to teach the class (Fig. 4).  

0,0% 0,0% 1,7% 18,3%

80,0%

1-Strongly 
disagree

2-Disagree 3-Neither agree 
nor disagree

4-Agree 5-Strongly 
agree

When the students are making too much noise
it is more difficult for me to teach the class

 

Fig. 4. Do teachers find it more difficult to teach the class when the students are making too 
much noise? 

45% of the teachers reported voice problems like a hoarse voice, pains, vocal cord 
nodules or polyps or even being completely aphonic. Two of the enquired teachers 
underwent surgery because of their voice problems. One teacher afflicted by voice 
problems mentioned that those voice problems resulted in a depression and another 
reported feeling extremely tired. 
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Even though almost half of the enquired teachers have voice problems, 45% is not 
a percentage as high as the one found in [6]. 

We asked teachers if they thought that students were aware that talking while the 
teacher is explaining something negatively affects their learning (Fig. 5). 25% of the 
enquired teachers strongly disagree or simply disagree that students are aware of it. 
35% neither agree nor disagree. 40% agree, or strongly agree, that students are 
conscious that their behavior is negatively affecting their learning. 

3,3%
21,7% 35,0% 26,7% 13,3%

1-Strongly 
disagree

2-Disagree 3-Neither agree 
nor disagree

4-Agree 5-Strongly 
agree

Students are aware that talking while the teacher is explaining 
something negatively affects their learning

 

Fig. 5. Do teachers think that students are aware that talking while the teacher is explaining 
something negatively affects their learning? 

When we asked the teachers if they thought that showing the students how much 
noise they are making would cause them to be quieter, 48,3% of the teachers agreed 
or strongly agreed this would work (Fig. 6). 36,7% of the teachers think that showing 
the students how much noise they are making would have no effect and 15% think 
that students would make even more noise. So, even though 40% of the enquired 
teachers believe that students are aware that they make too much noise in the 
classroom, 48,3% of the teachers believe that showing the students how much noise 
they are making is an extra reinforcement that might have some positive effect. 

5,0% 10,0%
36,7% 30,0% 18,3%

1-Strongly 
disagree

2-Disagree 3-Neither agree 
nor disagree

4-Agree 5-Strongly 
agree

Showing the students how much noise they are making 
will cause them to be quieter

 

Fig. 6. Do teachers think that showing the students how much noise they are making will cause 
them to be quieter?   

We tried to determine if the teachers’ views about noise in the classroom were 
similar to the students’ views. To this effect we enquired 81 students from 4 classes. 
These classes are the same classes where the game was tested. The survey was 
anonymous and previously tested. Only 34,5% of the inquired students think that their 
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colleagues make too much noise in the classroom (Fig. 7). In contrast, 78,3% of the 
inquired teachers consider the noise caused by the students excessive. So, the inquired 
students and teachers have different views and perhaps students do not completely 
realize that, according to the teachers, they are too noisy.  

11,1% 16,0%
38,3%

16,0% 18,5%

1-Strongly 
disagree

2-Disagree 3-Neither agree 
nor disagree

4-Agree 5-Strongly 
agree

You colleagues make too much noise in the classroom

 

Fig. 7. Do students think their colleagues make too much noise in the classroom? 

However, 61,1% of the students agree or strongly agree that if students are quiet, 
the grades will be better (Fig. 8). Therefore, most students and teachers agree that a 
quieter class will result in better grades.  

9,1% 6,5% 23,4% 24,7% 36,4%

1-Strongly 
disagree

2-Disagree 3-Neither agree 
nor disagree

4-Agree 5-Strongly 
agree

If all students are quiet while the teacher is explaining something 
the students’ grades will be better

 

Fig. 8. Do students think that if they are quiet the grades will improve? 

6   Testing the Game  

Our game was tested in four classes of an elementary and secondary school. We shall 
refer to the classes as classes A, B, C and D. All of them were practical classes of 
Informatics. The classes’ duration was 90 minutes. The number of students, grade, 
age average and age range of each class can be observed it Table 1. 

Table 1.  Composition of the classes where the game was tested 

Class Teacher Number of students Grade Age average Age range 
A X 18 8 14.6 12-16 
B Y 27 9 14 13-17 
C X 21 9 15.5 15-17 
D X 15 12 17 16-18 
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Before any tests were conducted we interviewed the teachers of the classes to 
determine what they thought about them. Among teacher X’s classes, class D was 
expected to be the quieter one. Class D’s students were described by the teacher as 
being mature and hard working. Class A and class C’s students were younger and the 
teacher expected them to be noisier. Class A was considered problematic because, 
even though it had only 18 students, many of them were repeating that grade. The 
teacher told us she left that class often feeling tired and with a hoarse voice. 

Teacher Y expected class B to be noisy because this was the class with the greatest 
number of students and also because the students were still very immature. 

Both teachers told us that students often loose conscience of how loud they are 
talking when they are engaged in group work. 

First, we computed the average amount of sound detected by the microphone in all 
the classes without the game (Fig. 9).  

13,9

22,1

15,6 15,2
17,2

24,3

14,3
16,6

8,4

16,3
12,3

14,4

Class A Class B Class C Class D

Average amount of sound detected by the microphone

Without the 
game

4 minutos after 
the game was 
presented

With the game

 

Fig. 9. Average amount of sound detected by the microphone with and without the game 

Teacher X told us she was surprised that class A was the least noisy of her classes. 
The teacher attributed the greater fatigue, felt in class A, to the extra effort she had to 
make to motivate the students. 

In the second lesson the game was tested. A video projector was used to show the 
game to all students (Fig. 10). The classroom had two whiteboards. We projected 
the game on the rightmost whiteboard. The teacher used the leftmost whiteboard 
when necessary. During the test of the game none of the teachers needed to show 
slides to the students. If this was the case, then a second video projector would be 
necessary. 

At the beginning of the class the game was explained to the students. The students 
were told that the game would be tested is several classes and that the quieter class 
would receive a mystery gift. The three characters were shown to the students and 
they chose one of them. Afterwards, the lesson continued as usual. 
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Fig. 10. Class while the game is being tested 

In all of the classes the amount of sound detected by the microphone decreased 
(Table 2). In class A there was a 39,6% decrease. This was the highest reduction of all 
the classes. 

Table 2. Average amount of sound detected by the microphone during a first lesson without the 
game and during a second lesson with the game 

Average amount of sound detected by the microphone Class 
Without the game With the game 

Decrease 

A 13,9 8,4 39,6% 
B 22,1 16,3 26,2% 
C 15,6 12,3 21,2% 
D 15,2 14,4 5,3% 

 
Class D was the class where the use of the game resulted in the smallest decrease. 

The average amount of sound detected by the microphone decreased only 5,3%. In 
classes B and C there was a decrease of 26,2% and 21,2% respectively. 

Also, in all of the classes, except in class C, the average amount of sound detected 
by the microphone, during the 4 minutes after the game was explained to the students, 
was higher than in the first lesson without the game (Fig. 9). This happened because, 
at first, the game captivated the students’ curiosity and they tried to test it. Some 
students would raise their voices or whistle to see how the game reacted. They asked 
how much the score would increase, when they were quiet, and commented on the 
changes in the sound wave or in the frequency spectrum according to the different 
types of sounds produced. 

Gradually, students turned their attention to their tasks. However the game was not 
forgotten. Throughout the class, students would often look at the projection to check 
the score. If one of the students was talking too loud, another one would usually ask 
her or him to lower her or his voice. Some students asked us what the score in the 
other classes was. For these students, competition with the other classes seems to be a 
motivation. Other students tried to set goals. Those students would turn to the rest of 
the class and say that they had to increase a certain number of points till the end of the 
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lesson and urged the others to be quiet. This type of peer pressure was more frequent 
in classes A and B than in classes C and D. 

At the end of the lesson, where the game was tested, the students filled an 
anonymous survey that was previously tested. 

In the survey, we asked the students if the class was quieter, during the use of the 
game (Fig. 11). In classes A, B and C most of the students agreed or strongly agreed 
that the classroom was quieter during the use of the game. These results are consistent 
with the results presented in Fig. 9. Class A is the class where more students agreed or 
strongly agreed that the class was quieter during the use of the game. The average 
amount of sound detected by the microphone decreased 39,6% in this class and this 
was perhaps easily noticed by most of the students. In class D, only 42,9% of  
the students agreed or strongly agreed that the class was quieter during the use of the 
game. This happened, probably, because the average amount of sound detected by the 
microphone decreased only 5,3% and this was hardly noticed by the students. 

 
During the use of the game the class was quieter 

1 - Strongly disagree; 2 - Disagree; 3 - Neither agree or disagree; 4 - Agree; 5 - Strongly Agree 

0,0% 0,0%
18,8% 25,0%

56,3%

1 2 3 4 5

Class A

 

7,7% 3,8% 15,4%

57,7%

15,4%

1 2 3 4 5
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0,0% 11,1%
33,3% 44,4%

11,1%

1 2 3 4 5

Class C

 

9,5% 9,5%

38,1% 28,6%
14,3%

1 2 3 4 5

Class D

 

Fig. 11. Was the class quieter during the use of the game? 

We wondered if the game would cause the students to pay more attention to the 
class. The game could also have the opposite effect. If the students spent a lot of time 
looking at the game that could reduce the time they spent listening to the teacher or 
working in their tasks. So, we asked the students if the game helped them pay more 
attention to the lesson (Fig. 12). Only in class A did most of the students agreed or 
strongly agreed that the game helped them pay more attention to the class. In classes 
B, C and D the answer “Neither agree or disagree” was the most chosen one. We 
interviewed the teachers of classes A, B, C and D and they noticed no visible change 
in the students’ attention to the lesson, even in class A. This seems to indicate that the 
game did not significantly influence the attention of the students to the lesson. 
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Fig. 12. Did the game helped students pay more attention to the lesson? 

To make clear if the game decreased the students’ attention to the teacher we 
included another question in the survey. We asked the students if the game distracted 
them from what the teacher was explaining (Fig. 13).  
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Fig. 13. Did the game distract the students from what the teacher was explaining? 



622 S. Reis and N. Correia 

In all the classes, the attention to what the teacher was explaining of most students 
was not negatively affected by the game. The percentage of students that agreed or 
strongly agreed that the game distracted them is quite small in all the classes. This 
indicates that even though the game did not cause the students to pay more attention it 
also did not cause the opposite effect. As the game does not measure the attention of 
the students to the lesson we consider that these results are not surprising. 

In the survey we asked the students if it was important for them to obtain a good 
score in the game (Fig. 14). In classes A and B, 75,1% and 69,2% of the students 
considered it was important for them to obtain a good score in the game. This means a 
high percentage of the students were trying to stay quiet or, at least, lower their 
voices. That is perhaps one of the reasons why the average amount of sound detected 
by the microphone greatly decreased in both these classes. In class C more than half 
the students were interested in a good score and that seems to have contributed to a 
decrease of the average amount of sound detected by the microphone during the use 
of the game. Class D is the class with the lowest percentage of students interested in a 
good score. If there was a way to increase class D’s interest in a good score, perhaps 
the average amount of sound detected by the microphone would have decreased more. 

 
It was important for me to obtain a good score in the game 
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Fig. 14. Was it important for students to obtain a good score in the game? 

We were also interested in knowing if the students liked the game’s characters 
(Fig. 15). If the students liked the game’s characters then maybe they could create 
some sort of empathy with the characters and that would motivate the students to 
please the character by staying quiet or lowering their voice level. In classes A and B 
most of the students agree or strongly agree that they liked the game’s characters. In 
class A, the percentage of students that strongly liked the game’s characters is higher 
than in class B, though. In class C 44,4% of the students agreed or strongly agreed 
that they liked the game’s characters. In class D we obtained the worst results. 35% of 
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the students strongly disliked the game’s characters and 10% didn’t like them. Many 
of these students complained, in the survey, that the characters were too childish and, 
therefore, not appropriate for their age. Indeed class D is the class where the age 
average is higher. This seems to indicate that a different approach should have been 
used with these older students. Perhaps, if the students liked the characters they would 
feel more inclined to please them and stay quiet. 
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Fig. 15. Did students like the game’s characters? 
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Fig. 16. Students’ favorite characters 
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In classes A and C the favorite character was the Cat (Fig. 16). Some students told 
us that they found funny how the sound spectrum was integrated in the Cat’s fur and 
how the Cat stood up when she was angry. In classes B and D the favorite character 
was Count Pat. The Moon was the least liked character in all the classes. Some 
students found the Moon too dark and dull. Others said that with Pat and with the Cat 
it was easier to perceive when the character was happy or angry.  

7   Conclusions and Future Work 

In this paper we investigated if the quantitative and graphical perception of sound, by 
students, in a classroom, can affect how noisy these students are. A survey was 
conducted to 60 teachers, of an elementary and secondary school, to find out if they 
considered that noise, caused by the students talking to each other in the classroom, 
was a problem. 78,3% of the inquired teachers agreed or strongly agreed that students 
make too much noise and that negatively affects their learning. Besides, 98,3% of the 
inquired teachers thought that when the students are making too much noise it is more 
difficult to teach the class. Only 34,5% of the inquired 81 students agreed or strongly 
agreed that their colleagues make too much noise in the classroom. 

The teacher can tell the students that they are speaking too loud, but this does not 
show then, in a quantitative way, how much noise they are making. Our hypothesis 
was that, if students are more aware of how much noise they are making this would 
cause them to be quieter. To test this hypothesis we developed a game that shows 
students, in real time, the amount of sound a microphone is detecting in the 
classroom. The lower the amount of sound the microphone is detecting, the more 
points the students accumulate. The game shows the sound wave or the frequency 
spectrum, after a Fourier transform is performed on the sound data. The interface also 
integrates a character and a volume bar. The character changes state and the volume 
bar changes size according to the microphone’s activity level. A video projector was 
used so that all students could see the output of the game. 

 The game was tested in classes A, B, C and D. The average amount of sound 
detected by the microphone was computed during a first lesson, for each class, 
without the game. Afterwards, during a second lesson, the average amount of sound 
detected by the microphone was computed again while using the game. The average 
amount of sound detected by the microphone decreased 39,6%, 26,2%, 21,2% and 
5,3% in, respectively, classes A, B, C and D. The age average of classes A, B, C and 
D is 14,6 years old, 14 years old, 15,5 years and 17 years old respectively. Therefore, 
the game performed better, in the reduction of the average amount of sound detected 
by the microphone, with the younger students. Future work will have to be conducted 
to test if showing the students the amount of sound detected by the microphone in the 
classroom is a strategy that works better with younger students. Several students in 
class D complained that the game’s characters were too childish. If the game’s 
characters had been more adequate to these students then perhaps they would have 
felt more inclined to be quieter or to lower their voices. Nevertheless, even in class D, 
the average amount of sound detected by the microphone decreased 5,3%. 

The influence of the game in the students’ attention to what the teacher was 
explaining was also tested. We interviewed the teachers of the classes and conducted 



 The Perception of Sound and Its Influence in the Classroom 625 

an anonymous survey to the students. The answers show that the game did not 
negatively influence the attention of the students in class. 
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Abstract. Inspiring and maintaining student participation in large classes can be 
a difficult task. Students benefit from an active experience as it helps them bet-
ter understand the course material. However, it’s easy to stay silent. Opportuni-
ties to participate in conversation allow students to question and learn. The 
Fragmented Social Mirror (FSM) provides students with the ability to anony-
mously initiate classroom dialog with the lecturer.  The system encourages par-
ticipation by enabling expressive anonymous feedback to reduce evaluation 
anxiety. The FSM further catalyzes participation by allowing for many simulta-
neous participants. In this paper, we introduce the FSM as a classroom device, 
discuss its design, and describe a pilot test of the interface. Initial results indi-
cate a promising direction for future feedback systems. 

Keywords: Social Mirrors, Classroom, Feedback, Anonymous. 

1   Introduction 

Students learn more when they actively engage in the classroom [22]. However the 
structure of many classes ensures that the lecturer speaks for at least 80% of the time. 
Though some students participate, it’s expected that five students out of 40 will come 
to dominate any classroom discussion. 

The lecturer’s awareness of class comprehension is skewed both by the students’ 
many social pressures and the few speaking opportunities. Students try to present a 
positive image of themselves to their peers. Thus, they often avoid volunteering in-
formation due to evaluation anxiety, a fear of being judged by others for making a 
mistake or being the focus of attention [22]. It’s easy to remain silent. Those students 
who do speak are generally self-confident or understand the material. However, there 
is a reluctance to appear too engaged in the classroom. Students who raise the expec-
tations on a group may be ostracized by their peers [17].  

In this paper, we present the design of an interface prototype to encourage student 
engagement and improve the lecturer’s awareness in the classroom. The prototype, 
entitled Fragmented Social Mirror (FSM), aims to create a new communication chan-
nel of anonymous dialog between the instructor and the class. Unlike many previous 
Audience Response Systems [10, 19], FSM allows for expressive text-based feedback 
and may be used throughout the lecture. In our short pilot observation, students in a 
large class began to initiate interaction with the professor, whereas previously they 
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had only mumbled answers in response to posed questions. In this paper, we describe 
the design of the FSM in the context of other Audience Response Systems. We also 
discuss promising initial observations from a classroom pilot study of the FSM. 

2   Feedback in Conversation 

FSM is designed to extend the benefit of backchannel communication. Familiar face-
to-face backchannels include “yeahs,” “uh huhs,” and head nods that show attention 
to the speaker. Similarly, facial expressions reveal feelings while gestures provide 
emphasis [15]. From the listener’s perspective, these signals show the speaker that the 
audience is listening and is interested. In a large audience, these visual signals can be 
lost in the crowd, which necessitates speaking up, murmuring, and applause. Large 
lectures and speeches require a strong and focused mediation to centralize attention 
[8]. Without that centralization, small groups of 4-5 individuals form based on prox-
imity of others.  

The classroom environment has to balance the need for a strongly focused discus-
sion with the need for student feedback. Lack of participation makes it more difficult 
to assess the current understanding of students and by not encouraging participation 
students are less apt to risk being wrong [12]. However, from a constructivist view of 
learning theory, students need to be actively engaged in their learning. Students learn 
by actively building their own understanding of new information [1, 21]. Instruction 
alone does not directly allow for the construction of knowledge, however effective 
knowledge construction often adopts a social process between the student and the 
teacher [7]. 

Classrooms have addressed this issue by using Audience Response Systems for 
multiple choice and true/false questions. The interfaces in [10, 19] provide a small 
number of preselected responses of A/B/C/D, and a true/false response. These inter-
faces are most often used when the lecturer explicitly asks a multiple-choice question 
of the audience. To be effective, the lecturer has the difficult task of anticipating key 
moments to query the audience and must specifically structure a lecture to accommo-
date this new question-answer format. Though each system varies, many include 
specialized hardware, which are either purchased by or provided for each student [14, 
19]. In the worst cases, when a lecturer does not incorporate interesting interaction 
into the lecture, the Audience Response Systems can become automated attendance 
and quiz systems, which students grow to resent [14]. 

Other feedback modalities such as text-based systems provide opportunities for 
students to engage with each other [16, 23]. Studies of dedicated course chatrooms 
show students will chat about the lecture’s content to help explain concepts to con-
fused classmates [23]. However, chat rooms also encourage unrelated discussions, 
and potentially draw students away from the lecture. Some have gone further and tied 
the in-class chat discussion to a video recording of the lecture for archival and review 
[3]. For a practice talk or presentation, these systems allow people to access the initial 
thoughts of the audience in a asynchronous manner. In addition to making help avail-
able, this style of active learning helps students communicate concepts to peers for a 
deeper understanding of the material. Others have brought affective computing to the 
classroom by using a custom handheld device [4]. This handheld ball can be used to 
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indicate the emotional state of the student to the instructor. Outside of the classroom, 
text based systems similarly open public dialog into shared events through IRC, in-
stant messaging, Twitter, and Facebook [9, 16, 18]. Though all of these side-channels 
can contribute to audience discussion, they often leave the speaker out of the loop 
during the event. 

Writing systems, such as Classroom Presenter, benefit from writing as input while 
still including the instructor in the interaction [2]. A tablet PC system, it allows stu-
dents to mark directly on the current slide with a stylus, which can then be viewed and 
shared by students and the instructor. Instructors can set up slides that encourage 
students to answer questions that can be discussed and reviewed as a group. It also 
allows for more expressive diagrams, images, and nonverbal communication mecha-
nisms. This method enables a broad sampling of student understanding and encour-
ages active participation with the material. 

Related work such as backchan.nl and Conversation Votes create a new feedback 
channel that integrates approval feedback into group dialog [6, 11]. With backchan.nl 
audience members organize their collective questions for the speaker in a conference 
or after a talk. A moderator filters the most appropriate questions from the top rated 
questions. With Conversation Votes, participants annotated an abstract visualization 
of conversation with positive and negative votes to highlight agreement during con-
versation. In small groups, this anonymous feedback increased the level of participa-
tion from those less satisfied with previous conversations. 

Viewed on an axis of expressivity, distinct categories of low expressivity and high 
expressivity emerge. Low expressivity systems as in [6, 10, 19] limit what a student 
can communicate, but ensure the feedback can be quickly interpreted. High expressiv-
ity systems like [2, 11] and chatrooms allow students vast communication capabili-
ties, but can require more focused attention for both the lecturer and students. 

Our work takes a middle path. FSM provides a meaningful, but constrained, set of 
signals to be observed alongside the lecture like low expressivity systems, but it al-
lows expressive text to convey personal ideas as in a high expressivity system. As an 
always-available interface, the FSM captures the fleeting moments of confusion and 
conveys this information to the lecturer while it can be addressed in context. 

3   The Fragmented Social Mirror 

The Fragmented Social Mirror (FSM) provides feedback based on principles bor-
rowed from our previous work in social mirrors [13]; however, the classroom setting 
necessitates a break from the standard social mirror design. A social mirror is a real-
time depiction of interaction meant to augment natural face-to-face environment. It 
captures ephemeral moments in conversation and brings them into the public view 
through visualization. In our previous work, social mirrors displayed abstract visuali-
zations to depict participation in conversation. The resulting display of conversational 
dominance, non-participation, and turn taking encouraged more balanced conversa-
tion [6]. In these social mirrors, one shared visualization of conversation was pro-
jected centrally for all participants to see. On a classroom or large lecture scale, this 
form does not function as well. There are many more participants involved, and the 
architecture of the space is different from the spatial layout of small group interaction 
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around one shared table. Furthermore, there is a natural asymmetry in participation 
due to the lecturer-audience dynamic. This results in less interaction between the 
lecturer and the audience not suited to the traditional social mirror visualizations. 

The term “fragmented” in FSM refers to the use of individual interfaces for each 
participant as opposed to one shared visualization and the shortened time component 
as opposed to the full history present in previous social mirrors. In our setup, each 
participant accesses a Java applet from his or her computer or mobile device, while a 
large public display is presented to everyone.  Furthermore, while a traditional social 
mirror maintains a persistent history of interaction, FSM highlights questions and 
comments that are pressing at the specific moment. 

3.1   FSM Design Choices 

The FSM design focuses on capturing and reflecting the unheard and unvoiced dialog 
in the classroom. The current design is the result of a long chain of prototypes that 
sought to balance the need for attention to the interface with attention to the class-
room.  The final design in this paper served as a culmination of this prototyping, 
though our pilot demonstrated areas for further refinement such as moderation. 

The process of designing the FSM began by observing an active and engaged 
classroom of 100+ students to see what students say when engaged in an active class. 
The lecturers of these classes were generally rated as among the best in the depart-
ment. They were engaging during lecture and good at encouraging student participa-
tion.  To facilitate more participation the lecturers posed a question and waited for 
responses - thus guaranteeing an answer or a question for clarification. We noted all 
the types of student responses to better understand what a student wants to say during 
class. The responses were narrowed down to the following list of categorical re-
sponses: 

• Questions: Students provide new questions based on what has just been taught. 
• Information: Students add their own connection to outside subjects. 
• Agreement/Disagreement: Answering a Lecturer’s question. 
• Slow Down/Redo: Students did not understand the lecturer. 
• Cannot Hear/Repeat: Students did not hear the lecturer. 

Our list was very similar to feedback available in other work to mark up a presen-
tation slide [20]. We began to investigate this set of six messages for our prototypes. 
These six messages would serve as categories with the ability for students to include a 
short text message for explanation. The message categories serve as a means to iden-
tify and group similar responses and highlight important categories like questions. In 
parallel with our interface design, we investigated imagery for each of these six cate-
gories of messages (described in the next section). Due to this process, “Slow 
Down/Redo” and “Cannot Hear/Repeat” were eliminated. Suitable icons could not be 
found and they easily be replaced by an “Information” message with appropriate text. 

Many of our initial interface prototypes borrowed design components from the 
Conversation Clock and Conversation Votes [5, 6], they incorporated the feedback 
into a timeline that structured the activity throughout the session. In some cases, we 
included indications of speaker. Much like a standard instant messenger, the full  
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history of messages could be read through at any time. These interfaces showed po-
tential for the review of archival classroom data, but did not serve our purpose of 
encouraging classroom interaction. These prototypes, tested amongst our own group, 
required too much attention to adequately understand. 

After refining the initial prototypes, we settled on a simple interface students could 
use without pulling their attention too far from the lecturer. Thus the input of the FSM 
was used only for capturing one comment. The history of feedback was only seen on 
the public display and limited that history to the most recent comments. Additionally, 
the needs of the lecturer necessitated this type of design. The lecturer needed to be 
able to read feedback from the hundreds in the audience while still being able to teach 
effectively. In past studies, a social mirror was primarily viewed by the listeners (and 
not the speaker) in conversation because they had more free attention [5]. In this de-
sign, the captured feedback of conversation is significantly pared down, so that the 
lecturer can receive the benefits from the social mirror with minimal attention. There-
fore, current comments/questions are displayed so as not to overwhelm the viewers 
with a long history. 

Iconographic Messages.The FSM interface passes information through icons. These 
graphics serve to simplify the message so that the lecturer might easily understand the 
classroom without reading too much content. Based on informal observation of 
classroom sessions and prior work [20], we designed icons based on the messages 
earlier: “I have a question,” “I have information/an answer,” “Yes/agree,” 
“No/disagree,” “Speak Up,” “Slow Down.” Three researchers independently drew 
any graphic that they felt reasonably captured these messages. We combined them 
into sets for each category, with a total of 5–15 images for each message. 

We conducted a survey of Computer Science undergraduates to test our icon de-
signs. A total of 54 Computer Science undergraduates completed our survey. Their 
feedback identified 17 icons that convey the intended message. Figure 1 shows all 17 
icons. None of the icons for “Slow Down” conveyed an adequate message to the 
student. We eliminated this message, as well as the “Speak Up” messages in favor of 
a simpler 4-icon interface. Students can use the Information and Question messages 
with additional text to signal “Slow Down” and “Speak Up.” 

FSM Interfaces. There are two FSM interfaces — the student’s client interface for a 
computer or handheld device (Figure 2) and a larger public screen for the lecturer and 
audience (Figure 3). The public display is situated in the front of the room, though the 
lecturer sees the public display on a personal screen. The four different preselected 
icons categorize student responses in the student interface. The icons represent: 
Information, Questions, yes/agree, no/disagree. Of the four categories or signals, the 
Information and Question signals can be augmented by a 40-character message. The 
short messages allow students to clarify their questions or possible answers when 
there is no opportunity to speak while the yes/no buttons allows students to answer 
simple questions quickly.  
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The icon represents confusion or the desire to ask a question. 

  

    
The icon represents an audience member has new information. 

 

  

  

  

The icon represents disagreement or a negative response. 

 

 

   

 

The icon represents agreement or a positive response. 

  

    
The icon represents that the lecturer needs to increase their volume. 

  

    

Fig. 1. The results of 54 individuals rating our sets of icons produced these icons as the most 
indicative of their intended messages. The image survey informed our final selection of icons 
seen in the interface (Figures 1 and 3). One other message, to indicate the speaker was moving 
too fast, produced no positively rated icons. 
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Fig. 2. The input device is small and simple for classroom use. The two left icons for informa-
tion and questions allow for typing phrases to send along with the icon message. 

Students use the client interface in Figure 2 to send their message to the public dis-
play shown in Figure 3. All messages on the public display are grouped by their asso-
ciated icon to increase legibility for the speaker. The speaker can look up and see 
many questions that need to be addressed or they can glance over answers that stu-
dents provided via the display. The icon group with the most messages moves to the 
top of the screen with a larger icon. The most recent message of this icon appears at 
the top of that icon in white text set against the black background. As a message ages, 
it fades to grey before finally disappearing after a pre-configured time. For icons with 
multiple messages, a count is displayed to the left of the icon. 

 

Fig. 3. The public display groups messages by icon and highlights the most recent feedback 
from the class. To the left of each icon, a counter indicates multiple messages of the same type, 
particularly useful when using the yes/no feedback buttons. 

Messages on the public display are limited to recent messages. Only the most re-
cent minute of activity is visible; each message fades in brightness over the minute 
before disappearing from view. The rationale for this design was two fold: (1) we did 
not want the lecturers to be confused or overwhelmed by reading old questions from a 
prior part of the lecture and (2) if a question goes unanswered and disappears, this 
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removal may encourage a student to verbalize the question in class or to repost it. One 
of our main goals is to encourage more class interaction.  If a student can “see” that 
they are not alone in their confusion, they may be less apprehensive to speak out and 
ask a question. 

Once a student sends a signal via posting an icon, they are blocked from sending 
additional signals for a brief period (10 seconds in our pilot) to discourage excessive 
social chatter and monopolization of the channel. While there is some room for abuse 
as with the backchan.nl system, where some users voted up questions for humor [11], 
the public availability of the channel is ultimately at the discretion of the lecturer. 

4   Pilot Study 

We conducted a pilot study to investigate the FSM in the classroom. We began by 
observing the participation levels before the introduction of the FSM and again with 
the FSM in place. For this, we observed a required second year course with roughly 
180 registered students at the beginning of the semester. The instructor was not affili-
ated with our research team. We observed a total of six course sessions: three initially 
without any augmentation, and three with the addition of the FSM. During observa-
tion, an average of 100.0 students were in attendance, though there were fewer stu-
dents in the final sessions (attributed to an intervening midterm and final day to drop 
the course). Given the large class, not many students had the opportunity to speak, 
and most did not. A summary of the attendance is visible in Figure 4. 
 

Session Students Computers On FSM 

1 108 17  

2 125 25  

3 112 19  

4 102 23 14 

5 80 19 15 

6 73 14 5 

Fig. 4. This table shows the number of people in the classroom for each session as well as the 
number of computer visible. Though we did request students to bring their computers to the 
sessions with the Fragmented Social Mirror. The number of computers remained essentially 
unchanged. 

Prior to testing the FSM in class, we sent a pre-survey and described the use of the 
FSM.  The survey inquired about the student's comfort level while participating in 
class versus their smaller discussion sections. Feedback from the survey confirmed 
that students are not comfortable asking questions or asking for clarification during 
class, though they are more comfortable asking in their smaller recitation sections. 
Similarly, they recognize that they do not participate or ask questions during class 
(Figure 5).  
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Preliminary Survey Responses and Questions 
in Class in Discussion Question 

  
I participate.** 

  
I participate more than once.** 

  
I ask questions.* 

  
I ask multiple questions.** 

  

I have more questions than time 
allows. 

  
I feel my questions are respected. 

  

I am comfortable asking ques-
tions. *** 

  

I am comfortable asking for clari-
fications.*** 

Satisfaction Dissatisfaction 

  

 
I am comfortable expressing satis-
faction/dissatisfaction. 

Ambivalence Enthusiasm 

  

 
I am comfortable expressing am-
bivalence/enthusiasm.* 

Opinions Questions 

  

 
My peers are comfortable ex-
pressing opinion/questions. 

By paired Wilcoxn Rank Sum Test: * p < .05, ** p < .01 

Fig. 5. Students reported they were uncomfortable asking questions in class, though it was less the 
case in smaller recitation sections. They are aware that they do not participate in class and are less 
likely to ask questions even though they have them. There is reluctance amongst the students to 
speak up and participate. Survey with 23 respondents. All graphs have the same scale. 

Our initial observations showed little interaction between audience and lecturer 
over the course of three 50-minute sessions. The only activity from the audience was 
in response to questions posed by the lecturer. For example, students were asked "n is 
divisible by what?" and "What is the cardinality of set Q?" in reference to a proof. 
The class averaged about four responses per class. The students initiated zero interac-
tions themselves, five of the twelve responses were general indefinite murmurs from 
the class, and two responses involved raising hands. Various sets of 1–3 unidentified 
students spoke up to answer the remaining six questions. 

We tested the FSM in three class sessions and found the students were proactive in 
using the system. In the classroom, the lecturer used a central projection screen to 
work through problems by hand while a smaller screen displayed the public display to 
the right of the larger screen (Figure 6). At the lecture podium, the lecturer also had a 
copy of the public display available during the class activity. 
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Fig. 6. We tested the Fragmented Social Mirror in a large lecture hall with three projection 
screens. Typically, the instructor repeated the same material on all three screens. For the study, 
the Fragmented Social Mirror replaced one screen during class time. The screen by the lecturer 
also displayed the public interface. 

With the system in place, Students initiated dialog with the lecturer by asking ques-
tions 11 times, compared to zero without the system. When on topic, students used the 
Fragmented Social Mirror to ask questions of the professor, keep the professor from 
moving on too quickly, and to answer any questions the professor posed.  Figure 7 
summarizes the participation in each of the 6 classes. Most of the on-topic dialogs 
either began with or contained a question for the instructor.  They lead to discussions 
with the instructor and information to enrich the class. However, there were also 
many off-topic messages. These messages were irrelevant to the class topic and were 
used to draw the attention of other classmates away from the lecture material for their 
own entertainment. 

 
  Questions Posed by Dialog Relevance 

Session Instructor Student On-topic Off-topic 

1 No FSM 3 0 3  0  

2 No FSM 3 0 3  0  

3 No FSM 4 0 4  0  

4 FSM 2 2 6 (22) 2 (2) 

5 FSM 2 7 10 (30) 4 (37) 

6 FSM 1 2 6 (8) 3 (7) 

Fig. 7. The Fragmented Social Mirror encouraged students to initiate questions and dialog with 
the instructor. Many dialogs began with or contained questions, though some were responses to 
indicate comprehension of the material. The anonymity of the interface also encourages  
unrelated dialog in class. A dialog in the Fragmented Social Mirror could include multiple 
messages – thus, # dialogs (# messages) includes both the count of interaction instances and 
total messages.  
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Example FSM Dialogs. Excerpts from the FSM sessions appear below. In this first 
example, students requested information that the professor was not trying to teach but 
established an interesting aside on history related to the lesson: 

 

Instructor [discussing the Karatsuba Algorithm] 

 
<What is Karatsuba?> 

Instructor 
Karatsuba is the guy who invented it, Anatolii Kar-
atsuba. [Instructor continues with a bit more history.] 

As another example, the student’s lack of understanding prompts him or her to ask 
for clarification on calculating tree height. 

Instructor [Providing an explanation of tree depth] 

 
wow 

 
What is the height again? 

 

The maximum depth of the tree. You can count the 
Levels by generation 

 
Not 5? It’s max level and not count? 

Instructor Yeah, it’s 4 not 5 ... [continues on 0 based counting]] 

 
In cs you start counting at zero :) 

 

However, with the addition of initiating comments, there was also an increase in 
comments solely intended to draw attention away from lecture. These messages often 
had nothing to do with the lecture or a question tended to come in bursts in order to 
overwhelm the public display for a short time. As an example of such a burst: 
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HATE HATE HATE HATE HATE HAT 

 
I DONT CARE WHAT THESE CHICKS SA 

 
I DONT EVEN LOOK THAT WAY 

 
EVERY TIME I WALK IN THE CLU 

 
THEY HATIN ON ME CUSE THEY KNO I LK GOO 

This type of interaction was most prevalent in the second session. The lecturer was 
inclined to read them, see that they were not relevant and either laugh, if it were 
funny, or state “I don’t know what this means.” However, the increase of messages 
also meant that the lecturer was more likely to miss relevant exchanges where a stu-
dent was asking for help: 

 
can you draw the picture for the tree afte 

 
after applying rule 3 

 
:( 

 
+1 

 

After the Sessions. We had only planned to gather initial observations to refine the 
system in these first sessions; however, the instructor was excited to see the students 
participating and invited us to return with the system for further studies. After the 
lectures, she indicated that it's always been hard to get this many students to say 
anything, even with encouragement. The simplicity of the display was also deemed 
useful, as she could read the questions with a glance. Additionally, the asynchronous 
nature allowed students to ask their questions while she was still explaining — thus 
allowing her to work the question into that explanation or come back to it later. 
Student feedback indicated the device was useful as they "didn't have to try to get the 
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professors attention” by raising a hand from the back of the lecture. 
Students also saw the benefit of the interface, and felt it was easier to participate in 

the classroom (Figure 8). However, they recognized the difficulty of maintaining 
order in the anonymous display and provided suggestions to keep the interface on 
topic. One such suggestion was to make the display semi-anonymous; implement a 
publicly anonymous interface that retains the identity on the lecturer's display. In this 
way the instructor could call out any abuse of the display, while protecting the iden-
tity of any others who were uncomfortable commenting in front of the class. A similar 
suggestion would simply log the identities for review after class. 

5   Discussion 

The Fragmented Social mirror touched the surface of integrated feedback in large 
discussions by allowing a controlled set of feedback that could express a student’s 
question or response. As we mentioned in related work, the field can be divided into 
the high expressivity interfaces that require more attention and the low expressivity 
interfaces that do not allow students to indicate their questions. 

In the sessions with the FSM, the classroom dialog was more involved. The lecturer 
felt like she was talking to people rather than at people while the students took a more 
proactive role in directing conversation to points that were not understandable. With 100 
students, evaluation anxiety limits the individuals willing to speak - however we have 
shown that anonymous feedback can break the barrier and include more students. 

Our interface was not perfect; the classroom sessions revealed that while anonym-
ity opens opportunities for discussion, it must be tempered in some manner. In both 
the second and third sessions, some individuals engaged in the public conversation by 
adding potentially disruptive comments that lead to legitimate questions not being 
discussed. As a prototype, we did not fully flesh out any mechanisms to prevent this 
type of interaction.  Perhaps the lecturer should be able to flag such comments during 
conversation to lock out individuals, or the lecturer should be able to identify indi-
viduals after the classroom session and deduct points in some manner. While it is 
tempting to simply allow the class to moderate itself, the design must be careful not to 
become more of a distraction as it requires interaction outside the scope of a learning 
task and draws them away from the lecture. 

The classroom sessions also made it apparent that the positive and negative re-
sponses should redesigned to provide more flexibility. Though students did use them 
as feedback for the lecturer, they also use the agreement checkmark to indicate a “me 
too” when other students raised a question. Others adopted a convention of adding a 
“+1” as seen in the example conversations. A revamped system might allow a student 
to indicate “me too” and ensure the question stays visible long enough for the lecturer 
to see the question. 

Our surveys underscore the need for large classrooms to tap into technological 
backchannels. Students know that they do not participate in large classroom settings 
even though they have questions. They are not comfortable asking questions in such a 
large group. The survey after the use of our system shows that students felt encour-
aged themselves and the class to ask questions, they found it to make the lectures 
more enjoyable, and it was a worthwhile addition to the lecture. 
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Response Questions 

 The system encourages participation. 

 The system encourages my own participation. 

 The system encouraged me to ask questions. 

 The system encouraged my peers to ask questions. 

 The system made me feel connected to the lecture. 

 The system made me feel connected to the presenter. 

 
The system made me feel connected to the other audi-
ence members. 

 The icons were clear in their meaning. 

 The use of text entry was clear in it’s meaning. 

 The system was easy to use. 

 
The feedback from others helped me to understand the 
lecture material. 

 
The feedback from others made the lecture more enjoy-
able. 

 
The system is a worthwhile addition to the lecture and 
discussions. 

Fig. 8. Students reported the Fragmented Social Mirror encouraged participation and connected 
them to the lecture. Students reported the lectures being more enjoyable and saw the feedback 
as a worthwhile addition to the lectures. 

The FSM interface received a positive response from both students and lecturer. 
Our initial study highlights the use of anonymous signals in large classroom has po-
tential to draw in more active participation of the students and audience.  

6   Conclusion and Future Work 

A large audience automatically reduces the possibilities for participation in a lecture 
setting.  Rather than accept this and move on, technology has provided new channels 
to engage students throughout the lecture. 
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Our own work shows that expressive feedback can be gathered from lightweight 
systems. The use of these channels was shown to increase engagement, to benefit the 
students, and to spark initiative where there was none before. 

While our system was successful in engaging students and encouraging participa-
tion, we acknowledge it is not a definitive study and has limitations. Our study was a 
small study to test our conception of anonymous feedback. The system, with refine-
ments, should be further tested over a longer term and in multiple classrooms. Many 
untested facets of the interface can be further explored. We advocate anonymous 
feedback based on the premise of evaluation anxiety, though we have not yet tested 
the effects of allowing or enforcing identity in the FSM. 

The Fragmented Social Mirror indicates that the use of text based anonymous 
feedback has potential for promoting engagement in the classroom. A long term study 
could investigate the effects on learning outcomes: does the FSM encourage students 
who are already engaged in class to further surpass their peers, or does it genuinely 
help students who just need a small boost to get involved? 

We hope to explore these further questions on the benefits of classroom feedback 
in future works with the FSM and other interfaces. 
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Abstract. We present U-Note, an augmented teaching and learning system 
leveraging the advantages of paper while letting teachers and pupils benefit from 
the richness that digital media can bring to a lecture. U-Note provides automatic 
linking between the notes of the pupils’ notebooks and various events that 
occurred during the class (such as opening digital documents, changing slides, 
writing text on an interactive whiteboard...). Pupils can thus explore their notes 
in conjunction with the digital documents that were presented by the teacher 
during the lesson. Additionally, they can also listen to what the teacher was 
saying when a given note was written. Finally, they can add their own comments 
and documents to their notebooks to extend their lecture notes.We interviewed 
teachers and deployed questionnaires to identify both teachers and pupils’ habits: 
most of the teachers use (or would like to use) digital documents in their lectures 
but have problems in sharing these resources with their pupils. The results of this 
study also show that paper remains the primary medium used for knowledge 
keeping, sharing and editing by the pupils.Based on these observations, we 
designed U-Note, which is built on three modules. U-Teach captures the context 
of the class: audio recordings, the whiteboard contents, together with the web 
pages, videos and slideshows displayed during the lesson. U-Study binds pupils’ 
paper notes (taken with an Anoto digital pen) with the data coming from U-
Teach and lets pupils access the class materials at home, through their 
notebooks. U-Move lets pupils browse lecture materials on their smartphone 
when they are not in front of a computer. 

Keywords: Augmented classroom, digital pen, digital lecturing environment, 
capture and access, digital classroom. 

1   Introduction 

Many teachers are now comfortable with digital media. Additionally, digital equipment 
such as PCs, video projectors, interactive white boards (IWB), etc., have become 
increasingly affordable. This makes it possible to use digital material in the classroom, 
not only at the university level, but also in middle and high schools. Laptops and mobile 
devices are now widespread, so that most pupils can work with digital documents at 
home, at the library, at other pupils’ places and even in public transportation. 
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Various studies of augmented classrooms have already been published [1,4,12,14] 
with a focus on colleges and universities. In this paper, we present U-Note, a system 
designed for middle and high schools. The needs and the requirements of universities 
are different from those of high schools. From our preliminary interviews, we 
observed the importance of handwritten notes. Pen and paper are still the main tools 
used by pupils in class for several good reasons, pen and paper are cheap, flexible, 
easy to use, and not distractive [13,15]. But, back at home when the pupils read what 
they wrote in their notebooks, they cannot easily access the digital media presented 
during the class. They also don’t have any way or reviewing the teacher’s oral 
explanations they may have missed. Finally, while pupils now commonly use 
computers at home and elsewhere, there is no simple way to link their digital work 
(for example, searching and reading web pages) with their notebooks, which remain 
their main means for storing, organizing and retrieving information. 

We designed U-Note by taking these findings into account. U-Note aims at linking 
the pupils’ handwritten notes with the material that was presented during the class, 
with a high level of granularity. The pupils’ notebooks serve as a means for 
referencing and accessing of digital media, oral explanations and the writing on the 
whiteboard, hence providing a physical medium for retrieving information from 
various sources. The notebooks provide a link between the pupils’ works in class, at 
home and at any other locations. Furthermore, notebooks are designed for active 
reading so that pupils can enrich their personal libraries by adding their own digital 
documents. In all cases U-Note allows fine-grained correspondence. For instance, a 
phrase, symbol, or drawing can be linked with a simple slide of a presentation or an 
excerpt located at a specific location in a web page. 

This paper begins with a presentation of existing annotation and note taking 
systems. Next we present interviews with elementary, middle and high school 
teachers. This stage helped us to refine our goals and to focus on our users’ needs. We 
then describe U-Note and the features that appeared to be useful according to our 
investigations. Finally we conclude and present future work. 

2   Related Work 

2.1   Presentation Tools 

Various systems allow subsequent access to captured live experiences. With 
Ubiquitous Presenter [22], a classroom presentation tool, the instructor can annotate 
slides with a Tablet PC while showing them and giving the lecture. The students can 
view the live presentation with narration and digital ink using standard PCs. The 
captured presentation is saved to a web server and can be retrieved later by students as 
a video. Recap [8] enables users to capture the lecture with more details than 
Ubiquitous Presenter; the presentation is indexed by slide number and by the pen 
strokes. Students can access this capture after the class through an ActiveX enabled 
web browser. However, neither Ubiquitous Presenter nor Recap provides the 
capability to link the multimedia data shown in class with students’ notes.  

Classroom2000 [1], which later became eClass [4], is a classroom presentation tool 
that allows an instructor to annotate slides on an interactive whiteboard. These 
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annotations are linked with a video and audio recording of the class, and with the web 
links opened during the lecture. A longitudinal evaluation of this tool showed the 
usefulness of the links between the documents and the audio recordings. It also 
underlined the fact that students took fewer notes when using the system, which is not 
surprising since the teacher provides his or her notes. The advantage of this is that 
students may concentrate on the material. However, some authors have argued that 
taking notes has an important role in the memorization process [7]. 

StuPad [19], which integrates a note taking system with pen-based video tablets, 
provides students with the ability to personalize the capture of the lecture experiences. 
However, such equipment is currently not suited to middle and high school where 
paper notebooks are still widely used. Besides, as demonstrated in [13,15], interfaces 
departing from classic GUIs such as pen tablets and graphical tablets tend to 
deteriorate performance, especially for low-performing students. 

The Digital Lecture Halls (DLH) project focuses on large audiences and provides 
the lecturer with a tool to control his lecture through a dedicated interface on a pen-
based tablet [12,14]. The lecturer can thus write on the digital blackboard through the 
tablet and annotate his presentation, while keeping eye-contact with the audience. The 
audience can use specific software on their digital devices (such as smartphones or 
laptops) to mark parts of a lecture as particularly interesting, or to ask a question. 
While these solutions make perfect sense for large and mature audience lectures, 
middle school and high school have a much smaller and co-located audience were 
contact with the pupils is easy. Furthermore pupils tend to be easily distracted and 
new equipment and software that interferes with the course may overly distract pupils. 

These systems combine all captured data into a unique stream and broadcast it 
through a web interface or as downloadable videos. The students cannot open (or 
eventually edit) the documents with their usual tools nor they can benefit from the 
flexibility of paper for indexing or annotating what is displayed on the screen. Having 
a separate medium for annotating (the notebook), which does not consume space on 
the screen is also another advantage, especially when using small laptops or mobile 
devices. Finally, another important requirement is the need for the students to link 
their own notes with the digital work they perform at home, a capability that is not 
supported by these systems (except StuPad, however with StuPad pupils can only 
attach a keyboard-typed text to a whole lecture, they cannot attach more sophisticated 
digital content such as web pages). Moreover, they cannot link this content precisely 
enough to link it to a specific sentence they may have written during the class. 

2.2   Note Sharing and Annotation Tools 

Miura et al. [11] present AirTransNote an interactive learning system that provides 
students with digital pens and PDAs. AirTransNote collects the handwritten drawings 
of the students and transmits them to the teacher’s PC, so that teachers can closely 
monitor their students’ work. A second version of AirTransNote [10] allows the 
teacher to replay the students’ notes on a PC and to provide feedback on the PDAs of 
the students. These two works involved digital pens based on ultrasonic technology. 
When the student puts the pen down, ultrasonic waves are generated and provide the 
tip position relative to a sensor plugged at the top of the sheet of paper. However, the 
student has to specify when he starts to write on a new sheet of paper and cannot 
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modify previously written pages. The third version of AirTransnote exploited the 
Anoto technology [2] as a way to avoid these limitations. The Anoto technology uses 
a small camera embedded in a ballpoint pen to read a dot-pattern printed on paper in 
order to locate the pen’s position. Although Miura et al. investigated the various 
versions of AirTransNote during experimental lectures at a senior high school, their 
studies mainly focused on note sharing and real-time feedback for students during 
short tests in class. 

Using CoScribe [16], the teacher starts the lesson by giving printouts of the slides 
to the students, who can then directly create handwritten annotation on the teacher’s 
printouts using an Anoto pen. They also can structure and tag their annotations for 
later retrieval. Finally, they can collaborate with other students by sharing their 
annotations. However, contrary to the system we propose, CoScribe uses the printouts 
as a central media and does not provide a way to associate the teacher’s material with 
the notes in the student’s notebooks. 

2.3   Augmented Notebooks 

The Audio Notebook [17] is a device combining a paper notebook with a graphical 
tablet and an audio recorder. The user can then listen to what was recorded when a 
specific note was written just by tapping on it. The Livescribe digital pens [9] extend 
this idea by including the audio recorder within an Anoto digital pen, making it 
possible to get rid of cumbersome devices such as the graphical tablet. However, 
these systems are limited to audio recording and cannot link handwritten notes with 
other types of digital data. 

Other studies generally based on the Anoto technology have been devoted to 
augmented notebooks. Brandl et al. designed NiCEBook [3], an augmented notebook 
that enhances natural note taking. NiCEBook provides tagging functionality and 
allows users to share their handwritten notes in a vector format via e-mail. However, 
this system is not intended to link digital documents with personal notes. 

Yeh et al. developed a notebook for field biologists [23] that associates 
handwritten notes with GPS coordinates, photos they shot or samples they found in 
the field. West et al. designed a similar system for scrapbooking [20]. Their system 
allows combining handwritten notes with media documents such as photos, videos 
and sounds using explicit gestures. Finally, Tabard et al. proposed Prism [18], a 
hybrid notebook that aggregates streams of digital resources (documents, web pages, 
emails) with biologists’ notebooks. Its long-term deployment showed that, among all 
the data streams that were aggregated, users tend to rely on one of them as their 
master reference (which was generally the paper notebook). All these studies focused 
on different contexts than the electronic classroom. While they share some similarities 
with our work (as they also rely on augmented notebooks), the requirements of our 
application domain are different. For instance, our system allows fine-grained 
correspondence between handwritten notes and specific locations in digital 
documents, a feature that was not needed in these previous systems. The ability to 
link and further access the digital events that occurred during the class, and to enrich 
and personalize this data later at home and in other contexts, constitutes important 
improvements over these previous technologies, in our high school teaching domain. 
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3   Motivations and Interviews 

To better understand how French teachers and pupils currently use digital material in 
the classrooms, we visited a school located in inner Paris. Based on insights from 
interviews with the teachers, we developed three online questionnaires that we 
distributed to teachers and pupils. 

3.1   Method 

Interviews. We interviewed three teachers with pupils from middle school (11-15 
years old) and high school (15-18 years old). Each teacher was interviewed separately 
for one hour. We focused on their use of paper and digital materials during ‘normal’ 
classes, practical classes, and outside of the classroom. 

Questionnaires. We gathered information about the uses and needs of paper and new 
technologies by means of three questionnaires [25]: two for the teachers and one for the 
pupils. We asked one elementary and two high school teachers to give us feedback on 
preliminary versions of the teachers’ questionnaire. This helped us to rephrase some 
questions so that they would better match the learning practices. We asked teachers of 
several schools to complete the questionnaire online. Eighteen teachers (15 female, 3 
male) answered the questions (5 in elementary school, 8 in middle school and 5 in high 
school). The elementary school teachers each taught multiple topics. The other teachers 
either taught Mathematics (5), Literature (3), English (2), History and Geography (1), 
Physics and Chemistry (1) or Economy and Management (1). 

We then designed a second teachers’ questionnaire and a pupils’ questionnaire to 
confirm and complete the answers of the first questionnaire. Nine pupils answered the 
pupils’ questionnaire, 4 from middle school and 5 from high school. Twelve teachers 
(9 female, 3 male) answered the second teachers’ questionnaire (3 were teaching in 
elementary school, 5 in middle school and 4 in high school). As before, elementary 
school teachers each taught several topics while the other teachers either taught 
Mathematics (3), Foreign languages (3), Literature (2) or History and Geography (1). 

3.2   Results 

We identified whiteboards, books, and paper handouts, as the teachers’ main 
resources for knowledge keeping, sharing or editing. Pupils mainly relied on notes 
written on paper and handouts to record the lectures and learn their lessons. 

Teachers used multimedia equipment such as computers and video projectors as a 
way to augment existing lectures with digital documents, but not systematically for all 
lessons. These digital materials are of different kinds, depending on the topic of the 
lesson: for instance audio materials in language classes, videos in history or biology 
classes, and interactive demonstrations in mathematics or biology classes. A major 
problem we identified is that these materials are not often available to pupils after the 
lecture. These modern digital materials cannot be printed out and distributed as 
hardcopy, they must be sent by email or posted on an online teaching portal. However 
this does not appear to be a widespread practice, except for teachers with technical 
skills, who generally preferred to put digital materials on their personal web sites. 
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Finally, we also found that elementary school teachers scarcely use digital materials 
compared to middle and high school teachers. 

Next we summarize the results of the three questionnaires and analyze the most 
interesting points. 

 
Teaching Materials. Not all of the teachers have easy access to multimedia 
equipment such as computers and video projectors. For instance 3 out of 12 reported 
difficulties in having access to a video projector connected to a computer as often as 
they would like, and 4 out of 12 (at the elementary school) do not have access at all 
(Fig. 1, left). Practical constraints, such as the scarcity of, and time needed for 
installing these devices, reduced their availability, although the teachers showed 
interested in using multimedia equipment. 

 

Fig. 1. Left: Number of teachers having access to these devices at school. Right: Number of 
teachers using a type of media during their lessons. 

The analysis of the type of the media used during lessons (Fig. 1, right) shows that 
these resources are not necessarily in digital format: audio (used by 6 out of 12 of the 
teachers) and video (4 out of 12) could also be broadcasted in class using analog 
devices (e.g., VCR players). Non-digital media formats would be a barrier to sharing 
such documents with pupils. Other documents, such as pictures, exercises or tests in 
PDF formats are widely used but often printed on paper and distributed to pupils 
rather than projected during the class. 

Four out of twelve of the teachers use web pages, which are used regardless of the 
lecture subject (Mathematics, History or Literature), this shows the potential of this 
media. Also, web pages are easy to share and flexible: teachers can give links or 
printouts, and they can also contain video or audio files. 

Using digital materials in the classroom is a rather new practice. Even if relatively 
few teachers used them commonly, most of them thought this was going to increase in 
the future. As one of the high school teachers said: “Last year, I renewed my lectures, 
and used many more slideshows and videos. The answer would have been very 
different two years ago: due to difficult access to the devices, I would not have 
bothered adapting or building my lectures around these resources.” 

Sharing Resources. We also observed that the sharing of materials was problematic. 
While half the teachers used video or audio resources, less than 10% sharing these 
resources after their lectures (Fig. 2, left). Teachers generally distributed their files as 
printouts that are distributed to pupils. However, this can affect the quality of the 
information. For example, audio transcriptions in foreign languages can be useful for  
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Fig. 2. Left: Do you share this type of file with your pupils? Right: Would you accept the 
creation of a history log of the files you use during your class? 

 

practicing grammar and vocabulary, but is useless for practicing oral pronunciation. 
In addition, while some digital files like slideshows might be successfully conveyed 
on paper, other media like videos or interactive presentations would be difficult to 
convey through a printout if the material contains animation or other dynamic 
features. 

Both pupils and teachers could take advantage of an easy sharing solution. Most 
teachers said they would accept using a system that would automatically transfer the 
digital files used during the lesson to the pupils (including a capture of the 
blackboard). But some teachers would only accept sharing files upon specific 
conditions such as the ability to control pupils' access and which files would be shared 
(typically, not the blackboard capture). As one teacher stated “I'm in favor of 
transferring any type of digital data except the notes taken on the blackboard, to make 
sure of pupils take their own notes during the class.” 

Capture in the Classroom. We further investigated whether teachers would agree to 
use a system that creates a log of the digital documents used during the lesson. As 
shown by figure 2 on the right, most teachers would accept that kind of system (given 
that they already used digital documents during their lectures) or do not know yet. In 
fact, less than 10% would refuse to use that kind of system for blackboard notes and 
audio/video files. Several teachers answered “I don't know”, probably because of their 
concerns regarding the impact of sharing so much information with the pupils. As 
explained by one of the teachers, “If everything is sent to pupils, they will not take 
notes anymore. Nevertheless, it can be useful for pupils to be able to access what 
happened in class to check a lesson from time to time or in case they missed a specific 
lecture”. Hence, as noted above, providing the ability for teachers to control pupils’ 
access to files is a key factor for acceptance. 

Note Taking by Pupils. Pupils write notes on notebooks in all classes. Teachers 
progressively teach note taking to pupils, from the first years of middle school to high 
school. Initially the teachers write on the whiteboard, then progressively move to 
dictation, writing only keywords on the whiteboard. By the end of high school, pupils 
create their notes from the teachers’ speech without the teachers having to provide 
written text. Yet, the teachers adapt the way of speaking from one class to another. As 
they dictate, teachers make sure that the pupils are still following or will slow down, 
moving from writing only keywords to the whole course on the whiteboard as 
necessary. Several teachers stressed that they wanted to ensure that their pupils take 
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notes. Hence, the principle of keeping the paper notebook as the central pupil’s 
media, as we propose with U-Note, fits the teachers’ recommendations. 

Pupils not only take notes during lessons but also when working on computers in 
lab classes. For instance, during a visit to a high school, we observed pupils 
performing exercises on Open Office spreadsheets. They were asked to report results 
on paper printouts and explain how they solved the problem. Paper made it easy for 
the teacher not only to go through the pupils’ work, but also to annotate the pupils’ 
work and write comments and advice. 

Without doubt, paper is still the most widely used media. As shown in figure 3 
(left), pupils write in their notebooks on a daily basis and during most of the classes 
they attend. This observation was corroborated by the pupils’ questionnaire answers. 
Two thirds of the teachers (12 out of 18) said that their pupils were writing on 
printouts everyday, and one third (6 out of 18) at least every week. This intensive use 
of handouts was not only explained by the good properties of paper (which is easy to 
use, to share, etc., as are notebooks) but also by the fact that all of the teachers we 
interviewed could easily access a photocopier (figure 1, left).  

The amount of time spent in writing during the class is important (figure 3, right). 
According to teachers, most pupils spend more than 10 minutes writing in their 
notebooks during 55 minutes-long lessons (15 out of 18). 

The use of paper was well summarized by one of the teachers:  “The notebook is 
the default medium. It is the only medium that lets us hope that pupils keep their 
materials from one class to the next one. I encourage pupils to write as much as 
possible on the handouts I give them so that they appropriate them, but it is somewhat 
difficult. They do not dare and feel reassured to write in their own notebook.” 

  

Fig. 3. Left: on which media do your pupils take their notes? Right: how much time do your 
pupils write during one hour of class? 

Access to Notes. All pupils claimed to be reading their lessons at home1. More 
interestingly, almost all of them (13 out of 15) declared reading their notes at school 
and about half (7 out of 15) declared reading their lessons while on public 
transportation. This underlines the importance of situations where the pupils cannot 
use their computer, and hence cannot access the teachers’ materials. 

                                                           
1  Even if the survey was anonymous, there may be some issues in trusting these numbers as the 

pupils answering the survey were likely the most dedicated ones. 
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3.3   Privacy Considerations 

The remarks raised by the teachers pointed out some interesting concerns we initially 
overlooked, pertaining to who has access to the data. For example, many teachers felt 
that if the school administration could access their materials, the administration could 
also control how they work and what happened in the classroom. Teachers indicated 
that they wanted to keep the control of their own lectures. Some teachers also fear that 
these materials may be misused if given to the pupils. For example, some recordings 
could be posted on social networks to make fun of them (because of their accent, 
when they mumble or when they make mistakes). But one reluctant teacher said: “If 
we can be assured that these recordings would only be used by pupils that want a new 
explanation of the lesson, I would definitely be for it. So, with strong guardrails, this 
could be interesting!” 

3.4   Implication for Design 

This preliminary work indicated that paper is still the central medium for organizing 
information in the classroom. As we pointed out earlier, paper notes do not currently 
hold any type of digital information. In the following section, we present the system 
we proposed for augmenting paper notes with digital information. This system is 
based on the observations we made through the interviews and questionnaires 
presented above. On the teachers’ side, the system captures events during the class, 
and on the pupils’ side the events are linked to the pupils’ notebooks. 

 
On the one hand teachers need: 

- Devices for playing digital materials during their lectures. 
- Digital materials (personal or academic data provided by institutions or editors). 
- Systems for making these materials easy to store, share, and access. Additionally, 

these systems must provide access control so that teachers can specify what should 
be freely available to the pupils. 

On the other hand pupils need a simple means for accessing the data in various 
situations (at home, in the library, in public transportation) and for associating it with 
their own notes. Hence: 

- The notebook should remain the central media for pupils, but enhanced to make it 
possible to retrieve all useful information. 

- The links between the pupil’s notes and the related digital media should be as 
specific and precise as possible in order to let pupils easily locate the information 
they are looking for. 

- When pupils misunderstand some parts of the lesson they should be able to easily 
access the corresponding oral or written explanations, whenever possible. 

4   Scenarios 

Pupils use their notebook and the associated information in various locations (in the 
classroom, at home, etc.). Depending upon the situation, they may not have access to 
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the same devices and materials. We describe below several typical situations we 
identified as relevant. 

4.1   In the Classroom 

Ms. Green is giving a lecture on animals’ breathing mechanisms in her life-science 
class. She introduces the lecture by raising questions regarding the breathing of 
different animals on earth, and in the water and air. Pupils interact with her and take 
notes on the introduction she dictates. After the introduction, she projects a video she 
had prepared earlier on her laptop. 

The video presents breathing organs from three different animals: cows, crickets 
and salmon. Between each animal, she pauses the video and dictates to pupils what 
they just observed. While explaining the video she also draws diagrams on the 
whiteboard that pupils copy. Ms. Green then questions the pupils, so that they can 
progressively annotate the diagrams with arrows and labels. 

4.2   At Home 

A few days later Johnny, one of Ms. Green pupils, is doing his homework for the next 
class. While taking his notebook, he plugs his ANOTO pen to the computer to sync 
paper and digital notes. 

The first exercise consists in identifying the different breathing organs of a frog. 
The case is complex as frogs use both lungs and skin to breathe. After checking his 
manual, he goes back to his paper notes and taps with his pen on the diagrams he 
drew in his notebook to be sure he did not forget any cases. The associated digital 
materials appear on his computer. While looking at the diagram, he notices a link to 
the video presented in the class, and loads it. 

As Johnny can easily be distracted, he spots a link related to frog breathing in the 
comments and clicks on it. This link leads to a web tutorial that is helpful for his 
exercise. While reading it he uses the web capture tool (provided by his U-Note 
browser) to save captures of the most interesting parts to his digital notebook. These 
captures, especially the diagrams they contain, will be useful later when studying for 
the test. They may also be useful for his friend Frank, who often calls for help. 

4.3   In a Mobile Situation 

At the end of the month, Johnny has to prepare for his test. During a one-hour break, 
he goes to the library to review his lessons. As he suspects that the frog case or a 
similar one could be asked, he loads the link he saved a few weeks ago dealing with 
frog breathing and goes through it again. But, unfortunately, Johnny does not have 
enough time to finish reviewing before the next class. This is not really a problem as 
he will be able to continue in the bus, after the class, when going back home. 

5   U-Note 

U-Note was designed and developed to interact with notes and digital documents in 
all of the situations described above. U-Note comprises three tools. U-Teach is the 
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capture system used by the teacher. U-Move is the mobile client that can be used for 
browsing digital documents on a mobile phone. U-Study is the pupil software. It 
allows viewing and editing notes and the associated digital material on a PC. We 
describe these tools below through three tasks: capture, access, and annotation. 

5.1   Capturing the Class 

The classroom is the main capture location. The teacher provides information through 
speech, writing on the blackboard and digital documents. Meanwhile, pupils write 
their lesson in their notebook. Using a paper notebook is important for several 
reasons. Writing helps the student remember and understand [7] and using paper 
rather than computers prevents distraction [13]. Moreover, users’ notes combined 
with audio recordings proved to be a powerful means of indexing meetings [21]  
(a situation similar to lectures). Furthermore, notes can serve as user-defined indexes 
for referencing events the user considers important [21]. 

The U-Teach module captures the information related to events occurring during 
the class while the pupils take notes. Teachers described in their interviews how they 
adapt the flow of their lessons to make sure that the pupils are still following. This 
ensures that the pupils’ notes are synchronized with the teachers’ discourse and the 
documents presented on the digital board. The U-Study module, described later, 
creates high granularity links between these events and the pupils’ notes. 

As noted earlier, teachers use multimedia files during their lectures, in particular in 
middle school and high school. The purpose of this part of the system is to record the 
context of the class. It is composed of several programs and plugins.  

First we developed a PowerPoint extension that detects and records important 
events such as slide changes and the loading/unloading of presentation files. This 
plugin provides information regarding which slide of which presentation is shown at a 
given time. The same functionality is offered for web pages through a Firefox 
extension. As teachers often use audio or video recordings in their lectures, we also 
developed a dedicated multimedia player that logs actions such as load, unload, play 
and pause on these files. All these software components send events to a central 
server. This server generates a log file of the lecture that is accessible to the pupils’ 
application. The current implementation does not check for access rights. While we 
did not focus on security issues, these could be resolved with a password system or 
certificates. 

Finally we also capture the teacher’s oral explanations using audio recording 
software that is running on the teacher’s PC. The program allows the teacher to stop 
the recording, for instance if there is a disruption in the class. Additionally, the system 
can also take into account the events generated by an interactive whiteboard when 
such a device is available. The teacher’s writing on the whiteboard is also made 
available to the pupils. 

5.2   Accessing Digital Materials from the Notebook 

Two tools are offered to pupils for accessing and enriching the information contained 
within the notes in their notebook: U-Study, a desktop application for working at 
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home, and U-Move, a web application that provides limited but still useful 
functionality in mobile situations. 

U-Study. The U-Study module is a desktop application that displays a copy of the 
pupil’s handwritten notes and provides the digital documents used by the teacher 
during the lecture (Fig. 4). When reviewing a lesson, pupils may read any part they 
did not understand in class. By clicking on the corresponding notes in the notebook 
they can access the data related to this specific part of the course such as the oral 
recording at this specific moment, the slide, the web page or the video that was 
displayed at that time, and what the teacher was writing (depending on which media 
were used and captured during the class). Additionally, pupils can also open digital 
documents with their favorite applications, so that they can browse, and even edit and 
save them, more conveniently. We developed U-Study in Java with QT Jambi and 
used PaperToolkit [24] for retrieving the Anoto strokes from the digital pen. 

 

Fig. 4. Screenshot of the U-Study main view 

The notebook view. The U-Study main window provides a view of the notebook 
(Fig. 5) that contains the strokes that were provided by the Anoto pen. The user can 
browse the pages of the notebook by clicking on two buttons. This view is mainly 
useful when the pupil's notebook is not at hand, it can be hidden otherwise. 
 
The miniature area. U-Study can also be used to explore the teacher’s documents 
while reading the notes. The “miniature area” can currently display four kinds of 
viewers (Fig. 6). The first viewer displays the miniature slides of a slideshow. It can 
be used for browsing the miniatures or for opening the original PowerPoint files. The 
second viewer allows the display of the web pages that were seen in class and to 
interact with dynamic content (hyperlinks, flash animations, etc.) when available. The 
third viewer is a multimedia player, which can play audio and video files. The fourth  
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Fig. 5. Paper notebook and notebook view in U-Study. The pupil can use two buttons to browse 
the digital copy of his notebook. 

 

viewer is an interactive whiteboard viewer that displays the teacher’s drawings and 
writings if a whiteboard was used during the class. Any viewer can be displayed or 
hidden on demand. The user’s favorite applications can also be used when preferred. 

 

Fig. 6. Miniatures: PowerPoint, web pages and video 

The thumbnails bar. The thumbnail bar provides a visual link between the notebook 
and the digital documents (Fig. 7). U-Study displays a thumbnail for each page of the 
paper notebook. When the pupil moves the mouse cursor, contextual tool-tips pop-up. 
The tool-tips contain a thumbnail of the specific parts of the documents that were 
displayed while the pupil was writing the page. Typically, each slide, video sequence, 
and web page has a corresponding thumbnail. When the pupil clicks on a thumbnail, 
the miniature of the document pops out in the appropriate miniature widget (as 
described above). In order to save screen space, U-Study displays six thumbnails 
simultaneously. Buttons located on the sides of the tooltip provide access to next or 
previous thumbnails if more than six documents are associated with the current page. 
 

Replay. When the dynamic of the class is important, the pupil can “replay the class” 
from a given point. A red dot moves over the handwritten strokes on the notebook 
view to show what was written and when. The miniatures are updated in the 
corresponding views to show which materials (and which specific subparts of them) 
were shown in the class at that time. The pupil can interactively control the replay  
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Fig. 7. Thumbnails bar 

speed and pause or resume at any moment during the replay. Besides the red dot that 
continuously shows the temporal position in the notebook, any handwritten strokes 
written at a later time can optionally be grayed out to enhance the visual feedback 
(this is configurable by the user, as this feature may decrease readability). 

Interaction with the notebook. The pupil can start a replay by tapping on their 
notebook with the Anoto pen connected in streaming mode with a PC. The system 
identifies the timestamp of the stroke specified by the pupil and the red cursor moves 
to the same position in the notebook view.  The replay resumes at this time and the 
digital materials shown in class are opened in the miniature area. The fact that the 
notebook serves as a link between all the lecture materials makes this feature 
especially useful. The internal clock of the digital pen is synchronized to the clock of 
the PC each time the pupil plugs it to its computer. To ensure synchronization, the 
clocks in the pupils’ and teachers’ computers have to be synchronized via the network 
time protocol (NTP). 

Unlike the previous systems discussed earlier [16,20,23], our system does not rely 
on explicit written marks (codes) since implicit correspondence between the strokes 
and the digital materials seemed more suited. First, pupils do not have to learn 
specific gestures and no error can occur because of the recognition algorithm. Second, 
as pupils do not control the flow of the lecture and since their attention is on the 
lecture, they may not have time or attention to dedicate to drawing explicit encoding 
marks. Finally, pupils can still write marks if they wish, using their own personal 
conventions. These marks will act as visual markers in their notebook (e.g., for 
highlighting an important aspect or for indicating a comprehension problem). Thanks 
to temporal associations, clicking on these marks will provide access to what the 
students expect. Hence, in most cases, there is no need for the system to understand 
the semantics of the user’s marks and this would bring undesirable constraints such as 
forcing the pupil to use a predefined vocabulary of gestures. 
 
U-Move. U-Move is a web application for mobile devices. We identified two main 
situations where a mobile application is useful. The first one is a fully mobile 
situation, as when the pupil is using public transportation, where the pupil wants to  
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Fig. 8. Screenshots of U-Move - The U-Move calendar (left); Digital documents associated to a 
specific lesson (middle); A specific slide displayed on the mobile device (right) 

 

look at the documents related to the lessons but does not have access to a PC, and 
manipulating his or her notebook may be somewhat cumbersome. The second 
situation is a less mobile situation, for example, when working in a library, in which 
the pupil does not have access to their own PC, but still wants to look at the lecture 
documents. 

U-Move allows the pupil to browse the lectures documents. It consists of a 
calendar, which is synchronized with the pupil’s schedule (Fig. 8, left). When the 
pupil taps on a day, the application displays the corresponding lectures. By tapping on 
a specific lecture, a list of the documents the teacher used that day is provided (Fig. 8, 
middle). These can then be opened by selecting them from the list;  in which case the 
application downloads them from the central server and displays them (Fig. 8, right). 
The U-Move application has been developed as a Javascript web application based on 
the JQuery library [6] and the JQTouch plug-in [5]. We chose to develop this tool as a 
web application because this solution only requires mobile web access and can work 
on a variety of mobile devices, regardless of their operating system. 

5.3   Extending the Lectures through the Notebook 

While doing homework or studying lessons, the pupil will sometimes need to search 
for additional information on the web or other pedagogical resources. When useful 
information is found, these can be kept and paste into the notebook to make a link 
between the new document and the lesson. 

Adding Digital Extracts to the Notebook. We developed a tool that allows adding 
pieces of documents in the digital notebook (Fig. 9). First, we developed a Firefox 
extension that allows one to capture a web page excerpt. This excerpt is a facsimile 
corresponding to the relevant subpart of the web page. The user interactively creates 
them by performing a drag selection (Fig.9, left). These excerpts remain attached to 
the original documents and can be refreshed and clicked as explained below. The U-
Study module retrieves the document extracts sent by the capture tools through a  
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Fig. 9. Left: a pupil selects a region of a webpage that they want to stick to their notebook. The 
bottom right button is clicked, causing a bounding box to appear on the page. Right: the 
selected part can then be stuck to a page of the notebook. 

socket. These excerpts appear as post-it windows (Fig. 9, right). An interesting feature 
is that they remain active so that the pupil can still click on the links and, for instance, 
view embedded files such as videos. A post-it can then be “stuck” to a given page of 
the notebook. Once stuck, the post-it is not active and cannot be resized to prevent 
unwanted modifications. It can be reactivated at will by unsticking it. The original 
related page can be opened in a web browser, so that these post-its are essentially 
bookmarks in the digital notebook. 

Adding Physical Excerpts to the Notebook. We developed a tool that allows the 
pupil to print a physical interactive preview of any document opened on their PC. The 
pupil navigates in the U-Study menu to select the desired document to print. U-Study 
prints this document on Anoto paper and stores the mapping between it and the Anoto 
coordinates. The pupil can then cut and paste any part of the paper version of the 
document back into the notebook. The digital version may be opened by tapping on 
the piece of paper with the digital pen. 

6   Conclusion 

With U-Note we focused on helping pupils access the digital materials presented 
during classes. Preliminary interviews and questionnaires showed that while paper is 
still widely used, teachers are also increasingly using multimedia content. 
Consequently, we proposed to augment the pupil’s notebook so that it can serve as a 
central medium for referencing and accessing digital information. The notebook 
provides a simple means of accessing digital media presented in the class, together 
with oral explanations and the writings on the whiteboard. Moreover, the pupils can 
also enrich it by creating links to their own digital documents. U-Note allows fine-
grained mapping between the notes and digital media and makes it possible to access 
them in various situations. 
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Future work includes a longitudinal study with teachers and pupils. We also plan to 
enhance the capabilities of the system, mainly for making it possible to capture more 
types of digital media and to easily create digital extracts from these files at precisely 
defined spatial or temporal locations. Finally, security aspects and access rights are 
also a topic we would like to address in future versions of the system. 
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Gonçalves, Glauber III-280
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Höchtl, Anita III-477

Hoggan, Eve II-554
Hoinkis, Monika I-470
Holleis, Paul IV-204
Holt, Behnjay I-108
Holzinger, Andreas II-162
Hooper, Clare J. IV-698
Hourcade, Juan Pablo IV-689
Hoven, Jeroen v.d. IV-746
Huang, Ko-Hsun III-537
Huang, Weidong IV-442
Huber, Stephan II-622, IV-584
Hucke, Maxi III-435
Hupont, Isabelle IV-600
Hurter, Christophe IV-531
Hussein, Tim IV-726
Hussmann, Heinrich IV-724
Hutchings, Duke II-589
Huuskonen, Pertti IV-592
Huuskonen, Saila IV-152
Hyatt, Alex I-248

Ifukube, Tohru I-83
Iglesias, Ana IV-535, IV-669
Iivari, Netta III-288
Ilich, Michael II-141
Imhof, Birgit III-427
Inami, Masahiko II-1
Inkpen, Kori I-162, I-199

Javed, Waqas III-391
Jensen, Brit Susan II-675
Jervis, Matthew III-100
Jetter, Hans-Christian IV-584
Jia, Haiyan IV-487
Jiang, Dan-ning I-207
Johansen, Silje I-470
Johns, Paul I-199
Johnson, Graham IV-118
Jones, Allison I-470
Jorge, Joaquim I-65, I-100
Jorge, Joaquim A. III-461, IV-450
Joshi, Anirudha I-313, II-315
Jota, Ricardo III-461
Jouffrais, Christophe IV-624
Jurmu, Marko II-487

Kaaresoja, Topi II-554
Kaasinen, Eija IV-66
Kaindl, Hermann IV-708, IV-712
Kammerer, Yvonne III-427



Author Index 665

Kammoun, Slim IV-624
Kappel, Karin III-373
Kaptelinin, Victor I-444
Kapuire, Gereon Koch II-297
Karahalios, Karrie I-627
Karapanos, Evangelos I-380, IV-195,

IV-560
Karppinen, Kaarina IV-446
Karukka, Minna IV-592
Katre, Dinesh IV-730
Kauko, Jarmo II-333
Kelley, Patrick Gage III-216
Khaled, Rilla II-405
Kim, Ki Joon II-281
Kim, KyungTae III-391
Kim, Taemie I-162
Kimani, Stephen IV-736
Kitchin, Mark I-108
Kleindienst, Jan II-81
Knoll, Avi IV-568
Knolmayer, Gerhard F. IV-323
Kobayashi, Masatomo I-83
Kocielnik, Rafal II-392
Komanduri, Saranga IV-18
Komlodi, Anita II-471
Koskela, Kaisa IV-446
Kostakos, Vassilis I-380, II-487, III-204,

IV-560
Kow, Yong Ming III-250
Kremer-Davidson, Shiri III-242
Kristensen, Christian Haag III-662
Kruger, Fabio II-487
Kryski, Eric III-91
Kuber, Ravi II-541, IV-458
Kukka, Hannu II-487
Kumarasamy, N. II-315
Kun, Andrew L. IV-742
Kurosu, Masaaki IV-738

Ladeira, Ilda II-430
Lai, Jannie IV-687
Lai, Jennifer IV-256
Laing, Angus I-362
Landay, James A. I-11
Langdridge, Darren I-362
Lapides, Paul III-45
Larusdottir, Marta Kristin IV-430
Law, Effie IV-714
Lawson, J-Y. Lionel III-1
Lazar, Jonathan I-108

Lecolinet, Eric II-248
Lecolinet, Éric I-643
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Rodŕıguez, Aina IV-475
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Vera, Lućıa IV-483
Vermeeren, Arnold IV-714

Vertegaal, Roel III-117
Vigo, Markel IV-734
Vilar, Nicolas II-376
Vilhelm Dinesen, Jens IV-628
Virolainen, Antti I-497
Vogel, Daniel II-89
Vogt, Katherine II-589
Vos, Tanja IV-640
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