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Foreword

Advances in interactivity, computing power, mobile devices, large displays and
ubiquitous computing offer an ever-increasing potential for empowering users.
This can happen within their working environment, in their leisure time or even
when extending their social skills. While such empowerment could be seen as
a way of connecting people in their workspace, home or on the move, it could
also generate gaps requiring larger effort and resources to fruitfully integrate
disparate and heterogeneous computing systems.

The conference theme of INTERACT 2011 was “building bridges” as we be-
lieve human–computer interaction (HCI) is one the research domains more likely
to significantly contribute to bridging such gaps. This theme thus recognizes the
interdisciplinary and intercultural spirit that lies at the core of HCI research. The
conference had the objective of attracting research that bridges disciplines, cul-
tures and societies. Within the broad umbrella of HCI, we were in particular seek-
ing high-quality contributions opening new and emerging HCI disciplines, bridg-
ing cultural differences, and tackling important social problems. Thus, INTER-
ACT 2011 provided a forum for practitioners and researchers to discuss all aspects
of HCI, including these challenges. The scientific contributions gathered in these
proceedings clearly demonstrate the huge potential of that research domain to im-
proving both user experience and performance of people interacting with comput-
ing devices. The conference also is as much about building bridges on the human
side (between disciplines, cultures and society) as on the computing realm.

INTERACT 2011 was the 13th conference of the series, taking place 27
years after the first INTERACT held in early September 1984 in London, UK.
Since INTERACT 1990 the conferences have taken place under the aegis of the
UNESCO International Federation for Information Processing (IFIP) Technical
Committee 13. This committee aims at developing the science and technology of
the interaction between humans and computing devices through different Work-
ing Groups and Special Interests Groups, all of which, together with their officers,
are listed within these proceedings.

INTERACT 2011 was the first conference of its series to be organized in co-
operation with ACM SIGCHI, the Special Interest Group on Computer–Human
Interaction of the Association for Computing Machinery. We believe that this
cooperation was very useful in making the event both more attractive and visible
to the worldwide scientific community developing research in the field of HCI.

We thank all the authors who chose INTERACT 2011 as the venue to publish
their research This was a record year for the conference in terms of submissions
in the main technical categories. For the main Technical Program there were a
total of 680 submissions, including 402 long and 278 short papers, out of which
we accepted 171 (111 long and 60 short submissions), for a combined acceptance
rate of less than 25%. Overall, from a total of 741 submissions for all tracks, 290
were accepted, as follows:
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– 111 Full Research Papers
– 60 Short Research Papers
– 54 Interactive Poster Papers
– 17 Doctoral Consortium Papers
– 16 Workshops
– 12 Tutorials
– 5 Demonstrations
– 6 Organizational Overviews
– 4 Industrial Papers
– 3 Special Interest Groups
– 2 Panels

Our sincere gratitude goes to the members of our Program Committee (PC), who
devoted countless hours to ensure the high quality of the INTERACT Conference.
This year, we improved the reviewing process by moving to an associate chair
model. With almost 700 submitted papers, it is impossible for the PC Chairs to
read every paper. We recruited 103 Associate Chairs (ACs), each of whom han-
dled up to 12 papers. The ACs recruited almost 800 external reviewers, guaran-
teeing that each paper was reviewed by three to six referees. ACs also provided a
meta-review. Internal discussion among all the reviewers preceded the final deci-
sion between the PC Chairs and the AC. This herculean effort was only possible
due to the diligent work of many people. We would like to thank you all for the
effort and apologize for all the bullying required to get the work done on time.

In addition, sincere thanks must be extended to those whose contributions
were essential in making it possible for the conference to happen and for these
proceedings to be produced. We owe a great debt to the Conference Commit-
tees, the members of the International Program Committee and the numerous
reviewers who had to review submissions from the various categories. Similarly,
the members of the conference Organizing Committee, the staff at INESC-ID, es-
pecially Manuela Sado, deserve much appreciation for their tireless help with all
aspects of planning and managing the many administrative and organizational
issues. We would like to especially thank Tiago Guerreiro for his dedication with
the Student Volunteer program, and José Coelho who worked tirelessly to make
the online program a reality. Thanks are also due to Alfredo Ferreira for keeping
and single-handedly maintaining the website, and to Pedro Campos and Marco
Winkler for the superb work done with the conference proceedings. Finally, our
thanks go to all the authors who actually did the scientific work and especially
to the presenters who took the additional burden of discussing the results with
their peers at INTERACT 2011 in Lisbon.

July 2011 Nicholas Graham
Daniel Gonçalves

Joaquim Jorge
Nuno Nunes

Philippe Palanque



IFIP TC13

Established in 1989, the International Federation for Information Processing
Technical Committee on Human–Computer Interaction (IFIP TC13) is an inter-
national committee comprising 30 national societies and 7 working groups, rep-
resenting specialists in human factors, ergonomics, cognitive science, computer
science, design and related disciplines. INTERACT is its flagship conference,
staged biennially in different countries in the world.

IFIP TC13 aims to develop the science and technology of human–computer
interaction (HCI) by encouraging empirical research; promoting the use of knowl-
edge and methods from the human sciences in design and evaluation of computer
systems; promoting better understanding of the relation between formal design
methods and system usability and acceptability; developing guidelines, models
and methods by which designers may provide better human-oriented computer
systems; and, cooperating with other groups, inside and outside IFIP, to pro-
mote user-orientation and humanization in system design. Thus, TC13 seeks to
improve interactions between people and computers, encourage the growth of
HCI research and disseminate these benefits world-wide.

The main orientation is toward users, especially the non-computer profes-
sional users, and how to improve human–computer relations. Areas of study
include: the problems people have with computers; the impact on people in in-
dividual and organizational contexts; the determinants of utility, usability and
acceptability; the appropriate allocation of tasks between computers and users;
modelling the user to aid better system design; and harmonizing the computer
to user characteristics and needs.

While the scope is thus set wide, with a tendency toward general princi-
ples rather than particular systems, it is recognized that progress will only be
achieved through both general studies to advance theoretical understanding and
specific studies on practical issues (e.g., interface design standards, software sys-
tem consistency, documentation, appropriateness of alternative communication
media, human factors guidelines for dialogue design, the problems of integrating
multi-media systems to match system needs and organizational practices, etc.).

IFIP TC13 stimulates working events and activities through its working
groups (WGs). WGs consist of HCI experts from many countries, who seek to
expand knowledge and find solutions to HCI issues and concerns within their
domains, as outlined below.

In 1999, TC13 initiated a special IFIP Award, the Brian Shackel Award, for
the most outstanding contribution in the form of a refereed paper submitted to
and delivered at each INTERACT. The award draws attention to the need for
a comprehensive human-centered approach in the design and use of information
technology in which the human and social implications have been taken into
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account. Since the process to decide the award takes place after papers are
submitted for publication, the award is not identified in the proceedings.

WG13.1 (Education in HCI and HCI Curricula) aims to improve HCI
education at all levels of higher education, coordinate and unite efforts to develop
HCI curricula and promote HCI teaching.

WG13.2 (Methodology for User-Centered System Design) aims to fos-
ter research, dissemination of information and good practice in the methodical
application of HCI to software engineering.

WG13.3 (HCI and Disability) aims to make HCI designers aware of the
needs of people with disabilities and encourage development of information sys-
tems and tools permitting adaptation of interfaces to specific users.

WG13.4 (also WG2.7) (User Interface Engineering) investigates the na-
ture, concepts and construction of user interfaces for software systems, using a
framework for reasoning about interactive systems and an engineering model for
developing user interfaces.

WG13.5 (Human Error, Safety and System Development) seeks a frame-
work for studying human factors relating to systems failure, develops leading–
edge techniques in hazard analysis and safety engineering of computer-based
systems, and guides international accreditation activities for safety-critical sys-
tems.

WG13.6 (Human-Work Interaction Design) aims at establishing relation-
ships between extensive empirical work-domain studies and HCI design. It pro-
motes the use of knowledge, concepts, methods and techniques that enables user
studies to procure a better apprehension of the complex interplay between in-
dividual, social and organizational contexts and thereby a better understanding
of how and why people work in the ways that they do.

WG13.7 (Human–Computer Interaction and Visualization) is the newest
of the working groups under the TC.13. It aims to establish a study and re-
search program that combines both scientific work and practical applications in
the fields of human–computer interaction and visualization. It integrates several
additional aspects of further research areas, such as scientific visualization, data
mining, information design, computer graphics, cognition sciences, perception
theory, or psychology, into this approach.

New WGs are formed as areas of significance to HCI arise. Further informa-
tion is available on the IFIP TC13 website: http://csmobile.upe.ac.za/ifip
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Adérito Marcos, Portugal
Monique Noirhomme-Fraiture, Belgium



XIV INTERACT 2011 Technical Committee

Keynote Speakers Co-chairs
John Karat, USA
Jean Vanderdonckt, Belgium

Organization Overviews Co-chairs
Teresa Chambel, Portugal
Mary Czerwinski, USA

Panels Co-chairs
Regina Bernhaupt, Austria
Nuno Correia, Portugal
Peter Forbrig, Germany

Short Papers Co-chairs
Daniel Gonçalves, Portugal

Special Interest Groups (SIGs) Co-chairs
Gerrit van der Veer, The Netherlands
Teresa Romão, Portugal

Student Design Competition Co-chairs
Simone Diniz Junqueira Barbosa, Brazil
Luis Carriço, Portugal

Tutorials Co-chairs
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Lia Patŕıcio, Portugal
Helen Petrie, UK



XVI INTERACT 2011 Technical Committee

Nitendra Rajput, India
Janet Read, UK
Dave Roberts, UK
Kari-Jouko Raiha, Finland
Miguel Sales Dias, Portugal
Jaime Sanchez, Chile
Robert St Amant, USA
Kamelia Stefanova, Bulgaria
James Stewart, Canada

Wolfgang Stuerzlinger, UK
Jan van den Bergh, Belgium
Gerrit van der Veer, The Netherlands
Jos van Leeuwen, Portugal
Gerhard Weber, Germany
Janet Wesson, South Africa
Marco Winckler, France
Volker Wulf, Germany

Associate Chairs - Short Papers

Jose Abdelnour-Nocera, UK
Elisabeth André, Germany
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José Danado, Norway
Tjerk de Greef, The Netherlands
Alexander De Luca, Germany
Luigi De Russis, Italy
Clarisse de Souza, Brazil
Alexandre Demeure, France
Charlie DeTar, USA
Ines Di Loreto, Italy
Eduardo Dias, Portugal
Paulo Dias, Portugal
Claire Diederich, Belgium
Andre Doucette, Canada
Carlos Duarte, Portugal
Emmanuel Dubois, France
Cathy Dudek, Canada
Andreas Duenser, New Zealand
Mark Dunlop, UK
Sophie Dupuy-Chessa, France
Matthew Easterday, USA
Achim Ebert, Germany
Florian Echtler, USA
Amnon Eden, UK
Serge Egelman, USA
Linda Elliott, USA

Niklas Elmqvist, USA
Alex Endert, USA
Dominik Ertl, Austria
Parisa Eslambolchilar, UK
Augusto Esteves, Portugal
Pedro Faria Lopes, Portugal
Robert Farrell, USA
Ian Fasel, USA
Ava Fatah gen. Schieck, UK
Jean-Daniel Fekete, France
Xavier Ferre, Spain
Mirko Fetter, Germany
Sebastian Feuerstack, Brazil
Nelson Figueiredo de Pinho, Portugal
George Fitzmaurice, Canada
Joan Fons, Spain
Manuel J. Fonseca, Portugal
Alain Forget, Canada
Florian Förster, Austria
Derek Foster, UK
Marcus Foth, Australia
Teresa Franqueira, Portugal
Mike Fraser, UK
Christopher Frauenberger, UK
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José Abdelnour-Nocera, Andy Smith, John Moore, Cecilia Oyugi,
Souleymane Camara, Malte Ressin, Sujan Shresta, and Alison Wiles

Panels

Critical Design :: Is It Just Designers Doing Ethnography or Does It
Offer Something More for Interaction Design? . . . . . . . . . . . . . . . . . . . . . . . 685

Michael Smyth, Chris Speed, and Martin Brynskov

Everyone is a Designer, Even Executives! . . . . . . . . . . . . . . . . . . . . . . . . . . . 687
Jannie Lai and Iram Mirza

Special Interest Groups (SIGs)

HCI for Peace: Promoting Peace and Preventing War through
Computing Technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 689

Juan Pablo Hourcade, Natasha E. Bullock-Rest, Janet C. Read, and
Yoram Chisik

Interaction and Music Technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 691
Sidney Fels and Michael Lyons

User Interface eXtensible Markup Language SIG . . . . . . . . . . . . . . . . . . . . . 693
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Software Support for User Interface Description Language . . . . . . . . . . . . . 740
Adrien Coyette, David Faure, Juan González-Calleros, and
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Abstract. A field study of 24 participants over 10 weeks explored user behavior 
and perceptions in a smartcard authentication system. Ethnographic methods 
used to collect data included diaries, surveys, interviews, and field observations. 
We observed a number of issues users experienced while they integrated 
smartcards into their work processes, including forgetting smartcards in readers, 
forgetting to use smartcards to authenticate, and difficulty understanding digital 
signatures and encryption. The greatest perceived benefit was the use of an 
easy-to-remember PIN in replacement of complicated passwords. The greatest 
perceived drawback was the lack of smartcard-supported applications. Overall, 
most participants had a positive experience using smartcards for authentication. 
Perceptions were influenced by personal benefits experienced by participants 
rather than an increase in security. 

Keywords: Human factors, multi-factor authentication, security, smartcard. 

1   Introduction 

In an attempt to protect their valuable data, organizations such as banking and 
financial institutions, corporations, and governments spend a large fraction of their 
information technology budgets on security [9]. Because of security, users of these 
systems must adhere to new business rules, information security policies, and training 
sessions – which takes time and effort away from their primary jobs.  

There is a constant tension between users who are trying to get work done and 
security specialists who lock down systems to make them safer and more secure. 
Despite not being the security specialists, the burden of maintaining a secure work 
environment often falls on users. While the efficacy of such security practices can be 
debated [7], it is clear that there is a role for HCI researchers to play in understanding 
how users and security can be optimized to serve both. Users have often been 
described as the “weakest link” in information security, but they lack the proper 
motivation and tools to effectively contribute to the information security ecosystem 
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[18]. Many approaches designed to increase security have placed additional burdens 
on users. Users now have longer, more complex, and more frequently changing 
passwords [23]; more restrictions on what they can do on the web [20], and they must 
use additional keys, tokens, or cards in order access information systems [2]. 

Homeland Security Presidential Directive 12 (HSPD12) [24] defines requirements 
for a standardized, U.S. Government-wide identification mechanism for a reliable 
identification credential. Personal Identity Verification (PIV) [15] is a smartcard-
based multi-factor authentication (MFA) mechanism to increase security of 
government resources. The PIV smartcard contains personally identifiable 
information (PII) about the card holder such as his full name and agency, PKI 
certificates for authentication, encryption, and digital signature, and biometrics such 
as fingerprints and photo. It can be used for physical building access, for information 
system authentication, to support PKI, and as an identity card. 

The PIV smartcard affects hundreds of thousands of U.S. Government employees 
and contractors. While the use of the smartcard is mandated by policy, we are 
concerned with how introducing this additional authentication factor will impact the 
perceptions, behaviors, and work processes of so many users. The PIV smartcards are 
meant to be used throughout the day as often as passwords would be used. This makes 
smartcard use very different from other types of card scenarios users may have 
experience with, e.g. weekly use of an Automatic Teller Machine (ATM) card. This is 
one of several reasons why we studied user behavior and perceptions using 
smartcards. 

1.1   Research Goals 

The purpose of this study was to understand factors that affect user behavior and 
perceptions in the use of smartcards for authentication and to examine factors that 
affect user behavior and perceptions of security in general. We had three main goals 
for the study. First, we wanted to learn how users would use the smartcards in their 
everyday work processes. Second, we wanted to learn how users' work processes 
might change to accommodate smartcard use. Third, we were interested in the user 
benefits and drawbacks of using smartcards in authentication. 

2   Related Work 

Multi-factor authentication (MFA) is the use of two or more independent security 
factors to authenticate to an information system. There are three factors commonly 
used in MFA [16]. The first factor is “something you know” such as a password, 
passphrase, or personal identification number (PIN). While passwords are perhaps the 
most common “something you know” authentication factor, challenges to password 
usability include the cognitive limits related to the number of passwords [6] and 
length of passwords [23] users must remember. A second factor is “something you 
are”, i.e. using biometrics such as fingerprints or a facial image. A benefit of using a 
biometric as an authentication factor is that it does not depend on secrecy [16]. It is 
something users will always have with them and will never need to remember. The 
third factor is “something you have” such as a key, token, or card. ATMs are a classic 
example of MFA using a card in combination with a PIN [26]. There are also 
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additional authentication factors not as commonly used. For example, “someone you 
know” considers social network characteristics such as who you went to school with 
[4, 21]. Another factor, “something you do” considers behavioral characteristics such 
as online shopping habits [12]. 

In this paper, we focus on the “something you have” authentication factor, 
specifically the use of smartcards in MFA. Smartcards are tokens that include 
embedded chips that can store information. Smartcards are different from magnetic 
strip cards in that while both can store data, the chip in smartcards makes them more 
secure and provides more features. A smartcard can be used for MFA in several ways. 
The smartcard can be “something you have” by acting as a token. It can be used along 
with “something you know” such as a password or PIN. Smartcards can also support 
the “something you are” factor by storing biometric data on the embedded chip that 
can later be matched to the user. 

Examples of smartcards used as authentication tokens similar to PIV include the 
European national electronic identity (e-ID) card [1] that stores different types of PII 
depending on the requirements of the issuing country. The U.S. Department of State 
uses the Biometric Logical Access Development and Execution (PKI/BLADE) card 
as an employee identity card and authentication token [8, 25]. The U.S. Department of 
Defense uses the Common Access Card as a military identity card, Geneva 
Conventions Identification Card, and authentication token [8]. 

While work has focused on smartcard security weaknesses such as problems with 
the embedded chip and PIN mechanism [14] and PIV implementation standard [11, 
13], very little work has looked at smartcard usability [19]. Proctor et al. [17] 
compared multiple authentication methods through formal task analysis. They warn 
that the physical manipulation of a smartcard in the authentication process can add 
complexity to the authentication task and reduce ease of use compared to other 
authentication methods.  

Braz and Robert [5] conducted a comparative analysis of different authentication 
methods. They compared methods such as passwords, smartcards, fingerprints, and 
keystroke patterns, on qualities such as benefits, drawbacks, security, and usability. 
Overall, they found that the smartcard rated as one of the most secure and usable 
methods for authentication. 

Baldwin and Malone [3] described the use of smartcards in a health management 
system. The ability to store information, such as PII, increased the usefulness of 
smartcards for authentication beyond being a token. Patients identified themselves by 
presenting the smartcard and providing a PIN. Visits for care and therapy were 
recorded on the smartcard, creating a case history. Patients paid for services and filed 
claims using the smartcard. The smartcard provided an easy way to identify patients 
and help the patients manage their health care accounts.  

The U.S. Department of State analyzed the impact of the PKI/BLADE smartcard 
with PIN on their userbase [25]. Their smartcard system allowed users to replace 
multiple username/password authentication credentials with a single smartcard/PIN 
credential. They analyzed their technical support logs to understand how the 
smartcard system affected user support requests. Before smartcard deployment, 
password reset support requests averaged 25.8% of all technical support requests per 
year. After smartcard deployment, password reset support requests dropped to an 
average of 10.6% of all technical support requests per year. 
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Strouble et al. [22] conducted a survey that looked at issues concerning security, 
usability, and productivity of smartcards. They found the use of a PIN instead of a 
password improved the security of the authentication mechanism, but did not 
necessarily increase usability of the smartcard system. Sixty-seven percent of the 
participants forgot their smartcard in a smartcard reader at least once, resulting in 
potential security risks. Six percent of those participants had their smartcard lost or 
stolen, resulting in security risks, replacement costs, and productivity loss. 

3   Methodology 

3.1   Participants 

We studied 24 participants from a U.S. Government research institute over a period of 
approximately 10 weeks. There were 10 males, an average age of 47 (SEM ± 2), and 
and a distribution of education that was representative of the organization (8 high 
school degrees; 10 college degrees; 6 post-graduate degrees). Ten participants were 
engaged in technical work; five were support staff, e.g. secretarial work; and nine 
worked in an administrative specialty, e.g. finance. Two participants reported having 
experience with smartcards before the study. 

Our study participants were recruited from an institution-wide technology pilot of 
100 users testing the PIV smartcard technology. The technology pilot used the same 
smartcard system as our study; the only difference was that our study included 
additional research methodologies to assess the smartcard system. Recruitment in the 
technology pilot was designed to include test users from a representative sample of 
users in the institution, except for research scientists. Even without scientists, the 
technology pilot had a sampling of job roles and education similar to an industry 
corporation. Our study sample reflected the same demographics as the overall groups 
recruited in the technology pilot; except in our study there was a higher proportion of 
females. Participation in both the technology pilot and our study was voluntary. 
However, all participants were aware that the smartcard system would soon be 
mandatory for all users. 

 
 

Fig. 1. From left to right: USB reader, laptop reader, integrated keyboard reader 
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3.2   Study Environment 

Participants were given access to a fully functional PIV smartcard authentication 
system. Although we recruited from a “technology pilot,” it was the system intended 
for institute-wide implementation. Participants had both an identity card and a 
smartcard. Participants also had both smartcards/PINs and usernames/passwords. The 
smartcard PINs were 6 to 8 numbers long and selected by participants at the time of 
smartcard issuance. The password length policy was 10 characters at the beginning of 
the study and changed to 12 characters one week after the study began. Passwords 
expired every 90 days and every participant changed passwords at least once during 
the study. Participants used their own computers and workspaces. Participants used 
either a laptop or desktop computer. Those with laptop computers docked the laptops 
at their workspaces and used external monitors, keyboards, and mice. Several 
participants with laptops occasionally worked from home, and several participants 
without laptops occasionally worked from home using their personal computers. All 
computers were running Windows XP with ActivClient smartcard middleware1. One 
of three types of smartcard readers was used by each participant (Fig. 1): an external 
USB reader (n=13), an internal laptop reader (n=6), or an integrated keyboard reader 
(n=5). Participant tasks were limited to those supported by the smartcard 
implementation. Supported tasks included using the smartcard to login/logout and to 
lock/unlock a computer, encrypt/decrypt and digitally sign an email or document, and 
authenticate to several smartcard-enabled web applications. In each case, participants 
could authenticate with either their smartcards/PINs or usernames/passwords. 

3.3   Data Collection Methods 

Several ethnographic research methods were used to obtain a breadth of coverage as 
well as a depth of understanding of our participants over the course of the study.  

Periodic Surveys. Participants were asked to respond to the following statements in a 
standardized survey two or more times over the course of the study in order to 
evaluate their experiences with the smartcard system. 

1. I am confident I know how the smartcard works and what it does. 
2. I take the smartcard with me every time I leave my computer. 
3. Using the PIN for the smartcard is easier than using a password.  
4. The smartcard makes the login process easier than the current password-based 

login system. 
5. The smartcard makes the login process faster than the current password-based 

login system. 
6. Compared to using passwords, using the smartcard is more secure. 
7. I [plan/will continue] to use the smartcard. 
8. I would encourage my colleagues to switch to the smartcard. 
9. I am [looking forward to/have] enjoyed using the smartcard 
                                                           
1 Specific hardware and software products identified in this report were used in order to perform 
the evaluations described. In no case does such identification imply recommendation or 
endorsement by the National Institute of Standards and Technology, nor does it imply that the 
products and equipment identified are necessarily the best available for the purpose. 
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Table 1. Summary of study phases and data collection methods 

Installation Smartcard Use Wrap-up 
Pre-Install Post-Install Daily 2-Week 6-Week Exit 

Survey Site visit 
Interview 
Survey 

Daily diary 
Daily email 

Site visit 
Interview 
Survey 

Site visit 
Interview 
Survey 

Site visit 
Interview 
Survey 

 
Survey statements were rated on a 5-point scale from 'Strongly Disagree' (1) to 

'Strongly Agree' (5) with 'Neither Agree nor Disagree' (3) as neutral. Participants were 
also given space for several questions to provide additional comments. While the 
statements were framed positively and may bias responses towards the positive, we 
analyzed the results in terms of relative change rather than absolute value. 

Daily Diaries. Participants were asked to keep daily written diaries of notable 
smartcard events. We provided notebooks for them to write in and a guide on the 
types of events to note, such as forgetting to login using the smartcard. If participants 
were not comfortable writing in the provided notebook, they were encouraged to keep 
notes in an electronic document. 

Daily Email Surveys. The daily email surveys asked participants to report about 
specific smartcard usage in a Yes/No format, such as “Did you use your password 
today?”, and also provided an area for additional comments. The purpose of the daily 
email surveys was to supplement the daily diaries as a way of reporting critical 
events, and not as a quantitatively evaluated questionnaire.  

Site Visits and Interviews. Site visits allowed us to observe smartcard use in the 
participant's natural environment. Interviews provided an opportunity to discuss 
participant's smartcard experience since the previous visit and review any critical 
events that were reported in the daily diaries or daily email surveys. Field notes from 
the site visit observations and interviews were recorded. 

3.4   Procedure 

The study was conducted in three phases: Smartcard Installation, Smartcard Use, and 
Study Wrap-Up. See Table 1 for a summary of research activities. 

Smartcard Installation. Before we met with participants, we sent the Pre-Install 
survey and a technical support person provided a brief training document via email. 
Participants were asked to complete the Pre-Install survey before the first site visit. 
The training document contained a step-by-step scenario guide on how to complete 
smartcard-related activities. The technical support person then installed the smartcard 
hardware and software, demonstrated how to use the smartcard, and guided 
participants through several smartcard use scenarios. The support person also asked 
participants to perform tasks, such as locking and unlocking their computers. After 
installation was complete, we conducted the Post-Install site visit. We observed 
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participants using their smartcards, interviewed them about their first time 
experiences with the smartcards, administered the Post-Install surveys, and provided 
them the Daily Diaries and guide. 

Smartcard Use. During smartcard use, participants were asked to keep diaries of 
notable smartcard usage and events. The daily email survey was sent near the end of 
the day for participants to complete and return. Researchers would review the daily 
diaries and email surveys before each site visit in order to discuss any critical events 
during the interview, if necessary. Site visits were conducted two and six weeks after 
Smartcard Installation. During these site visits the researchers observed participants 
using their smartcards, interviewed them about their smartcard experiences to date, 
and administered the 2-week or 6-week surveys. 

Study Wrap-up. Study wrap-up activities took place between 10 to 12 weeks after 
Smartcard Installation. Extended business travel or paid time off was not counted 
towards participants' total study time. This resulted in slightly longer periods of 
participation for a few participants. During the last site visit, we observed participants 
using their smartcards, interviewed them about their overall smartcard experiences, 
administered the Exit surveys, and collected the Daily Diaries. 

Table 2. Survey statement with mean values and 95% confidence intervals 

Periodic Survey Statement 

Pre-Install Post-Install 2-Week 6-Week Exit 

1. User confidence with smartcard 
3.50 ± 0.38 4.42 ± 0.19 4.33 ± 0.30 4.12 ± 0.40 4.20 ± 0.34 

2. Remembering smartcard 
– – 3.67 ± 0.47 4.04 ± 0.43 3.88 ± 0.41 

3. PIN is easier than password 
3.5 ± 0.29 3.92 ± 0.38 4.17 ± 0.28 4.24 ± 0.38 4.32 ± 0.39 

4. Smartcard easier than password 
3.40 ± 0.34 3.73 ± 0.39 4.08 ± 0.35 4.24 ± 0.31 4.24 ± 0.31 

5. Smartcard faster than password 
3.33 ± 0.33 3.50 ± 0.41 3.83 ± 0.40 3.68 ± 0.52 3.64 ± 0.49 

6. Smartcard more secure than password 
3.73 ± 0.34 – – 3.60 ± 0.32 3.84 ± 0.29 

7. Smartcard adoption 
4.19 ± 0.19 4.35 ± 0.19 4.29 ± 0.38 – 4.48 ± 0.32 

8. Recommend smartcard to colleagues 
– – 4.08 ± 0.33 4.04 ± 0.26 4.32 ± 0.31 

9. Smartcard satisfaction 
3.92 ± 0.26 – – – 4.32 ± 0.29 
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4   Results 

We report the analysis of our study results in three sections. First, we provide 
descriptive statistics for the quantitative data collection methods. Second, we discuss 
our analysis of the qualitative data, including in-context discussion of the quantitative 
results.  Third, we reflect on the methodology and provide lessons learned. 

4.1   Descriptive Statistics of Quantitative Methods 

Periodic Surveys. Results from the periodic surveys are reported as mean values with 
95% confidence intervals in Table 2. Pairwise comparisons are discussed alongside 
the qualitative results. The Wilcoxon signed-rank test is used for pairwise 
comparisons and Kendall's correlation is used for measuring relationships. 

Daily Email Surveys. There were a total of 682 daily email surveys collected; the 
average number of emails collected from each participant during the study for each 
participant was 28.4 (SEM ±2.5). The number of email surveys collected diminished 
over the course of the study with 3.5 (SEM ± 0.2) surveys/week collected between the 
Post-Install and 2-Week site visits, 2.5 (SEM ± 0.3) surveys/week between the 2-
Week and 6-Week site visits, and 2.3 (SEM ± 0.3) surveys/week between the 6-Week 
and Exit site visits. 

4.2   Analysis of Observations 

Table 3 provides a summary of reported issues with discussion in the following 
section. 

User Confidence. Participant confidence in using the new smartcard authentication 
system increased immediately after installation (Pre-install/Post-install: W=3.87, 
p=0.001) and remained high throughout the study (Post-install/Exit: Kendall's 
W=0.04, p=0.41). 

Seventeen participants reported reading the provided training materials before the 
smartcard hardware and software were installed. Several participants indicated that 
they preferred in-person training rather than reading the training documentation. One 
participant noted that he preferred a “hand holding demo” (P3) when using a new 
system for the first time. Another participant indicated that she “learn[s] better by 
hands on training” (P12). The personalized training could be a factor in the 
significant increase of confidence post-installation. However, not all participants felt 
the need for attended training. As one participant explained, “I prefer to jump in and 
just start using any new product, referring to the documentation only when I get stuck 
or find features I'm curious about” (P16).  

Smartcard Readers. Fifteen participants used USB readers that were placed on their 
desks. The location of a reader on a desk varied as did the number of items that might 
obscure it from view. The reader itself added to clutter on the desk, as one participant 
commented, “I know I’m going to dislike the wire connecting the smartcard reader to 
the computer – makes for a messy desk!” (P7). This participant attempted to clean her 
desk by moving the reader out of the way, but later attributed the position of the 
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reader to why she may have forgotten her smartcard, “I tidied [the] smartcard reader 
cord - made [the] reader less intrusive, but moved it further out of [the] workspace. It 
may be a reason for forgetting to remove the smartcard to lock my computer.”  

Another participant also blamed his USB reader for why he forgot his card, “I 
walked away at one point and forgot my smartcard. This has happened once or twice, 
and it makes me think that smartcard readers should probably be fairly visible” 
(P14). Later that week, he tried a keyboard reader with success, “Switched out my 
[USB] reader & keyboard for a new keyboard that included a smartcard reader. I like 
the setup much better. Less clunky, and the smartcard is more visible.” Besides 
adding to clutter on the desk, an additional problem with the USB reader was that it 
was not attached to a stable object and required participants to use two hands when 
removing and inserting the smartcard. One participant remedied this problem by 
attaching her USB reader to her computer with rubber bands.  

Table 3. Summary of study observations by issue topic 

Issue Topic Observation 
User Confidence • Confidence in using smartcards increased after Installation 
Smartcard Reader • New object in environment to get used to 

• Reason for forgetting smartcard in reader 
• Form factor may matter 

Using Smartcards • Smartcards easier for authentication than passwords 
• Forgot to remove smartcards from readers 
• Forgot to use smartcards to login 
• Forgot to use smartcards to lock screens 
• Forgot to use smartcards to unlock screens 
• Smartcard slower to login than password but faster otherwise 
• Unattended smartcard message is sometimes useful 

Password vs. PIN • PINs easier to use than passwords 
• Password requirements were burdensome 
• Passwords became difficult to remember because of smartcard use 
• Various password management strategies 

Certificates • Selecting certificate for web application authentication was confusing 
• Certificates could not be backed up or transferred 

Digital Signatures 
and Encryption 

• Digital signatures and encryption were easy to use 
• Did not understand digital signatures and none would use them 
• Understood encryption but few would use it 
• Implementation does not support inter-institutional use 

Security Behavior  • Smartcards gave perceived increase in security 
• Low understanding of how or why security works 
• PII users were the most security conscious 

Overall Experience • Overall positive experience with smartcards 
• Most would recommend smartcards to colleagues 
• Most would continue using it voluntarily 
• Some had problems fitting smartcards into work processes 

 



10 C.L. Paul et al. 

Not all participants could use a keyboard reader because their keyboards were in 
keyboard trays attached to their desks. Several of these participants who used 
keyboard trays also kept their keyboards partially hidden under their desks while they 
typed. Unless the keyboard was completely pulled from under the desk, it would not 
fit under the desk with the smartcard in the keyboard reader.  

Using Smartcards. Remembering to remove their smartcards from their readers was 
a commonly reported incident by participants. Thirteen participants (54%) forgot their 
smartcards in their readers at least once during the study. The most common scenario 
for participants to forget their smartcards was during short trips out of their work 
areas, such as down the hall to visit a colleague or visit the restroom. Three 
participants forgot their smartcards in their readers after leaving an access-controlled 
area, and had to rely on their non-smartcard identity cards to gain access to their 
buildings. Six of 24 participants forgot their smartcards in their readers overnight. 
One participant forgot her smartcard in the reader overnight and drove back to 
campus to retrieve the card. Three participants reported forgetting their smartcards at 
home and had to use their passwords to login. Incidents where participants left their 
smartcards in the readers overnight or at home only occurred once or twice per 
participant. Even though half of the participants reported in interviews that they forgot 
their smartcards in the readers at some point during the study, most participants 
reported remembering their smartcards most of the time by the end of the study. Many 
participants who forgot their smartcards in readers early in the study reported that 
they forgot their smartcards less often as time went on. A few of these participants 
pointed out that it seemed to take them about one month before they developed a habit 
for using and remembering their smartcards; however, this change is not indicated in 
the periodic survey results. One participant described a system she developed to help 
her remember her smartcard; when she removed her smartcard from her badge holder, 
she would place the badge holder in front of her keyboard. It served as a reminder for 
her to take her smartcard before she left the office. This participant did not report 
forgetting her smartcard at any time during the study. 

There were several reasons why participants did not use the smartcard to login or 
lock their computers. In the beginning of the study, most participants simply forgot to 
use their smartcards because it was not yet a habit. This was especially true for 
participants who had good security habits, such as those who consistently locked their 
computers with the keyboard when they left their workspace. As one participant 
stated, “This is going to take some getting used to - I have been using the keyboard to 
lock my machine for 10 years - hard habit to break” (P21). Other reasons participants 
did not use the smartcard to login or unlock their computers included because they 
forgot their smartcard at home, were using multiple computers at once, or were 
prompted to enter a username and password by the software. The design of the login 
dialog may have contributed to whether participants used their usernames and 
passwords to login. By default, the computer displayed a username and password 
dialog instead of a PIN dialog. A few participants discovered if they pressed Escape 
on the keyboard with their smartcards in their readers, a PIN dialog would display. 
This information was shared with the other participants. If participants did not use the 
smartcard to login to a session, they would not be able to remove the smartcard from 
the reader in order to quickly lock the computer. This caused some confusion in the 
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beginning of the study when participants were not yet consistently using the 
smartcard to login, “After logging in with my keyboard, I locked the machine but the 
smartcard could not unlock it until I logged in and locked the machine again” (P14).  

Unlocking computers also caused confusion for several participants in the 
beginning of the study. When returning to their locked computers, out of habit these 
participants would use CTRL+ALT+DEL in order to cancel the screensaver and 
unlock their computers. Using this key combination displayed the username and 
password dialog. Since participants were prompted with username and password 
dialogs, they entered their usernames and passwords and created sessions that could 
not be locked by removing their smartcards. It took time and practice for these 
participants to get used to using their smartcards to unlock their computers without 
pressing CTRL+ALT+DEL. 

Participants were neutral whether smartcard authentication was faster than 
passwords (Exit: 3.64 ± 0.49). Nine participants noticed that using smartcards took 
longer to authenticate and login than using usernames and passwords. Smartcard login 
was observed by participants to take 10-30 seconds longer than their password logins. 
The physical act of inserting the card also added time to the login process. While the 
smartcard is slower in some cases, most participants considered the overall system 
tradeoffs and still felt smartcards were faster and easier to use, “Unlocking when I 
returned to my desk was simple and no harder or time consuming than username and 
password – maybe easier” (P7). 

Participants who worked both at their computers and elsewhere in their work areas 
often experienced automatic computer screen locking after 15 minutes of inactivity. 
When the screen automatically locked with a smartcard in the reader, a message 
describing an unattended smartcard appeared. Participants who frequently worked at 
their work areas found these error messages frustrating, “It's not unattended, I'm right 
here!” (P17). However, participants who accidentally locked their computers using 
their keyboards felt the unattended message was useful, “The message helped me not 
forget my smartcard when I accidentally locked using the keyboard” (P2). 

Passwords vs. PINs. Overall, participants found using the smartcard easier than using 
passwords (Exit, 4.24 ± 0.31). Participants also found that logging in with the PIN 
was easier than using their passwords (Exit, 4.32 ± 0.39). Many participants noted 
that the PIN was an important feature of their positive smartcard experience, 
particularly for its ease-of-use. The PIN was numeric-only while the system password 
consisted of numbers, upper- and lower-case letters, and special characters. The PIN 
never expired compared to the system password that expired every 90 days. The PIN 
was six to eight characters in length compared to the system password requirements 
of 10 or 12 characters in length. One participant noted the importance of the PIN not 
changing, “If the PIN has to be changed as often as the password, there would be a 
reduced benefit to having the PIN” (P21). Password length had a noticeable effect on 
participants' perceptions. Several participants complained how the new 12-character 
password requirement made it more difficult to remember their passwords.  

The password length requirement was not the only burden passwords placed on 
participants. Smartcard use prevented participants from practicing their passwords as 
often as before the study. Several participants felt they were at risk for forgetting their 
passwords, “It is an effort remembering my system password” (P15). Some 
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participants needed their primary network password to login to computers that were 
not smartcard-enabled, providing an opportunity to practice their passwords if they 
were synced. However, participants who did not sync passwords or used their 
passwords to only login to their computers were at a greater risk for forgetting. 

Participants also described various ways they managed passwords before their 
experience with smartcards. Nine participants reported managing their passwords by 
recording them on paper and storing them in their wallets, purses, or drawer in their 
offices. Some participants also attempted syncing passwords for multiple applications 
so they had fewer passwords to remember. However, not all password requirements 
were the same and it was easy for their passwords to get out of sync. It was also a 
hassle to retrieve a password for every account. Two participants reported using 
software to save and manage passwords. Some participants anticipated the smartcard 
moving towards a SSO solution, “The idea of having one "pin" for all applications is 
a dream come true! Also - less work for both user and the IT help desks for resetting 
passwords!” (P18). 

Certificates. Authentication was supported for several web applications. Participants 
authenticated to web applications by visiting the login page. A browser dialog 
appeared asking participants to select a certificate to use for authentication. For web 
application authentication, the certificate used for authentication did not matter. 
However, the authentication process was different depending on which certificate 
participants choose. If participants chose the non-repudiation certificate used for 
digital signatures, they were asked to enter a PIN. If participants chose the certificate 
used for encryption, they were not asked to enter a PIN. However, without expert 
knowledge in certificates it was difficult for participants to identify the encryption 
certificate from the digital signature certificate. 

The smartcard authentication system also does not allow certificates to be backed 
up or saved/transferred. Three participants expressed concerns about the lifetime of 
certificates used to encrypt email and documents. If a smartcard is lost, stolen, 
expires, or is replaced, the certificates are lost forever. Previously encrypted email and 
documents could no longer be decrypted and the information would no longer be 
accessible. One of the participants worked with financial information and was 
concerned with not being able to access old encrypted data because his data needs to 
be available for auditing. 

Digital Signatures and Encryption. The most infrequently used smartcard features 
were digital signatures and encryption. Once familiar with the functionality, 
participants were comfortable with digitally signing and encrypting email and 
documents and found both easy to use. However, most participants did not know 
when they would have a need to sign or encrypt an email or document, even after 
reading the sample use cases in the training document and after discussions with 
researchers during interviews. The training documentation explained how to sign and 
encrypt, but not why a participant would want to do so. No participants indicated a 
need for signing email or documents; although, several participants routinely tested 
the features. Several participants stated they would not consider using signing and 
encrypting unless it became policy, “I see no value in a digitally signed email and 
would do so only if I was required to” (P23). Two participants tried encryption to 
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send passwords through email, and found it useful. The few participants who 
considered using signing and encrypting were those who already used some type of 
signing and encrypting in other applications.  

All participants unintentionally signed email at some point in the study due to a 
technical problem that temporarily changed an option in their email clients. While 
most participants immediately noticed a difference in behavior and found typing a 
PIN for every sent email inconvenient, one participant decided to experiment with 
email signing for the rest of the study. This participant did not find digital signatures a 
huge burden, but he was also a technical user who understood the purpose of digital 
signatures. He also acknowledged the functionality might not be for everyone, “I send 
a small number of emails on a typical day, so it isn't a big deal for me, but if I had to 
enter [the PIN] 50 or 100 times a day, it would become bothersome” (P21). Few 
participants could describe a practical use for digital signatures. As one participant 
expressed his doubts about the usefulness of digital signatures, “I don't see the point. 
People are going to know who I am based on what I say in the email” (P2). 

Participants who worked regularly with PII considered the possibility of signing 
and encrypting email or documents, but in practice found it impossible to use with the 
current smartcard implementation. PII in the workplace was shared between 
coworkers through secure applications, shared files on a shared remote storage 
location, or paper. Sharing PII out of the workplace with external contacts was the 
most common scenario where encryption would be useful.  However, a participant 
could not encrypt a message to another user or verify that user's signature unless they 
had the user's public certificate. There was no infrastructure to easily obtain, share, 
and verify certificates from contacts outside the institute. Several participants 
explained how they thought encryption would be more useful once they knew their 
colleagues outside the institution were setup and supported for sharing. 

Security Behavior. Many participants commented that they felt the smartcard was 
more secure; however, reasons why they felt the smartcard was more secure varied. 
For some participants, using the smartcard “enforces good habits” (P14) and 
encouraged participants to lock their computers. As one participant described, “I felt 
my computer was more secure than ever before because I was forced to secure my 
computer each time I left my office by taking my smartcard with me each time” (P15). 
At the same time, one participant who had already developed good computer locking 
habits was afraid that the smartcard had negatively impacted how often she locked her 
computer in the beginning of the study. 

While participants felt the smartcards were more secure, few could articulate how 
or why. Three participants explained the smartcard was an additional security factor. 
Two participants noted the smartcards increased security because they would be 
difficult to crack or copy. There were mixed feelings about the use of a PIN instead of 
a password. Some participants felt that the shorter PIN was a benefit because the PIN 
is easy to remember and security would increase because it would not need to be 
written down. However, one participant was concerned that the PIN was not complex 
or long enough and might pose a security risk, “The PIN for the smartcard is all 
numeric & 6-8 digits. Not sure if the multi-factor aspect makes it more secure than 1 
more complex password alone” (P23). 
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At the beginning of the study, several participants described themselves as being 
very diligent about security. Participants who seemed to have the best security habits, 
such as consistently locking their computer screens when leaving the office, were 
those who worked with PII or financial data. These participants were very aware of 
the sensitivity of the information they worked with, and felt that most security 
measures were justified. Participants who did not share these job roles had very 
different attitudes toward security. There seemed to be a high amount of inter-office 
trust, i.e. coworkers were not the threat. Two participants indicated they left their 
smartcards near their readers when they temporarily left their workspaces. One of 
these participants attempted to justify this behavior, “It is OK since no one can get to 
my computer without the PIN and my other card can get me in the building.” (P18). 
Although this participant was warned that her non-smartcard identity card would be 
phased out, she did not consider this when she developed this behavior. 

Overall Experience. Even though each participant reported at least one problem or 
issue regarding smartcard use during the study the overall satisfaction of participants 
at the end of the study seemed positive. All but 3 participants (88%) indicated during 
the exit interview that they would recommend the smartcard to their colleagues. In 
general, participants were positive about using the smartcard, especially those in 
administrative job roles. These participants used the smartcards to access multiple 
applications and described a noticeable benefit.  

Overall, participants were very positive about continuing their smartcard use after 
the study (Exit, 4.48 ± 0.32). However, not all participants had a consistently positive 
experience with the smartcards. Bad experiences and general frustration with the 
smartcards seemed to have an effect on some participants' behavior and perceptions. 
While minor problems, especially at the beginning of the study, were expected and 
accepted by most participants, issues that were persistent and affected work 
productivity were not acceptable. Early frustration with the smartcard had noticeable 
effects, “Off to a bad start today and never fully recovered. I didn't use the smartcard 
for most of the day” (P7). Although this participant had a particularly frustrating day, 
she resumed using the smartcard the next day and reported positive comments about 
her smartcard experience during the exit interview. 

Another participant could not find a way to fit smartcard use into her existing work 
process. The smartcard authentication was noticeably slow to her and she described 
being “always in a hurry to login” (P24). She explained in the exit interview that if 
the smartcard became policy, she would use it; however, there were not enough 
benefits to encourage her to continue using the smartcard voluntarily. This benefit 
tradeoff was discussed by another participant who shared the same sentiments about 
recommending the technology, “I can't really recommend it, as it has few clear 
benefits to offset the downsides” (P23).  

4.3   Methodology Lessons 

This study utilized a number of qualitative field methods including daily diaries, daily 
surveys, periodic surveys, periodic user interviews, and field observations. The 
lessons learned in this study will help improve the design and methods of future work. 



 A Field Study of User Behavior and Perceptions in Smartcard Authentication 15 

Most participants kept the written diary until the 2-week interview, but few 
participants wrote much after that. Several participants kept a written journal in a text 
file on their computers because they felt it was easier to keep than a written diary. 
Most participants summarized daily diary events in the daily surveys. Despite the lack 
of participation in keeping the daily diaries, we feel that providing the diaries helped 
participants understand the purpose and type of information we were interested in. 
Although the study designs were different, our methodology experiences are 
consistent with those reported in a diary study of password use conducted by 
Inglesant and Sasse [10]. 

As previously discussed, daily surveys were answered more frequently by 
participants in the beginning of the study than at the end of the study. When asked 
during interviews, several participants reported not responding to daily surveys 
because they did not have new events or comments to report and felt their responses 
would not add value to their participation. Modifying daily survey questions to fit 
with participants' evolving user experience could help encourage continued daily 
survey participation. 

We observed participants' smartcard use from installation through 10 weeks of use. 
We observed new behaviors and perceptions up to six weeks after installation. After 
six weeks up until 10 weeks of observation, the rate of new observations was 
infrequent. At a minimum, we recommend users be studied for six weeks to be able to 
observe any transitions from learning to everyday use. Observations for less than two 
weeks after installation would not be sufficient to fully understand the impact the new 
technology has on participant behavior and perceptions. 

5   Summary 

Over the course of 10 weeks, we studied how 24 participants used smartcards in 
multi-factor authentication. We had three main goals for the study. First, we wanted 
to learn how users would use the smartcards in their everyday work processes. All 
participants quickly became confident using the smartcards and reported them easier 
to use than password authentication. One consistent problem was that many 
participants forgot to use their smartcards to login, lock, or unlock their computers 
during the beginning of the study. One reason was because they had not yet developed 
a habit for using their smartcards; another reason was that the form factor of the 
smartcard reader also had an effect on participants forgetting their smartcards. 

Second, we wanted to learn how users' work processes might change to 
accommodate smartcard use. We found two ways smartcards changed the way some 
of our participants worked. First, the physical presence of new hardware to interact 
with had an effect on user behavior with the smartcard system. Some participants felt 
the location of their smartcard readers was the cause of forgetting their smartcards in 
the readers. They experimented with the location and form factor of their smartcard 
readers until they were satisfied with their setup. We also describe one participant 
who developed a novel strategy to help her consistently remember her smartcard. 
Second, digital signatures and encryption added an extra element to participants' 
document and email usage. Several participants experimented with digital signatures 
and encryption to see how they could incorporate the functionality into their work 
processes. However, few participants had a need for digital signatures and encryption. 
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Third, we were interested in the user benefits and drawbacks of using smartcards in 
authentication. The greatest perceived benefit of using smartcards was the use of a 
PIN in replacement of a password. Participants immediately noticed the difference 
between a shorter numeric PIN compared to the longer alpha-numeric-special 
character-password they were used to. Participants also appreciated that the same PIN 
was used for authenticating to multiple accounts, alleviating the need for complex 
password management practices. The greatest drawback to using smartcards was the 
lack of authentication support for more applications. The few participants who had 
trouble integrating the smartcard into their work processes used the smartcard only to 
authenticate to their computers. These participants experienced more overhead for 
smartcard use with fewer benefits than the participants who used the smartcards to 
authenticate to multiple systems. 

Overall, participants had a positive experience with the smartcards and most 
indicated they would continue using the smartcards voluntarily and would even 
recommend using smartcards to their colleagues. It was interesting to see that 
participants' perceptions of the value of smartcards were related to personal benefits 
gained, such as an alternative to managing passwords, over the institutional benefit 
from increased security of a multi-factor authentication method. 

Our multi-method approach provided us a richer understanding of smartcard use 
that could not be attained through traditional laboratory testing. While each method 
contributed to the understanding of our participants' behavior and perceptions, our 
experience provided lessons to further improve the methods for future or similar 
work. 
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Abstract. Security dialogs warn users about security threats on their computers; 
however, people often ignore these important communications. This paper 
explores the links between warning dialog design and user understanding of, 
motivation to respond to, and actual response to computer security warnings. 
We measured these variables through a 733-participant online study that tested 
a set of four existing computer security warnings and two redesigned versions 
of each across low- and high-risk conditions. In some cases our redesigned 
warnings significantly increased participants’ understanding and motivation to 
take the safest action; however, we were not able to show that participants’ 
responses were differentiated between low and high risk conditions. We also 
observed that motivation seemed to be a more important predictor of taking the 
safest action than understanding. However, other factors that may contribute to 
this behavior warrant further investigation. 

Keywords: Security warning dialog, usable security. 

1   Introduction 

Warnings are communications designed to protect people from harm [1]. These harms 
may be immediate, as in the case when road signs warn about sharp turns, or they 
may be in the future, as in the case of health notices on cigarette boxes. In the case of 
computer security warnings, the harms arise from immediate and future threats to 
personal information (e.g., financial data) or property (e.g., computers). However, 
despite this threat of harm, people often do not read or understand computer security 
warnings [2-4] and frequently fail to heed them [5], even when the situation is 
hazardous. There is a lack of empirical evidence about the factors that influence 
response to computer warnings [6]. 

This paper uses the results of a 733-participant online study based on a set of 
existing and redesigned warnings to examine the links between warning design, 
user understanding of risk, motivation to respond to the risk, and decision to take 
the least risky action. In this paper, we focus on computer security dialogs, a subset 
of security warnings, which are warnings that offer users a choice of at least two 
options.  
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1.1   Warnings Research 

In the warnings literature, response to a warning is often evaluated in terms of 
‘compliance’ – performing an action when instructed to do so [7]. Much of the prior 
research on computer security compliance behaviors focused on phishing attacks or 
web browser certificates. In one study, over two-thirds of participants, in a laboratory 
setting, dismissed anti-phishing warnings because of the websites’ look-and-feel and 
participants’ incorrect mental models [8]. Similarly, in an online survey, between 
30% and 60% of participants said they would ignore each of the tested browser 
warnings and continue to a potentially dangerous website. In a subsequent laboratory 
study, redesigned versions of these warnings achieved greater compliance, but, even 
in the best case, 45% of participants still ignored the warning when it interfered with 
their primary tasks [4]. In another laboratory study, about half of the participants 
ignored a full-page warning presented before an authentication page to an online 
banking website [5]. Although this behavior may be considered rational from an 
economic perspective, the problem of how to design effective security 
communications that do not burden users still remains [9]. 

Previous research shows high levels of warning non-compliance, even after 
warning redesign, providing only limited insights into the reasons for non-
compliance. People might fail to heed warnings for a variety of reasons, including 
lack of trust in the warnings, lack of awareness of the risks [2], lack of understanding 
of the warnings [10], and lack of motivation to comply (perhaps because the required 
effort is larger than the benefit [9]). Potential consequences for lay users include the 
possibility of becoming a victim of phishing and other types of scams, of 
downloading a virus and losing information, of disclosing private and sensitive 
information, or of being exposed to other harmful threats. This study goes beyond 
prior research to examine two possible causes of non-compliance: lack of 
understanding and lack of motivation. 

Previous work suggests that lack of understanding may contribute to non-
compliance. Egelman et al. observed that some participants who encountered web 
browser phishing warnings after receiving a phishing email still believed the emails 
were legitimate. The authors describe a “cognitive dissonance” between the spoofed 
website and the email leading to it [3]. Motieé et al. reported that 77% of all 
participants to a laboratory study did not understand the purpose of security warnings 
and consented to a fake security prompt [11]; in same study, 22% of participants with 
high level of computer expertise did the same. 

There are also qualitative theoretical models that apply to how users interact with 
computer security warnings. The Communication-Human Information Processing (C-
HIP) model [12] describes the human processes involved in the internalization of a 
warning. In the model, a warning travels from a source through a channel to a 
receiver. The model focuses on a set of sequential stages–attention switch, attention 
maintenance, comprehension/memory, attitudes/beliefes, and motivation–through 
which a receiver processes the warning, resulting in a behavior. The Human-In-The-
Loop security framework, based on the C-HIP model [13], can be used to 
systematically identify security issues created by users who fail to properly carry out 
security-critical tasks. This framework predicts errors in cases where users do not 
know how to comply or are unmotivated or incapable of complying with warnings 
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[13].  This study was designed to examine parts of this framework; specifically, it 
investigates the relationship between understanding, motivation, and user response. 

1.2   Safe Response 

While some previous work talks about warning ‘compliance’, we use the term ‘safe 
response’ instead. Safe response is an objective measure, that is defined as taking the 
least risky option provided by a computer security warning dialog. For example, one 
of the warnings used in this study warns about the possibility that an email attachment 
may infect a user’s computer with a virus. The safe response would be not to open the 
email attachment, as this is the only response that would present no risk to the user. 
Any other response, such as opening or saving the attachment, would present some 
level of risk. 

Safe response differs from compliance, which is a concept borrowed from research 
into physical, non-interactive warnings [7]. In the case of security warning dialogs, 
we feel that safe response is a clearer metric. In computer systems, there are many 
situations that may be more or less safe, depending on a context known only to a user. 
Well-designed security warnings tend to address such situations, as any hazards that 
could be addressed without contextual knowledge should have been blocked without 
user intervention. A good security warning will assist the user in using her contextual 
knowledge to make an informed choice between two or more options, one of which is 
the least risky option, or the ‘safe response.’ 

High levels of safe response are not always necessary. There is a trade-off between 
usability and level of risk that is based on the specific context. Always making the 
least risky choice would allow for a completely safe system but would reduce 
functionality. A warning is useful if it helps a user to use her knowledge of the 
context to make an informed decision that balances risk and usability. For example, in 
the attachment warning outlined above, the ‘safe response’ would be to not open the 
attachment. However, within a given context the user should consider factors 
exogenous to the system, determine how risky the context is, and decide if she should 
open the attachment. If the user is expecting a file, knows the sender, and can tell 
from the warning text that this is the file she was expecting, then she finds herself in a 
low-risk context. In this particular context, the safe response is not necessary and she 
should open the attachment. 

We analyze safe response as being a desirable response in high-risk contexts, under 
the assumption that users should protect themselves against the high risk of a potential 
threat, and as being an undesirable response in low risk contexts, under the 
assumption that it is unnecessary for users to block functionality in these situations. 
Sunshine et al. took a similar approach in their evaluation of user response to web 
browser certificate warnings on an online banking login page (high risk) and a 
university library website (low risk) [4]. 

2   Methodology 

We performed an online survey (n=733) to test the effects of warning design on user 
understanding, motivation, and safe response. Our study used a 3 x 2 design, with 
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three warning design conditions (E: existing warnings, G: redesigned based on 
warning design guidelines, and M: redesigned based on our previous work on mental 
models) and two scenario-based context conditions (S1: low security priming and S2: 
high security priming) for a total of six conditions.  

2.1   Warning Design Conditions 

We tested five existing warnings from commercially available software, but report on 
only the four that are security dialogs. The four warnings, referred to as the Existing 
set (E, see Figure 5 in the Appendix), alerted users about problems encrypting an 
email (W1), a program trying to access the user’s address book (W2), an email 
attachment (W3), and an unknown certificate (W4). 

Table 1. Guidelines used to redesign warnings 

Guideline Examples 

1. Follow a visually 
consistent layout 

Use one icon; do not use a close button; use command links for options; use a 
primary text to explain the risk; describe the consequences of each option below 
each button. 

2. Comprehensively 
describe the risk 

Describe the risk; describe consequences of not complying; provide instructions 
on how to avoid the risk. 

3. Be concise, accurate 
and encouraging 

Be brief; avoid technical jargon; provide specific names, locations and values for 
the objects involved in the risk; do not use strong terms (e.g., abort, kill, fatal) 

4. Offer meaningful 
options 

Provide enough information to allow the user to make a decision; option labels 
should be answers to explicit question asked to the user; if only one option is 
available, do not show the warning; the safest option should be the default. 

5.0020Present relevant 
contextual and auditing 
information 

If the warning was triggered by a known application, describe the application; 
identify agents involved in the communication by name; if user's information is 
about to be exposed to risk, describe what information and how it will be exposed. 

 

We created a second set of warnings, referred to as the Guideline-based set (G, see 
Figure 5 in Appendix). Each of the warnings in the E set were redesigned by three 
HCI Master’s students who each had at least one year of HCI coursework as well as 
previous design experience. We asked the students to redesign the existing warnings 
by following design guidelines that we compiled from the literature [3, 12-19]. A 
brief summary of these guidelines is shown in Table 1. We did not provide the 
designers with any other information about our study. 

Similarly, we created a third set of warnings, referred to as the Mental-model-
based set (M, see Figure 4 in Appendix). To create this set we redesigned each 
warning in the E set based on previous work on mental models of computer security 
warnings. In our previous work we found differences in the way experts and non-
experts respond to these warnings [20]. We tried to design this set of warnings to 
include information that experts tend to seek out when responding to a warning, such 
as the results of analyses by anti-virus software. We also applied many of the 
guidelines used by the HCI students to create set G.  
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2.2   Contextual Scenarios 

Users view security warning dialogs within a specific contextual situation,and make a 
decision based on that situation. To imitate this context in our online survey, we wrote a 
Scenario 1 (S1) and a Scenario 2 (S2) for each warning. Each user who saw a particular 
warning was presented with a scenario along with that warning. S1 included low 
security-priming scenarios with activities that most people would not normally associate 
with a security threat; whereas, S2 included activities that involved sensitive or 
confidential information, or had characteristics of common security attacks. As 
warnings must consistently be useful in both low- and high-threat contexts we chose to 
include both low and high security-priming categories to ensure that our results were 
consistent across scenarios that presented different threat levels. Table 2 contains all 
scenarios. We incorporated feedback from security experts when creating the scenarios 
and strove to ensure that scenarios were of similar readability and length. 

Table 2. Scenarios created for the study 

 

2.3   High and Low Risk Conditions 

Each warning, in combination with each scenario, presented the user with either a 
high or low level of risk. Throughout this paper, we refer to the level of risk that the 
participant faced when presented with a specific warning and contextual scenario 
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combination as either Low Risk (LR) or High Risk (HR). Based on our definition of 
safe response, when warnings are successful, participants in LR conditions should 
choose not to take the safe response because the safe response requires them to 
sacrifice functionality. However, participants in HR conditions should choose the safe 
response because they should prioritize safety over functionality in risky situations. 

We had two low-risk conditions: the encryption and address book warnings with S1 
scenarios. In both cases the risk is minimal and taking the least risky action would 
prevent the user from completing her primary task. We had six high-risk conditions: 
all four warnings with S2 scenarios, and the attachment and certificate warning with 
S1 scenarios.1 In these cases, the level of risk warranted taking the safe response. 

A well-designed security dialog should allow participants to differentiate between 
low- and high-risk conditions. It should create a higher rate of motivation and safe 
response for high-risk conditions than for low-risk conditions. If the warnings in our 
study were well designed we would expect to see warnings with the same level of risk 
in S1 and S2 (attachment and certificate warnings) to have similar rates of motivation 
and safe response. We would also expect to see warnings with low risk in S1 and high 
risk in S2 (encryption and address book warnings) to have higher levels of safe 
response and motivation in S2. 

Table 3. Number of participants in each condition 

 W1 W2 W3 W4 

Scenario S1 S2 S1 S2 S1 S2 S1 S2 

E 145 124 114 145 125 114 106 125 

G 119 106 124 119 145 124 114 145 

M 125 114 106 125 119 106 124 119 
 

2.4   Survey Design and Participant Recruiting 

Our survey consisted of 69 questions divided into seven sections, starting and ending 
with demographic questions. Each of the remaining five sections included a randomly 
selected image of a warning, a randomly selected corresponding scenario (S1 or S2), 
and a set of questions about each warning. 

We recruited participants using Amazon’s Mechanical Turk service [20], paying 
each participant who completed the study 50 cents. We required participants to be 
computer users, over 18 years old, English-speaking and residents of the United 
States.  Participants took an average of 10 min 47 sec to answer the survey (σ = 7 min 
9 sec). We discarded 3 responses that took less than 10 seconds. We were left with 
733 respondents, about 62% of whom were females and four-fifths of whom were 
Caucasian. The number of participants in each condition is summarized in Table 3. 
Participants ranged in age from 18 to 75, with a mean age of 32.9 (σ = 11.58). We 

                                                           
1 The content of the attachment and certificate warnings (see Appendix) was suspicious enough 

to suggest a high-risk situation, even in S1. 
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also collected information about usage of operating systems, browsers, and email 
clients to test any correlation with our dependent variables. As described later, we 
found no consistent relationship between demographics and dependent variables. 

We also asked two questions to probe participants’ level of technical expertise: 
whether they had ever taken or taught a course on computer security, and whether 
they knew any computer languages. If they answered the latter affirmatively, we 
asked which languages they knew. Participants who answered only HTML were not 
considered as having programming expertise. We found no significant correlation 
between affirmative answers and any studied variables, so we excluded these 
questions from our analyses. 

Table 4. Questions asked to participants per warning, and the corresponding measured variable 

Dependent 
variable 

Question Types of answers Explanation 

Under-
standing 

What do you 
think is/are the 
problem(s)? 

11 common problems 
plus an Other open text 
field 

If participants answered at least one of the 
correct answers and none of the incorrect 
answers (based on authors’ knowledge and 
interviews with security experts [20]), 
understanding was recorded as 1, otherwise as 0. 

Motivation The problem 
described by 
this warning is 
very important. 

5-point Likert  
response, from Strongly 
disagree to Strongly 
agree 

If participants answered Agree or Strongly 
agree, motivation was recorded as 1, otherwise 
as 0. 

Safe 
response 

What would you 
do in this 
situation? 

As many clickable 
options as the warning 
offered, plus Ignore 
this warning and Take 
another action 

If participants answered at least one action 
considered safe by experts and none of the 
actions considered unsafe by experts, safe 
response was recorded as 1, otherwise as 0. 

 

2.5   Hypotheses 

To develop our hypotheses, we defined three dependent variables: understanding, 
motivation and safe response. These variables are described in Table 4. We also 
defined low- and high-risk conditions consisting of combinations of warnings and 
scenarios, as given below: 

Low-risk condition: W1 with S1, W2 with S1. 

High-risk conditions: W1 with S2, W2 with S2, W3 with S1 or S2, and W4 
with S1 or S2. 

We hypothesized that understanding would be higher for all conditions in the 
redesigned warnings than in the existing set. For motivation and safe response we 
hypothesized that they would be significantly higher in the redesigned warnings for 
participants in the high-risk conditions but would not be significantly higher for 
participants in the low-risk condition. We also hypothesized that understanding and 
motivation would be found to drive safe response. Our hypotheses are enumerated 
below: 
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H1: For all warnings and scenarios, understanding will be significantly higher in 
the guidelines-based (G) and mental-model-based (M) sets than in the 
existing set (E). 

H2: For all low-risk scenarios, motivation and safe response will not be 
significantly higher in the redesigned sets (G and M) than in the existing set 
(E). 

H3: For all high-risk scenarios, motivation and safe response will be significantly 
higher in the redesigned sets (G and M) than in the existing set (E). 

H4: Understanding and motivation will be significant predictors of safe response 
across all warning sets and scenarios, controlling for demographic factors. 

3   Analysis 

Based on an analysis of the four warnings we found that understanding and 
motivation were strongly correlated with safe response. However, we were not able to 
conclude that users could differentiate between low-risk and high-risk conditions, and 
we did not see a significant increase in motivation and safe response for W1 and W2 
in either the high- or low-risk conditions. However, we did find improvements in 
motivation and safe response for W3 and W4, the two warnings that were only 
presented in high-risk conditions. 

We analyzed our results separately for each warning using logistic regression. 
Logistic regression is similar to linear regression except that it is used to analyze data 
with a binary dependent variable. Factors with significant p-values are significant 
predictors of the dependent variable, controlling for all other factors (see Tables 4 and 
5 in Appendix). We used a significance level of α = .05 for all analyses. 

3.1   Understanding 

In general, our redesigned sets of warnings (G and M) failed to increase 
understanding over existing warnings. We observed significant increases in 
understanding in only 3 out of 16 conditions, and in two cases related to W2 we 
observed significant decreases in understanding. Figure 1 shows our results for 
understanding. Statistical data are given in Table 5 in the Appendix.  

We expected to see increased levels of understanding for the G and M sets versus 
the E set (H1). While this occurred in a few conditions, understanding did not increase 
in the majority of cases (see Table 5 in Appendix). Because understanding increased 
in more conditions in which participants were shown S1 than S2, we tested the 
possibility that participants spent less time on the scenarios by comparing the mean 
time that participants took to answer each warning section. However, we found no 
significant differences between times for the two sets of scenarios. 

In the S1 scenario for the address book warning (W2), the understanding rate was 
significantly lower for the G and M sets than in the E set. To help explain this lower 
level of understanding we looked at the specific problems that users thought the 
warning presented. We found that a higher percentage of respondents believed that 
the warning was related to a website in the G and M sets than in the E set, which was 
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Fig. 1. Percentage of participants who showed understanding of the problem that triggered the 
studied warnings, in the low- and high-risk conditions. G, E, and M correspond to the different 
sets of warnings. The top bars represent confidence intervals at the 95% level. 

 a “wrong” answer. The misunderstanding was potentially due to a reference to 
ABC.exe (the program accessing the computer) that only appeared in the redesigned 
warnings. We speculate that respondents may have mistaken ABC.exe for a website. 
We mandated in our guidelines that a program prompting a warning should be 
identified to users, to help them better decide how to respond, but the implementation 
of this recommendation could have resulted in confusion. 

The redesigned warnings (G and M) were also less likely to prompt two ‘right’ 
answers than the existing (E) warning. For the G and M versions of the address book 
warning in the S1 scenario, participants were less likely to respond that they did not 
trust the software being run or that there was no problem than when shown the E 
version of the warning. Participants may not have considered ABC.exe to be software, 
or perhaps they considered the redesigned warnings more threatening than the 
existing warning. Additional testing is necessary to determine which aspects of the 
warnings lead to misunderstanding. 

These results provide very limited, if any, support for H1. It should be noted, 
however, that many warning-scenario combinations had a high initial level of 
understanding, from which it may be difficult to introduce improvements.  

3.2   Motivation 

Our redesigned warning sets (G and M) had some success at increasing levels of 
motivation in the high-risk condition for W3 and W4, but did not show evidence of 
allowing participants to differentiate between low- and high-risk conditions. Figure 2 
shows our results for motivation. Statistical data are given in Table 6 in the Appendix. 

If the redesigned warnings allowed participants to differentiate between high- and 
low-risk contexts and respond appropriately, there would be no change in motivation 
levels between G/M and E in the low-risk condition, but there would be an increase in 
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motivation levels for the redesigned warnings in the high-risk condition. We were not 
able to conclude that the redesigned warnings allowed users to differentiate between 
low- and high-risk contexts. For the encryption warning and address book warning 
(W1 and W2), which were shown in both high- and low-risk contexts, there was no 
significant improvement in motivation in the majority of cases in either context. 

In the low-risk context we expected motivation not to be significantly higher for 
the redesigned warnings (G and M) than the existing warnings (E). This held for three 
out of four cases, providing support for H2. However, for these results to be 
meaningful, we needed to see a corresponding increase in motivation for these same 
warnings (W1 and W2) in a high-risk context, proving that participants could 
differentiate between the levels of risk with the redesigned warning set and respond 
appropriately. However, we found that in all four high-risk cases for W1 and W2 
there was no significant difference between the E set and each of the G and M sets for 
motivation. This indicates that the lack of improvement in the low risk case may have 
represented a lack of improvement overall, rather than participants’ abilities to 
differentiate between risk levels. Thus, while these results support H2, they are 
inconclusive. 

  

Fig. 2. Motivation, as measured by the percentage of participants who agree or strongly agree 
that the problem described by the warning is very important, in the low- and high-risk 
conditions. G, E, and M correspond to the different sets of warnings. The top bars represent 
confidence intervals at the 95% level. 

Although there was no evidence that the redesigned warnings allowed participants 
to differentiate between low- and high-risk contexts, we did find some evidence that 
the redesigns improved motivation in the high-risk context (H3). For the attachment 
and certificate warnings (W3 and W4), which were only shown in high-risk contexts, 
we found that the redesigned warnings significantly increased motivation in all but 
one case. As previously described, we expected to see similar results for W1 and W2 
in the high-risk context, but did not see any significant differences between G/M and 
E for W1 and W2.  



28 C. Bravo-Lillo et al. 

3.3   Safe Response 

We found that the redesigned warnings were successful at increasing safe response in 
the majority of the high risk conditions. However, as was the case with motivation, 
we were not able to conclude that the redesigned warnings allowed participants to 
differentiate between high- and low-risk conditions and respond appropriately.  
Figure 3 shows our results for safe response. Statistical data are given in Table 6 in 
the Appendix. 

As described previously, safe response measures the proportion of participants who 
pick the option that presents the least risk. We expected participants’ rates of safe 
response to significantly increase for the high-risk conditions for our redesigned 
warnings and to remain the same for the low-risk conditions. In the low-risk 
conditions the redesigned warnings should not push participants to pick a safe 
response that would prevent them from completing the desired task. For the two 
warnings that we presented in both the high- and low-risk conditions, W1 and W2, we 
found that, as expected, in three out of four cases, the level of safe response was not 
higher for the G and M sets than for the E set. However, for these two warnings we 
also found that, in three out of four cases, the level of safe response did not increase in 
the high-risk condition for G and M compared to E, indicating that the lack of 
improvement in the low-risk condition may have been due to an overall lack of 
improvement rather than participants’ ability to differentiate between risk levels. So, 
although we found some evidence for H3, our overall results for safe response for 
warnings W1 and W2 were inconclusive. 

We did, however, find a significant increase in safe response levels for the 
redesigned warnings (G and M) over the existing set (E) for the two warnings that 
were presented in only the high risk condition, W3 and W4. For these warnings, rates 
of safe response significantly increased in seven out of eight cases.2 This result 
provides some support for H3. 

3.4   Correlation between Variables 

We hypothesized that understanding and motivation would be predictors of safe 
response (H4). We found significant correlation between safe response and 
understanding, motivation, and other variables (see Table 6 in Appendix), supporting 
H4. The higher logistic regression coefficients show that safe response is strongly tied 
to motivation and also linked, although slightly less strongly, to understanding. 
Although these results do not prove that understanding and motivation drive safe 
response, they provide some indication that the variables are strongly related. 

Motivation and understanding were significantly correlated with each other for all 
warnings. Motivation was also significantly correlated with safe response for all four 
warnings for all warning sets. Understanding was also significantly correlated  
with safe response for all except the encryption warning (W1). Based on the 
regression coefficients, motivation was more strongly correlated with safe response 
for all of the warnings in which both factors were significant, except for the address 
book warning (W2).  

                                                           
2 We performed a qualitative analysis of participants' open comments at the end of each 

warning to test the possibility that these higher levels of safe response were due to the novelty 
of redesigned warnings. We found no evidence of such behavior. 
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Fig. 3. Percentage of participants who took the safest option, in the low- and high-risk 
conditions. G, E, and M correspond to the different sets of warnings. The top bars represent 
confidence intervals at the 95% level. 

Outside of motivation and understanding, we also found interactions between age 
and being a user of Microsoft Internet Explorer for the address book (W2) and the 
certificate (W4) warnings. This was expected, as these users have likely encountered 
these warnings before. In the address book warning, users of Internet Explorer were 
more likely to pick the safest response, while in the certificate warning (W4), the 
opposite relation held. 

4   Discussion 

One of the primary goals of this study was to show differentiated results for low- and 
high-risk conditions to demonstrate that our redesigned warnings improved 
participants’ abilities to make appropriate security choices in each of the conditions. 
However, our results did not show differentiated motivation and safe response 
improvements for the low- and high-risk conditions. For both of the warnings that 
were presented in low- and high-risk conditions (W1 and W2) we found that in the 
majority of cases motivation and safe response did not significantly increase for the 
redesigned warnings in both conditions. It is likely that the redesigned warnings were 
not more effective than existing warnings and were not able to increase motivation or 
safe response in either case. It is also possible that the high security-priming scenarios 
that were used to prompt the high-risk condition were poorly designed and did not 
prompt a high-risk response. However, this is less likely as 3 out of 8 had 
significantly higher levels of motivation and safe response for the high-risk condition. 
Further research is needed to better determine how users respond to high- and low-
risk conditions and how to consistently design better security warning dialogs.  

One of our redesigned warnings, the M version of the address book warning (W2), 
turned out to be particularly ineffective. It decreased participants’ understanding, 
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increased user motivation and safe response in the low-risk condition, and did not 
increase motivation or safe response in the high-risk condition. One potential 
explanation for this unexpected behavior is the amount of information that version 
contained: the existing version had 44 words and 4 options, and the guidelines-based 
version had 40 words and 3 options, while the mental-model-based version had 163 
words and 6 options. The extra text included the results of an anti-virus scan, and an 
explanation of the consequences for each option. The large amount of information 
may have undermined participants’ abilities to understand (or motivation to read) the 
redesigned warning, or some element of the added text might have confused them. 

Although our redesigned warnings appear not to help participants differentiate 
between high- and low-risk conditions, we were able to demonstrate that it is possible 
to use a relatively simple redesign process to improve some security warning dialogs 
for high-risk conditions. Beyond the importance of testing whether participants could 
differentiate between high- and low-risk conditions, it was also important to show that 
our results were applicable across different types of contextual scenarios. To do so, 
we presented participants with low and high security-priming contexts (S1 and S2). 
Further work is necessary to determine which aspects of the redesigns contributed to 
the successful increases in motivation and safe response and which aspects were not 
successful at increasing understanding, motivation and safe response. 

4.1   Limitations 

Our study had a variety of limitations, some of which we hope to improve upon in 
future work. First, the study is based on self-reported survey data, and as such it may not 
reflect what users would do when confronted with warnings during their regular 
computer use. Also, literature suggests that habituation should be considered when 
studying warnings [12]. To the best of the authors’ knowledge, repeated, long-term 
exposure to computer warnings has not been studied, in part because of the difficulties 
in setting up adequate experimental designs. However, a deeper look at the answers of 
our participants show that only a small proportion of them reported that they ignored 
our warnings, either because they had seen them before or for other reasons. If our 
participants had been habituated to our set of existing warnings, we would expect to 
have seen a higher number of people ignoring them. Another factor that might have 
affected participants' response is the novelty of redesigned warnings. Although we 
found no evidence in this direction, this remains a limitation of our study. 

Another confounding factor might be the possible learning process that takes place 
after repeated exposures to the same set of questions with different warnings. A 
technical limitation of the software we used to implement the survey3 prevented us 
from tracking the random order in which participants saw our warnings. Although 
randomization might counter-balance learning effects, we acknowledge that this does 
not necessarily cancel out the effects. One improvement to the experimental design 
would be to show a single warning to each participant. We decided to show five 
warnings instead of one to reduce the number of participants needed for the study.  

Our redesigned sets utilized different layouts of options, longer and more 
descriptive texts for each option, information about context, and the results of analysis 

                                                           
3 SurveyGizmo, available at http://www.surveygizmo.com 
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by other tools. However, our experimental design did not allow us to isolate the 
impact of each of these design changes. In future work we expect to better isolate 
specific factors. 

4.2   Conclusion 

By comparing existing computer security warnings with two sets of warnings that we 
created, we explored relationships between the design of the warning, understanding 
of the problem underlying a warning, the belief that the problem is important 
(motivation), the tendency to pick the safest option (safe response), and demographic 
factors. We found that design changes can lead to improvements in understanding, 
motivation, and tendency to pick the safest option in some cases, but further work is 
needed to isolate the impact of various design factors. However, we were unable to 
help participants differentiate between the appropriate option in high- and low-risk 
conditions. We also found that although understanding and motivation are strongly 
tied to each other, motivation is a slightly more important factor than understanding 
when it comes to increasing safe response to warnings. 

Warning designers should keep in mind that both the level of importance that users 
attribute to a warning and the understanding of the problem underlying a warning 
contribute to user response. To be successful, warnings should both motivate a user to 
respond, and help users understand the risk, in that order. Future work should look at 
exactly how much each of these factors, and other factors, contribute to increasing 
safe response to warnings. 
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Appendix  

Table 5. Comparison of percentage of participants that showed understanding (top), motivation 
(middle) and safe response (bottom) between warning sets. Black cells show significant 
increases over existing set, dark grey show significant decreases from existing set, and light 
gray cells show non-significant differences from existing set. c is coefficient, SE is standard 
error, z is z-value, and p is p-value. 
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Table 6. Logistic regression coefficients of interactions between variables (H4), per warning. 
Dark cells show significant, positive values, and grey cells show significant negative values. 

 
  

 

Fig. 4. Mental-model-based (M) set of warnings 

 

 

 



 Improving Computer Security Dialogs 35 

 

 

Fig. 5. Existing (E, top) set and Guidelines-based (G, bottom) sets of warnings 
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Abstract. PHRs (Personal Health Records) store individuals’ personal health 
information. Access to this data is controlled by the patient, rather than by the 
health care provider. Companies such as Google and Microsoft are establishing 
a leadership position in this emerging market. In this context, the need for 
psychological acceptability in privacy and security protection mechanisms is 
essential. Any privacy and security mechanism must be acceptable from a 
usability perspective. This paper presents a study of the privacy policies of 22 
free web-based PHRs. Security and privacy characteristics have been extracted 
according to the ISO/TS 13606-4 standard. In general, quite a good level was 
observed in the characteristics analyzed. Nevertheless, some improvements 
could be made to current PHR privacy policies to enhance the management of 
other users’ data, the notification of changes to the privacy policy to users and 
the audit of accesses to users' PHRs.  

Keywords: Usable privacy, usable security, PHRs, healthcare. 

1   Introduction 

In recent years, governments around the world have shown an increasing interest in 
computerizing health-care records [1]. The growing use of Web 2.0 technologies 
signifies that patients can now access their own health information via tools such as 
Personal Health Records (PHRs). The Markle Foundation defines a PHR as “An 
electronic application through which individuals can access, manage and share their 
health information, and that of others for whom they are authorized, in a private, 
secure, and confidential environment” [2]. The following benefits can be attained with 
PHRs [3][4]: (i) they provide a unified summary of users' entire health histories; (ii) 
they are easy to understand and use; (iii) 24/7 access to all users' healthcare data from 
anywhere in the world; (iv) collaborative disease tracking; and (v) continuous 
communication between patient and physicians.  

At present, a number of cutting-edge companies such as Google and Microsoft 
attempt to deliver healthcare services with their own PHRs: Google Health and 
Microsoft HealthVault. However, a number of new security and privacy threats hang 
over patients' health data in this context [5]. Information might be fragmented and 
accessible from several sites (by visiting different doctors' offices, hospitals, 
providers, etc). Safety defects in some of these systems could cause the disclosure of 
information to unauthorized people or companies, and health data therefore need 
protection against manipulations, unauthorized access and abuses. Data needs careful 
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protection, thus leading to the necessity for extreme strictness in storage and 
information exchange activities. 

These threats are arguably more challenging than those found in most other 
industry sectors owing to [6]: (1) the amount of patient health record entries; (2) the 
number of healthcare personnel and organizations that might come into contact with a 
patient at any one time; (3) the difficulty involved in classifying the sensibility of a 
patient record entry; (4) the provision of very rapid appropriate access in a distributed 
computing environment; (5)  the need for reviews of access permissions and for the 
PHR entries to be rigorously managed.  

This research aims to study the privacy and security of PHRs from a usability 
perspective. The privacy policies of 22 free web-based PHRs were analyzed to extract 
their main characteristics. Our study on usable privacy and security is classified as a 
security feature study, according to the five-category framework presented by Birge 
[7]. The remainder of the paper is organized as follows. Section 2 justifies the 
importance of this research by reviewing the related literature. Section 3 introduces 
the method used in the experiment: instrumentation, experimental procedure and 
analysis of characteristics. Section 4 shows the principal results obtained from the 
data collected. Finally, Section 5 presents some concluding remarks. 

2   Related Work 

In recent years, relevant research has been carried out into PHRs, particularly with 
regard to the most popular PHRs, Google Health and Microsoft HealthVault. Martino 
and Ahuja [8] assessed these platforms to highlight those vulnerabilities existing in 
PHR privacy policy coverage and gaps in privacy policy notification mechanisms. 
The authors used well-researched evaluation criteria reported in literature [9, 10, 11].  

Kotz et al. [12] compare existing privacy frameworks and identify a privacy 
framework for mobile healthcare and home-care systems. Mohan and Blough [13] 
propose a framework which supports the need to change the rule and policy 
combination algorithms dynamically based on contextual information. Williams [14] 
presents a survey of the research literature related to the security and privacy of 
personal health information in social networking applications, and provides a 
snapshot of privacy and security safeguards for social network websites. Huang et al. 
[15] design a method according to HIPAA guidelines to preserve the privacy and 
security of patients' portable medical records in portable storage media. Carrión et al. 
evaluate the privacy policies of 20 PHRs to check that the privacy of patients’ data 
was preserved in accordance with HIPAA guidelines [16]. Sunyaev et al. develop 
criteria to assess the PHR systems from the users' viewpoint. The criteria were 
classified into three categories: patient information, personal control and additional 
services [17]. To illustrate their proposal, these authors applied the criteria to Google 
Health and Microsoft HealthVault. Sunyaev et al. [18] also performed an evaluation 
of Google Health API and Microsoft HealthVault API. An evaluation of the ethical, 
legal, and social issues (ELSI) was presented by Cushman et al. [19], who group this 
evaluation in four areas: privacy and confidentiality, data security, decision support, 
and the legal-regulatory regime for health data.  



38 I. Carrión, J.L. Fernández-Alemán, and A. Toval 

In this work, we analyze 22 free web-based PHRs, including Google Health and 
Microsoft HealthVault. To the best of our knowledge, no other studies have dealt with 
the security and privacy features of so many PHRs. 

3   Classification Framework 

3.1   Instrumentation 

The problem of selecting the set of PHRs to be included in the study was confronted 
by consulting the web site of the American Health Information Management 
Association (AHIMA): myPHR. Its url is www.myphr.com and contains large amount 
of information on the PHRs. To the best of our knowledge, this web site provides the 
most comprehensive list of PHRs that a user can find, and has also been used to select 
PHRs in multi-source sampling [20]. It includes a section called “Choose a PHR” 
which was used to obtain a free web-based PHRs list. At the moment of accessing it 
on March 2011, a total of 29 free web-based PHRs (specified in Table 1) were 
retrieved. Note that AHIMA classifies the PHRs according to their format and cost. In 
this respect, some PHRs have premium accounts, and can thus also be classified as 
“for purchase''. 

Table 1. PHRs lists hosted in AHIMA 

Format Cost Amount 
Web-based Free 29 
Software-based  Free 0 
Paper-based Free 3 
Web-based For Purchase 63 
Software-based For Purchase 1 
Paper-based For Purchase 13 

3.2   Experimental Procedure  

The privacy policy of each PHR selected was reviewed by one author. This review 
was carried out between February and March 2011. Difficulties were encountered in 
seeking the PHRs' privacy policy because some of them were not on the PHR home 
page and others were fragmented in several documents. While the review was 
conducted, the formulation criteria for the enquiries was carefully discussed and 
agreed in an attempt to obtain a comparative framework that would be as 
comprehensive and clear as possible. Moreover, a number of the listed PHRs were not 
in force, or had no privacy policy or an equivalent document. In conclusion, the 
original amount of PHRs for participation (29) was reduced to 22. 

The ISO/TS 13606-4 [6] is a Technical Specification (TS) which provides a basic 
framework that can be used as a minimum specification for an EHR (Electronic Health 
Records) access policy, and a generic representation for the communication of policy 
information. We have adopted ISO/TS 13606-4 as the basis of a classification 
framework for the evaluation of the set of relevant PHR features. According to the 
ISO/TS 13606-4: (P1) “health records should be created, processed and managed in 
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ways that guarantee the confidentiality of their contents and legitimate control by 
patients in how they are used”; (P2) “the subject of care has the right to play a pivotal 
role in decisions on the content and distribution of his or her electronic health record, as 
well as rights to be informed of its contents”; (P3) “the communication of health record 
information to third parties should take place only with patient consent”. A number of 
PHR security and privacy features have been defined according to these principles.  

3.3   Analysis of Characteristics 

Nine security characteristics were defined to analyze the PHRs: Privacy policy 
location, Data source, Data managed, Access management, Access audit, Data 
accessed without the user's permission, Security measures, Changes in privacy policy 
and Standards: 

Privacy Policy Location. This characteristic is related to the question Where is the 
Privacy Policy on the PHR web site? PHRs should provide a Privacy Policy which 
describes how users' data are used in order for users to be informed. The Privacy 
Policy should be easily accessible by users. The difficulty of Privacy Policy access is 
assessed by counting the number of links clicked. The values that this characteristic 
may take are: 

0. The Privacy Policy is not visible or not accessible. 
1. The Privacy Policy is accessed by clicking one link. 
2. The Privacy Policy is accessed by  clicking two or more links. 

Data Source. This characteristic is related to the question Where do users’ PHR data 
proceed from? Generally, the user is his/her data source, but there are PHRs which do 
not only use this source. Some contact the users' healthcare providers, others allow 
other users and different programs to enter users' data and others use self-monitoring 
devices to obtain users' data. The values that this characteristic may take are: 

0. Not indicated. 
1. User. 
2. User healthcare provider. 
3. User and his/her healthcare providers. 
4. User, other authorized users and other services/programs. 
5. Self-monitoring devices connected with the user. 

Data Managed. This characteristic is related to the question Who do the data 
managed by the users belong to? The users can manage their own data, but they can 
sometimes manage other users' data, such as that of their family. The values that this 
characteristic may take are: 

0. Not indicated. 
1. Data user. 
2. Data user and his/her family data. 

Access management. This characteristic is related to the question Who can obtain 
access granted by the users? The users decide who can access their PHR data. The 
PHR systems analyzed allow access to be given to different roles. The values that this 
characteristic may take are: 
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0. Not indicated. 
1. Other users and services/programs. 
2. Healthcare professionals. 
3. Other users. 
4. Other users, healthcare professionals and services/programs. 

Access audit. This characteristic is related to the question Can users see an audit of 
accesses to their PHRs? The values that this characteristic may take are: 

0. No. 
1. Yes. 

Data accessed without the user's permission. This characteristic is related to the 
question What data are accessed without the user's explicit consent? The PHR 
systems typically access certain data related to the users in order to verify that 
everything is correct. The values that this characteristic may take are: 

0. Not indicated. 
1. Information related to the accesses. 
2. De-identified user information. 
3. Information related to the accesses and de-identified user information. 
4. Information related to the accesses and identified user information. 

Security measures. This characteristic is related to the question What security 
measures are used in PHR systems? There are two types of security measures: 
physical measures and electronic measures. The physical security measures are 
related to the protection of the servers in which the data are stored. The electronic 
security measures are related to how stored and transmitted data are protected, for 
example, by using a Secure Sockets Layer (SSL) scheme. The values that this 
characteristic may take are: 

0. Not indicated. 
1. Physical security measures. 
2. Electronic security measures. 
3. Physical security measures and electronic security measures. 

Changes in Privacy Policy. This characteristic is related to the question Are changes 
in privacy policy notified to users? Changes in Privacy Policy should be notified to 
users in order to make them aware of how their data are managed by the PHR system. 
The values that this characteristic may take are: 

0. Not indicated. 
1. Changes are notified to users. 
2. Changes are announced on home page. 
3. Changes are notified to users and changes are announced on home page. 
4. Changes may not be notified. 

Standards. This characteristic is related to the question Are PHR systems based on 
privacy and security standards? The PHR systems analyzed use or are based on two 
standards: the Health Insurance Portability and Accountability Act (HIPAA) [21] and 
the Health On the Net Code of Conduct (HONcode) [22]. The values that this 
characteristic may take are: 
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0. Not indicated. 
1. HIPAA is mentioned. 
2. System is covered by HONcode. 
3. HIPAA is mentioned and system is covered by HONcode. 

4   Results 

Table 2 shows the results obtained for each PHR system included in the review. For 
example, Google Health takes the value 1 (according to the numbering in Section 3) 
for the PL characteristic. The scores were calculated according to the security and 
privacy characteristics of the PHRs. The following variables are considered in this 
study: The security level was quantified by employing the characteristics: Access 
audit and Security measures. The privacy level was quantified by using the 
characteristics: Privacy policy location, Cookies, Changes in privacy policy and Data 
accessed without the user's permission. Fig. 1 shows these scores as two overlapping 
histograms. In general, quite a good level can be observed in the characteristics 
analyzed. Nevertheless, some improvements could be made to current PHR privacy 
policies to enhance specific capabilities such as: the management of other users’ data, 
the notification of changes in the privacy policy to users and the audit of accesses to 
users' PHRs, as shown in Table 2. 

Table 2. Characteristics of each PHR system. PL: Privacy policy location; DS: Data source; 
DM Data managed; AM: Access management; AA; Access audit; DA: Data accessed without 
the user's permission; SM: Security measures; CP: Changes in privacy policy; S: Standards. 

Tool  PL DS DM AM AA DA SM CP S 
1. Google Health  1 4 1 1 1 3 3 2 1 
2. ZebraHealth  2 1 0 0 0 1 3 4 1 
3. myHealthFolders  1 1 2 2 1 1 3 1 0 
4. Keas  1 4 1 0 0 2 3 3 0 
5. EMRy Stick Personal Health Record 2 1 1 0 1 1 0 0 0 
6. My HealthVet  2 1 1 2 0 1 2 0 1 
7. myMediConnect  0 3 1 2 0 0 3 0 1 
8. MyChart  1 2 1 0 1 4 0 0 1 
9. MedicAlert  1 1 1 3 0 2 3 2 0 
10. Microsoft HealthVault  1 4 1 4 1 1 3 2 3 
11. MediCompass  1 5 1 2 0 2 3 0 3 
12. TeleMedical  1 1 2 0 0 0 2 2 2 
13. Health Butler  1 1 1 2 0 2 0 4 0 
14. NoMoreClipBoard.com  1 3 2 2 1 2 2 2 1 
15. MiVIA  1 0 1 2 0 3 3 2 1 
16. iHealthRecord  1 0 0 0 0 1 2 4 0 
17. Dr. I-Net  1 3 1 2 0 0 3 0 0 
18. My Doclopedia PHR  1 2 1 2 0 3 2 2 1 
19. dLife  1 0 0 0 0 4 2 2 0 
20. RememberItNow!  1 4 1 4 1 3 2 3 0 
21. MedsFile  1 1 1 0 1 4 1 1 0 
22.Juniper Health  1 1 2 0 0 2 3 2 0 
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Fig. 1. PHRs usability score distribution 

5   Conclusions 

In this paper, a survey of 22 free web-based PHRs has been carried out. Most PHRs 
(86.36%) access different kinds of information without the users' explicit consent, but 
access to their identified information without their consent is never acceptable. Only 
thirteen PHRs (59.09%) notify or announce changes in their privacy policy to users. A 
number of PHRs (40.90%) do not provide any information about how the users 
provide access to their PHR data. In three PHRs (13.64%), physical security measures 
and electronic security measures are not reported. The Privacy Policies must include 
this aspect in order for users to perceive that their information will be protected by the 
PHR system. In a large number of PHRs (63.64%) the users cannot see an audit of 
accesses to their PHRs. This aspect should be improved because the users should be 
aware of how their information has been shared. A number of the PHRs reviewed 
(36.36%) are not regulated by a standard setting body. In future work, we intend to 
extend our analysis to a wider sample of PHRs, and compare the security and privacy 
features of free web-based PHRs with proprietary web-based PHRs. 
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Abstract. Average users lack the technical expertise to understand SSL 
certificates and security is not their primary goal. Thus, it is very hard to create 
a notable impact on user behavior using SSL-status indicators. However, with 
the introduction of web browser Personas (simple skins) as a possibility to 
change the browser's chrome, it becomes possible to provide a large status 
indicator without wasting screen real estate. In this work, we present an 
evaluation of Personas to represent the current SSL status combined with newly 
designed SSL warning messages, both in the lab and in the field. Results 
suggest that the concepts positively influenced security awareness. 

Keywords: SSL certificates, Security Awareness, Security. 

1   Introduction 

Communicating security issues to Internet users is a challenging task. One part of the 
problem space is how to visualize encryption state. A properly encrypted connection 
is an important security factor, even though it does not implicitly guarantee that the 
user is safe. In the past years the visualization in browsers has changed: The 
overlooked padlock icon has vanished and indicators in and around the URL bar have 
been introduced. The understanding of certificates has also become more complex 
with the introduction of Extended Validation certificates. With this kind of certificate, 
not only the match of encryption key and domain is verified but also certain company 
specific properties are validated [3]. This means that current indicators have to be 
adapted to display the difference between the two certificate types. 

In this paper, we present SSLPersonas, which visualizes the current SSL status of 
the browser by changing the browser's chrome. Additionally, we propose a new type 
of warning pages that block website access for insecure SSL statuses. Both ideas were 
implemented as a plugin for Mozilla Firefox and evaluated in a lab study as well as 
using questionnaire results from 169 real users of the plugin (that had used the plugin 
for up to six months). 
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Fig. 1. Proposed Personas for a) Extended Validation certificate b) Standard SSL certificate c) 
Warning (unencrypted content); d) Browser with a standard Persona displaying the changed 
warning page for a non-matching URL. 

Visualizing certificate details has been recently covered by Biddle et al. [2]. They 
evaluated a new kind of interface for those details based on guidelines making it 
easier to understand the certificate related information and in that way improved the 
accuracy of security decisions in that way. Alternatively, the users can be actively 
interrupted during their browsing task by showing them a dialog box and forcing them 
to decide on an option [4]. Unfortunately users tend to get quickly habituated and 
dismiss those messages without paying further attention [1] 

A big problem of web security is that it is not the users' primary goal [11]. 
Together with the phenomenon of change blindness [6] this results in passive 
indicators not being noticed.  

2   SSLPersonas 

Modern web browsers allow for completely changing the browser's chrome. Based on 
this, we came up with the idea of using this space for the visualization of the SSL 
certificate status. The expression “Persona” is used throughout this work as a 
reference to a special kind of browser skin, not changing the whole UI but only the 
window background. Personas therefore enable framing the current web page 
occluding a relatively big portion of the browser without wasting space for other UI 
elements in contrast to other security plugins or toolbars. By separating the browser 
chrome and the content, it is extremely hard for attackers to modify or mimic a 
Persona. The browser in figure 1d is using a standard Persona. 

Most browsers already use colors in the URL bar to make people aware of the 
current SSL state. We combine this approach by using specially designed Personas 
that are displayed in the browser while visiting a website that uses an SSL certificate. 
The Personas use a similar color scheme as the Firefox browser itself and are 
additionally enhanced with some imagery to make their meaning more clear. A green 
Persona (see figure 1a) showing two padlock icons and a certificate icon is shown for 
Extended Validation certificates. For standard SSL certificates a blue Persona with 
only one padlock icon is shown (see figure 1b). For web pages being SSL secured but 
transmitting some information over unencrypted channels, a yellow warning Persona 
is used (see figure 1c). 
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Browsing SSL secured sites can additionally lead to blocking browser pages as 
recommended by the W3C [9]. In the case that a certificate has not been verified by a 
certificate authority – e.g. a self signed certificate – a warning message blocks access 
to this site. Another problem can occur when a certificate is used for a domain it was 
not issued for. We redesigned the upcoming warning messages by firstly modifying 
text and appearance and secondly by adding a preview image of the blocked site (see 
figure 1d) (without really loading the site). 

3   Lab Study 

3.1   Methodology and Participants 

The concept was examined in a lab study by measuring if SSLPersonas is able to 
change the opinion of a user towards a specific website. We used a between subjects 
design with 24 participants. Twelve used a standard version of Mozilla Firefox, the 
other half had the plugin installed. The participants had to browse 14 different 
websites in seven categories. After each website, they had to report their personal 
assessment about security and trustworthiness of the website. We provided no 
explanations how the plugin worked or what the purpose of the study was until all 
assessments were made. 

The 14 websites covered seven different cases. For each case, a well known and a 
hardly known web page was used – measured by their Alexa rating1 for Germany, the 
country has been conducted in. The websites were shown to the participants in 
random order. The seven different cases consisted of the three different Persona states 
– Extended Validation (1), standard validation (2), mixed content (3) – and two kinds 
of non-SSL-secured sites – genuine (4) and Phishing ones (5) – and finally two 
different types of warnings – mismatched domain (6) and unknown issuer (7). 

After viewing each website, participants had to answer a set of questions. For all 
Persona related websites, people were asked four questions: First they should tell 
whether they knew a website beforehand or not. This was used to check if our 
assignment for well-known and unknown websites did hold. After that, they had to rank 
the trustworthiness of the site on a five point Likert scale ranging from -2 (“this website 
seems suspicious”) to +2 (“this website seems trustworthy”). Another question 
concerned whether people would log in on the respective website -2 (“I definitely would 
not log in on this site”) to +2 (“I would log in without concerns”). The fourth question 
asked whether security assessment was possible: -2 (“I cannot see whether this site is 
secure”) to +2 (“There are enough indicators that this site is secure/insecure”). People 
should also name those indicators. Finally, we asked questions to determine how people 
would have reacted to the warning pages (cases 6 and 7). 

The 24 participants – mostly students – were randomly assigned to one of the two 
groups. The 12 participants of the control group were in average 27 years old (ranging 
from 14 to 45; two thirds male). They used the Internet for 4.2 hours (SD 2.6) in 
average each day.  All of them used the Internet for shopping and communicating; 
nine of them for online banking. Looking at the plugin group, demographics are  
 

                                                           
1 Alexa.com computes a website ranking in a worldwide and country-based manner. 
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Table 1. Likert medians and means for the unknown websites of the different groups 

 
 

nearly equal: 58 percent male; average age of 23 years (range 14 to 30); using the 
Internet for 3.3 hours (SD 1.9) per day. Ten people use the Internet for shopping, 
twelve for communication and eleven for online banking. 

Hypotheses: We formulated four hypotheses: H1: Using Personas for positive SSL 
statuses – like an SSL certificate being present – will increase the trustworthiness of a 
web page. H2: Using a Persona to warn users about a web page transmitting some 
data over unencrypted channels will reduce the trustworthiness. H3: The absence of 
the Persona on non-encrypted websites will reduce their trustworthiness. H4: The 
redesigned SSL warning pages will enable more users to choose the correct/secure 
option. 

3.2   Results 

The classification of known and unknown sites worked well for cases 1, 2 and 5. The 
websites for case 3 and 4 were known by hardly any participant. In contrast, the 
classification of unknown sites matched very well. Thus, the following results will 
mostly be taken from the unknown websites. For the well-known websites, we found 
a tendency of them being rated nearly equally to the unknown sites whilst the plugin 
seemed to have more influence on people using unknown sites. 

Comparing the five cases, the SSLPersona-enhanced browser outperformed the 
standard one. The medians and means of the participants' answers ranging from -2 to 
+2 can be found in table 1. In case of correctly SSL-secured sites (case 1 and 2), 
people in the plugin group rated trustworthiness, the willingness to log in and the 
ability to determine security higher. These values support H1.  

For the partially encrypted page using the warning Persona (case 3), we expected 
to get lower ratings for trust and log in willingness. The ability to determine security 
should still be higher. Again all those assumptions hold when looking at the median 
values. This supports H2. 

In case of the non-SSL sites and the phishing sites, both groups saw a standard any 
Persona. For H3, we expected the results of the plugin group to drop due to a missing  
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Fig. 2. Left: Warning message decisions for cases 6 and 7. Upper half of each bar represents 
well-known websites, the lower half hardly known websites. Right: When showing participants 
pictures of the standard or plugin enhanced version, people from both groups preferred the 
enhanced version. 

positive feedback. This did not happen. The study duration was much too short for 
people to get used to the plugin and expecting the green Persona to show up. 
Furthermore, the order of the visited websites was randomized for each participant. 

Looking at the warning page for a non-matching URL (case 6), participants had 
three options to choose from: Leaving the site, visiting the link the certificate was 
intended for and adding an exception and continuing to the site. The best option in 
such a case would be to visit the URL the certificate was originally issued for. This 
was done by zero (known) and two (unknown) participants for the control group in 
contrast to six (known) and five (unknown) using the plugin (see figure 2 left).   

When confronted with an untrusted issuer certificate (case 7), the only option was 
to leave the site or set up an exception. Since our websites both were genuine but used 
self signed certificates, setting up an exception was okay in this case. Again plugin 
users used the exception more often (see figure 2). Comparing the correct answers 
with a repeated-measures ANOVA – within-subject factors: “known” and “warning 
type” – the results for the between subjects variable “group” are highly significant 
(F1,22=16, p=0.001) which confirms H4. 

After rating the websites, the participants were debriefed and shown some side-by-
side images of a browser with and without the plugin. Overall, 75% of the participants 
preferred the plugin version. The same holds for the comparison of the warnings. 71% 
preferred the plugin warnings (see figure 2 right).  

4   Field Study 

Based on the lab study, the plugin was improved (e.g. UI bugs fixed) and published 
on August 20, 2010 through the Firefox addon webpage. It quickly gathered public 
interest and was installed several thousand times. Different blogs and podcasts related 
to security covered the plugin and reported about the concept [5,8]. By March 2011, 
the plugin was downloaded more than 15,000 times. It has around 2,300 active users. 
86% use Windows, 8% Unix and 6% Mac OS. 45% percent are US English users, 
32% are German, 5% British followed by smaller amounts of French, Spanish, Italian, 
Brazilian and Russian users. 
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4.1   Methodology and Participants 

Having a real-world user base with a broad spectrum of nationalities provides a good 
baseline for evaluating experiences with the plugin and its concept. Thus, we created 
an online questionnaire and a plugin update to invite them to take part in the research. 
No further incentives were provided. 

The questionnaire consisted of three sets of questions. Firstly, a small set of nine 
questions from the IBM “Post-Study System Usability Questionnaire” [7] was used 
with 5-point instead of 7-point Likert scales. The second set contained eleven 
questions about plugin usage and security knowledge. Finally, we collected 
demographics of the participants. 

The survey was available in English and German. Incoming participants were 
diverted according to their browser language. The survey was also available through 
several external links – like the plugin's web page. 

After deploying an update, Firefox automatically recommends it to the users. 
Therefore, most of the users quickly updated (approx. 1,700) in the two weeks period 
the questionnaire was available. From those users, 169 (approx. 10%) completed the 
questionnaire. 88% of them used the English version 12% the German version. The 
average age of the participants was 41 years (range: 9 to 70). Only 16 participants 
(9.5%) were female. Please note that there was no way to check whether the 
demographic data was valid. 

4.2   Results 

Analyzing the responses, we found that a large number of respondents has to be 
categorized as sophisticated users. In average, participants spend 30 hours (SD 23.1) 
per week on the Internet, 12% more than 60 hours. Rating their computer skills, only 
2% stated to be “inexperienced”, 21% had “average” skills, 48% had “advanced” and 
28% “expert” skills. 9% of the participants stated they had been victim to a Phishing 
attack before, but only one attack successfully fooled the victim. 

We had no technical means to find out how long people had installed the plugin 
before and added a respective question. 15% stated having used the plugin less than 
one month, 40% 1-2 months, 30% 3-5 months and 15% more than five months. 
Comparing the groups of new and old users, no major changes in answers can be 
found except for the stated experience level. Whilst 69% of the long-term users stated 
either to be advanced or expert Internet users, those users made up only 48% of the 
group of new users. Probably early adopters were rather experts whilst more and more 
inexperienced users discovered the plugin lately. The high number of expert users can 
be explained with the effort of finding an extra security plugin which is usually not 
taken by novice users due to the secondary goal property of security [10]. 

In the questionnaire, we showed pictures of Firefox's standard SSL indicator – a 
green bar in front of the URL indicating an Extended Validation certification. We 
asked them whether they had noticed it before. 82% confirmed this. We asked those 
users to explain what it meant: 11% gave a correct explanation (mentioning the 
concept of Extended Validation) and 57% mentioned at least security. From the 82% 
of people that stated they had noticed the bar, 50% said they had already clicked on 
this field at least once and half of those were able to correctly describe the contents of 
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Fig. 3. The distribution of Likert answers throughout the nine questions extracted from the IBM 
Post-Study System Usability Questionnaire 

this field. “Do you know the difference between the blue and green Persona.” resulted 
in 62% saying they knew it but again only 21% gave a correct answer. Another 21% 
of the respondents thought it had to do something with the “strength of encryption” 
and some people thought the blue Persona would indicate that some contents of the 
website are not encrypted. This means that although users estimated themselves to be 
security experts the detailed answers were mostly incorrect. 

The IBM usability questions used a 5-point Likert scale ranging from 1-‘strongly 
agree’ to 5-‘strongly disagree’. All questions were answered with a Median of 1, 
which means that the plugin is very helpful to the users. The best mean value was for 
“It is simple to use SSLPersonas” having 1.2 (SD 0.6). The worst mean value was 1.7 
(SD 0.9) for “SSLPersonas has all the functions and capabilities I expect it to have”. 
More details on the nine questions can be found in figure 3.  

To our surprise, 38% stated that SSLPersonas changed the way they use the 
Internet. 

5   Limitations, Discussion and Conclusion 

As with any lab study, this one also had problems with ecological validity. The field 
study was supposed to fill this hole. Interestingly, we found that the real users of 
SSLPersonas largely consist of expert users. Although the concept primarily targets 
novice users, expert users dominate both, the early adopter and the basic user group 
while novice users adopt the concept much more slowly. We assume this is due to 
different factors. For instance, novice users do not know about the security issues and 
thus do not search for solutions. Therefore, a novice user would not install the plugin 
by herself. This suggests that especially security enhancements should be delivered 
with the browser. 

Despite the high number of experts, the percentage of people that were able to 
correctly distinguish between the different kinds of SSL certificates – the green and 
the blue Persona – is very low. The number of people misleadingly assuming a 
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stronger encryption is equally high. This puts the whole concept of different types of 
certificates into question as they seem not to be self-explaining. Our green Persona 
potentially added up to this fact because it contained two lock icons instead of one in 
the blue Persona. After the study, we changed that and added an icon of a “green 
man” as a metaphor for the validated company identity. 

Both studies support our hypothesis that SSLPersonas improves security awareness 
in standard web browsing tasks without occupying extra screen space. In the lab 
study, we could show that SSLPersonas influences the users' rating of websites 
towards a better (more secure) behavior. The published plugin was installed by many 
people of which 169 participated in a survey. The results attest SSLPersonas positive 
effects on security-aware behavior. Being able to positively influence the users 
security decisions at no cost in combination with the fact that expert users also rely on 
the concept shows the value and importance of this work. 

We also proposed new layouts for certificate warning pages with the main goal to 
avoid habituation. They enabled the participants to make significantly more rational 
decisions when dismissing the warning dialogs.  

Personas as a status display for SSL information seem to be able to influence 
security assessment. In the future other factors could be added to the underlying 
concept to get a more complete security analysis. 
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Abstract. Ambient displays are gradually augmenting the principal static 
elements of architecture, such as walls, transforming space into a dynamic and 
ever-changing environment. Does the addition of such digital elements 
influence people’s perception and understanding of space around them? If so, 
do ambient displays lead to behavioral changes like people’s movement in such 
environments? In this particular study, a series of experiments were conducted 
to investigate public interior spaces with embedded ambient displays. The 
findings are then presented showing how the presence of an ambient display 
through its visual depth affects and changes movement patterns. This study 
discusses the ability of an ambient display to refine navigation paths and 
suggests that its visual depth can enhance its effectiveness.  

Keywords: Ambient displays, human navigation, built environment, visual 
perception. 

1   Introduction 

Digital technologies have now become a medium for transforming the principle 
elements of architecture into dynamic components that affect people’s perception and 
understanding of the space around them. Ambient displays, in most cases, can simply 
augment walls and thus have an advantage of not changing the physical morphology 
of space. Through light and sound, they make use of the entire physical environment 
as an interface and source to digital information [1]. This interface can be considered 
as a virtual opening, in a form of a digital window that extends the architectural space 
and widens the vision of users in a given space. Like a window that connects two 
physical spaces and transfers information between them, an ambient display can be 
seen as a link between physical and virtual worlds, where the virtual world can be for 
example the projection of another physical world or a computer generated space.  

The introduction of a virtual space into the physical environment redefines the 
spatial properties of this environment. For instance, an ambient display can be used to 
transform a static wall to a more transparent and fluid element that dissolves the 
boundaries between virtual and physical space. During ‘out of bounds’ interactive 
installation, Chris O’ Shea [2] effectively challenged the relation between physical 
and virtual space. By projecting previously captured spaces onto the wall, he enabled 
people to ‘see’ through the physical boundaries of space. As he stated, this interaction 
allowed people to enter the ‘prohibited’ areas of the museum while encouraging their 
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childlike curiosity [2]. But how can ambient displays affect people’s movement in 
space? The ability of ambient displays to project views of one space from another and 
create hybrid information space might alter our perception of space. If so, can the use 
of hybrid space create behavioral changes related to people’s navigation in space? 
The aim of this research was to analyze how digital information when introduced 
through ambient displays affects people’s movement in the interior of public 
architectural spaces. The research’s interest is in how the addition of an ambient 
display at a given space can alter people’s navigation in it. In order to answer this, a 
series of experiments were designed to explore the effects of ambient displays on 
people’s movement inside public spaces. 

2   Background 

Research from two fields is relevant to the work. First, this research examines work 
investigating the use of ambient technology in architectural spaces. Second, there is a 
brief outline of research studying perception and movement in architectural spaces, 
where ambient displays are not considered as elements that augment vision.  

2.1   Ambient Displays: Transforming Architectural Spaces  

The paradigm of ubiquitous computing represents the technological tendency of 
embedding information processing into everyday objects and activities. Drawing on 
Weiser’s proposal of ‘ubiquitous computing’ [3], Ishii and Ulmer [4] envisioned the 
transformation of architectural surfaces into active interfaces between physical and 
virtual worlds. One of the first attempts to place an ambient display inside 
architectural space was initiated by Ishii et al. [5]. They designed the ambientROOM, 
a room equipped with ambient media (ambient light, shadow, sound, airflow, water 
flow). AmbientROOM provided the inhabitance of a room with a subtle awareness of 
human activity around people. The environment created by the ambientROOM was 
designed to enhance the sense of community through shared awareness concluding in 
a more pleasant space. 

Currently, ambient displays have received considerable attention by architects who 
try to construct buildings with embedded digital technologies. For example, the 
Porsche Museum by Delugan Meissl [6] (see Figure 1) and the BMW Museum in 
Munich, Germany that was designed in 2007 by ART+COM [7] include large 
ambient displays that have augmented the interior surfaces of walls. In addition to 
this, when they designed Digital Pavilion in 2006, Kas Oosterhuis and Ilona Lénárd 
[8] transformed concrete interior walls into interfaces able to display readable 
information or create atmospheric lighting effects. Taking the idea of placing ambient 
displays instead of walls further, Ataman et al. [9] proposed the use of large display 
‘materials’ as construction surfaces in architectural design. They envisioned 
movement through space in the future to be more dynamic, incorporating different 
levels of transparency and space that could be described by the fluidity of the walls 
that surround people. 
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Fig. 1. Porsche Museum, Stuttgart, Germany 

As indicated by previous studies [10, 11], the presence of an ambient display in 
architectural space can ensure more pleasant environments; while at the same time 
can be informative and socially engaging. Moreover, because of being blended with 
physical space, ambient displays are unobtrusive and do not distract the users that are 
not interested in the displayed content. For example, Mathew and Taylor [10] with 
their project AuralScapes try, with the use of sound and sky projections, to create a 
virtual connection from the outside to the inside, where information is abstracted and 
delivered at the periphery of human attention. By developing this link, they create a 
pleasant indoor environment and partially dissolved the static notion of the 
surrounding walls. 

In fact, the use of digital technologies in architecture goes beyond the simple 
modification and transformation of space into a pleasant and informative 
environment, influencing people’s behavior in it. With his work Röcker et al. [12] 
states that ambient display installations that promote awareness and presence produce 
positive effects and behavioral changes on office teams. 

It has been observed that changes to the digital environment have led to behavioral 
changes such as the movement of people through that space. Indeed, Schieck et al. 
[13] in an attempt to analyze the influence of an interactive floor installation in 
people’s social engagement in urban environments, reports that she recorded 
unexpected and diverse changes in movement patterns around the installation. But 
what are the changes in movement patterns resulting from the presence of ambient 
technology?  

For architects wanting to incorporate ambient interfaces it is essential to 
acknowledge the effects of their design proposals on people’s navigation in space. 
With analysis and visualization of these effects, ambient display components will be 
incorporated in designs efficiently and activate or transform existing spaces. Relevant 
studies [6, 14, 15, 16] on ambient technology place the center of attention on human-
computer interaction without considering the visual and spatial perception that link 
people and technology. 
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Fig. 5. Influencing direction
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any arrangement easily with little limitations. For the construction of the corridor-like 
setting lightweight solid partitions were used covering the full height of the space and 
positioned in order to produce a symmetrical space. The remaining space at the end of 
the corridor-like setting was designed as a small cafeteria with sufficient space for 
people to stay and chat with each other reproducing a casual everyday atmosphere. 
Over the course of the experiment there was free coffee, tea and some sweets in this 
space available to everyone. 

For the data gathering, a multi-camera set-up was used for synchronized recording 
of every corner of the lab. The cameras were positioned in the ceiling and configured 
to track multiple angles of the decision-point area as well as the full length of the 
corridor and the coffee area. Additionally, the cameras could also focus on the face 
along with the body of each subject in order to recognize the line of sight, as each 
subject was moving towards and passing the decision point. For every day of the 
experiment eight video streams were recorded during the working hours. 

The experiment ran over a period of several weeks where people that work in the 
university or visitors could use this setting for taking their morning or afternoon 
coffee. None of the participants were aware of the research’s nature but were 
informed that they were taking part in an experiment and would be recorded. The 
experiment area was clearly marked to the effect that they are entering a video 
monitored zone and emails sent out to ask for participants. The emails explained that 
the purpose of the experiment will be revealed after its compilations and the whole 
process was ethically approved. While participants were asked to use a specific 
entrance and exit door in order to avoid passing through the corridor in both 
directions, it was felt that this did not bias participants’ response of direction choice. 

As discussed before, the measurements had to be compared with a ‘base model’ of 
this space with no ambient displays installed. On that account, the experiment started 
by collecting data about people’s movement within the T-shape configuration with no 
ambient display present. After having sufficient data to serve as the basis of the 
experiment, the second phase started, in which a large display was carefully 
embedded into the right wall (see Figure 6) of the constructed corridor just before the 
corner (decision point). The display, a large anti-glare display with a 15 mm black 
casing, was linked with a high-definition professional camera and depicted the coffee 
area as seen from a particular ‘perspective’. This ‘perspective’ view was used in order 
to emulate the actual perspective of the coffee area that an opening at this position 
would have revealed. Similarly, in the third phase the display was placed 
symmetrically on the left side of the corridor, positioned in the same way and 
producing the same effect but streaming data of the coffee area as seen from the left 
side. Everything else in the experimental setting remained unchanged for the course 
of the experiment. At the end of the study all video streams were examined regarding 
the movement, choice of direction and the reactions of the people. All data were 
treated with confidentiality and not shared with anyone outside the limits of this 
research. 
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subject unaffected by the number of people in the group. These categories were 
analyzed using a chi-squared test and logistic regression analysis (modeling of 
binomial proportions). 

In the first phase (no display), which took place over a period of four weeks, the 
findings revealed that combining groups and individuals, 55% of the people turned 
left in the specific setting and 45% turned right, while counting only the individuals 
the distribution was 54.8% left and 45.2% right (see Figure 7). 

 

Fig. 7. Distribution (%) between routes 

In the second phase where the display was on the right side and run over a period 
of three weeks, the distribution was 41.1% turning left and 58.9% turning right for the 
combined test subjects and 42.1% left and 57.9% right for only the individuals (see 
Figure 7). Those results showed a significant ‘shift’ in people’s distribution along the 
two alternative directions. The shift towards the right side was 13.9% combining all 
test subjects together and 12.7% counting only the individuals. 

Finally, in the third phase with the display positioned on the left side and run for 
three weeks, the distribution was 73.4% turning left and 26.6% turning right for the 
combined test subjects and 66.6% left and 33.4% right for only the individuals. Those 
results also showed a significant ‘shift’ in people’s distribution (see Figure 7). The 
shift towards the left side was 18.4% combining all test subjects together and 11.8% 
when counting only the individuals.  

Furthermore, for validation of the significance of the results from the three 
unmatched groups a chi-square statistical test was used. The p-value of this test was 
0.000047. Figure 8 depicts the calculated ‘expected’ percentages from the chi-square 
test against the observed percentages. 

Following the tests about the general significance of the measured data and the 
influence of the ambient display, a logistic regression analysis was conducted 
(‘modeling of binomial proportions’). For this test a value denoting the position of the 
ambient display was introduced (direction of influence): ‘-1’ when the ambient 
display is at the opposite side than the one testing, ‘0’ when there is no display and ‘1’ 
when the display is on the same side, as well as a value denoting the presence of an 
ambient display regardless of position (encoded as ‘0’ for not present and ‘1’ for 
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present in one of the walls). The ‘direction of influence’ matches the direction of the 
significant change in movement as measured in the experiment, with a p-value (t pr.) 
less than 0.001. The result of this analysis further confirms the hypothesis that the 
ambient display produces a significant change in the direction of movement towards 
the side at which the display is located. Additionally, combining the ‘direction of 
influence’ and the ‘presence’ variables evinces that the resulted distortion is not based 
on the side of the corridor, where the ambient display is located, and thus for both 
‘right’ and ‘left’ cases the change was equally significant. 

 

Fig. 8. Expected and observed (%) movement distribution 

5.1   Null-Tests Results 

The results presented until now showed that the presence of an ambient display 
influences how people move through the environment. However there was a need for 
extracting whether the ambient display itself (the device) or its content were 
responsible for that change. For that reason, using the same equipment and spatial 
setting a follow-up experiment was conducted positioning the display in the same 
places as the first experiments but without the video link. Instead of the video feed, 
several scenarios were tested: no image is used in order to test the ambient display as 
a device while static images, animated images and short video clips used to explore 
the effects of diverse content that could affect the users. 

The results were treated in the same way as the first experiment and showed that 
the shift in direction between the phase without a display (base model) and each of the 
null-test phases is less than 3% in all cases and not statistically significant. 

In detail, from more than 400 individuals who took part in the null-test 
experiments, the majority of people continue to use the left route more (the same way 
as before the application of the ambient display), with the percentage varying from 
57% to 53% in favor of the left route. More analytically, compared to the phase 
without an ambient display where the distribution was 55% left and 45% right, the 
distribution with the display on the left for the worst case null-test scenario (case with 
the largest shift) was, 57.8% left and 42.2% right; while with the display on the right, 
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53.2% left and 46.8% right. What is clearly visible from the results is that the ambient 
display blends in the environment and becomes an unobtrusive object that without the 
visual extension does not influence people’s behavior and movement in space. 

6   Conclusion 

The results of this study reveal that, an ambient display that shows typical information 
has, as one might expect, no change on pedestrian route choice behavior. If the 
display shows a projection of nearby space, relevant to the pedestrian, then the 
presence of the augmented visual depth and more particularly the position of the 
ambient display influences route choice behavior. This has a number of ramifications 
in terms of both the design of ambient displays in architectural settings and the use of 
augmented/hybrid spaces in research conditions.  

Combining the findings from the experiment and the observation from the recorded 
video it is concluded that there is a significant change in the distribution of people and 
their movement patterns when an existing architectural space is augmented by the 
presence of an ambient display projecting a virtual link between two physically 
disconnected spaces (where the one can be also a virtual representation of a space). It 
is also clear from the results that the position of the display in the symmetrical routes 
has no different effects regarding the distortion of movement. In addition to this, the 
results of the ‘null-tests’ addressed that when the ambient display is not producing an 
augmentation of the visual field or the visual depth, it does not influence people’s 
movement in space. 

This study also demonstrates that the position of the ambient display as a visual 
link to a near but physically disconnected location has the effect of increasing 
awareness about this space giving a subliminal direction towards the side where the 
screen is situated. In some cases the ambient display unconsciously nudged people to 
pass through the corridor setting and go to the coffee area. As the video revealed, 
most of the users took decisions quickly. However, there were cases of individuals 
changing their initial decision and adapting their route towards the side of the screen. 
It is speculated that raising awareness of this decision may have increased the 
likelihood that these individuals recalculated the new augmented layout of space 
against the old and moved accordingly. 

Accepting that people’s visual perception of space becomes influenced by the 
virtual augmentation and extension of space that ambient displays produce, this 
research can contribute in two main areas. One area deals with the architectural space 
design featuring ambient displays, as well as navigation in space. The second area is 
the content and interface design for ambient media. In the fast-growing field of digital 
augmentation in architecture, understanding and acknowledging people’s movement, 
proximity and navigation in space can give new ways of managing and directing 
movement towards desired places or interfaces. Examples within this area include 
subliminal nudges for accessibility of remote or ‘hidden’ spaces as well as alternative 
and more efficient methods to assist way-finding. In addition, ambient information 
systems can be made and positioned in a way able to enhance interactivity and social 
engagement.  
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In the field of human-computer interaction the design of the interface is of crucial 
meaning for the effectiveness of the ambient displays. As it is clear that people react 
to the virtual depth of the ambient interface, as indicated by the change in movement 
within the experiments, designing such interfaces needs a significant consideration of 
the results that they will induce. As this study shows, an ambient display that extends 
the visual depth acts as a subliminal element attracting people to approach it and also 
change their direction. This effect is clear when comparing the findings from the 
‘null-test’ with the main experiment.  

Further research is needed, however, to produce more generic insights that might 
help with ambient display usage in architectural space and more critically the 
interface design itself. For this reason, it is crucial to explore more areas of the visual 
augmentation of spatial boundaries with ambient displays. Currently, a research that 
explores how the directionality of the virtual perspective projection, which is 
produced by ambient displays, can influence people’s direction of movement and 
proximity from the display is in its final stages. In essence, the intention is to produce 
attraction and movement by using skewed perspective projections on statically 
positioned ambient displays. 

This research suggests that embedding ambient displays that extend the visual 
depth into space can engage people to adhere to certain kinds of desired movement 
patterns. 
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Abstract. The role of users in design is changing from one of passive research 
subjects to one of active co-designers. Users are the best experts of their 
everyday life experiences, making them great potential sources of innovation. 
User-driven innovation requires methods by which user ideas can be captured 
and worked on further with designers. In this paper, we describe our 
experiences of three different methods to co-create cloud services. Our aim was 
to innovate with users how open access to telecommunication data such as user 
location, user profile and usage logs could be utilised in cloud services. The 
user-driven innovation methods included focus group, crowdsourcing in an 
open web lab and face-to-face interaction in an open innovation showroom. We 
compare these three methods and identify the best usage possibilities for each. 
We propose guidance on selecting user-driven innovation methods based on the 
available resources and targeted results.  

Keywords: User-Driven Innovation, Co-creation, Cloud Services, HCI research 
methods, Focus Group, Crowdsourcing, Open Web Lab (Owela), Open 
Innovation Showroom (Ihme). 

1   Introduction 

Today, human-centred design is an established practice for designing products and 
services so that the forthcoming users are represented in the design process. In a 
human-centred design process, user feedback is gathered throughout the iterative 
design process, and the design is refined accordingly. The process starts with 
identifying user needs by observing or interviewing users. In this phase, the decision 
to design a certain kind of product or service has already been made. To increase the 
user role in design and innovation, we should increasingly involve them in deciding 
what is needed and what kinds of products should be designed for them and with 
them. Kanstrup and Christiansen [1] describe this change as shifting the user role in 
design from a victim who needs support to a valuable source of inspiration. This 
change in the user role calls for user involvement in the innovation processes.  

In user-driven innovation, users are no longer considered a reference group that 
sets the specifications for a system but a source of inspiration that can foster 
innovation [2]. User-driven design integrates user studies and idea generation [3]. A 
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crucial factor for product and service development success is the performance in the 
early stages of the development process, that is a ‘fuzzy front-end’ when the targeted 
product or service is yet to be decided [4]. User involvement could be especially 
useful at this stage due to the high uncertainty and low formalization [5]. 

We have applied user-driven innovation to the case of future cloud services. Cloud 
computing refers to the paradigm shift from traditional installable applications to 
web-based software, where applications live on the Web as services. In cloud 
computing applications, hardware and system software are on remote data centres that 
can be located anywhere in the world [6]. In Cloud computing, resources can be 
purchased on demand from a virtually unlimited supply [7]. We have been studying a 
special case of cloud computing: Open Telco. Open Application Programming 
Interfaces (APIs) are a set of technologies that enable applications and services to 
interact with each other. This eases application design, as applications can utilise 
features and services provided by other service providers [8]. Open Telco is an open 
API framework for mobile networks. It gives external developers access to data and 
functionalities traditionally possessed by teleoperators. This enables open 
development of mash-up services that take advantage of network assets such as 
mobile payment capability, user profiles or location information [8].  

In this paper, we describe and compare three approaches to user-driven innovation 
of Open Telco services. Our approaches were technology-driven rather than market 
pull, as we were dealing with radical improvements in functionality [9]. The user-
driven design aim was to identify the meanings for the users of the various possible 
functionalities – the kinds of services that could be the forerunners of Open Telco. 
User-driven innovation activities were carried out using three methods. In focus 
group, users and designers met and ideated new services in a meeting room. In Open 
Web Lab, the ideation was taken to the web with social media. This made the ideation 
independent of time and place. The third study was carried out at an open innovation 
showroom in a real-world setting in which researchers and users interacted directly. 
The users could easily pop in when they had time, ideate with us, stay as long as they 
wanted and leave at their free will. 

The paper is structured in the following way. Section 2 gives an overview of 
related research on user-driven innovation and co-creation. Section 3 describes the 
Open Telco case study. Section 4 describes how we applied the three user-driven 
innovation methods in practice and, finally, section 5 compares the methods and gives 
recommendations on how the methods can be applied.  

2   Related Work 

In marketing and human-computer interaction (HCI) research fields, the user role is 
changing from one of research subjects to one of co-creators. In marketing, one 
contributing factor has been the growing emphasis on services instead of products. A 
service provider has to establish, maintain and enhance the relationship with 
customers. This relationship-marketing approach emphasizes continuous interaction 
and co-creation with users [10]. User-driven design integrates user studies and idea 
generation and includes users as equal partners in the early phases of design [3]. In 
user-driven innovation, users are a source of inspiration that can foster innovation [2].  
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Participatory design focuses on designing social systems together with users and 
other stakeholders [11]. It has mainly been used to design work practices and work 
tools with different professionals. This is why participatory design is connected to a 
certain user community and usage context, whereas user-driven innovation may aim 
to innovate possible usages and usage contexts.  

Hyvönen et al. [12] found direct contact between users and product developers to 
be an important element of user involvement. They emphasize the necessity of a 
common space where users and developers can meet. Sandström et al. [13] point out 
that functional elements of service experience are best met by services based on users’ 
ideas. Ideas that improve the emotional elements of the service experience (like 
enjoyment and fun) can be difficult for users to generate spontaneously. This is why 
Sandström et al. recommend a combination of customer- and company-generated 
ideas for service innovation. In the case studies by Hyvönen et al. [12], focus groups 
that brought together users and developers turned out to be the most beneficial. The 
feedback from direct interaction was impressive and influencing.  

The best known customer role in innovation is that of lead users introduced by von 
Hippel [14]. Lead users are characterized by their interest in the product, their 
frequent use of it or their activeness in information processing. Lead users have the 
ability to sense important market trends before the majority, which is why they may 
act as a ‘needs-forecasting’ laboratory. Alam [5] proposes that both lead users and 
ordinary users should be involved in the development process, as lead users are able 
to produce new ideas and their attractiveness can then be tested with ordinary users. 
An even more broadminded approach suggests that every user can offer something to 
the innovation process [15]. The only things that need to be determined are what kind 
of information is needed, what kinds of users or user groups are the best sources and 
what kind of interaction technique best enables the contribution.  

In their study concerning open innovation communities such as CrowdSpirit and 
FellowForce, Antikainen et al. [16] differentiate between motivation to participate 
and motivation to collaborate. They identified, e.g., the following motivational factors 
for collaboration: interesting objectives, an open atmosphere, possibility to be 
influential, a sense of efficacy, having fun, a sense of community and rewards.  

Design no longer just comes out of so-called ‘black box’ of designers’ creative 
minds but involves different experts and users. Many different methods are used to 
address users’ opinions throughout the development process, from requirement 
gathering to product evaluation. Different methods can be used to involve users in the 
design. Traditional methods such as focus groups, brain storming and thinking aloud 
have recently been extended with new methods such as cultural probes, co-design, 
online crowdsourcing and living labs.  

Focus group studies bring together a group of users to discuss a predefined theme. 
The focus group session is usually organized in an in-house laboratory. Through 
discussions among participants, researchers can capture subjective insights from user 
perspectives [17].  

While minor adjustments may be tuned according to the aims of the studies, focus 
groups usually take place in lab settings. One of the main reasons focus groups are 
commonly used in user ideation and evaluation is that they allow researchers to hear 
users’ direct opinions easily and, in a discussion setting, users have to ground their 
opinions. The presented ideas can also be further developed in the discussion. Focus 
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group results can be very helpful when making design decisions and in convincing 
engineers/marketing experts.  

To shift the control from the designers’ hands to the users’ ones, several 
experimental methods have populated the HCI research world. With cultural probes 
[18], designers are inspired by collections of users’ open and often random ideas from 
diaries, pictures or collages. In co-design, the user role is an equal design partner 
which enables the designers and users make design decisions together.  

The transformation of the decision-making process in innovation from the 
designers’ own judgment to the users’ mass opinions is currently bringing in the best 
practices in user-driven innovation. Many innovative companies today put their ideas 
in crowdsourcing media for evaluation and further development before starting to 
realize them. Web and social media provide good tools for this. The idea of online 
crowdsourcing or crowd-wisdom has become popular not only because the ideation 
process is free from geographical constraints but also because it provides promising 
results from an open and less scrutinized environment [19]. 

Open Web Lab (Owela) is an online space for open innovation with users, 
customers, developers and other stakeholders [20]. Owela utilises social media 
features for participatory design and open innovation. It is a place where users, 
researchers and companies can meet and discuss ideas and critique. Owela provides 
tools for understanding user needs and experiences and for designing new products 
and services together with users [20].  

This kind of online forum in which users are free to discuss and ideate according to 
their own schedule attracts many wild ideas and is easily accessible to people around 
the world. A similar environment is OpenIDEO, launched by IDEO, a well-known 
design and innovation consultancy. The OpenIDEO online platform is targeted at 
creative thinkers and uses ‘challenges’ as a method to discuss and solve problems. 
OpenIDEO currently focuses on social innovations.  

The limitation of focus group studies often comes from the fact that the data from 
users are collected out of the real context and they therefore plant risks of validity 
when innovation is released into its context: the real world [21]. Outside the actual 
usage environment, the focus group may not think about all the issues related to usage 
situations. Online innovation spaces may have the same limitation.  

Taking design activities into real-world environments changes the environmental 
setting of the user studies in HCI research from laboratories to the real world, such as 
living labs. Living labs are defined by the European Network of Living Labs 
(ENoLL) as real-life test and experimentation environments where users and 
producers co-create innovations [22]. According to ENoLL, living labs employ four 
main activities: Co-Creation, Exploration, Experimentation and Evaluation.  

While living labs focus on permanent user communities, innovation showrooms 
aim to provide environments for short-term co-creation and innovation activities in 
real-life environments. The Ihme showroom (Figure 4) is an open innovation and co-
design space located in a shopping centre. In this showroom, visitors can see and try 
applications of new technologies for themselves and are invited to ideate on how the 
technologies could be utilised.  

Even if user-driven innovation has been studied quite a bit, the methods are not yet 
established as practices. We wanted to study how different user-driven innovation 
methods can address users’ perspectives. We selected and performed studies with 
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three user-driven innovation methods to compare them in terms of ease of organizing 
the innovation activity, user motivation to participate and quality of the outcome of 
the innovation. As the methods were tailored to investigate user insights according to 
the specific innovation challenge (Open Telco Cloud services), it is possible for the 
identified differences of the three methods to be case-specific. The results still give 
insights into the pros and cons of these methods for future studies.  

3   Open Telco Case Study 

Open Application Programming Interface (API) standards are already widely used on the 
Internet, and Open APIs are the core components of several Internet services. Open Telco 
is an open API framework for mobile networks. It takes the data and functionalities 
traditionally possessed by teleoperators to the cloud. External service providers can 
access the data via the cloud [8]. This enables external development of mash-up services 
that take advantage of network assets, such as call and message control, mobile payment 
capability, user profile, location information or presence [8,22]. 

Mash-up services combine data and functionality from several external sources. A 
mash-up approach has proven successful on the Internet application market, and 
similar phenomena can be expected with Open Telco. Open Telco has great potential 
to increase innovation of new mobile services, as high volumes enable reasonable 
pricing for location information, and standardized Open APIs enable low costs and 
innovative application development. Even niche services can be provided to small 
user groups [8]. 

Operators possess a large amount of customer history data, such as location and 
call logs, which could be utilised to profile target users, e.g., for advertisements [23]. 
Open Telco APIs can even be used in conjunction. For instance, the user can receive a 
call or a message launched by the event that (s)he arrives at a certain location. These 
kinds of trigger services can also be initiated by the presence or close location of a 
friend or a group [23].  

In the Open Telco case, our aim was to identify the usage possibilities with most 
potential as well as the initial user requirements for Open Telco APIs. We used 
scenarios to illustrate the possibilities. The scenarios also served as a common 
language between the users and the designers. Our aim was to study broadly the 
different possibilities of the Open Telco infrastructure and then identify the 
applications with most potential from both the users’ and service providers’ points  
of view.  

The Open Telco scenario work started with initial descriptions of different service 
possibilities identified in an earlier activity. We wrote initial scenarios based on these 
descriptions. We held workshops with project partners in which we refined the 
scenarios and made sure that they illustrated the key new service possibilities of Open 
Telco. The project group included technical, business and user experience expertise. 
After the project group had agreed on the scenarios, we started the user-driven 
innovation activities in which we assessed the scenarios with the users and let them 
propose new usage possibilities. The following value proposals were selected as the 
starting points for the user-driven innovation activities: 
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1. Universal user profile facilitates using the same profile for different services. 
This saves user efforts of updating separate profiles. The profile is always 
available via the cloud, even abroad. 

2. Peer recommendations are received from the cloud. The recommendations 
can be selected based on the user profile and location, thus giving the user 
situationally relevant tips.  

3. Call and location history can be collected in the cloud. The user can utilise 
the history data him/herself or the data can be used by service providers, for 
instance, to differentiate regular and occasional visitors.  

4. Mobile ticket with integrated services is based on the possibility that the 
event organizer has contact with the ticket owners from the moment they buy 
the ticket. This facilitates different pre-during-after event services.  

5. Reverse-charge messages and calls are based on the possibility that the user 
can ask the receiver to pay for a message or a call. This is useful in one-to-
many messaging for instance.  

6. Machine-to-machine communication services are based on a 
telecommunications facility embedded in different everyday objects.  

7. Future TV could have many personal features similar to those of the Internet.  

We illustrated value proposals 1-5 as PowerPoint clips with a main character named 
Matti to whom users could relate (Figure 1).  

Different stories of Matti’s life demonstrated what Open Telco value proposals 
could add to his life. Value proposals 6 and 7 were added as new value proposals after 
the workshop with the project team. With these value proposals, our aim was to 
generate user ideas for future TV services and user ideas for services based on 
machine-to-machine (M2M) communication. In the M2M and TV cases, our 
scenarios were very light as we just wanted to give the main idea to the users but did 
not want to turn their mindsets to a particular focus.  

 

Fig. 1. An excerpt from a scenario illustration (universal travel profile) 
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4   Three User-Driven Innovation Methods in Practice 

The aim of our user-driven innovation activities was to ideate with users of Open 
Telco services based on the value proposals presented in the previous section. We 
selected three different user-driven innovation research methods: focus group, 
online crowdsourcing in the open web lab and direct interaction in the open 
innovation showroom. The following sub-sections describe the three studies in 
more detail. 

4.1   Focus Group Ideation  

The main aim of the focus group study was to obtain quick feedback from potential 
users on the proposed Open Telco service ideas. Another aim was to ideate with the 
participants on the newly introduced value proposals of future TV and Machine-to-
machine communications. The study included two parts: 

1. Illustrated scenarios of value proposal 4 (Mobile ticket, Figure 2) and value 
proposal 5 (Reverse-charge Multimedia Message, MMS) were presented to the 
participants. The researchers mediated discussions in which the participants gave 
feedback and ideas.  

2. Value proposal 6 (Machine-to-machine communication, M2M) and value proposal 
7 (Future TV) were presented to the participants by giving simple real-life 
examples. The participants were then asked to ideate in pairs on near future 
possibilities for Open Telco services. 

 

Fig. 2. Illustration of a mobile ticket scenario 

Eight in-house scientists (four female and four male) who work in the area of ICT for 
Health participated in the focus group study. One researcher chaired the focus group 
and another observed and took notes. The scenario of value proposal 4 was presented 
to the participants with the PowerPoint illustrations. After the presentation, the 
following themes were discussed:  
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• What did you like or dislike about the presented service? 
• Can you suggest anything that could be added to the service? 
• Could you foresee this service on the market? Would you recommend it to your 

friends? Why or why not? 

After assessing the scenario of value proposal 4, the scenario of value proposal 5 was 
assessed in the same way.  

After the two scenario evaluations, the participants were asked to ideate about 
future TV and machine-to-machine communication (M2M). The introduction to M2M 
ideation was as follows: ‘Imagine everyday objects/machines like waste bins, cars 
and TVs talking to each other. Which ones would they be and how?’ The participants 
were asked to discuss their ideas in pairs and to write the ideas down on post-it notes. 
After the ideation, each pair presented their favourite ideas and the ideas were 
discussed in the group.  

The TV ideation followed the same procedure as the M2M did. As an example of 
future TV services, a Yahoo!-connected TV widgets demo was presented. The 
participants were asked: ‘Imagine what else you could do on your TV. What other 
web-related functions would you like to have on your TV?’ 

The entire focus group session lasted one hour. The data collected included notes 
taken by the researchers and ideation post-its from the participants. The user feedback 
on the scenarios illustrating value proposal 4 (Mobile ticket) and value proposal 5 
(Reverse-charge MMS) were satisfactory in terms of acceptance and novelty value. 
The ideations for value proposal 6 (Machine-to-machine communication) and value 
proposal 7 (Future TV) were short but fruitful. Several participants were excited about 
sharing their ideas by telling a full story. The researchers gained concrete ideas on 
how Open Telco services applied to future TV and how machine-to-machine 
communication could benefit users. The participants also gave ideas on how the 
proposed applications could be presented to attract users.  

4.2   Online Crowdsourcing in the Open Web Lab (Owela)  

The second study was carried out as online crowdsourcing in an open web lab 
(Owela). The ideation was based on the scenarios illustrating value proposals 1 
(Universal user profile), 2 (Peer recommendations) and 3 (Call and location 
history). Another aim was to ideate usage possibilities for the new value proposals 6 
(Machine-to-machine communication) and 7 (Future TV). The study included two 
parts: 

1. Online users were briefed with texts and illustrated scenarios of value proposals 
1, 2 and 3. This was followed by open discussions under different sectors of the 
Owela online forum, led by initial questions set up by the researchers. 
Participants could give feedback and ideas on the illustrated value proposals.  

2. Value proposal 6 (Machine-to-machine communication) and value proposal 7 
(Future TV) were illustrated by giving simple real-life examples with texts 
and images. Online users were free to use the ‘add an idea’ button as well as 
to comment on others’ ideas and the initial ideas supplied by the researchers.  
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Fig. 3. Screenshot of the Owela online ideation page for machine-to-machine communication 

The online studies lasted a month in total. During the first two weeks, new users were 
invited from university email newsletters, online international student groups and 
Facebook to discuss the first three value proposals. Forty-six new users joined Owela 
during the first two weeks to participate in our study. During the following two 
weeks, existing Owela users were also invited and the two new value proposals were 
added (Future TV and Machine-to-machine communication). The participants came 
from 11 countries in Europe, North America and Asia. All the users used English as 
the communication language. Owela online ideations and evaluations involved a total 
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of 84 users. There were 48 males, 33 females and 3 unknowns. The ages of the 
participants ranged from 18 to 68. Two researchers participated in moderating the 
discussions. The users had to register in the project discussion area to start. The users 
did not have to reveal their identities, but their online identities were displayed beside 
their comments. Many of the comments turned into discussions between the 
researchers and the users, and among the users. 

The participants were briefed with an introduction page and were then able to 
proceed freely to the value proposals they wanted to see and comment on. Five tabs 
(Figure 3) took the users to the ideation pages where each value proposal was 
introduced using texts and illustrations, followed by questions from the researchers to 
encourage the users to leave comments and ideas. As an example, Figure 3 presents 
the ideation page for machine-to-machine communication. 

During the ideation, the researchers stimulated the discussion with additional 
questions and comments. The overall Owela study produced a total of 221  
user comments in a blog style, sectioned by topics with canonical orders. The 
results were analysed and the ideas grouped according to application areas and 
themes. Many innovative and wild ideas were produced as well as direct and 
passionate discussions on personal experiences and life stories. Some discussions 
ended with a general consensus on preferences of service ideas and acceptance. 
Other discussions ended with various directions of personal preferences, many with 
good reasons. The discussions illustrated the user ideas well and grounded the 
users’ opinions. It was challenging to analyse the outcomes of the discussions 
systematically however.  

4.3   Direct Interaction at Ihme, the Open Innovation Showroom 

The main aim of the third study, direct interaction at an open innovation showroom 
(Ihme), was to present our ideas in a real-world setting and to interact directly with 
ordinary users as a new approach to user-driven innovation. The Ihme innovation 
showroom and co-creation space was located in a shopping centre (Figure 4). There 
were also other technology demonstrations such as a virtual travel experience and a 
3D TV at the Ihme showroom. People who came to the Ihme showroom were free to 
have a look at any or all of the demos. 

Similar to the Owela study, it was carried out with the scenarios illustrating value 
proposal 1 (Universal user profile), 2 (Peer recommendations) and 3 (Call and 
location history). The ideation process of value proposals 6 and 7 in this study was 
meant to be less structured and freer. The study was carried out in two parts: 

1. The participants were briefed with illustrated scenarios of value proposals 1, 2 and 
3. This was followed by an open discussion with the researcher and led by initial 
questions set up by the researcher.  

2. Value proposals 6 and 7 (Machine-to-machine communication and Future TV) 
were illustrated as posters. Users were able to add their comments and ideas as 
post-it notes and study the notes left by other users.  
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Fig. 4. Ihme innovation showroom 

  

 

Fig. 5. Post-it notes from user ideations on machine-to-machine communication 

The first period of the studies ran for nine days. The researchers invited ordinary 
people from the shopping centre to participate in the studies and interviewed a total of 
26 people. As the interviews were conducted in an informal way, user demographics 
were not asked. Compared with the previous two studies, many of the participants in 
this study were less technology-oriented. The recruitment prioritized English, though 
Finnish researchers were also available. The participants were first briefed with a set 
of PowerPoint illustrations of the three first scenarios for a total of two to three 
minutes. Each participant was then interviewed by a researcher with a list of twelve 
predefined questions that covered personal preferences and acceptance of each value 
proposal, as well as ideas for additional services. The interviews were semi-structured 
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and interactive. Many participants therefore used their personal experiences to express 
their opinions. The interviews lasted ten to twenty minutes.  

The next period of this user study focused on the ideation of value proposals 6 and 
7. Two posters illustrated the ideas. Users were invited to leave their ideas as post-it 
notes on the posters. The users could see others’ comments and were able to comment 
freely, add a new idea or continue with the available ideas. For each comment, the 
participants received a lottery ticket to win cinema tickets. Each poster was displayed 
at the Ihme showroom for a week and the post-it notes were collected at the end of the 
week. Researchers were available so that users could discuss the ideas with them. In 
total, 13 post-it ideas were collected for the ‘future TV’ poster and 5 for the ‘machine-
to-machine communication’.  

Each ideation session with individual users lasted from 30 minutes to about 1 hour, 
depending on the interaction and discussion between the researcher and the 
participants. The data collected included notes taken by the researcher and ideation 
post-its from the participants. The user feedback on the scenarios of value proposals 
1-3 was satisfactory in terms of acceptance and novelty value. Due to the semi-
structured discussion, the results were quantitative and structural. The ideations for 
value proposals 6 and 7 were not large in terms of quantity but interesting in terms of 
expressions. Figure 5 illustrates some of the post-its left by the participants. 

It was challenging to tempt people who were passing by to participate in the study 
for a moderately long time. Many of the participants had come to the shopping centre 
with their families in their spare time. It turned out to be important to present the 
value proposals in such a way that ordinary, less technology-oriented users could 
quickly understand them. The flexibility of the schedule, according to each 
individual’s available time, was also important. Direct interaction with users was 
fruitful and produced concrete ideas. In a real-world setting, the users were more 
interested in commenting on familiar topics such as future TV. Machine-to-machine 
communication was difficult to understand and several users commented that they did 
not need to know about it.  

5   Comparison of the Approaches 

An overview of the setups and results of the three user-driven innovation studies is 
presented in Table 1. The focus group is clearly a quick method that can be carried 
out in one or two hours, whereas Ihme and, especially, Owela usually require longer 
periods of time. An Ihme study could be carried out in one day, but the session for 
each participant would then have to be planned quite compact, and a good strategy to 
recruit users would be necessary. A focus group works well if the targeted user group 
is very specific, e.g., a certain work community. Owela is very useful for international 
studies as it overcomes the restrictions of time and place. Ihme is at its best when 
ordinary users are the target group. In the following sub-sections, we will analyse the 
differences in the methods with regard to the setup of the study, the user motivation to 
participate and the quality of the results. 
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Table 1. Comparison of the three co-creation methods 

 Focus group Owela Ihme 
Length of the study 1 hour 1 month 3 weeks 
Language English English English/Finnish 
No. of users involved 8 participants, 

4 F + 4M 
84 online users, 

49 M + 35 F 
26 users 

Designer:user ratio 2:8 2:84 1:1 
Procedure Briefing Ideation

Discussion 
Briefing  

Ideation+Discussion 
Briefing  

Ideation+Discussion 
Study duration  1 hour 4 weeks 20~40 min per 

user, 3wks total 
Location Finland International Finland 
Value proposals 4 (4, 5 and 6, 7) 5 (1, 2, 3 and 6, 7) 5 (1, 2, 3 and 6, 7) 

Environment  Laboratory Real world Real world 
Illustration material PowerPoint, video 

clips of scenarios 
Screen shots of 
scenarios 

PowerPoint, video 
clips of scenarios 

Media Face to face Online Face to face 
Data gathering Notes and post-its Online forum Interview notes 

and post-its 
No. of comments 63 221 252 
Data from Scen. 1-3 Acceptance comments + 

5 new* ideas 
Acceptance comments + 

20 new* ideas 
Questionnaire data 

(19 questions) 
Different categories 
of ideas – future TV 

4 12 13 

Different categories 
of ideas – M2M 

5 12 5 

Group/individual 
discussions  

Group Group Individual 

User participation, 
scheduled versus free  

Scheduled Free Free 

5.1   Setting Up the Studies  

The illustration material for all three studies was a semi-automated PowerPoint slide 
show of scenarios in which the main character, Matti, was involved in stories that 
introduced different value proposals in everyday situations. The same material can 
basically be used with all three methods, with some subtle differences. In the Owela 
web lab, there is no possibility of oral introduction by the researcher. Therefore the 
illustrations of the proposed services must be very clear and easy to understand. The 
illustrations also have to be quite compact as the participants are not motivated to 
study long presentations. In Ihme, the material has to be designed to include elements 
that will tempt potential participants to come and have a closer look. The posters 
worked well for this purpose. In the focus group and Ihme, the slide shows worked, 
but for Owela the scenarios had to be shortened and, as the researchers were not 
always present, separate questions for each scenario had to be included. Effort was 
also made in the Owela study to ensure that the value proposal in the scenario was 
understandable without a human introducer. 

In our case, the Owela and Ihme spaces with related human resources were already 
available. It was therefore quite easy to set up and perform the studies. The setting up 
of such research environments from scratch could involve an intensive workload.  
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5.2   Motivating Users 

The studies in the real-world environments, open web lab (Owela) and open 
innovation showroom (Ihme) attracted participants from more diverse backgrounds 
than the focus group as a laboratory setting to which participants were selected and 
invited for the session. The participants in Owela were found to be more technology 
oriented. Ihme in the shopping centre environment attracted more ordinary users. 

In Owela, users were very motivated when they were interested in the topics. Some 
users revisited the site often to follow up new discussions. It is challenging, however, 
to raise the discussion if the topic is not interesting enough to the participants. Topics 
such as privacy issues or acceptance raised the most elaborate discussions. The Owela 
participants felt free to discuss how they felt without face-to-face confrontations. It 
can be concluded that a good Owela theme is one that raises feelings for or against. 

In the focus group, the participants focused for a shorter period of time from 
understanding the theme to finishing the discussion. They may have been motivated 
but may not have had enough time to become inspired and ideate based on their real-
life experiences.  

In Ihme, the users’ interests and focuses often depended on their schedule, as their 
visit to the shopping centre may have included prior plans and goals to achieve. The 
Ihme participation was not agreed in advance and the participants needed to be on a 
more flexible schedule to be involved. The ideation theme also has to be interesting to 
the participants and, in addition, some tempting elements should be presented to 
attract a closer look, e.g., an interesting illustration on a poster. Innovation 
showrooms are best suited to the ideation of tangible experiences with prototypes or 
simulated services. The Ihme innovation methods need to be developed to also allow 
short visits while still offering the users the possibility to participate.  

The compensations for Ihme and Owela were based on a lottery whereas in the 
focus group, the compensation was just refreshments. With all three methods, small 
compensations were attractive ways to motivate participants. 

5.3   Data Quality  

The three qualitative studies produced many insights into the users in a ‘thick 
descriptive way’, which is more fruitful in such ideation activity than quantitative 
results. The three methods can also be compared quantitatively, as shown in Table 1. 
Ideation data are presented in terms of quantity (number of comments) as well as 
quality (different categories of ideas produced). In Ihme, the researcher discussed 
ideas with the participants and took notes at the same time instead of recording. This 
made note-taking quite challenging. Owela’s online group discussions collected most 
user ideas both in terms of quantity and quality. Owela comments gave a wide and in-
depth range of user insights from daily experience sharing. 

While all three studies produced rich, qualitative data, we found the data from the 
Ihme studies to be easily quantifiable, as the users’ answers were documented 
following a set of questions and answered individually. Comparatively, it took more 
time and analysis to understand and summarize the data collected from Owela. The 
main difficulty was that the material was in discussion threads and the same user 
could have commented several times throughout the thread. 
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Owela provided a platform that was free of time and space constrains for users to 
ideate and discuss. Ihme provided a co-creating space where researchers could really 
see and feel what users thought about cloud services (e.g., when a user took his phone 
and started acting out a scenario related to his idea). In the direct face-to-face 
interaction in Ihme and the focus group, we were able to understand the participants 
as individuals better than in Owela in which the participants were not present in 
person. In Ihme, the users were also given the chance to understand the technical 
possibilities by asking questions in direct interaction. In all three studies, the 
designers and researchers benefited from the various degrees of communication with 
the users. In the focus group, the researchers had investigator roles. In online 
crowdsourcing (Owela), the researchers mostly had observer roles and partly 
discussion partner roles. In the open innovation showroom (Ihme), the researchers had 
a more equal role to that of the users in a co-creating activity.  

In the Owela web environment, the participants were almost anonymous (only an 
online identity was displayed beside the user’s comment). Anonymity may have made 
the participants feel free to express themselves at their own pace and style. Consensus 
or influenced discussions may occur in Owela discussions (they did not happen in our 
study). It is then the researchers’ duty to observe carefully or mediate the flow of 
discussion to stay on track. The permanent user community in Owela that was invited 
during the second round can be seen as a kind of lead user group. They had 
participated in different ideation activities and were more familiar with being 
involved in the discussions. The ideation diversity of our study was fruitful, possibly 
due to the mixture of lead and new users.  

The comments and discussions in a focus group tend to carry a chance of 
redundancy. Our focus group participants sometimes commented easily by agreeing 
with previous speakers or were otherwise influenced by them. 

In Ihme, each participant gave individual answers. Compared with the other two 
studies as group discussions, the comments were not influenced by other participants. 
From Ihme, it was therefore possible to report an overview of the participants’ 
opinions in a quantitative way, e.g., 23 out of 26 are interested in trying cloud 
services. The ideations in Ihme may be less stimulated without continuous group 
discussions however. In the future, the Ihme method need to be developed so that they 
also facilitate the user-user dialogue and wider group discussions. 

In the focus group, we had more short answers, such as ‘yes I agree’ and ‘yes I 
agree with the previous comments’, which did not provide in-depth information. In 
Owela we had large amounts of text in the comments, and some comments were 
actually life stories. Even if Owela comments were time-consuming to analyse, many 
useful insights came out of the data. In Ihme, the researchers were able to interact 
with the users, listen to the users’ comments and then ask further questions straight 
away or discuss the proposed idea. In Ihme, the participants based their comments on 
thinking about situations in which they would use the service, as the following 
comments related to privacy show:  

‘It [peer recommendation services] feels like being tracked when you are on the road and 
everyone will make the same choices.’  
‘If it [universal profile] follows me everywhere, it is like a chip in my dog...’ 
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In Owela, the participants based their comments on both personal and general use, 
as the following comments show: 

‘There are going to be serious privacy issues though, so this would definitely need to be an 
opt-in service so people don’t get upset.’ 
‘I think I would be a bit worried about who gets access to my information and possible 
misuse issues.’ 
‘It seems obvious to me that this information cannot possibly be kept private. It already bugs 
me that my car can be tracked as I cross bridges or toll points.’ 

In both Owela and the focus group, ideas were developed further in discussion. In 
Owela, however, the participants could comment and ideate according to their own 
schedule. In Owela the comments were often long and well analysed. Figure 6 
illustrates an excerpt from an Owela ideation chain related to Future TV.  

Participant (P) 1: ‘TV scrapbook – what if I could copy and paste, e.g., recipes from a cooking 
show to my video cookbook (maintained in the cloud)?’ 

(con-)P 2 ‘I would love to get them on my mobile phone… would save me time at the store too if 
I could check for missing items in the recipe …’ 

(con-)P 3: ‘I would like my TV to collect a scrapbook from news and documents of topics I am 
interested in. For instance I save the word “environment” in its memory and it follows up all 
news and documents that deal with the environment and it collects a scrapbook on 
environment!’ 

(con-)P 4: ‘Definitely a good idea! The semantic TV! I think as well as transmitting pictures, 
sound and subtitles, each frame/second/minute (whatever is practical) should have information 
that tells the TV/computer what the content in the picture means and potentially connects to 
other information. If something interesting appears in the picture, hit the Info button and the 
TV/computer gives a list of information relating to what is in the picture...’ 

Fig. 6. An excerpt from an Owela ideation chain on Future TV 

With all three methods, we aimed to gain a firm idea of our users of the services by 
trying to understand the users’ perspectives – ‘walking a mile in the users’ shoes’. 
With the development of user-driven innovation research methods, we are taken from 
observing from afar to a close-up understanding of our users. As a lesson learnt from 
collecting and analysing research data, user values and acceptances were easy and 
fruitful to discuss in the Owela online ideation. In the focus group, the users gave 
short answers that only provided a consensus that they were concerned about privacy 
issues in the scenarios related to the profile and call and location history. In Owela, 
the users were very comfortable discussing their personal experiences openly and 
providing solutions that made them feel more secure. In Owela, it is also possible to 
see how many people have similar or different opinions in the group discussions but 
not in a consensus way to produce only one conclusion. In Ihme, the researchers and 
users discussed issues in a side-by-side way and shared experiences. 

If the data from the three studies were to be labelled in some way, it would be: the 
focus group was the most efficient way of producing quick ideas; Owela produced the 
most creative ideas; and Ihme produced the ideas that are closest to real-life (tangible) 
experiences. 
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6   Conclusions 

Focus group studies have been one of the best established user research methods in 
the HCI field. The focus groups are also well-suited to user-driven innovation. A 
well-defined service proposal can receive quick feedback in a focus group within a 
short time. Based on our studies, there are also other alternatives for focus groups 
depending on the targeted users and results.  

Online crowdsourcing is a good method for reaching a large, international group of 
users. Registered Owela participants can be utilised as a lead user group as they are a 
kind of ideation professional. In the web environments, the users felt free to talk about 
their personal experiences, such as dislikes and fears. Personal preferences and issues 
such as privacy and ethics could be discussed thoroughly and the outcome could be 
very well grounded. Innovation by the crowd is a powerful method in which ideas can 
be fomented. The ideation theme has to be interesting enough to motivate the users to 
participate and continue their participation however. The ideation theme has to be 
such that it can be understood quickly without excess documentation. Online 
discussion material may be hard to analyse afterwards as the material is in different 
discussion threads. If quantitative data are needed, separate voting activities can be 
organized during the discussion.  

The co-creation of tangible experiences, services and products could benefit most 
from demonstrations in an open innovation showroom such as Ihme. In Ihme, the 
ideation theme has to be such that it tempts passers-by to have a closer look. As in 
Ihme, the sessions were not scheduled beforehand and the schedule could become a 
challenge. Ideally, each user should be able to devote as much (or as little) time to the 
ideation as (s)he happens to have. This will require new methods for Ihme studies. 
The Ihme innovation showroom facilitated direct user-designer interaction in the 
actual usage context. As suggested by earlier studies, this dialogue can be very 
powerful as it not only foments ideas but also makes the designer understand the 
user’s world. In our study, users only exchanged and commented on ideas by other 
users in the latter part of the study with post-it notes on the idea poster. Methods that 
would facilitate wider communication with other users are a future need for Ihme. 
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Abstract. Computer systems are first and foremost designed for primary users. 
The needs of the other types of users, such as secondary users, are often 
overlooked. These users are not interacting with the system directly but are yet 
affected by it. This study is based on empirical findings from two usability 
evaluations in a realistic hospital setting with physicians and patient actors. We 
have found that also secondary users, such as patients, have a kind of user 
experience during the primary user’s interaction with the system. We conclude 
from this that designers and developers should also address the need of 
secondary users and include them in the design and evaluation process. This 
means designing devices or GUIs that (1) support non-verbal communication, 
(2) provide feedback to the secondary users, (3) use their language and 
representation, and (4) is tailored for the secondary user. Sometimes a focus on 
the secondary user implies that the designer must deal with conflicting needs 
between the primary and the secondary users. 

Keywords: User experience, UX, end user, secondary user, secondary user 
experience, patient experience, clinical simulation, usability evaluation. 

1   Introduction 

Most user interfaces are designed for single users. This is true even for the user 
interfaces of collaborative applications, such as Facebook and Skype (although the 
applications are collaborative). However, as systems are being used in collaborative 
settings, the use of computing systems will increasingly involve people beside the 
primary user. Sometimes other people indirectly become users of the user interface 
without even interacting with it. One such situation is face-to-face interactions 
where one person, the primary user, is using an information system while 
interacting with another person face-to-face, i.e. the secondary user. It could be a 
physician talking with a patient in a medical consultation while interacting with an 
electronic patient record system, or a clerk serving a customer while looking up 
information in a product directory (e.g. in banks, travel agencies, or shops). In such 
situations one could expect that both persons are affected directly or indirectly by 
the user interface of the information system; both the primary user, who is using the 
system directly, and the secondary user, who relies on the primary user to obtain 
information from the system and is affected by the primary user’s experiences with 
the system. 
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The needs of the secondary users are rarely in the minds of the system designers 
and developers of information systems, and are often neglected [1]. While the user 
experience (UX) is considered important when designing for the primary user, there is 
no equivalent concept in the HCI literature for the secondary users.  

In this paper we seek to extend focus on user experience to go beyond the 
traditional “first person user” perspective and to include secondary users. We do this 
by defining the secondary user experience. Then, by drawing on two different 
usability evaluation studies of mobile devices used in a realistic hospital setting, we 
identify some ways in which the design of the user interface can affect the secondary 
user experience. Finally, we provide preliminary guidelines for designing for the 
secondary user experience in a hospital setting.  

2   Secondary User Experience 

Eason [2] identifies three categories of users; (1) primary users who are frequent 
hands-on users of the system; (2) secondary users who are occasional users or use the 
system through an intermediary, and (3) tertiary users, who are affected by the 
introduction of the system or influence its purchase. Other researchers have defined 
other comparable end-user variations [3, 4]. 

It is the authors’ impression that designers and developers to some extent are aware 
of the peripheral end-user groups, i.e. those who do not directly interact with the 
systems, but that few actually design for them. They mainly take the direct/primary 
user into account when designing system. Thorough work is often done in identifying 
stakeholders in the requirements process, but end-users are mainly considered those 
who directly interact with the system (e.g. [1]).  

The current usability definition, ISO 9241-11:1998 [5], does not distinguish 
between different end-users. However, a number of HCI publications refer to a 1997 
draft of the definition. This version contained a reference to people that do not 
directly interact with the system: “[Satisfaction is] the comfort and acceptability of 
the work system to its users and other people affected by its use” (our emphasis). 
However, this reference to “other people” was omitted in the final version of the 
usability standard (see [6] for an example).  

In many use situations, especially from client-service relations and health care, the 
primary users of information systems are engaged in face-to-face interaction with 
customers or patients. They may for example be a client making deposits in a bank, a 
globetrotter booking a flight in a travel agency, or a customer buying products in a 
shop. The way we see it, these types of secondary users are recognized by the 
following characteristics:  

− They are interacting with the primary user, who interacts with the system. 
− They are not (or in little extent) interacting directly with the system themselves. 
− They rely on the primary user to obtain information from the system. 
− They are influenced by the primary user’s experiences with the system (e.g. 

effectiveness, efficiency, satisfaction, etc.)  
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2.1   User Experience and Co-experience 

Researchers and practitioners have different views on what the user experience (UX) 
is [7]. As defined in ISO 9421-210 [8], it is “a person’s perceptions and responses that 
result from the use or anticipated use of a product, system or service". UX is here 
associated with the primary user.  

Others have proposed comparable definitions, such as Law et al., [7], who propose 
that “UX focuses on interaction between a person and something that has a user 
interface”. The study excludes face-to-face interaction between people, unless a user 
interface is involved in the interaction. For this kind of interactions, Co-Experience 
provides a better explanation; it is the user experience created in social interaction 
with the presence of a system or product [9]. For use situations as described in the 
introduction, UX and co-experience relates as follows: While UX concerns the 
primary user, co-experience relates to both the primary and secondary user (Figure 1).  

2.2   Secondary User Experience 

We have found few examples of secondary user experiences in literature. An 
exception is provided by Montague [10], who claims that patients have a user 
experience of technology used by care providers even if they are passive users of it. 
During childbirth, the health care providers use technology to monitor the health 
condition of the unborn child. By interviewing mothers about the technology used on 
them, Montague found that when technology worked well, it created positive 
experiences and increased the patients’ connection with their babies. When 
technology did not work well, or when care providers could not get technologies to 
work properly, negative experiences occurred. 

We have found no existing definitions of the user experience of secondary users. 
Therefore we define it as follows: 

The secondary user experience of a system is the part of the overall 
experience of the secondary user that can be attributed to (1) the primary 
user’s interaction with the system, or (2) the secondary user’s interaction 
with the system with the primary user as an intermediary. 

Secondary UX is different from UX and co-experience in that it only relates to the 
experiences of the secondary user (see Figure 1). 

 

Fig. 1. UX relates to the primary user, Co-experience relates to the shared experience by the 
system of both users, and secondary UX relates to the secondary user. The solid arrows indicate 
interaction, while the dotted arrow indicates indirect interaction.  
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3   Methods 

The ward round is a situation with both a primary user (the doctor) and a secondary 
user of a system (the patient). Mobile electronic patient record systems for bedside 
usage are primarily designed with the doctor in mind. Few have considered the effects 
on the patient. Therefore, we have retrospectively analyzed the data and findings from 
two previously conducted usability evaluation studies of prototype mobile systems for 
hospitals [11, 12]. Both evaluations were conducted in a simulated hospital 
environment with multiple persons involved; real physicians consulting patient actors 
lying in the hospital beds.  

Using handhelds and patient terminals together. In the first evaluation, we 
explored several ways of allowing doctors to use handheld devices together with 
bedside mounted patient terminals for viewing x-ray images in collaboration with the 
patient (Figure 2). Five pairs consisting of a physician and a patient each performed 
eight ward rounds using different variants of the x-ray image viewer. In total, 40 ward 
rounds where performed. For each evaluation, the physician and the patient were 
interviewed simultaneously about aspects concerning the user experience of the 
system. The prototypes and research approach are previously described in [11]. 

Handheld medication system. In the second study we explored interaction 
techniques for a handheld medication system; one paper based and three mobile 
patient record systems (Figure 3). 14 physicians conducting in total 56 ward rounds. 
Physicians and the patients were interviewed separately about aspects concerning the 
user experience. The study and prototypes are previously described in [12].  

With assistance from a physician and a nurse, much effort was used designing the 
patient scenarios, tasks and environment for both evaluations as close to their real 
working environment as possible. The patient actors were carefully instructed how to 
behave and what to say, to make the behavior as realistic as possible. Senior 
sociologists with experience from health care studies, as well as facilitators and 
participating physicians and patients considered the scenarios played out in the 
evaluations to be realistic instances of hospital work.  

The video recordings from the evaluations were analyzed using methods from 
video-based studies of human interaction with technology [13], while the interview 
data was analyzed qualitatively using methods influenced by grounded theory. 

  

Fig. 2. Using handheld devices together with 
bedside mounted patient terminals 

  

Fig. 3. Comparing interaction techniques for 
handheld medication system 
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4   Results 

When replacing the non-digital solutions, such as paper based records and x-rays 
images with mobile computing technology, we found a number of issues related to the 
user experience for the primary and secondary users: 

 
The primary users preferred digital over non-digital. Although the physicians in 
general were confident in using the paper chart (study 2), they preferred using the 
mobile computing device. A number of functions and attributes, such as pocket size, 
error prevention and undo mechanisms, contributed positively to the UX.  

 
Secondary users had strong opinions about unused system. In the first study the 
patients, as passive users of the system, had strong opinions about the different 
versions of the x-ray viewer, even if the patient’s part of the system was identical (or 
nearly identical) for all versions. The main difference was on the mobile device, 
which was only used by the physician. However, the physicians’ usage of the 
different variants of the system had large effects, both on how smoothly they were 
able to present new x-ray images on the patient terminal, and how both the physicians 
and patients rated them afterwards.  

 
Mobile devices hampered the nonverbal communication. The physical form factor 
of the paper chart allowed the physician to use it as a channel for nonverbal 
communication. For example, some doctors signaled that the consultation was ending 
by closing the chart, or invited the patients to speak by tilting the chart towards them. 
This was harder with the PDA, and was considered negative by the patients. 

 
Mobile devices reduced the doctor-patient dialogue. The user interface of the 
mobile device increased legibility and allowed the physicians to undo and minimize 
medication errors. On the other hand, the user interface gave poor information 
overview and had unfamiliar interaction techniques. This required much of the 
physicians’ attention, and according to the patients it hampered the doctor-patient 
dialogue and reduced their satisfaction of the consultation.  

 
Good for the doctors was (sometimes) bad for the patients. In most of the design 
solutions of the first study, the doctor controlled the patient terminal through a mobile 
device. While this was seen as a major benefit from the perspective of the physicians, 
who could hide private information on the mobile device and display public 
information on the patient terminal, it was perceived as negative from the perspective 
of the patients. They did not understand what was going on and did not like that 
information was hidden for them.  

 
Good for the patients was (sometimes) bad for the doctors. In other design 
solutions the physicians controlled the system directly through the patient terminal. 
Unintentionally it also allowed the patient to partly interact with the terminal. For the 
patient this was perceived as an improvement. For the physicians, however, it became 
harder to control the system as they had to bend over the patient to use it.  
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User interface complexity confused patients. In some versions of the first study, the 
controls for changing information content were present on the patient terminal. The 
increased complexity of the GUI confused some patients. They rather preferred the 
versions where these controls were moved onto the physician’s mobile device.  
 
Spoken language was influenced by GUI. In the second study, a pause symbol (as 
used in music and video players) was used on the mobile device to temporarily cease 
medical treatment without removing it from the medication list. This lead the 
physicians to use words like “pausing this drug” rather than the more 
incomprehensible term “cessation”, which was commonly used when using the paper 
chart. While the first term was obvious for the patients, the latter was a foreign word.  

5   Discussion  

The findings in this study demonstrate that secondary users have a kind of user 
experience of an information system that is used by primary users. Further it shows 
that designers sometimes face tradeoffs between the primary and secondary UX. 

5.1   User Experience is Relevant for Secondary Users  

The studies demonstrated, not surprisingly, that technology had an impact on the 
primary user (i.e. physician), who was directly interacting with the system. Further, 
our observations showed that the primary users’ interaction with the system also had 
an impact on the secondary users. For example, the patients had some sort of user 
experience; they had strong perceptions and responses about the system, although 
they had not used the systems directly themselves.  

The positive correlation between patient satisfaction on health outcome has long 
been established [14]. When patients report that they are satisfied or dissatisfied 
because of the physician’s interaction with the system (i.e. their experiences as a 
secondary user), we can assume that it has some impact on the overall patient 
satisfaction. This was for example seen when the complexity of the GUI confused 
patients.  

5.2   Trade-Off between Primary and Secondary User Experience 

The analysis indicates that designers are faced with tradeoffs between the needs of the 
primary and secondary users. When the user experience was improved for the 
physicians, it had in some cases negative effects for the patients, e.g. the ability to 
hide information on the mobile device. In addition, we found that when the secondary 
user experience was improved, it sometimes created new problems for the physicians, 
e.g. reducing the ergonomics when interacting with the system. Consequently, aspects 
of the user experience for the primary user can have negative consequences for the 
secondary user. In a similar manner, improving the user experience for the secondary 
user can have negative consequences for the primary user.  

How should one deal with the potential trade-offs between the design of the 
primary and secondary user experience? One cannot design the primary user 
experience first and then the secondary user experience. It may lead to a suboptimal 
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solution for the latter. Both user experiences must therefore be designed together. Yet, 
the designers must often prioritize. In the hospital it could be a bad priority to propose 
designs that threat patient safety just to make the patient experience slightly better.  

5.3   First Steps towards Design Guidelines 

Accommodating the needs of the secondary users is important. In the context of a 
ward round with a physician and patients, a positive secondary user experience can 
have positive effect on the doctor patient dialogue, which is important for the 
treatment and care of the patients [14]. In the context of business, for example a travel 
agent serving a potential traveler, or a checker handling a customer, improving the 
secondary user experience can have positive effect on the overall customer 
experience. This often means satisfied returning customers and increased revenue 
[15]. Drawing on our findings, we suggest four preliminary design guidelines that we 
find relevant for information systems involving a secondary user experience. 
Research in other domains and with other technologies will be needed to make the list 
more complete:  
− Give system feedback to the secondary user. By increasing the action transparency 

(i.e. increase the visibility of actions) or providing alternative system feedback to 
the secondary user, one can improve the secondary user experience.  

− Support non-verbal communication. The quality of the non-verbal aspects of face-
to-face communication has a strong impact on the secondary user experience. Our 
findings indicate that the system can hinder this communication, especially when 
the system occupies the hands or hides the face of the primary user. Therefore, the 
physical form factor of the system needs to support nonverbal communication. 

− Use the language and representation of the secondary user. By presenting the 
information for the primary user in the language of the secondary user, the primary 
user can be guided to use simpler terms and communicate on the same level as 
them, i.e. physicians use terms like “blood sugar level” instead of “glucose”. This 
can make it easier for the secondary user to understand. 

− Provide a GUI and/or device tailored for the secondary user. If feasible and 
necessary, an additional device/GUI with information tailored for the secondary 
user should be provided. This will give the secondary users a version of the 
information where unnecessary complexity and irrelevant information is removed.  

In addition to the above suggestions, we suggest that (1) the perspectives of the 
secondary user are included throughout the design process, and that (2) usability 
evaluations include both the primary and secondary users together.  

5.4   Limitations and Future Work 

It is important to note that the evaluation studies presented here were not explicitly 
designed for the purpose of illuminating the secondary user experience. The data was 
analyzed retrospectively. Moreover, we recognize the limitations regarding the use of 
“role-plays” as one of our primary data sources.  

The design guidelines are very preliminary and their validity is limited to ward 
round scenarios with mobile technology. We do believe, however, that other domains 
with secondary users may benefit from similar studies to improve the secondary user 
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experience. Future work should further investigate the concept of secondary user 
experience, as well as the generalizability outside the presented case.  

6   Conclusion 

The needs of secondary users, who only use an information system occasionally or 
through an intermediary, are often neglected. Designers and developers must address 
the need of secondary users and include them in the design and evaluation process of 
the system. This means designing devices or GUIs that (1) support non-verbal 
communication, (2) provide feedback to the secondary users, (3) use their language 
and representations, and (4) is tailored for the secondary user. Sometimes this implies 
that the designers deal with conflicting needs between primary and secondary users.  
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Abstract. Mobile technologies such as multimedia guides (MMGs) are now an 
important part of the visitor experience in museums and other cultural spaces. 
We report the development of two scales to measuring visitors’ museum 
experiences: the Museum Experience Scale (MES) and the Multimedia Guide 
Scale (MGS); these quantitative measures can helpfully complement qualitative 
information about visitor experience.  A standard psychometric methodology 
was used in the development of these scales: from a large set of potentially 
relevant statements, 57 were chosen and 255 people rated a museum experience 
(102 of whom had used a multimedia guide).  A Principal Components analysis 
yielded a four factor solution for the MES (Engagement, Knowledge/Learning, 
Meaningful Experience and Emotional Connection) and a three factor solution 
for the MMGS (General Usability, Learnability and Control, Quality of 
Interaction). Comparing respondents who used a MMG during their museum 
visit with those who did not, there was a significant difference on the 
Engagement component of the MES, with respondents who used a MMG being 
significantly more engaged.  The other components of the MES did not show 
significant differences. 

Keywords: Museums, cultural spaces, user experience, multimedia guides, 
audio guides. 

1   Introduction 

Museums and other cultural institutions such as art galleries, historic houses, and 
archeological sites, referred to in this paper as cultural spaces, have been using 
various technologies to improve their visitors’ experiences for nearly 60 years. The 
Stedlijk Museum in Amsterdam was the first museum to use a handheld guide in their 
exhibitions in 1952 [1]. It took nearly a decade before other cultural spaces followed 
that example, with the American Museum of National History adopting the “Sound 
Trek” audio guide in 1961. In addition, a Sony Walkman type system was created for 
the famous “Treasures of Tutankhamun” tour in the late 1970’s, whilst the Louvre 
museum introduced the first random access guide in 1993.  
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Emerging technologies such as smart phones and tablet computers are now further 
changing the way technologies are used in cultural spaces. In addition, the use of 
technology in cultural spaces is now not limited to audio commentary, but may 
provide diverse content types such as images, video and multimedia.   A recent study 
found that 57% of cultural spaces surveyed in North America, Asia and Europe have 
adopted multimedia guides [2].  

It is important for cultural spaces to embrace new technologies to engage and 
stimulate their visitors in exhibitions. The use of these technologies should not be 
regarded as replacement of the curated tour or more traditional means to disseminate 
information, but instead as further ways to connect and engage visitors with objects, 
collections and exhibits. Wasserman argues that the use of mobile technology is more 
than an information-distribution platform, and that it should instead connect visitors 
with each other, with the institution playing an important role of bringing people 
together through shared experiences [3].     

Further, Pekarik argues that in order to have diverse and exciting cultural spaces in 
the future there must be investigation through rigorous methods on how to increase 
the range of satisfying experiences had by visitors [4].   Clearly, technology can play 
a major role in helping to create those experiences.  However, if technology is not 
developed and deployed carefully it is likely that technology could detract from the 
visitors’ experience.  Therefore, it is important to develop methods and measures for 
determining the nature, valence and size of the effects that technology has on visitors’ 
experiences in cultural spaces. 

There are many examples measuring different aspects of user experience that are 
useful for studying technology in the cultural spaces domain.  The acceptance of 
technology by users, a multi-dimensional concept comprised of perceived ease of use 
and perceived usefulness of the technology, was originally proposed by Davis and 
studied in many different domains [5].   These factors are also discussed in work on 
cognitive absorption [6].  There are examples of measuring immersion, the feeling of 
being pulled into and becoming lost in the interaction with a piece of technology [7, 
8], and qualitative work in examining the engagement of visitors with interactive 
exhibits [9].   Finally, there is flow [10], the concept of optimal experience where a 
user experiences feelings of satisfaction and achievement when the experience is 
complete.  This, too, has been examined in many different contexts [11, 12, 13].   
However, none of these measures, as defined in previous work, have been developed 
specifically for the cultural spaces domain.  In this paper, we build on previous work 
on user experience to create measurement scales for this domain to quantify the effect 
that the use technology has on visitors. 

This study was designed to investigate the effects of multimedia guides on the 
experiences of visitors to cultural spaces.  We will take both a qualitative and 
quantitative approach to this question. We are developing standard questionnaires to 
measure both visitors’ overall experience, particularly the engagement, with the 
exhibition (the Museum Experience Scale, henceforth MES) and the usefulness and 
usability of multimedia guides (the Multimedia Guide Scale, henceforth MMGS). We 
have presented initial findings on the MES [14] that produced four factor structure, 
here we present the final form and the MMGS. 

This paper will outline the full development of the two scales, and results of an 
initial use of the MES, as well as plans for further development of the research. 
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2   Method 

2.1   Scale Development 

The development of the two questionnaires followed standard psychometric scale 
development [14, 15]. Initially, a large set of topics, ideas and statements were 
collected by reviewing relevant previous studies and papers [5, 8, 9, 16, 17, 18, 19] 
and materials developed by the UK Council for Museums, Libraries and Archives. 
The Generic Learning Outcomes model developed by the MLA [18] was particularly 
useful in developing the range of statements. This process resulted in 152 potential 
statements for the scales1. Three evaluators then used a consensus process to reduce 
the number of statements by grouping them into themes and removing similar or 
overlapping statements. This resulted in 57 statements: 37 for the MES and 20 for the 
MMGS.  The items were presented in the scales as Likert items from 1 meaning 
“strongly disagree” to 5 meaning “strongly agree”. 

2.2   Procedure 

The initial versions of the two scales were presented online using QuestionPro2 
survey software. The study was widely publicized via numerous email lists and an 
advertisement on Facebook. Publicity asked for people who had visited a museum in 
the past six months, with or without a multimedia guide. To encourage participation, a 
prize draw for Amazon gift vouchers was offered to all participants. 

All participants completed the initial version of the MES and of the MMGS if they 
had used a multimedia or audio guide on their museum visit.   In addition, they also 
completed a short questionnaire to gather information about their museum visit 
(which museum, how long the visit lasted, how many people in the party etc), as well 
as standard demographic information.  

2.3   Participants 

255 participants completed the scales. 96 were male, 175 were female. Participants 
came from very diverse backgrounds (e.g. country of residence, education or work 
background, age). This should help to ensure a robust scale. 102 respondents had used 
multimedia guide during their museum visit, 153 participants had not.  

3   Results 

For each scale, a principal components analysis was performed on the ratings of the 
statements to extract the components or groups of questions that elicit similar 
responses from participants. 

                                                           
1 The set of potential statements is available at: these are available at  
   www.cs.york.ac.uk/hci/docs/inital_items.pdf 
2 http://www.questionpro.com/ 
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Table 1.  The 4 components of the Museum Experience Scale (MES) and their factor loadings 

Engagement Knowledge/Learning 
I enjoyed visiting the exhibition 0.69 The information provided about the 

exhibits was clear 
0.64 

I felt engaged with the exhibition 0.69 I could make sense of most of the 
things and saw and did at the 
exhibition 

0.57 

My visit to the exhibition was very 
interesting 

0.68 I liked graphics associated with the 
exhibition 

0.52 

I felt I was experiencing the 
exhibition, rather than just visiting 
it 

0.65 My visit enriched my knowledge 
and understanding about specific 
exhibits 

0.52 

My visit to the exhibition was 
inspiring 

0.56 I discovered new information from 
the exhibits 

0.43 

Meaningful Experience Emotional Connection 
During my visit I was able to reflect 
on the significance of the exhibits 
and their meaning 

0.74 The exhibition enabled me to 
reminisce about my past 

0.55 

During my visit, I put a lot of effort 
into thinking about the exhibition 

0.53 My sense of being in the exhibition 
was stronger than my sense of 
being in the real world (reversed 
relationship) 

0.52 

Seeing rare exhibits gave me a 
sense of wonder about the 
exhibition 

0.50 I was overwhelmed with the 
aesthetic/beauty aspect of the 
exhibits 

0.47 

After visiting the exhibition, I was 
still interested to know more about 
the topic of the exhibition 

0.43 I wanted to own exhibits like those 
that I saw in the exhibition 

0.45 

Seeing real exhibits of importance 
was most satisfying aspect of my 
visit to the exhibition 

0.43 I felt connected with the exhibits 0.45 

The MES produced four components:   

• Engagement with the exhibitions and exhibits 
• Knowledge/Learning gained from the exhibition and exhibits 
• Meaningful Experiences from the interaction with the 

exhibitions/exhibits and/or other visitors 
• Emotional Connection with the exhibits/exhibitions 

Factor loadings on the top questions for each component are shown in the Table 1, 
below. A factor loading is a measure of how strongly each statement relates to the 
overall component (1.0 = perfect relationship to 0.0 = no relationship at all, only 
statements with factor loading over 0.43 are listed). From this analysis, a final 
selection of 20 questions (5 questions for each component) for the MES was made. 
For example, if two of more similar statements were in the same category, the 
statement with the higher factor loading was selected.  
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Table 2. The 3 components on the Multimedia Guide Scale (MMGS) and their factor loadings 

General Usability Learnability and Control 
I will use an multimedia guide 
again when I visit an exhibition 
(negative correlation) 

0.76 I felt I was in control of the 
multimedia guide 

0.78 

The multimedia guide was a 
distraction 

0.74 Learning to operate the multimedia 
guide was easy 

0.74 

The information given by the 
multimedia guide was too lengthy 

0.73 Using the multimedia guide did not 
require much training 

0.70 

It was difficult to determine 
where I was in the exhibition with 
the multimedia guide 

0.68 The controls of the multimedia 
guide were difficult to understand 
(negative correlation) 

0.64 

The multimedia guide helped me 
to navigate around the exhibition 
(negative correlation) 

0.67 The multimedia guide presented 
information in an understandable 
manner 

0.54 

Using the multimedia guide 
enhanced my exhibition visit 
(negative correlation) 

0.65 I found it difficult to read the text 
on the screen of the multimedia 
guide (negative) 

0.53 

The multimedia guide was 
complicated to use 

0.51   

It was difficult to select the option 
I wanted with the multimedia 
guide 

0.51   

Quality of interaction with the Guide   
The multimedia guide clearly 
provided feedback about my 
actions 

0.72   

It was clear to me when the 
multimedia guide was taking the 
initiative to offer me information 
and when I needed to ask it for 
information 

0.54   

I became unaware that I was even 
using any controls on the 
multimedia guide 

0.48   

 
The principal components analysis for the MMGS yielded three components: 

• General usability of the multimedia guide, for example whether the 
functionality of the guide is appropriate, whether it is easy to use 

• Learnability and control, whether the guide is easy to learn to use, whether 
the user felt in control, and whether the information presented in a 
meaningful ways 

• Quality of interaction with the guide, this is often considered part of 
usability or user experience, but interestingly in this scale, the aspects 
concerning interaction with and feedback from the guide form a separate 
component  
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can be a useful part of an “evaluation toolkit” available to personnel responsible for 
evaluations.  Particularly as mobile technologies such as multimedia guides become 
an integral part of the museum and cultural space experience, it is important to have 
tools available to assist in their evaluation. 

The Museum Experience Scale (MES) produced four components: Engagement, 
Meaningful Experience, Knowledge/Learning and Emotional Connection. These are 
slightly different components from those we found from the initial analysis of data 
[14], but the current structure is based on a much larger and more robust sample of 
respondents. It is interesting that only the Engagement component produced a 
significant difference between multimedia guide users and non-users. Thus use of a 
multimedia guide appears to enhance engagement and does not detract from a 
meaningful experience of emotional connection with the exhibition. 

Clearly the sense and level of engagement with exhibitions and exhibits in 
museums varies between visitors. Prior knowledge, motivation, interest, technology, 
and time spent in the exhibition may influence engagement. The findings from our 
study show that introducing technologies such as multimedia guides are achieving 
their aim, to make the museum experience more engaging for visitors. This finding 
supports previous research that the use of handheld devices such as multimedia guides 
is more appealing to visitors than more conventional and traditional ways of 
presenting information [18].   

Although this study was a useful contribution in quantifying user experience in 
museums with and without multimedia guides, it had several limitations.  In 
particular, respondents were asked about museum experiences that might be six 
months old, which was not ideal. To address this and several other issues, we now 
planning a study that will use the two scales in an on-site study of visitor experience 
with an archeological exhibition. This will allow us to collect data immediately after 
the visitor experience and to concentrate on the experience in one particular museum. 
Later research will be able to investigate and compare other types of museum and 
cultural spaces and other types of technology.  In our next study, we will use two 
different forms of multimedia guide to investigate how differences in the presentation 
of the guide can affect visitors’ experience of a museum or cultural space.  We will 
also compare this with other measures of visitor experience such as short interviews. 
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Abstract. Although an enormous amount of research effort has been devoted to 
understanding people’s energy consumption habits, visualizing their 
consumption and finding ways of motivating them towards more sustainable 
behaviours we are still in the dark with regards to people’s basic perception of 
electricity, their concept of what electricity is and their notion of the 
consumption rates of various electrical devices.  In this study we have 
employed a sketching methodology to elicit people’s basic mental image of 
what electricity is, how they conceive of the electrical infrastructure in their 
home and which devices they think represent the largest drain on their wallets.  
Preliminary analysis of the results show that people do not have a clear mental 
model of electricity and tend to associate the size of the device and the duration 
of use with higher rates of consumption regardless of the type of device, the 
type of use it is put to and its actual consumption level. 

1   Introduction 

Electricity is the staple of modern life. Electrical devices from air-conditioners and 
light bulbs to vacuum cleaners and washing machines enable us to escape the 
harshness of the weather, turn night into day, and make what was once dirty clean 
again.  Electricity powers our communication networks and fuels our production 
facilities, it brings to life the alarm clocks and coffee makers that wake us up in the 
early morning and energizes the displays that keep us busy during the day and 
entertained at night. 

Electricity is also hidden from view as the current powering a device flows sight 
unseen from the generator or grid.  Unless we fall victim to an incompetent 
electrician, or play with live wires because we have lost, or are yet to acquire our 
senses, most of us will never come into direct contact with live electricity, although 
there is always the possibility of getting struck by lightening or getting shocked by a 
static charge regardless of our sense or sensibility. 

Thus electricity remains largely out of sight and out of mind while we regale in the 
use of the multitude of electrical devices that make up the fabric of the modern world.  
It is the invisible nature of electricity that lies at the root of some of the environmental 
problems currently being faced by the world’s population, as behind most electrical 
devices lies a wall socket, and behind the wall socket lie a maze of wires and cables 
which more often than not lead to the belching smokestack of a power generating 
station. 



An Image of Electricity: Towards an Understanding of How People Perceive Electricity 101 

As we try to move towards a more sustainable future, curtailing the consumption 
of electricity and its associated emissions has turned out to be a particularly wicked 
problem.  By using the term wicked problem I refer to both the standard dictionary 
definition of a highly serious and distressing problem and the term coined by Rittel 
and Webber [26] of a complex problem for which there is neither a definitive 
formulation nor a definitive solution. 

The extent of the wickedness of the problem is revealed when one studies the 
literature on the subject.  Not only are there issues with the sitting of power stations, 
the fuels and other natural resources used to power them and the complexities of 
managing the network of cables and wires through which the electricity flows, 
research into the use and consumption of energy and electricity have revealed that 
human nature and proclivity add a set of new dimensions to the problem. 

To begin with, Pierce, Schiano and Paulos [23] have shown that people are highly 
resistant to change and value their convenience when using appliances, i.e. they may 
not forsake or delay their use of a device due to environmental considerations.  While 
Chetty, et al [4] have observed that even persons intent on shutting down their 
computers during periods of inactivity stopped doing so due to the inconvenience 
associated with the long waits caused by the prolonged start-up and shutdown times 
of the computer. 

To compound the problem even further consumption patterns both in terms of 
purchasing specific appliances and in terms of use are highly context specific, and are 
influenced by a host of variables ranging from personal preferences and economic 
ability (both past and present) to weather patterns and social norms [1], [19] and are 
often conducted without conscious consideration [17], [22]. 

HCI researchers have sought to bring the “unconscious aspects of [electricity 
consumption] to conscious awareness, thereby making them available for conscious 
choice” [27].  Pierce, Odom and Blevis [21], Froehlich, Findlater and Landay [11] 
and Pierce and Paulos [22] describe the various eco-visualization devices that have 
been constructed in order to make visible the flow of electrical energy and to 
highlight the amount of electricity consumed by a household.   He and Greenberg 
[13], Mankoff, et al [16], and Foster, et al [9] describe the ways in which social 
networking systems and computer mediated communication have been used as means 
of supporting and motivating energy conservation and sustainable consumption. 

However these approaches in addition to having to overcome the difficulties 
outlined above also have to contend with economic reality.  Studies have shown that 
the financial incentives associated with smart-meters and eco-visualization devices 
are often too small to motivate behavioural change.  Smart-meters and eco-
visualization devices typically bring about a 5-15% reduction on average [6], [28] and 
since there are no long term studies of the use of smart meters and eco-visualizations 
we do not know whether these savings can be sustained over time. 

Dunlap [8], Bostrom, et al [2], Read, et al [25] conducted a series of studies aimed 
at finding what people know and understand about global warming.  What they found 
was that although respondents showed concern over the problem their knowledge and 
understanding was highly limited.  The respondents tended to confuse the processes 
involved (often having difficulty in differentiating between causes and actions) or 
offer highly literal interpretations.  Dunlap [8] also found that these perceptions did 
not consistently vary across social strata and that most people were willing to admit 
their lack of knowledge and understanding. 
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Thus much depends upon people’s preferences and perceptions yet despite a 
tremendous amount of research work we are still in the dark with regards to how 
people perceive electricity.  A search of the literature focused specifically on 
electricity and perception yielded a single reference [14] and even that dealt with 
people’s perceptions of the aesthetic elements surrounding the placement of electrical 
poles and not with electricity itself. 

If we are to make significant inroads into the subject of electricity consumption we 
first need to unsheathe the cloak of invisibility from electricity and understand how 
people conceive electricity and electrical consumption as opposed to examining the 
ways in which they use electrical devices and their perceptions of the impact of that 
usage on the environment which has been the primary focus of most electricity 
consumption studies to date.  This study is our first step in building such an 
understanding. 

2   Research Questions 

Electricity is both a natural phenomenon and commercially available product.  As a 
natural phenomenon electricity is most often experienced either as the physical 
sensation of a minor shock caused by a static electricity charge when reaching for a 
door knob or a railing, or as a visual sensation such as a lightning spectacle during a 
storm. 

As a commercial product electricity is available in numerous forms of delivery and 
in different “strengths”.  Electrical utilities offer their customers a steady stream of 
electricity via a purpose built network for a fee.  Battery manufacturers offer 
electricity in packaged form and generator manufacturers sell devices that produce 
electricity from sources as varied as gasoline and solar rays and in capacities ranging 
from the minute to the gargantuan. 

The prevalence of commercial electricity is such that the vast majority of the world 
population consumes electricity in one form or another throughout the day.  Those 
fortunate enough to live in the more developed parts of the world enjoy a constant 
stream of electricity in their homes and workplaces and power their mobile devices 
with a host of batteries.  Those living in lesser-developed or remote sites use 
generators to either supplement or to provide the entirety of their electricity needs.  
Regardless of the level of development, isolation and socio-economic status one 
would be hard-pressed to find a location entirely devoid of some form of electricity or 
electrical consumption. 

In all cases the electricity delivered and its quantity will be hidden from view.  
Unlike other forms of energy such as cow dung, wood, coal, petrol, gas or other 
consumables such as water, fruits or vegetables commercial electricity has no visible 
or felt properties.  One cannot spill a bit of electricity from a cable like one would be 
able to do with water or petrol from a pipe, or feel whether a battery is full or empty 
by sensing its weight, as one would do with a water bottle or a gas canister.  
Electricity is an invisible resource that can neither be seen nor heard and its presence 
can only be inferred from the workings of the devices that are dependent on it.  
Indeed most of the time people only think of electricity during a power failure when 
the lights and the rest of the appliances on which their life depends stop working. 
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As a result the mental model of electricity, i.e the perceptual image a person stores 
in his head and on which he bases his reasoning and decision will be based on 
mediated/indirect experience of using electrical devices as opposed to the direct 
experiences that shape our mental models of physical space and physical properties.  
For example we form mental models of landscapes by physically traversing the streets 
of a city, the aisles of a supermarket or the corridor of a friend’s apartment, noting the 
layout of the environment, e.g. 3rd door on the right and/or specific memorable 
features (landmarks) such as the fountain or the duck at the corner of the road. 

RQ1 – What are people’s perceptions of electricity? 
Given the fact that electricity is virtually universal in both its natural and commercial 
forms, that practically no man alive today has known a world entirely devoid of 
commercial electricity and that we can only experience commercial electricity 
indirectly through the agency of some device it would be interesting as a starting 
point to find out what is the first thing that comes up in people’s mind when they 
think of electricity. 

Would people think of one of the electrical devices they use on a regular basis, 
would they invoke images of one of the infrastructure elements through which 
electricity is delivered to their homes, offices and mobiles such as electricity poles, 
plugs, cords and batteries, would an image of a lightning storm flash in their minds or 
would they think of something else entirely. 

RQ2 – How do people conceptualize the electrical infrastructure within their 
homes? 
As noted above people’s relationship with electricity is an indirect one.  The power of 
electricity is utilized through the use of electrical devices and the absence of 
electricity is often only felt when these devices cease to work 

The average home contains a complex array of wiring, access points and devices 
within and between its walls.  Some of the wiring is hidden from view, encapsulated 
into the walls, while other is visible and in plain sight.  A few devices such as the 
refrigerator are autonomous in nature, they are permanently connected to the 
electrical system, run all the time and are completely self regulated1.  Other devices 
such as washing machines, microwave ovens and televisions are fixed in place and 
constantly hooked up to the electricity supply via a wall socket either due to their size 
or because they are often used but only operate and therefore draw power when 
switched on by the consumer (either directly or via a timer setting)2. 

In addition a whole host of devices ranging from small kitchen appliances through 
hair dryers and electric drills to mobile devices such as cell phones and media players 
are stored in cupboards or carried around and are only hooked up to the electrical 
system when they are in use or when they need to be charged up. 

A person’s use of particular devices will thus be highly varied and dependent on 
numerous factors ranging from the type of activities they do, i.e. do they cook, do 

                                                           
1 Most refrigerators offer limited thermostat settings, which are either left at their factory 

setting or adjusted once in a blue moon. 
2 Some devices offering a standby position draw a small amount of electricity on a constant 

basis in order to maintain the standby position. 
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they do laundry, etc., the frequency in which the use their cell phone and thus deplete 
the battery, whether they live alone or with other people, etc. 

Lynch’s [15] study of urban environments has shown that people develop detailed 
mental models of the urban landscape in which they live and that they conceptualize 
the environment based on the paths they traverse and the landmarks they pass or 
inhabit during the course of the day. 

Do people develop a clear mental model of the electricity infrastructure in their 
home?  Which of the devices with which they interact with stand out as the landmarks 
within these mental models? Is the electrical infrastructure as invisible as we tend to 
think or does it factor in people’s conception of electricity in their homes? 

RQ3 – Which devices people think consume the most electricity? 
Not all devices are created equal, when it comes to consuming electricity, some are 
big in size but miserly, while others are small and nimble yet ravenous.  Various 
factors come into play in determining the amount of electricity consumed by a 
particular device, the type of operation performed by the device, the length of use and 
the age are but of few of the factors involved.  A proper estimation of the electricity 
consumed by a given device requires a clear understanding of the factor involved, an 
understanding that many residential householders may not have. 

In their study of how Parisians conceive of their city Milgram and Jodolet [20] 
found that when people lack personal experience of a given part of a city they will 
readily use knowledge gained elsewhere or gleaned from the media to create a 
substitute image that is based as much on fiction as it is on fact. 

Studies of people using the London underground system [29] have shown that use 
of the underground and in particular the development of a mental model of the 
underground based on a diagram of the system has significantly influenced the way in 
which they conceptualize the physical structure of the city.  At times this 
misconception led to a huge over or under estimation of distances, severely impacting 
their navigation and decision-making. 

Could the same factors be at play in the home environment with regards to the 
consumption of electricity?  Is the understanding of people based on fact or is it 
fuelled by misconception? 

3   Methodology 

To conduct the study we opted for a phenomenological approach inspired by the work 
of Lynch [15].  Lynch wanted to uncover people’s perceptions of the urban 
environments in which they were living.  As part of the interviews he conducted with 
people he asked them to draw him an “image of the city”.  The resultant images often 
naïve portrayals of specific elements and segments of the urban landscape reflected 
the daily lives of particular individuals.  However when taken as a whole and 
compared to one another the images showed certain commonalities highlighting 
certain landmarks and marking a common set of boundaries. 

As of late a similar methodology was used by Poole, et al [24] in the context of 
home computer networks, by Yan [30] in understanding how children conceptualize 
the Internet and by Friedman et al [10] in understanding web security. 
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As this is our first foray into this domain we decided to first launch a pilot 
investigation as a means of exploring the lay of the land and establishing the 
parameters on which further explorations will be based. 

The study consisted of a short interview, intended to last for 15-45 minutes in 
which respondents were asked to draw 3 drawings and after the completion of each 
drawing describe the objects drawn and the reasons for drawing these objects. 
Participants were assured that no drawing skills are required and moderators were 
asked to keep the drawing time to less than a minute per drawing to minimize the 
potential for contemplation as much as possible as we wanted people to draw what 
first came to their mind. 

At the end of the interview respondents were asked to provide basic demographic 
information such as age, gender, profession, however no identifying or contact 
information was collected and thus no follow up interviews were intended nor 
conducted with the participants. 

The three drawings participants were asked to draw corresponded to the research 
questions posed in the study.  For the first drawing respondents were posed with the 
question “draw me electricity” in an attempt to solicit the first image that came to 
their mind when they thought about electricity and thus their basic conception of 
electricity. 

For the second drawing respondents were asked to draw all of the electrical 
elements in their home and for the third drawing they were asked to draw a pictorial 
representation of the 5 devices they thought consumed the highest amount of 
electricity. 

No video or audio recordings were conducted during the interviews.  Following the 
interviews the objects drawn in each of the drawings were coded and tabulated and 
summaries created of the types of objects appearing in the drawings. 

4   The Drawings 

Due to the exploratory nature of the investigation we did not seek to gather a 
statistically representative sample of the population nor did we concentrate on any 
particular segment of the population.  We simply strove to attract a broad selection of 
participants from as wide a range of ages as possible in order to provide us with an 
initial glimpse into the subject domain. 

Over a period of 4 weeks a group of 9 undergraduate students who were given 
training in the method of inquiry canvassed people in and around the city of Funchal, 
on the island of Madeira, for a brief interview about their perceptions of electricity.  
Participants were told we were conducting a study on sustainability and were not 
offered or given any remuneration for their participation. 

In all the team interviewed a total of 454 respondents between the ages of 8 to 77 
(Mean = 26.55, SD=10.89), of which 50.4% (n=229) were male and 49.5% (n=225) 
were female. 

Due to the predominance of young individuals, most of whom were students or 
young professionals in the sample, no attempt was made to analyze the results with 
regards to age or profession. The following is a preliminary analysis of the results. 
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Fig. 1. Age breakdown of the respondents 

4.1   Drawing 1 – Draw Me Electricity 

In the first drawing participants were asked to draw the first thing that came to their 
mind when they thought of electricity.  However in some cases the participants got 
carried away and drew several elements and the moderators caught in the heat of the 
moment failed to mark which of the elements was the first one to be drawn. 

In order to maintain consistency when comparing the drawings, drawings 
containing more than one element were removed from the sample leaving a total of 
400 drawings.  The age and gender distribution within this sub-set remained largely 
unchanged.   The age of the respondents ranged from 8 to 77 with a mean age of 
26.19 (SD=10.76) of which 50.5% (n=202) were females and 49.5% (n=198) males. 

The most commonly drawn object was a light bulb with 39.5% (n=158) of all 
drawings.  An additional 6% (n=24) of participants drew various light fixtures making 
light the most common representation of electricity with 45.5% (n=182) of all 
drawings.  There was a marked difference between the genders here with 63.7% 
(n=116) of the drawings drawn by females and 36.2% (n=66) being drawn by males. 

When asked why they drew a light bulb or a light fixture all of the participants 
irrespective of gender remarked that electric lights are the most prevalent 
manifestation of electricity.  Statements like “we are surrounded by light”, “electric 
lights are everywhere”, “light is the first thing I see” and “turning on the lights is the 
first thing I do” were repeated over and over again. 

The second most common object drawn was Lightning with 19.25% (n=77) of the 
drawings.  The majority drew simple representations of lightning bolts although a few 
drew more elaborate affairs portraying a thunderstorm complete with clouds and rain.  
When queried about the reasoning behind the drawing a large number said that 
although their initial thought was of a thunderstorm, the lightning bolt had a double 
meaning as it is often used as a warning sign on electrical installations. This set of 
drawings also displayed a marked difference between the sexes but in a reverse order 
with 77% (n=59) being drawn by males and 23% (n=18) by females. 
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Fig. 2. A representative sample of the light bulbs and light fixtures drawn by the respondents 

 

Fig. 3. A representative sample of the lightning bolts drawn by the respondents 

 

Fig. 4. A representative sample of abstract and diagrammatic representations of an electric 
current drawn by the respondents 

In third place with 8.5% (n=34) were drawings of an electrical current drawn in 
either a purely abstract from (n=20) or in a diagrammatic format showing an electrical 
circuit (n=14).  Of these 70.6% (n=24) were drawn by males and 29.4% (n=10) were 
drawn by females.  The drawings created by the male respondents were equally 
divided between the abstract and diagrammatic formats while those drawn by female 
respondents were mainly abstract (n=8) 

Electrical infrastructure elements such as electricity poles, cables and sockets were 
next in line with 7.5% (n=30) of participants divided equally between males and 
females drawing an electricity pole and 5% (n=20) drawing indoor power cables and 
plugs. Only 2% (n=4) of participants drew a wall socket and 0.75% (n=3) drew a light 
switch. 
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Fig. 5. A representative sample of the electricity infrastructure elements drawn by the 
respondents 

The remaining drawings (n=33) representing 8.25% of the total reflected a variety 
of notions from the concrete to the abstract.  Two respondents drew a person with 
spiked hair and another drew a person being shocked while touching a surface as a 
representation of static electricity.  Three respondents drew the symbol of the Euro as 
a representation of the cost of electricity.  Two additional respondents drew batteries 
while another pair drew a representation of the flow of electrons in a wire as a 
representation of the essence of electricity.  Moving towards the purely abstract one 
person drew a butterfly because it represents energy and colour and another drew a 
nightscape as “it is in the night when electricity is most needed” 

 

Fig. 6. Some of the more abstract representations drawn by the respondents, pictured from left 
to right, the flow of electrons thru a wire, a pictorial representation of the night, a person with 
statically charged spiked hair, and a butterfly drawn to represent energy and colour. 

It is interesting to note that not a single respondent drew an image of a power 
station (with or without smoke stacks) although 3 of the respondents drew windmills 
and indicated their use as sustainable energy source, 3 others drew an image of the 
sun and indicated its potential as an alternative energy source and one respondent 
drew a representation of a hydro electric dam. 

4.2   Drawing 2 – Electricity in the Home 

In this drawing respondents were asked to draw electricity in their home.  We sought 
to see the way in which people perceive and conceptualize electricity within their 
homes and whether the hidden and embedded infrastructure elements such as the 
electricity wires that snake through the walls as well as the sockets and switches that 
slightly protrude from the walls would be reflected in these perceptions.  We 
suspected that infrastructure elements would by and large be hidden and that devices 
people use on a frequent basis would figure prominently in their perceptions. 

Figure 7 provides an overview of the type of drawings created by the respondents.  
The vast majority of respondents (79.42%, n= 359) opted to simply draw various 
devices and elements on the page with no specific relationship between the objects 
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drawn.  A further 11.95% (n= 54) drew floor plans of their homes and positioned the 
elements in their relative position in the home while another 8.63% (n=39) drew a 
stylized representation of their home and placed the entities within the home 
environment.  Female respondents were more likely to draw floor plans (n=38) or 
stylized representations (n=28) than males who only drew 16 floor plans and 11 
stylized representations.  However the number of elements portrayed in each drawing 
was roughly the same with males drawing an average of 3.72 (SD=2.46) per drawing 
and females drawing an average of 3.83 (SD=2.64) elements per drawing. 

 

Fig. 7. A sample of the drawings created by the respondents for drawing 2 

The drawings (n=452) confirm our suspicion that infrastructure elements are by 
and large out of sight and out of mind, however they are not completely invisible with 
24.11% (n=109) of the drawings containing at least one infrastructure element as 
illustrated in Table 1.  Males appear to be more sensitive than females to 
infrastructure elements built into the walls such as wall sockets and wires but the their 
representations of the fuse box and the electricity meter appear to be more analogous.   

Table 1. Electricity Infrastructure Elements in Drawing 2 

Element Female Male Total Percentage 
Wall socket 28 50 78 17.26 
Fuse box 12 14 26 5.75 
Wire 4 7 11 2.43 
Power strip 4 6 10 2.21 
Electricity Meter 3 4 7 1.55 

 
Electric lights figure prominently in the drawings with 46.20% (n=208) containing 

a representation of a lamp, a light bulb or a light switch.  However lights also present 
a classification problem as some lights such as ceiling lights are built into the walls 
and are turned on from switches purposely built into the walls and thus may rightly 
perceived as part of the infrastructure of the house and others such as bed side lamps 
are stand alone devices which are turned on from a switch on the lamp and thus may 
be perceived as an independent device.  Only 13.27% (n=60) contained a specific 
representation of a table or a floor lamp and they appeared more frequently in 
drawings created by females (n=36) than by males (n=24).  15.04% (n=68) of the 
drawings contained a drawing of a light bulb, with the bulbs appearing more 
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frequently in drawings created by male respondents (n=44) than those created by 
female respondents (n=24).  Ceiling lights drawn in either great detail or in purely 
abstract form appeared in 19.92% of the drawings (n= 90) with a higher 
preponderance in the drawings created by females (n=55) to those created by males 
(n=35).  Light switches appeared in 5.31% (n=24) of the drawings with a fairly equal 
distribution between the genders with 13 drawn by males and 11 by females.  In light 
of these data we are inclined to classify light as an infrastructure element.  

The drawings also support our second hypothesis that devices people use on a frequent 
basis would feature prominently in their perception of electricity.  Electric lights are a case 
in point however televisions appear to shine more brightly in the perceptions of the 
respondents with 52.21% (n=236) of the drawings containing a representation of a 
television set and computers are not far behind appearing in 41.81% (n=189) of the 
drawings.  Large domestic appliances loom large in the drawings appearing at least once 
in 54.65% (n=247) of the drawings.  Refrigerators appear most frequently in the drawings 
followed by Microwave ovens and washing machines.  Small appliances such toasters, 
juicers and irons feature in only 21.46% (n=97) of the drawings, most appear in only a few 
drawings and none have broken the 10% barrier. 

An interesting anomaly but an understandable one given Madeira’s mild weather is 
the almost total absence of heating and cooling devices in the drawings.   In all only 1 
air conditioner, 3 heaters, 4 fans and 4 dehumidifiers were drawn with the heaters and 
fans drawn mainly by males and the air conditioners and dehumidifiers mainly by 
females.  A more interesting and less understandable anomaly is the low number of 
cell phones drawn with only 6.64% (n=30) containing a representation of a cell phone 
and the almost complete absence of iPods/MP3 players with only 3 iPods drawn 
despite the high prominence of these devices in everyday life and the high frequency 
in which they need to be charged.  One explanation might be that these devices have 
become so ubiquitous that they, and the activities needed to support them have 
receded into the background.  

Table 2 provides an overview of the devices that appear most frequently in the 
drawings created by male and female respondents.  The percentages are computed per 
gender. 

Table 2. Electrical Devices Featured Most Frequently in Drawing 2 

 Female Male 
 Device Count % Device Count % 

1 Television 120 53.81 Television 116 50.66 
2 Computer 86 38.57 Computer 103 44.98 
3 Refrigerator 85 38.12 Refrigerator 77 33.62 
4 Microwave 62 27.80 Microwave 55 24.02 
5 Washing 

machine 
41 18.39 Washing machine 35 15.28 

6 Toaster 21 9.42 Radio 17 7.42 
7 Hair dryer  20 8.97 Cell phone 14 6.11 
8 Radio 16 7.17 Iron 14 6.11 
9 Cell phone 16 7.17 Oven 13 5.68 

10 Iron 15 6.73 Stereo system 11 4.80 
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4.3   Drawing 3 – Draw the Highest Consuming Devices  

In this drawing respondents were asked to draw representations of 5 electrical devices 
in their homes they thought consumed the highest amount of electricity. 

Although an extensive range of appliances and devices was drawn ranging from 
Aquariums, air compressors, alarm clocks, curling irons and cement mixers through 
electric guitars, humidifiers and foot massagers to sewing machines, soldering irons 
and water coolers those that appeared most frequently were of a more mundane nature 
as listed in table 3.  Unfortunately the order in which the devices were drawn was not 
recorded so we cannot say which device was drawn first, second and so forth and only 
report on the total occurrence of specific devices in the drawings. 

The drawings and the comments made by the respondents reflect the notion that 
people do not have an accurate sense of the amount of electricity consumed by a 
particular device and tend to associate consumption level with the frequency and 
duration of use as well as with the size of the device. 

Table 3. Top 10 Most Frequently Drawn Devices in Drawing 3  

Female Male 
Device Count Percentage Device Count Percentage 
Television 141 62.67 Refrigerator 154 67.25 
Refrigerator 139 61.78 Television 145 63.32 
Washing 
machine 

131 58.22 Computer 127 55.46 

Computer 112 49.78 Washing 
machine 

121 52.84 

Microwave 92 40.89 Microwave 102 44.54 
Iron 61 27.11 Iron 56 24.45 
Deep freezer 57 25.33 Light 55 24.02 
Light 48 21.33 Deep freezer 42 18.34 
Water heater 34 15.11 Oven 32 13.97 
Tumble Dryer 32 14.22 Water heater 28 12.23 

 

Fig. 8. A Sample of the drawings created by the respondents for drawing 3 
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Most of the devices listed in Table 3 consume low to moderate levels of electricity 
but when queried about why they drew a particular device respondents constantly 
made references to size, duration and use, with statements like, “the television is on 
all the time so it must be consuming lots of electricity”, “I have lots of lights in my 
house”, “we have a big deep freezer”, “the kids use the computer all the time”. 

In one extreme example a 23-year-old male drew a small aquarium, a fridge, a 
deep freezer, a television and a computer.  When queried about the drawing he said 
the water pump and the light in the aquarium are on all the time, he watches a lot of 
television and spends a lot of time with the computer and the refrigerator and deep 
freezer are very big and for these reasons they each consume a lot of electricity. 

A few respondents drew a person in addition to devices to highlight the high rate of 
consumption brought about by a particular individual.  An example can be seen in the 
drawings of two respondents.  The first, a 28-year-old male who in addition to a 
computer, refrigerator, iron and a television, drew his girlfriend, and noted that she 
never turns off the lights in his apartment.  The second, a 25-year-old female, drew 
her grandmother in between a television (intended to represent the 4 TV sets in her 
house), a computer, a cell phone (intended as a representation of the 5 cell phones in 
her house) and a microwave and complained that the old lady uses the washing 
machine and tumble dryer on a daily basis and thus consumes a lot of electricity. 

 

Fig. 9. A tale of an aquarium, a girlfriend and a grandmother 

4.4   Some Initial Conclusions 

Although the results of the study were drawn from the population of the city of 
Funchal and its outlying areas and therefore represent the perceptions of an urban 
population with a predominantly European background we believe that they provide a 
valuable insight into people’s perceptions of electricity on which further study and 
reflection can be based. 

The drawings confirm our suspicion that people lack a coherent mental model of 
electricity.  The hidden and mediated nature of electricity means that people’s 
perceptions of electricity are shaped by the devices that pervade their daily lives, and, 
as a result electric lights, computers, televisions and a host of domestic appliances 
dominate individual perceptions of electricity.  Without visual cues to the amount of 
electricity consumed by each device people seem to rely on mental models and 
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associations gleaned elsewhere.  Thus, the size of the device, the duration of use and 
the frequency of use become proxies for rates of consumption.  As a result people 
ascribe high consumption levels to the most miserly of devices, to the extent that even 
the lowly aquarium light may be perceived as an electricity guzzler simply because it 
is on all of the time.  

An examination of the devices listed in Table 3 reveals only minor difference in 
the perceptions of males and females with with regards to which devices consume the 
highest amount of electricity.  Thus although the males of the species may not do as 
many loads of laundry as the females, they both attribute the device with a high level 
of consumption.  After all frequency and size are in the eyes of the beholder, 
regardless of whether the beholder actually uses the machine or beholds an image of 
someone else using the machine as illustrated in Figure 10. 

 

Fig. 10. Still life with husband, television and washing machine.  A drawing of electricity in the 
home created by a 36 year old, female 

5   Discussion 

In Understanding Media, McLuhan [18] famously quipped, “The medium is the 
message”.  In the same volume he used electric light as an example stating, “The 
electric light is pure information. It is a medium without a message…”.  McLuhan 
wanted to stress a point, that the impact (message) of a technology (media) was not 
what the technology enabled, or even what one did with the technology but what were 
the social ramifications of the technology and the patterns of use that followed its 
adoption. 

To paraphrase McLuhan’s example the importance of the railway is not in the way 
it harnessed rails, wheels and steam power to move people and cargo, or in the 
specific trips individual people made but in the new types of urban forms and new 
forms of work and leisure activities that have emerged. 

In this sense the light bulb is indeed a medium without a message unless the 
message is one of convenience and abundance.  However we must ask ourselves 
whether the social ramifications of a technology convey the whole message or are 
they just one aspect of the story. 
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A light bulb emits light, that is plain to see, but if we hold our hand next to it, we 
can sense that it also emits heat.  The heat we can feel being emitted from the lamp 
and the emissions released by the power station that powers it are costs whose 
ramifications have largely been ignored until now. 

Most current sustainability related efforts have been geared towards bringing 
electricity and the hidden costs associated with its consumption to the attention of 
consumers in an effort to elicit a more sustainable lifestyle.  However as the drawings 
reveal we are not only facing a problem of visibility we are also facing a problem of 
legibility.  By legibility we essentially mean the ease in which people interpret and 
understand a place, a technology or a piece of information.  The challenge now is how 
to make the consumption of electricity not only more visible but also more legible.  
The issue of legibility raises a number of interesting questions.   

1. How can we imbue electricity and its consumption with a meaning people can 
easily perceive and relate to?   

2. How can we relate the consumption rate of individual devices in a way that 
would enable people to develop a mental model based on the properties of a device, 
i.e. does it provide light, heat, refrigeration, etc. as opposed to its size, duration or 
frequency of use?   

3. How can we utilize the notions of size, frequency and duration in promoting 
more sustainable use and consumption patterns? 

As noted above one of the difficulties with the consumption of electricity is its 
invisible nature.  People tend to have difficulty conceptualizing invisible or purely 
abstract concepts such as electricity, preferring instead to rely on visible 
manifestations and physical properties such as the light emitted by a bulb or the size 
of a refrigerator.  

One answer to the above questions would be to use light and the size of a device as 
elements in design. Gustafsson & Gyllenswärd [12] successfully made manifest the 
flow of electricity through a cord by making the cord glow with light.  Why not 
extend the metaphor and make the whole refrigerator glow with light.  By contrasting 
the large size of the refrigerator with a low level of ambient light (since refrigerators 
are relatively low consumers of electricity) we will hopefully enable users of  
the refrigerator to make the correct relationship between size and consumption level.  
A whole house equipped with such appliances will enable the residents to map  
|out their electrical consumption and focus their conservation efforts on particular 
problem spots. 

Further playing with the notions of size, duration and frequency of use which seem 
to dominate the perceptions of the study participants we can use Non Invasive Load 
Monitoring (NILM) devices to get a detailed record of the electrical consumption of 
various devices in the house and then display graphical representations of the 
consumption levels of these devices coupled with pithy quirky messages.  For 
example, a television may display the following message upon stating up “I maybe a 
42” television screen but I only consume as much electricity as the toaster you used 
this morning”. 
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Fig. 11. The consumption and production of electricity in the home as portrayed by a 30 year 
old female respondent.  Electricity is consumed by a host of domestic appliances; the 
consumption is then offset by electricity generated as a result of amorous activities in the 
marital bed.   

6   Conclusion  

In The Image of The City, the work that provided the initial inspiration for this study, 
Lynch [15] strove to discover how people understood the structure of cities, what were 
their perceptions of specific areas of the city, how did they navigate through the space 
and how would they define and portray its properties to others.  Lynch’s objective was 
to understand the legibility and imageability of urban places, properties that would not 
only allow the inhabitants to easily navigate through the city but that would also foster a 
local identity and pride of place and that would allow urban planners and developers to 
create urban environments that are liveable as well as habitable. 

In this work we strove to follow in Lynch’s footsteps by trying to uncover people’s 
perceptions of electricity in order to devise methods that would make electricity more 
legible and imageable (to use Lynch’s terms) and thus support a more sustainable use of 
electricity, one that is based on understanding of the benefits and consequences of the 
consumption of energy as opposed to one based on indifference, ignorance and guilt. 

Although the study was conducted within the confines of a small island with a 
fairly homogenous population we believe the work provides valuable insights into 
how people perceive electricity and how perceive the consumption levels of 
individual devices and thus to be of use both to HCI researchers looking to develop 
sustainable technologies and technologies intended to support sustainability and 
researchers in other fields engaged in projects related to electricity and sustainability. 
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We intend to pursue this work further by conducting additional studies in which we 
will seek both to validate the findings by surveying a more diverse population base on 
which we could conduct rigorous statistics test and to expand the scope of the work 
by looking at additional aspects such as the electricity grid and the energy sources 
used to power it. 

We would like to end this paper with a final image.  An image we believe portrays 
both the rich insights on electricity provided by this study, insights we have only 
begun to explore and thus only cursorily presented in this paper and the power of 
drawing as a tool for eliciting rich information on recalcitrant topics from reserved as 
well as responsive respondents. 
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Abstract. This paper proposes a new design research method to support 
businesses engaging in the innovation of products and services intended for use 
in public spaces. Increasing numbers of companies are turning to detailed 
user/consumer research often based on ideas from the design ethnography 
community. In an increasingly complex and fast moving business world, there 
is a need for faster user research that also provides a wider focus on the 
situation under investigation. A potential solution is using a larger number of 
fieldworkers on one study. As it would be difficult and costly to utilise many 
experienced design ethnographers, this may also involve the use of novices. 
This paper describes the development of a method for adapting existing 
practices to the emerging context outlined above (i.e. large numbers of 
fieldworkers, not all of whom necessarily have experience in ethnography). We 
discuss 3 field studies that show how the method can be applied and how it has 
been fine-tuned based on the outcomes. This method involves multiple groups 
of fieldworkers situated at a range of public spaces and each assigned with a 
specific theme of interest. The wealth of material that this fieldwork activity 
produces is then digested and insights are generated from it to help inform an 
understanding of existing behaviour within public space. This paper shows that 
fieldwork can be reduced to a set of simple tasks that can be successfully 
distributed over a group of novices facilitated by an experienced design 
ethnographer. This work will be extended further so that it can be applied as 
part of a toolkit for use in businesses where there is no established culture of 
utilising this type of user research. 

Keywords: Ethnography, Crowdsourcing, Fieldwork, Innovation, Methodology, 
Public Space. 



 Structuring the Collaboration of Multiple Novice Design Ethnographers 119 

1   Introduction 

We will address the problem of providing ethnographic research for an increasingly 
complex and fast moving business world. This type of activity usually takes a long 
time to perform and is very specific in what it is observing. Our aim is to create a 
methodology to help explore the problem space in a short space of time with people 
who do not necessarily have a background in design ethnography. An objective of this 
is to have a broad focus on the subject matter so that there is a wide range of 
perspectives on what is being observed. 

As a case study, we will try to identify opportunities for collaborative technologies 
situated within public space that encourage social interaction. Some examples of the 
kinds of new systems researchers and companies are interested in are digital signage, 
ubiquitous computing and mobile technologies. As public space is such a large 
context, we require a solution that will help us to understand the huge variety of 
activity going on there at any one time. Instead of a small number of fieldworkers 
taking many weeks to understand each of the perspectives of people who inhabit the 
space, a potential solution is to gain multiple viewpoints from many people making 
observations at the same time. We created a set of very broad themes that could be 
interpreted in multiple ways so that there would be a variety of approaches to 
gathering the fieldwork data. We will discuss the design and evaluation of the 
materials used to facilitate the fieldwork activity.  

In essence, we will suggest a method for distributing fieldwork across a group of 
novice observers, reducing the fieldwork activity to a set of simple tasks. These tasks 
will be framed and facilitated by an experienced design ethnographer who will 
produce the support materials and lead the analysis workshops. The idea of using a 
group of people in fieldwork has similarities with Open Source development [1, 2]. In 
Open Source development, the community is encouraged to apply their skills to 
extend existing software. Our proposed methodology will provide more structure to 
the tasks requiring less expertise from participants. The idea of involving non-experts 
in fieldwork has similarities with crowdsourcing [3]. In crowdsourcing, well-defined 
tasks that are traditionally performed by employees are outsourced to an undefined 
large group of people via an open call. Our approach will not necessarily use an open 
call to recruit participants, and will involve more explicit continuous collaboration 
between the participants.  

To illustrate our method, we will discuss a set of studies using observations of the 
interactions taking place in social spaces such as shopping centres, city squares and 
railway concourses. The outcomes of these studies provide an insight into how to 
design for such contexts along with techniques for managing this process.  

In section 2 we will describe the other relevant literature that has helped to inform 
the development of our methodology. In section 3 we provide an overview for each of 
the main activities that constitute up our method. We explain how the method was 
first deployed in section 4 then subsequently refined and applied an additional two 
times in section 5. Finally, in section 6 we will detail the conclusions that were 
arrived at and indicate potential future work. 



120 P. Gault et al. 

2   Related Work 

Design ethnography requires a set of custom techniques that can be adapted from their 
roots in anthropology to suit the requirements of new product development [4]. 
Previous studies have shown the application of ethnographic techniques using short 
timeframes [5] but the possibility of working with a number of fieldworker 
observations has not been explored. 

We aim to use fieldwork to drive a broad exploration of the problem space. The 
analysis and synthesis of fieldwork observations will help to uncover new 
opportunities for the interactive systems we are interested in. 

The normal limitations of fieldwork-based techniques include issues related to 
time, breadth and generalisability [6]. Fieldwork can be a very time consuming 
approach; doing both the observations and analysing the gathered data. It lacks 
breadth as it typically only studies one organization or culture in a specific time 
period, so offering in-depth knowledge only of particular contexts and situations. The 
generalisations arrived at from one study may be subjective as the researcher may 
have imposed an interpretation on what has been observed (different people may 
observe different things). We propose to use this subjectivity to our advantage as a 
way of channelling the observations from a variety of perspectives. 

The initial stage of the methodology is the gathering of the fieldwork data. This 
will involve sending our participants out into a large public space with a set of themes 
that can help to guide the observations they make. Similar approaches [7] have shown 
that this technique will support the fieldworkers as they gather material by focussing 
on a specific topic of interest. Each theme will be explained using a reference card 
alongside a map of the physical space that they must make their observations within. 
The usage of reference cards to help explain a design methodology is a well-
established concept [8]. We will use this technique as a way of co-ordinating the 
observations made by our group of novice fieldworkers. 

For the second part of our methodology, we will undertake an affinity-mapping 
workshop where we analyze the fieldwork data using the initial steps of a grounded 
theory approach, namely open coding [9]. This is appropriate, as it will allow new 
themes to emerge from each fieldworker’s individual field notes. The process of 
combining these themes will also allow us to arrive at a set of new-shared themes 
derived from all of the participants’ fieldwork data.  

Bringing together all of the field notes from the individual fieldworkers will 
involve the creation of an affinity-mapping diagram. Affinity mapping is originally 
based on the KJ-method [10], which develops themes into insights and helps identify 
the relationships among many issues. This technique will enable the group to consider 
the results of all of the observations made during the fieldwork activity. The outcome 
of this will be a KJ image that shows an externalized mental map of the fieldwork 
observations made by the group. This will help to show the broad themes relevant to 
the problem alongside the data they are derived from. This is a useful process as, by 
its nature, it is an activity that must be done fast encouraging a systemic response to 
the overall problem [11] instead of slowly going through with point-by-point 
solutions to each problem that is identified. During the workshops we will use the 
physical space to support the collaborative analysis work. The ability for large media 
to support many people collaborating in the same physical space [12] will help our 
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participants arrive at a shared understanding of the fieldwork material they have 
collected. This will enable them to discuss the detail of each individual’s fieldwork 
notes and relate this to the material that other participants have contributed. 

In our method, we ask broad exploratory questions first. When working in an 
industry setting, it can be very difficult to be very specific at the outset. For example, 
"find the next killer application" might be the first question that a company asks when 
exploring a new area. By keeping it as broad as possible initially, this gives us enough 
space for any potential solutions (including unexpected ones) to be explored. The data 
analysis may result in more specific questions that can then be investigated in a new 
round of fieldwork. 

3   Proposed Methodology 

We will provide a brief summary of the method and then we will go into greater detail 
by explaining each of the main stages that were followed. Firstly, we broke down our 
problem of identifying opportunities for collaborative technologies situated within 
public space into 4 themes. We prepared materials for the participants to refer to 
whilst out in the field and assigned 2 person teams to work on each theme and placed 
them at different locations. The fieldwork observations took place on a single day 
where a large amount of data was recorded. This material was then brought back into 
the studio, shared with other group members and consolidated into a secure online 
space. Finally, a workshop was held where the group ruminated over the material they 
had gathered and some directions for further research exploration were identified. The 
four main phases of activity were: 
 
− Materials preparation 
− Fieldwork observations 
− Dump & distil 
− Affinity mapping workshop 

3.1   Materials Preparation 

A set of briefing cards was designed for the participants to refer to whilst out in the 
field making their observations. This gave each of the teams a key area to focus on 
both conceptually and physically.  One side of the card detailed a research theme with 
a title and a set of questions whilst the reverse of the card had a map marking out 
where the observations were to be located. The research theme was a title followed by 
single sentence along with 3 example questions loosely related to the theme. The 
cards were A5 size so they were small enough for the participants to keep in their 
pocket and so easily referred to if needed. The cards were also laminated to make 
them robust in case the weather conditions were not favourable. 

3.2   Fieldwork Observations 

This phase of work is where the participants go out into the field and make their 
observations. The participant group were split into equal numbers of people and each 
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team was given a briefing card containing a specific theme. The whole group were 
briefed before setting off to make their observations. It was suggested that one person 
take the role of writing notes and another person of capturing visual material. If it was 
felt necessary, the team members were free to switch roles at any point during the 
exercise. The importance of keeping communication flowing between members was 
stressed so that there was a shared plan of action for what was being observed. The 
teams were encouraged to take plenty of breaks, as making the observations can be 
quite an intensive exercise. During these breaks, they were able to use the opportunity 
to talk about how the task was progressing. The teams were asked to keep any 
observations in context so that they were mindful of the environmental conditions, 
time of day and density of people in the space they were observing. 

3.3   Dump and Distil 

This is the process of putting all the fieldwork data into a form so that it can be 
worked with further. It began as soon as the observation activity was completed. The 
teams were asked to write-up another version of the scratch notes they had recorded 
immediately after making their observations so that nothing was forgotten, as this 
would easily happen otherwise. The whole group came together to discuss their 
observations and reflect upon the process they had gone through whilst out in the 
field. From the outset, the group were encouraged to remain analytical about their 
observations by not jumping ahead into thinking about designing new solutions. They 
were asked to discuss their strategy throughout the task, how they interpreted the 
individual research questions and how they approached working in each location. The 
group were guided to create backups of all their notes in case they were lost and also, 
they could be easily shared with each other. To facilitate this, secure network drives 
were created where everyone was able to pool their data for further analysis. 

3.4   Affinity Mapping Workshop 

The final part of our method involved a workshop to help reach a shared 
understanding of the material that had been gathered. The teams were asked to make a 
pass through their fieldwork data and extract items of interest onto post-it notes. Each 
team was guided to use 1 colour of post-its and initial each note so that if necessary, 
the data could be queried later on in the process. Once the groups had written out their 
notes, they started to arrange them into sub-groups and used index cards to write 
headings above the groupings. A photograph of each team’s notes was taken at this 
point so if needed, the layout of notes was saved and would be referred back to later 
on. The final part of the workshop involved all of the teams pooling their data 
together to see what overall findings could be arrived at. This involved taking down 
the sub-headings from each group and arranging these into super-headings across all 
of the groups. The original post-it notes were pulled into these new super-headings so 
it could be seen how appropriate they were. It should be stressed that this activity can 
be repeated a number of times to see if the same or a different understanding  
is reached. 
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4   Field Study 1 

4.1   Study Design 

Following the results of our previous Urban Traces study [13], we decided to develop 
our methodology by creating a number of themes and targeting specific physical 
spaces related to them. 

4.1.1   Questions. The research questions for the fieldwork observations were split 
into 4 different themes. Each theme was explained using a sentence outlining the 
focus of the observations and then 3 follow-up questions that the participants were 
asked to try to answer. The themes, explanations and questions were as follows: 

Connections. Observe how people navigate their way through physical public 
space using the way finding systems that are present. How useful are the existing way 
finding systems? Where do clusters of people and flows of activity occur? What 
would happen if the way finding system were to fail? 

Transactions. Observe how the exchange of information, goods & services is 
facilitated.  What are the social norms and practices taking place around self-service 
kiosks? How are people using public space as a platform for collaboration? Where is 
technology being used and why? 

Interactions. Observe how people interact both with each other and with the 
systems that are present in public space. How does the space affect the way in which 
people behave? Where is one-to-one & one-to-many communication occurring? What 
kinds of technology are present and why are they there? 

Conversations. Observe the patterns in behaviour for ways in which people 
congregate in public space. What are the differences between how large groups of 
people behave in comparison to small groups & individuals? How does the physical 
layout affect places that people gather? Where are the empty spaces and why are they 
so? 

 
4.1.2   Participants. Fourteen students on a Masters of Design Ethnography (MDE) 
participated in the study (4 male, 10 female). The course teaches students to perform 
user research and explore how this is incorporated into the work of companies 
globally. The participants were grouped into teams of 2 so that the different activities 
could be shared out within each team. 

 
4.1.3   Location. The city centre of Glasgow was used to carry out the fieldwork 
activity. Glasgow is the largest city in Scotland so there would be a relatively high 
volume of activity on the day of the fieldwork. Four separate physical spaces were set 
out to match the research themes. The connections teams were located in Glasgow 
Central train station; the transactions teams were located in a shopping centre called 
The Buchanan Galleries; the interactions teams were located in Buchanan Street and 
the conversations team was located in George Square. Prior permission was sought to 
make observations in the train station and shopping centre locations. No permission 
was given to take photographs or record video in these locations, so these particular 
teams had to rely on note taking and sketches to record their observations. 
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4.1.4   Materials. Each group was given a plastic wallet containing: a briefing card, 
sketchbook, notebook and pencil. 
 
4.1.5   Procedure. The study was split into 3 sessions: 

− Fieldwork: a trip to Glasgow to carry out fieldwork observations. 
− Dump & distil workshop: The group discussed the process of carrying out the 

observations and explored ways of presenting the gathered material. 
− Affinity mapping workshop: Participants analyzed and synthesized the fieldwork 

notes and other types of data. The purpose was to arrive at a set of insights based 
on the observations that each team had made. Following on from this, the group 
tried to make overall sense of activities that had gone on that day across all of the 
original themes. 

4.2   Fieldwork 

The fieldwork activity began with a briefing in the city square. Participants were put 
into pairs, creating 7 teams and then the briefing packs were issued. The teams were 
given the option of assigning roles themselves but it was suggested that they split up 
the activity so that one person had the role of keeping notes and the other person the 
role of drawing sketches visually representing any observations. They were 
encouraged to keep communication flowing between each other whilst working on 
this activity.  

The teams were asked to use the materials provided within the pack to help record 
their observations. The interactions and conversations teams, who were working 
outside, were also asked to use a digital camera to take photographs. The transactions 
and connections teams were working inside so had to rely solely on written notes and 
drawing sketches. 

We scheduled 2 bursts of activity to take place on the day of the fieldwork. The 
first period lasted an hour and half, which allowed each of the teams to become 
acquainted with the research questions and familiarised with the locations where they 
were observing.  

After the first burst of activity, the group gathered at a cafe to discuss how the 
fieldwork was going. This enabled them to talk about any problems that had occurred 
in the first pass of their separate spaces. Some issues that arose from this discussion 
were: 

− Feeling overly visible whilst note taking and strategies for taking notes discretely. 
− Having difficulty to decide what to focus on when there was too much happening 

at once to be able to record everything. 
− Pretending to do something else other than observing so that the notes could be 

memorised and then recorded shortly after. 

Once the group had finished their discussion, they split up once again into their 
individual teams and set off back to their designated spaces. This gave them another 
hour to make some further observations. 
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4.3   Dump and Distil Workshop 

A week after the fieldwork, participants were asked to discuss how they managed the 
fieldwork process and how they interpreted the research questions that were set. They 
also answered questions related to the design of the study, the location and their use 
of the materials provided. 

 
4.3.1   Approaches to Fieldwork. There was a mixture of approaches to making the 
observations in pairs. The conversations team decided to stay together throughout the 
fieldwork activity. This gave them the opportunity to have a continual dialog about 
what was being observed. Conversely, both the interactions teams separated whilst 
taking field notes and regrouped at set time intervals to discuss strategy about where 
to focus observations next (Fig. 1). A common approach was to take an initial walk 
through the space to become familiarised with it and then plan how to break their 
observations down into manageable chunks of activity. One of the interactions teams 
did this by splitting the timing of their observations equally for separate parts of the 
street so that they could systematically move down the street in 20-minute intervals. 

All of the participants seemed to follow the instructions to allocate specific roles to 
each team member. There was commonly someone within each team who was 
stronger at recording things visually in comparison to taking written notes. Many of 
the teams switched roles at various points to try and gain a different perspective on 
the activity although, in relation to their drawing abilities, this meant that some team 
members were slightly outside of their comfort zone. 

Where there were 2 teams working within the same space, they negotiated amongst 
themselves to try and eliminate the possibility of a crossover. For example, the 2 
teams working on the transactions theme inside the shopping centre deliberately went 
to the highest and lowest floors so that more ground could be covered in the time 
available. 

 

Fig. 1. One of the Interactions teams working out a strategy 

A common insight was the groups finding it beneficial to have a higher point of 
view for making their observations from. The connections teams made use of the 
balconies that were available in the train station and the interactions teams used a set 
of steps outside a concert hall to gain a better vantage point. The teams felt that this 
provided a better overview of the activity that was occurring. 
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Many of the participants noted that they would like to return to the spaces again to 
go over some of the details that they might have missed the first time around. For 
example, checking on the sequence of events that a person who is interacting with a 
self-service kiosk has gone through. They also thought that returning at various times 
of day when the spaces are quieter or busier would be useful.   
 
4.3.2   How to Share Data. The next step was to discuss how to go about sharing the 
fieldwork data between all of the teams. One of the participants suggested using a 
large physical map of the location to annotate their observations with over time. This 
might have been difficult for some of the interior spaces where maps were not so 
easily available. This also jumped too quickly to a physical space metaphor for 
understanding the data whereas at this stage, we needed to remain thinking about the 
data in a more abstracted way. 

A secure virtual sharing space was set up for participants to place their fieldwork 
notes and images into in preparation for the final analysis workshop. This gave the 
participants an opportunity to see how other teams had approached the problem of 
how to keep easily readable field notes and the recording of other fieldwork data. The 
total amount of fieldwork data uploaded to the sharing space was 55 sketches, 175 
photographs and 33 pages of notes. Each of the participants used a login name to sign 
into the shared virtual space so that the ownership of the content could easily be 
tracked. The fieldwork data was uploaded in a variety of formats ranging from single 
image files to full PowerPoint presentations. A standard format should have been 
agreed beforehand to make it easier to sort through the data in preparation for the 
workshop. Also, it would have been much easier to process the images if the 
individual instances of the image files were uploaded instead of, for example, 
embedding them within a PDF. 

4.4   Affinity Mapping Workshop 

In order to make sense of the vast amount of gathered fieldwork data, a final 
workshop session was held. The aim was to quickly reduce all data into a set of 
shared insights across all themes from the previous fieldwork activity. Given the time 
constraints, affinity mapping was selected as a suitable method. 

The affinity mapping involved extracting notes and ideas from a larger piece of 
text or data then writing them onto sticky post-it notes. Once this was done, the next 
step was to try and organize the notes into sub groups to see if new themes emerge 
based around the particular notes that have been extracted. The workshop plan was to 
repeat this grouping process multiple times. Firstly, working within each of the small 
teams of 2 participants. Then working with both teams across each theme and finally 
everyone working across the overall themes.  

 
4.4.1   Workshop Materials. There were a number of materials that were necessary 
to effectively carry out the workshop: a supply of post-it notes in 4 different colours; 
white index cards for recording theme headings; 8 sheets of A1 black paper; marker 
pens and drawing pins. Also, the day before the workshop, the group was asked to 
print out and bring along a hard copy of their fieldwork notes. A selection of the 
visual material that was uploaded to the shared folder was printed out and pinned onto 
the walls.  
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4.4.2   Field Data Tagging. Each of the teams was asked to make a pass through the 
opposite team’s field notes working within the same theme. Each piece of extracted 
data was written onto a single post-it note and stuck onto a sheet of black paper in no 
particular order. The teams were asked to stick to one colour of post-its so where the 
note had come from it could be traced. The purpose of this exercise was to allow the 
team to offer a different perspective on someone else’s field notes. This also meant 
that the field notes had to be written in a clear enough way so that other people could 
make use of the data.  
 
4.4.3   Grouping Data. The participants returned to the post-it notes that had been 
recorded for them by the other team. They were then asked to read through the notes 
and start grouping these together as they deemed appropriate. Headings for each of 
the groups were written onto index cards and placed above them. 
 
4.4.4   Grouping Themes. This task involved asking the 2 groups working on the 
same theme to bring together their notes to see where the commonalities were 
between them (Fig. 2). The two sheets of black paper were joined together so that 
there was a shared space for the groups to work within. This exercise allowed the 
teams to filter out duplicate sets of groupings. It also required the groups to explain 
the notes that they had written for each other previously and come to a shared 
understanding about the activity going on in each of the physical spaces they had 
observed. 

The ways in which the groups manipulated the post-it notes in the space available 
was interesting. One of the groups moved all of their notes onto one side of the black 
sheets so that they had a clear space to organise them within. They could also be seen 
placing groups of notes at an angle on the paper as a way to differentiate them from 
the others. Once each of the teams had finished grouping their boards, they were 
photographed as a way of saving the layouts so that they could be referred to again 
later. 

 

Fig. 2. The Transactions team's board showing their integrated data headings 

4.4.5   Extracting Super Themes. At this stage, we had to zoom out of the original 
themes and try to arrive at an overall understanding of the activity that was taking 
place in the city centre on that particular day. The participants were given half an hour 
to look over the notes and themes that all the other teams had arrived at through the 
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previous set of activities. All of the headings that were written onto the index cards 
were pulled off the wall and collected into a pile. The participants then gathered 
around a large table and all of the headings were laid out onto it. This allowed 
everyone to see where there might be some overall groupings that the headings could 
fit into. The headings that were duplicates and those that were quite vague, for 
example “Technology” were removed from the table. 

Following a brief discussion amongst the group, it became apparent that there was 
a clear split between the interactions that people have with each other and their 
interactions with space and technology. The participants allocated separate areas of 
the table for each of these groupings and set about putting each of the headings into 
these spaces. The interactions that people have with each other grouping was given 
the title “Interpersonal Interactions” and 12 headings were placed under this. The 
interactions that people have with space and technology grouping was given the title 
“Ways of Interacting” and 26 headings were placed under this. A photograph of each 
of the groupings was also taken so that they could be referred to again later on. 
 
4.4.6   Evaluating Super Themes. In order to find out if the themes that we had 
identified were appropriate, we had to refer back to our original post-it note field data. 
This would allow us to see how all of this data would fit into the new super themes 
that we had identified. The participants were instructed to split themselves into 2 large 
groups and divide the space in half down the middle of the table. 

This provided the group with another new space to think about all of the gathered 
data that had emerged from an attempt to organise it under the super headings. The 
next stage of analysis for the participants would be to try to map all of the post-it 
notes along each of these newly identified axes. The workshop had already ran an 
hour over the original scheduled time at this point so was drawn to a close. 
Photographs of all the post-it layouts at the end of the session were taken to document 
how far the participants had progressed with analysing the data. 

 

Fig. 3. Arranging the data into the super themes 

The groups were then asked to pull all of the notes off the wall and place them 
under each of the super themes (Fig. 3). This enabled the groups to start from scratch 
again in relation to how they perceived the individual pieces of data. This introduced 
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them to the idea of not being too precious about the original groupings they had set 
out and start thinking in new ways about organising the data. 

This exercise enabled the group to see how valid each of the super headings were. 
The team working on the “Ways of Interacting” super theme split their groupings up 
again into 2 which were “Interactions with Technology” and “Interactions with 
Space”. Also, some of the notes were split between the 2 super themes so were placed 
along a line down the middle between the spaces. 
 
4.4.7   Identifying Axis. Due to the limitations of the tabletop space, the group 
quickly started to run out of room. In order to lay the data out more coherently, one of 
the participants suggested the need to arrange the data along different physical axis. 
Coincidentally, within the studio space there was a set of wooden exhibition stands. 
The participants used masking tape attached to them to mark out separate axis. These 
axes were ‘person’ to ‘people’ along the X-axis, ‘tech’ to ‘non-tech’ along the Y-axis 
and ‘macro space’ to ‘micro space’ along the Z-axis (Fig. 4). 

 

Fig. 4. The axes the workshop participants identified 

4.5   Navigating the Data 

Once the workshop had been completed, there was a vast amount of data that would 
help to map out the problem. These were: the raw fieldwork notes & sketches; the 
digitised written up notes, photographs of the affinity boards at different stages of the 
workshop, the axis model, the unsorted post-it notes and index card themes. 

When looking through this data, there seemed to be a regular need to zoom in and 
out of the different levels of material that was gathered. The different levels of 
information that are regularly accessed include: 

− themes  - top level providing colour-coded groupings of all themes created during 
the affinity mapping process.  

− groupings - themes that have grown out of the arrangement of the individual tags. 
− tags - recorded tags capturing any individual ideas based on an initial survey of the 

source material. 
− source - the original field notes, sketches, images, sounds or video recorded whilst 

out in the field. 
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Fig. 5. A screenshot of the prototype tool 

A web-based application was designed to prototype how these levels of 
information might be interacted with using a screen-based tool (see Fig. 5). The 
gathered material from the affinity-mapping workshop was used as example content 
to build this tool around. This prototype was only a sketch of an idea for how such a 
tool might operate. Future work requires enhancing the interface to allow zooming 
interaction for the content and adding the database backend to help manage the 
different types of media. In addition, user evaluation is needed. 

4.6   Reflecting on the Method 

The week after the affinity workshop, interviews with four of the participants were 
held to discuss their experience of working with the fieldwork data in a large group. 
The outcome of this discussion helped us to identify a number of points that could be 
explored further with the future iterations of the methodology. The issues we have 
identified were: 

− Sharing context 
− Descriptiveness of field data 
− Physical access to the affinity boards 
− Information overload 
− Working across the different axis 
 
4.6.1   Sharing Context. As the two teams worked together under each theme, there 
was a sense of familiarity with the field notes and being aware of where they had 
come from. An interviewee working on the connections theme noted that the opposite 
team had observed the same activity from another perspective so this helped to 
validate their own insights further. This had felt like they were “reading a guide book 
for a city they had visited before” so there was a clarity that could be gained from 
analyzing these observations. 

It helped that the teams were working in the same place in the same time frame so 
they were able to crossover and relate perspectives. If they had to work with a group 
that had been located at different locations, it might have taken much longer to 
explain some of the meaning of what had been observed. 
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4.6.2   Descriptiveness of Field Data. When reading through other team’s field notes, 
there was a reoccurring need to have set out a standard way for writing clear field 
notes so that others can make use of it more easily. Some sets of notes were written 
like a story in the format of long paragraphs. There is a need for a shared format that 
requires the fieldworker to indicate timings next to each of their pieces of data along 
with bullet points or sub-headings so that it is easier to derive key ideas from later on. 

It was felt that the exchange of field notes was a useful exercise to gain a different 
perspective on the activity but important pieces of information were sometimes left 
out. Conversely, a fresh pair of eyes reading through the field notes occasionally 
pulled out new pieces of data that the original author might not have been able to spot. 

When extracting the data onto the individual post-it notes, there was often 
difficulty with the level of detail that was recorded onto each note. For example, 
writing a single word that could have multiple meanings depending on how it is 
interpreted. There needs to be a pre-agreed level of detail for writing each note so that 
they can be easily shared and discussed. 
 
4.6.3   Physical Access to the Affinity Boards. During the workshop, there was a 
contrast between the earlier tasks where the participants were working in small groups 
vertically on a wall and the later stages where the large group was working 
horizontally on a tabletop. The horizontal layout created a physical barrier of people 
so some had an advantage over others by it being easier to read the notes based on the 
position that they were in. This made some people quite dominant so they were 
blocking the view of others who were trying to read the notes. A solution to this 
problem would be to break down the large group across multiple tables so there is 
equal access and people are not continually jostling for the best position. 
 
4.6.4   Information Overload. One of the interviewees stated that they had felt 
almost panicked at the huge amount of information that was laid out on the tabletop 
and it took real effort to re-engage with meaning behind each note. As there was so 
much to take in at once, the meaning of all the words had quickly started to disappear. 
A way to resolve this might be to start turning some of the notes into visual 
representations. This could help to make some of the concepts more approachable and 
free up thought process to concentrate on the ideas being represented instead of trying 
to always understand the meaning of the words. 

During the final stages, there was often a lot of duplication in the data. It would be 
worthwhile to start stripping out some of the extraneous the notes and only work with 
the most important ones instead. This would help the key ideas come to the surface so 
they could be concentrated on and not get distracted by things of less importance. 
 
4.6.5   Working Across Different Axis. At the end of the workshop, when the group 
had zoomed out of the final exercise, a lot of the information had been internalized at 
this point and lead to constructing a physical model with multiple dimensions of 
meaning. This started off with 2 dimensions but then it was realized that 3 dimensions 
would be necessary. The participants thought that it would be too difficult to think in 
3 dimensions but they could quite easily work across 2 planes at a time so the analysis 
could be broken down and then rebuilt again afterwards. For example, with the person  
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to people axis and tech to non-tech, these could be broken down into four separate 
quadrants and then the teams could work on these individually so they are not trying 
to think about too many things at once. 

5   Field Studies 2 and 3 

The method has been applied an additional two times both in education settings. 
These were at the University of Arts Zurich, Switzerland and again at the University 
of Dundee, Scotland with an alternative class. We will briefly describe the different 
conditions in comparison to the first field study and discuss how the methodology was 
refined based on our previous understanding. 

5.1   Field Study 2 

In Zurich, the same method was followed although the group who took part had less 
experience of using fieldwork techniques.  
 
5.1.1   Participants. Eleven students on a Masters of Arts in Design participated in 
the study (8 male, 3 female). The participants were grouped into 4 separate teams 
with a theme assigned to each team. 
 
5.1.2   Location. The town centre of Zurich, Switzerland was used as the location to 
carry out the fieldwork activity. The transactions team was located at the budget 
shopping centre ShopVille – RailCity; the interactions team was located at the 
upmarket shopping centre Globus Bellevue; the conversations team was based at the 
Masoala Rainforest Hall and the connections team was based at the Kunsthaus Zürich 
Museum for Modern Art. We did not have to seek permission to make observations in 
any of these locations and we were able to take photographs if required. 
 
5.1.3   Materials. Each group was provided with a briefing card alone instead of the 
additional note and sketchbooks that were previously supplied. Participants were 
given additional hints on the briefing cards instructing them to assign roles for each 
team member between note taking, sketching and taking photographs. The cards also 
stated that the questions set out were only suggested and asked the participants to note 
down any additional questions that emerged as their observations progressed. A 
checklist was provided to the facilitator of the workshop to ensure that all the correct 
steps were followed for each phase of the methodology. 
 
5.1.4   Fieldwork. The fieldwork phase of activity took place over two days, which 
allowed the teams to make a first attempt at observing and then return back to the 
studio to discuss what they had seen. This gave the group an opportunity to reflect on 
their progress early on and decide how to refine their fieldwork strategy further. 
 
5.1.5 Results. Each of the teams produced a presentation of their findings following 
the final workshop phase of activity. This was a very useful additional task as it 
forced the group to consolidate the material they had gathered into a series of insights. 



 Structuring the Collaboration of Multiple Novice Design Ethnographers 133 

The conversations team even went as far as creating a short video featuring footage 
they had shot whilst out in the field. This video helped to convey their findings in an 
informative and accessible way. 

5.2   Field Study 3 

The method was applied an additional time with a different set of Design 
Ethnography students. 
 
5.2.1   Participants. Fourteen students on the Masters of Design Ethnography 
participated in the study (9 male, 5 female). The participants were grouped into 4 
separate teams and a theme was assigned to each team. 
 
5.2.2   Location. The city centre of Edinburgh, Scotland was selected as the location 
to make the fieldwork observations. The teams were not assigned to any specific 
locations so they were given the freedom to select where would be most suitable for 
their particular theme. The only constraints for the participants were they could not go 
into any interior public spaces (railway station or shopping centre for example) as no 
prior permission had been sought. 
 
5.2.3   Themes. The themes were altered slightly so the connections theme was 
replaced with a consumers theme and conversations was replaced with environments. 
A workshop prior to the fieldwork activity was also held that asked the teams to 
define their own questions based around each theme before going out into the field. 
Although this gave the teams greater ownership of the research questions, it made the 
task significantly more difficult. 
 
5.2.4   Materials. As the teams had to define their own individual locations and 
themes prior to going out into the field, they were not provided with a briefing card as 
in the previous studies. However, each team was given a pocket-sized video camera 
that could be used to help document their observations.  
 
5.2.5   Results. Following the fieldwork, the group was asked to create a short video 
to communicate their findings based on the observations they had analysed. It was 
useful to have this final piece of work to help summarise their analysis of all of the 
gathered material. It was also interesting to contrast how the group progressed without 
any tangible support materials when going out into the field. They seemed to be too 
ambitious with how much they were hoping to observe in the space of one day. 
However, the learning experience was improved greatly as without the support 
materials, the participants had to consider a lot more about how they planned their 
observations prior to the fieldwork activity.  

6   Conclusion and Future Work 

The method we have proposed sets out a new way of using multiple novice 
fieldworkers and so gaining multiple viewpoints when engaging with a design 
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problem. We have been able to initially break down our problem into smaller parts 
and divide these up amongst a large group of novice fieldworkers. Such a group can 
explore the field setting and gradually co-create a rich understanding that cannot 
usually be gained by lone fieldworker observing in such a short time frame. 

There is a clear need for tools to help collect, manage and analyse the fieldwork 
data when there is such a large group of people involved in the process. We have used 
an affinity mapping method with physical post-it noting sessions to do this but this 
has a number of limitations in relation to providing context around each of the pieces 
of data. Some existing tools, such as Prezi (prezi.com), offer some of the functionality 
required but lack the ability to manage multiple sources of material and deal with a 
variety of configurations of the gathered data. 

There has been work investigating the use of tablet PCs [14] as a replacement for 
the existing lo-fidelity material in affinity diagramming. Another potential solution 
could be to use a multi-touch, multi-user technology platform that enables many 
people to work around the problem at the same time. This would help to alleviate 
some of the issues that we have identified and also enable sessions to be both co-
located and take place between different locations. 

Of course it should be noted that this method would not suit all types of problem. 
For instance, our approach to field data gathering would not be suitable for going into 
a small space such as a home with 14 people all observing the same thing. This would 
be uncomfortable for both the fieldworkers and subject! It would also completely 
disrupt the normal activity going on in such an intimate setting. Working across 
different types of public spaces provides enough room for a large number of 
fieldworkers to make their observations without continually overlapping with each 
other. Also, it is easier for the fieldworkers to make their observations without having 
too much effect on the normal behaviour of people within such a large space. 

As our methodology has been greatly refined using the three field studies we have 
discussed in this paper, the next logical step is to apply it in anger within an industry 
context. It is here that the method could be of real benefit as the issues related to 
limited time and resources for carrying out lengthy field studies are much more 
pronounced. This is also the setting where any insights the methodology generates can 
be robustly evaluated to see how much value they can bring to the organization 
through gaining an understanding of their end users. 
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Abstract. Designers aspire to create engaging and desirable experiences. To 
that end they study users, aiming to better understand their preferences, ways of 
thinking and desired outcomes. In the service sector this task is more intricate 
as experiences encompass the whole customer journey, or the sequence of 
moments of interaction between customer and company. In services, one poorly 
designed interaction can severely compromise the overall experience. Despite 
experience holistic nature, current methods address its components separately, 
failing to provide an overall systematized picture. This paper presents Customer 
Experience Modeling, a novel multidisciplinary approach to systematize, 
represent and evaluate customer experiences to guide service and interaction 
design efforts. We illustrate this method with an application to a multimedia 
service provider built upon 17 interviews with service users. 

Keywords: Customer Experience, User Experience, User Modeling, Service 
Design. 

1   Introduction 

Addressing experiences can be a daunting task. Experiences are unavoidable and 
ubiquitous, personal and subjective, and they are built from every contextual element 
in a given setting. Introduced by Pine and Gilmore [1] as an economic offering on its 
own, experience is nowadays discussed in interaction design [2, 3] and service design 
[4, 5]. Both consider experience a desirable feature and aspire to achieve engaging 
ones [5, 6]. For companies experience is consensually considered a source of 
sustainable competitive advantage [7, 8]. However, each field frames experience 
differently. Interaction Design considers users as the experience recipients and thus 
devotes its attention towards making products usable and agreeable to them [9]. This 
way user experience is viewed as an integrated offer of functional, or usability, 
benefits as well as emotional ones [7, 10]. In fact, some consider user experience as a 
better aim for Interaction Design and HCI than usability due to the narrow range of 
the latter [6, 10]. On the other hand, service design is concerned over customers, 
encompassing not only physical artifacts but the entire orchestration of service 
components such as physical environment, employees and service delivery process. 
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Whereas user experience necessarily involves an interaction, customer experience has 
been defined as the cognitive and affective outcomes of the customer’s exposure or 
interaction with a company’s people, processes, technologies, product, services, or 
other outputs [11]. Services do include products, or other interactive artifacts, but go 
far beyond them, being therefore more complex and difficult to design [12]. This 
study is purposively focused on customer experience as it aims to portray its holistic 
nature by encompassing every contact, direct and indirect with a service. 

Existing methods already aim to handle the richness of experience data, albeit their 
focus is on its separate components. Personas depict representative users, service 
blueprints  illustrate a service delivery process, use cases put forward a product, 
system or service intended functionalities, mood boards explore its emotional 
landscapes [13], to name a few. Experiences, however, are a combination of all 
aspects addressed by these methods and are perceived as a complex but unitary 
feeling [8]. As such, there is a lack of methods to handle experience as a holistic 
reality. 

We introduce here Customer Experience Modeling (CEM), a method for 
interaction and service designers that supports the complexity inherent to service’s 
customer experience. Leveraging contributions from well defined frameworks, 
concretely Human Activity Modeling [14], Goal-Oriented Analysis [15], and 
Multilevel Service Design [16] this method is able to systematize, represent and 
evaluate the several components that shape customer experiences .  

2   Conceptual Foundations of Customer Experience Modeling 

Models are abstract representations that weed out irrelevant details to focus on what is 
significant, explaining the operation and underlying concepts of systems that are too 
complex to be otherwise understood [17]. By using models to represent gathered 
knowledge we are able to synthesize and express it in a way that enhances 
communication between multiple stakeholders from different fields.  

Models play an important role in interaction design as they help bridge the gap 
between problem and solution. According to the Analysis-Synthesis Bridge Model 
[18], the design process starts with observation and investigation of the current 
situation. Next, modeling is used to form a bridge between problem and solution, by 
helping interpret and systematize the understanding of the existing situation and 
explore new potential solutions. Finally, through an iterative process, idealized 
solutions are materialized into prototypes and ultimately finished forms.  

CEM fits into this approach, offering a modeling framework that helps to represent 
and systematize gathered knowledge about customer experience and then shed this 
knowledge into interaction and service design efforts. However, capturing the 
complexity of experience required several contributions from different fields, namely 
Human Activity Modeling (HAM) [14] concepts and notation, Goal-Oriented 
Analysis’ [15] softgoal concept and the three levels of experience from Multilevel 
Service Design (MSD) [16]. HAM gives the concepts and notation required to 
represent experience, the softgoals express desired characteristics to evaluate 
experience components and MSD provides a structure to systematize experience from 
an overall perspective to each single interaction. 
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2.1   Muldisciplinary Contributions 

Human Activity Modeling (HAM) is a systematic approach to represent activities, 
developed to succinctly capture and represent them and their context to support 
practicing designers [14]. HAM provides the necessary conceptual backbone and 
notation to model interactions and its context, a first step towards customer 
experience improvement. Beyer and Holtzblatt consider context the backbone for 
organizing a customer-centric design process [19]. HAM’s theoretical support lies on 
Activity Theory, a philosophical and cross-disciplinary framework that considers 
human activities as basic units of analysis and sees them mediated by artifacts [14, 
20]. HAM also provides a representation, called Participation Map, of the participants 
and their relationships with each other and with the artifacts involved in an activity. 
This diagram is included in CEM to depict the contextual elements related with 
customer experience. However, HAM does not accommodate evaluation tools and is a 
system-centric approach, thus it needs to be adapted and integrated with other 
approaches. 

CEM aims not only to represent and systematize customer experiences, but also to 
evaluate them in order to guide service and interaction design efforts. To accomplish 
this we need to elicit and portray user’s activities, and also the goals behind them. 
Goal-Oriented Analysis’ softgoal concept addresses experience subjective nature by 
accommodating partial, or intermediate states of satisfaction [15]. By introducing 
softgoals we can effectively evaluate each performed activity according to the desired 
requirements, thus detecting gaps or flaws susceptible to be addressed when designing 
service interactions. This way, it is possible to concentrate efforts on the most critical 
activities, modifying them or introducing new ones to enhance experiences. The 
concept of Softgoal is useful to represent experience factors, however they need to be 
complemented with models more focused on the service setting.  

Multilevel Service Design (MSD) is a multidisciplinary method for designing 
services with embedded contributions from service development, interaction design 
and service design [16]. MSD proposes three levels of customer experience; value 
constellation experience, service experience and service encounter experience. Value 
constellation experience results from interactions between the customer and all 
service organizations needed to perform a given customer activity. Therefore it is not 
centered on a company’s offering, but instead on the customer’s activity and what 
services he uses to accomplish them. Service experience level shows how experience 
is shaped from different encounters with a single company, and which factors enable 
or inhibit the desired experience. Finally, service encounter experience level provides 
all relevant details for a single interaction, a specific encounter with the service, 
through a single channel. MSD offers a multilevel view of customer experience which 
already addresses some of its complexity. However, its representation still needs to 
evolve to provide a richer and concrete understanding of customer experience. 

 Customer experience can be represented, systematized and evaluated by 
integrating these multidisciplinary contributions. The next section presents CEM  
and shows how it was used to study a multimedia service provider customer’s 
experience. 
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3   Customer Experience Modeling (CEM) 

Representing the richness and complexity of customer experience requires an 
abstraction, a model with which the stakeholders can relate and use to communicate. 
Conceptually founded on an adapted customer-centric HAM [14], we followed the 
three levels of service design [16] and introduced the softgoal concept [15] to develop 
CEM, a multidisciplinary, multilevel approach, that captures and evaluates relevant 
features of customer experiences to support interaction and service designers.  

3.1   Concepts, Notation and Structure 

Since our objective is to guide interaction design and service design efforts from a 
broader contextual perspective to a single interaction we adopted the three 
hierarchical levels of MSD: value constellation experience, service experience and 
service encounter experience. Considering these three levels of service design enables 
us to trace each interaction from a single encounter to the overall value offering. 
HAM is the method’s conceptual and notational foundation. However, we conducted 
a major adaptation in its perspective, as we regard it as customer-centric instead of 
system-centric. Therefore, the definition of each concept was altered to reflect this 
focus, as shown in Table 1.  

Table 1. Adapted Notation for Customer Experience Modeling 

Symbol Name Description 

Artifact Any artifact employed within an activity [14]. 

System 
Actor 

Non human system (software or hardware) interacting with 
the customer.

Role Relationship between an actor and the customer. 

Actor 
Activity participant interacting with the customer (or the 

customer himself).
 

Softgoal 

Condition in the world which the actor would like to 
achieve, but unlike in the concept of (hard-) goal, the 

criterion for the condition being achieved is not sharply 
defined a priori, and is subject to interpretation [21] 

Activity 
Collection of actions or tasks undertaken for some purpose 

[14]

Action Action by a customer for some goal within an activity 

 
To evaluate each activity and contextual component at different experience levels 

we introduced the softgoal concept [15, 21]. Figure 1 gives a generic view of CEM, 
showing how all these elements fit together. 
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Fig. 1. Customer Experience Modeling generic view 

3.2   Application of Customer Experience Modeling to a Multimedia Service 
Provider 

CEM was put forth as part of a project to redesign the service offering of a large 
portuguese multimedia service provider. Its service offerings include cable TV, high-
speed internet, phones and several video on-demand channels. The project involved a 
multidisciplinary team of business specialists, designers, and software engineers 
through an end-to-end effort, from studying customer experience, to implementing 
design chances in operational and system level. Customer experience data and the 
multidisciplinary team provided a fruitful ground for CEM’s development. For this 
research, we interviewed seventeen customers and conducted a qualitative analysis of 
customer experiences, using grounded theory methodology [22]. The CEM for this 
multimedia service provider is shown in Figure 2. As we can see each level includes 
activities on the left, softgoals at the middle and, on the right, contextual elements 
represented by a participation map centered around the customer. 

In the first level we are representing the value constellation experience, as such the 
participation map includes offerings, and consequent interactions, of many service 
providers. When crossing to the lower level, we select one of these service provider 
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offerings and begin studying the customer’s experience with it. In the bottom, the 
service encounter experience level is centered on a sole activity and the actions it 
comprises. At this level our focus is on very concrete interactions and, as before, 
softgoals and the participation map should reflect the concerns of the actions at hand. 

 

Fig. 2. Customer Experience Modeling for a Multimedia service provider 

The participation map systematizes contextual elements related with activities 
within the same level. Therefore, the customer is surrounded by artifacts, systems and 
people with which he/she interacts. For that reason we have wrapped him within an 
interaction line, meaning that whenever he/she crosses that line he/she interacts with 
the immediate context around him. Every single interaction can be accounted for and 
related with softgoals for evaluation. 
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By analyzing the service provider’s business model we selected the overall 
customer activity Entertainment. This overall customer activity is represented at the 
first level and is then divided into several more concrete activities, and connected to 
relevant softgoals. These softgoals represent the desired qualities, as expressed by the 
customers, of the activities and contextual elements. As we cross from one level to 
another, each activity partition reflects a new setting where the relative importance of 
softgoals is prone to change. We depict the most relevant softgoals for each level to 
give designers a granular and adapted view of experience for each activity. So, the 
first level shows that for Entertainment, customers consider activities like Watching 
TV or Surfing the Internet. In these activities they value Price, Engagement, 
Reliability, Convenience, Contents and Speed. These softgoals also characterize the 
contextual elements on the participation map such as Computer or Set-Up Box. 
Similar interpretation applies to the remainder levels. 

In the end, we obtain a holistic representation of customer experience at its 
different levels, enabling interaction designers to trace each interaction from the 
corresponding overall activity. Considering Figure 2, the Recording activity must be 
reliable, fast, convenient and content-rich. Except for convenience, every other 
softgoals applies to the set-up box. By comparing with the level above we see that 
only customers with HD TV perform this activity. Also, for Watching TV customers 
concentrate the softgoals on TVs (CRT and HD), which is not supplied by the 
company. We conclude that a crucial artifact for customer experience isn’t under 
company control. Both interaction and service designers can improve experience 
based on this knowledge.  

4   Conclusion 

CEM is a multidisciplinary method to represent, systematize and evaluate customer 
experience. It follows a customer-centric, multilevel approach to envision experience 
as seen from customer’s eyes, with multiple service providers shaping the value 
constellation experience, and zooming to each service experience, and each service 
encounter experience. By merging contributions from different fields, such as 
interaction design, requirements engineering and service design. CEM supports 
design efforts and provides useful guidance to improve customer experiences. 
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Abstract. No doubt, user experience (UX) has become of high relevance within 
the HCI community. Within this paper, we present initial results from a 
qualitative study on UX in the factory context, more precisely in a 
semiconductor factory. We highlight the challenges of performing UX research 
in this particular context and the usefulness of probes for collecting feedback 
from operators in the factory context within in a limited timespan. The results 
provide an initial rich description of the operator’s everyday experiences in a 
semiconductor factory. From a designer's point of view, this allows for a more 
empathic interaction design informed by a subjective operator perspective.  

Keywords: user experience, factory context, probing, user study. 

1   Introduction and Motivation 

So far, only little work focusing on the interaction and user experience (UX) in 
factories has been done. However, UX in a factory context is crucial. For example, 
cooperation and reliability of workers – often mediated through technology – are 
essential for the course of actions in the factory. Human errors resulting from poorly 
designed interfaces lead to high costs and even defective end products. Additionally, 
emotions – although not primarily associated with factory work – might influence the 
cooperation between factory workers as well as efficiency and reliability. Thus, UX 
and the related methodological challenges in the factory context represent an 
important research topic. Within this paper we introduce how we dealt with the 
challenges and limitations in a semiconductor factory when conducting an 
experience-focused user study. We will show how we successfully adopted the 
probing method for investigating UX in this particular context.  

First of all, to create awareness and foster appreciation of UX research in the 
factory, a workshop with members of the factory management was held. The research 
goals and the benefits of a qualitative study were discussed. Initial doubts on whether 
a creative method like probing would work for a group of fairly unskilled workers, 
were dispelled. At the end, the method proved to not only work well but also lead to 
relevant findings. The adapted probing method engaged the operators (i.e. workers) 
and motivated them to give a rich account of various aspects of their everyday work 
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experience, including open input about perceived negative issues such as stress. The 
deeper understanding of the subjective perception that operators have of their work 
context has the potential to better inform designers and increase their empathy for this 
particular user group. 

2   UX Research in a Semiconductor Factory Context 

In the following we describe the potential of UX research for the factory context 
considering the particularities of a semiconductor manufacturing plant and the 
resulting methodological challenges.  

2.1   Relevance of User Experience Research  

Following Hassenzahl and Tractinsky [7], UX is a consequence of a user’s internal 
state (e.g., predispositions, expectations, needs, motivation), the characteristics of the 
system (e.g., complexity, usability, functionality, etc.) and the context where the 
interaction occurs (e.g., organisational or social setting). UX itself can be understood 
as a dynamic, complex and very subjective phenomenon [10]. Moreover, according to 
Alben [1], UX comprises all aspects of how people use an interactive product: the 
way it feels in their hands, how well they understand how it works, how they feel 
about it while they are using it, how well it serves their purposes, and how well it fits 
into the entire context in which they are using it. This definition particularly points 
out the relevance of UX research in all areas where humans interact with a system, 
thus also in a semiconductor factory context, where people are increasingly 
confronted with new technologies and user interfaces to complete their tasks.  

2.2   Understanding the Context and Challenges  

The main challenge for semiconductor manufacturing plants is the coordination of 
many operators working on different machines to guarantee an efficient and error free 
production process. As soon as we talk about factory ergonomics like usable, safe, 
and comfortable interfaces, we are also addressing aspects of UX. Despite the obvious 
relevance of UX in the factory, little research has dealt with this issue. This could be 
partly rooted in the difficulties and limitations such a context involves (see below) or 
due to the fact that the investigation of UX might lead to competitive advantages, and 
are thus not published for a greater audience. 

One particular challenge of this context is the “clean room” with its special 
environmental conditions. In a clean room it is necessary to wear a special outfit 
covering the whole body and to use a mask. Traditional study materials, such as paper 
and pen, recorders, etc. are not allowed to take into the clean room. Additionally, 
shift-production circles – the manufacturing plant operates 24/7 with day and night 
working shifts – can also impede a field study in this context. Consequently, doing a 
field study on UX in a semiconductor context often requires modifications and 
adaptations of traditional methods.  

For decades scientists were and are still being occupied to investigate factory work 
from a point of view of classical or social psychology [3]. The factory context is a 
wide area of research within the field of ergonomics, also focusing on technologies 
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and its impacts on workers, especially occupational safety and health issues [17]. 
However, little research has been done to investigate UX issues within a factory 
context so far (e.g. [8]). Few materials can be found that put factory workers into the 
focal point of attention when designing interfaces. In the beginning of the 90s an “IEE 
Colloquium on HCI: Issues for the Factory” was held in London, dealing with 
psychological basis for computer system design, operator support systems and 
industrial inspection [13], involving an article on the design of operator-computer 
interfaces that give operators an accurate picture – acquisition and display of data – 
and allow the control of the production process. Going a step further and trying to 
understand how operators feel about and experience the interaction with diverse 
interfaces, is still rare with respect to the increasing relevance of UX research.  

2.3   Using Probing to Investigate UX in the Factory Context 

To investigate HCI issues within the factory context, some studies have been 
conducted using different methods. Reul [16] reports on the improvement of usability 
of control software for industrial test systems. By using a contextual inquiry he could 
better understand the users’ tasks and identify wishes of different user groups. For the 
redesign of the control room of a large factory Sagar [18] used contextual inquiry and 
observation as methods to gather information and understand the different tasks of the 
operators. A state of the art on control room design for industrial plants (e.g., power 
plants) has been published by the Technical Research Institute of Sweden [4]. Other 
reports cover usability issues in complex industrial control systems [14] especially 
focusing on nuclear power plants. There is no research as far as we are aware of, 
using more creative and engaging methods, such as probing, in the factory context.  

The probing approach is used to help designers understand and specify the context 
of use and to support them to produce design solutions [12]. Probes/probe packages 
including creative materials, such as diaries, cameras, postcards, etc., are in general 
used as a means to offer inspiration for the designers or as a means to gather 
qualitative user information [2]. Originally developed by Gaver et al. [5], cultural 
probe packages contained open-ended questions, provocative and oblique tasks to 
support early participant engagement within a design process. Probes record a point of 
view, in the moment experience by making particular action, places, objects, people, 
etc. visible as well as motivations, wishes, desires, emotions, and intentions [6][9].  

The central element of probing is that users are given materials to describe their 
life or their work in a self-motivated way within the respective context. Users thus 
reveal new insights into practices and thoughts that cannot be revealed by classical 
approaches like questionnaires, interviews and observation. Probing offers an 
unobtrusive way to investigate people’s attitudes and goes beyond reflective opinion 
gathering, as it fosters creativity. As Lucero et al. [11] point out, probes can – among 
other goals – facilitate looking into participants’ daily practices and finding 
inspiration for new concepts.  

Conducting UX research in such a particular context as the factory, using a design 
inspired method, was considered relevant for collecting feedback from the workers 
and providing valuable insights on further improvements of the work processes. 
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3   Field Study Set Up 

The probing method described in the previous section had to be adapted for studying 
the operators’ experiences in the factory context due to the nature of the study 
environment and the limitations of the clean room. In the following we will give an 
overview of the target objectives and present the detailed study set up. 

3.1   Goals and Objectives 

The following objectives were defined for the conducted study (combining goals for 
UX research for this particular context and methodological insights): 

(1) Investigate user experience of workers within the factory context. 
(2) Apply a creative approach, inspired by probing, which is applicable for this 

context in order to investigate workers’ experiences. 

The first objective aimed at understanding UX within the factory environment, mainly 
the clean room. Thereby, we also tried to find out more about factors influencing UX, 
including aspects like the social network and interactions of the operators. By means 
of a creative stimuli approach, the study participants were asked to express 
themselves and explain their viewpoints concerning work with different devices and 
user interfaces within the clean room (e.g., see [13]). The second objective deals with 
the issue of how to adapt the probing method in a factory context to get insights on 
UX. For example, the time constraints of workers heavily influenced the creation of 
the study set up and the probing materials. Apart from the fact, that operators don’t 
have the time to fill in probe packages during their work processes and the time slots 
before and after their individual shifts are too short to get reasonable results, we had 
to modify our set up to fit the contextual circumstances. Especially, the clean room 
poses certain limitations to classic probing materials, e.g. no normal paper and pen or 
cameras as material are allowed. 

3.2   Study Set Up and Materials 

After considering different procedural possibilities with the management (like 
handing out material to the operators for usage at their home, providing probing sets 
in the cafeteria, etc.) we decided to use one of the regularly scheduled instruction 
sessions to distribute the probe packages. These sessions are held at fixed intervals 
(approx. once a month), usually one hour before the normal shift starts. They are used 
to teach operators new skills or instruct them about changes/updates of the systems 
they are working with. These training sessions seemed ideal for carrying out our 
probing study. Although limited in time, this set up had the advantages, that the 
workers are already in the work context and do not need to use their spare time to do 
the probing (which is critical in this context). The study has been conducted on 12th of 
October 2010 at a one-hour instruction session at the manufacturing plant. 
Participants (N=55)1 were operators working at the clean room. Two researchers 
explained the tasks and the aims of the study to the participants. Furthermore they 
                                                           
1 No socio-demographic data were collected as it was not seen as relevant for this initial study 

and in order to keep the anonymity of the operators as requested by the management. 
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gave a short overview of the different probing sets available. The probing material 
consisted of a variety of different materials, each focusing on a specific topic or task. 
The probing material included eight probing sets and was divided into two categories.  

(1) Probes focusing on UX of workers and working conditions influencing the UX 
This category comprised six probing sets. The first three probing sets aimed at 
investigating current factors that account for the UX of workers within the factory 
context. They included questions about current mistakes that occur regularly, namely 
disturbing issues (see Fig. 1, “Things that bother me”) and asked the participants to 
express wishes to facilitate work (see Fig. 1, “The magic fairy”). 

 

Fig. 1. Three examples of probes used in the factory context 

The other three probing sets were designed to reveal more insights into daily work 
practices of the workers and factors that influence the UX. The first set wanted the 
workers to explain what constitutes a perfect workday (see Fig. 1, “The perfect 
working day”). The second set asked workers to describe their “neighbourhood”, thus 
investigating to what extend the workers collaborate with others and how they 
experience the collaboration. The third probing material asked workers to draw their 
“level of stress for a typical day” on a time-graph, and explain highs and lows.  

(2) Probes dealing with feedback for existing and planned interfaces 
Aiming at involving users into the design process of interfaces we developed two 
probing sets that asked for their ideas and opinions on interfaces. In the first set they 
had to rearrange an existing interface according to their preferences grounded in their 
work practises. The second set was similar, but focused an interface that was currently 
developed. As we focus on UX within this paper, we do not present these two probes. 
Each of these probing sets contained a separate, quick description of how to use the 
material, including pens, scissors and glue. Every participant was able to choose one 
or more sets of probing material, depending on his/her interests. In the following the 
findings on UX on the factory context are presented. 

4   Relevant Findings on UX 

The collected probes (N=75 in total, of which 32 were relevant for UX) were 
transcribed as well as scanned in order not to lose any not-textual information. They 
were analysed using NVivo, a software package to support qualitative research 
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(http://www.qsrinternational.com). We conducted a qualitative content analysis 
supported by statistical measures such as word frequency counts and rankings. Based 
on this analysis of the probing materials, insights on the UX factors stress, 
usability/ergonomics, and emotion could be gained. Moreover, social aspects turned 
out as a major influencing factor on UX in the factory. These factors (stress, 
usability/ergonomics, emotion, social aspects) can be seen as important in the factory 
context, as they were mentioned by the workers themselves, without giving them any 
triggers (open questions of the probes “Perfect Working Day”, „Things that bother 
me“, „Magic Fairy“). Furthermore, specific insights on stress were revealed by the 
probe “On Stress”. Table 1 gives an overview on the probes revealing insights on 
specific UX and influencing factors.  

Table 1. Factors revealed from different Probes 

 Stress Usability/ 
Ergonomics Emotion Social Aspects 

“Perfect Working 
Day” (N=10) 

x x x  

„Things that bother 
me“ (N=9) 

 x  x 

„Magic Fairy“ (N=3)    x 

“On Stress” (N=10) x    

 
Stress: Stress turned out to be of high relevance for the workers’ experience in the 
factory context, as it was mentioned often in different probes. When asking the 
participants how a perfect working day is characterized, stress was mentioned most 
often (in 80% of the probes). In particular, a perfect working day is mostly 
characterized by the absence of negative characteristics like stress or fear. Reasons 
mostly mentioned for stress are the end of a shift and shift change. At this time, the 
remaining work must be organized according to the established informal rules to 
avoid interruptions in the working process and enable a smooth takeover by the next 
shift group. Most of the time during a shift is experienced as stressful (67% on 
average).  

Usability/Ergonomics: The workers perceive usability and ergonomics as important. 
This factor is closely connected to the factor stress, as usability problems are often 
mentioned as a source of stress. When asking workers what bothers them in their 
work, they often mention usability and work organization (21% of mentions).  
For example, workers bother when the machines are difficult to handle, or they do not 
like when there is not enough space for acting. Vice versa, a perfect working day is 
characterized by the prevention of errors and (bad) equipment (i.e. usability) (24% of 
mentions). Thus, the absence of usability problems is the second frequently 
mentioned reason for a perfect working day surpassed only by the absence of  
stress.  
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Emotion: At first glance, emotion does not seem to play important role in factory 
context. Due to the rather open design of some cards, we were able to identify 
emotion as a relevant aspect of UX in the factory. When analysing the probes in 
detail, it turned out that negative emotions like fear and anger are mentioned in 
relation to work. Positive emotions cannot be found in the probes. As most of our 
questions focused on drawbacks and deficiencies at work, the occurrence of negative 
emotions can be partially explained by the design of the probes.     

Social Aspects: Social aspects probably represent the most important influencing 
factor on UX in the factory context. Probes concerning the social aspect show that 
workers desire more positive feedback from the boss or superiors, appreciate the 
reliability of colleagues, and demand equal treatment for all operators. When 
participants have three wishes, they mostly mention social aspects to be improved 
(e.g. better cooperation between colleagues). Asking workers for things that bother 
them at work, social aspects are often mentioned (e.g., staff, equal treatment, social 
contact; mentioned in 48% of the probes).  

5   Discussion and Conclusions 

No doubt, user experience (UX) has become of high relevance within the HCI 
community. Especially when the focus of HCI shifted from the work context to the 
more private and home context, the UX concept appeared. Designing for a fulfilling 
and enjoyable interaction with interactive systems has become a main goal for 
interaction designers. However, when it comes back to the work context, what 
significance can or should UX have in this context? Our study results showed that UX 
factors, such as emotions, stress, and social aspects, play an important role in the daily 
working routine of operators in a semiconductor factory. Investigating the workers 
experiences in this particular context was one of the main goals of our presented study 
using creative probes as stimuli. The results showed that the absence of stress 
significantly contributes to a perfect working day and that the end of a shift is 
experienced as the most stressful part of the daily working routine, as this is the most 
critical point of time for a fluent working process.  

We further aimed at developing a creative approach applicable for the factory 
context. Probes can provide a good input for UX in the factory context. Open and 
unstructured probing cards (e.g., “Make a wish”, “Things that bother me”) give hints 
on which UX or influencing factors are important for workers. Thus, first insights on 
relevant UX factors can be gained. In a second step, insights on specific factors could 
be extended by triggering questions on specific factors (e.g., “On Stress”). Finally, 
probing has proven its relevance for investigating UX in the factory context. The 
adapted probing method turned out to be an appropriate method for providing easy 
and fast feedback of workers taking into consideration the time constraints and 
contextual circumstances. Thus, we developed an increased understanding of 
individuals’ as well as on the groups of operators’ user experience. As a next step we 
plan to link UX research back to user interface design and specific interaction 
problems in order to improve workers’ experience in their daily work routines. 
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Abstract. Our study focuses on the information needed for overviews by social 
workers in child protection, and how information is presented in client 
information systems (CIS). Data consists of semi-structured interviews and 
social workers’ observations while they used CIS in their daily work. The 
analysis was structured by the concept of temporal trajectory. We identified 
three major interconnected information strands: concern, child’s private life and 
institutional actions. Their temporal lengths and aspects are disparate. CIS 
offers modest temporal overviews of clients’ cases. Representing information 
strands as timelines on the interface would provide better overviews.  

Keywords: client information system, child protection, temporality, work tasks. 

1   Introduction 

Child protection is a part of statutory social work. Its objective is to support children 
and their families in problematic life situations.  Primarily work is done by offering 
in-home services. In child protection services, a client information system (CIS) is 
used to support social workers’ work. It has a crucial role conveying information 
about a client’s case. Information is recorded and used in CIS during a whole client 
process as part of daily work tasks [8]. The representation of the recorded information 
as a case overview in CIS is in the focus of our study. 

Information is collected mostly in face to face interaction with different parties, 
and it is afterwards selectively recorded in CIS. Information in CIS can be plentiful 
especially in long and active client processes. It gets demanding to piece together an 
information puzzle to form an extensive overview of a case. Thus, fast and effective 
information representation in CIS would be essential so that social workers could 
rapidly make sense of how a client’s case has evolved over a period of time. The 
overview available at-a-glance has value in several work tasks [8]. This is the case, 
for example when a new worker takes over a case or an old timer with heavy case 
loads tries to summon up a memory of what the client’s story is. Obviously, the 
effective overview in CIS constitutes two intertwined things: the essential information 
that is well documented and CIS’ ability to present it in a concise manner.   
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Social workers’ work orientation is holistic. This means understanding a person as 
a whole and as a part of social context [9]. The work requires a wide perspective 
about a client situation. However, the current systems do not seem to offer appropriate 
tools to present a client’s situation fully. Systems are criticized, splitting holistic case 
information into pieces [7], [16], [33] and not fulfilling the task they were originally 
meant for [3].  Thus, a misfit between the needs of social workers and the way CIS 
present information seems to be obvious. 

Despite the strong criticism there is a lack of studies, which analyze social 
workers’ perception of holistic information needed in their work tasks, and how CIS 
supports representing and using this information. By exploring in detail what kind of 
overviews of client cases are needed we can create results for developing CIS to 
better fit to social workers’ tasks. 

We approach the child protection information from the temporal perspective. The 
importance of temporal perspective in research has been recognized in information 
studies [24], [26], social work research [19], [31] and CSCW/HCI [20]. Our research 
is situated at the intersection of these three disciplines.  

Our research has three objectives. Firstly, we examine what kind of information 
according to social workers belongs to a comprehensive temporal overview of a client 
case in child protection’s in-home services. Secondly, we give an account of how this 
information is currently presented in CIS in our research sites. Thirdly, we relate a 
need for ‘overviewable’ temporal information to work tasks. Temporal trajectory [20] 
[28] is used as an analytical concept. This concept offers an analytical lens to look at 
social workers’ work with a client’s case in temporal context.  

Our study is based on field work realized in in-home services in child protection in 
Finland.  In-home services are offered to a child and his family based on child welfare 
assessment. The services are defined by legislation. The field work consists of social 
workers’ interviews and observation in real working situations with CIS.  

The paper is structured as follows. In the first section, we describe the conceptual 
framework and review the previous literature. Next, we present the research setting 
including the research site, data collection and analysis methods. Then we introduce 
the results starting by reviewing social workers' perception of information that 
belongs to a client’s temporal trajectory. Then, we analyze how the information with 
temporal perspective is presented in the CIS of our research sites.  The last part of the 
result section looks at a temporal trajectory and CIS as a part of social workers’ work 
tasks. We conclude with binding our three research objectives together, and outlining 
some design ideas.  

2   Conceptualization of Research 

Time and temporality both have a central place in social work practice.  Many social 
work activities, the notion of intervention and change and social workers’ sequential 
narrative accounts of cases have an aspect of temporality [31].   

Temporality is embedded in different types of processes in social work. The 
processes have been defined from the perspective of work as the series of encounters 
and activities during the professional services [5]. The processes can be approached 
from the perspective of an individual client, too.  Then a process is seen through 
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human growth and changing circumstances [9]. The concept of trajectory originates 
from the studies that described work in medical settings.  The central idea of the 
trajectory was to depict the organization of work associated with the course of the 
illness of a patient [28].The generalized concept of trajectory is understood as the 
evolvement of a phenomenon over time plus action, interaction between multiple 
actors and unanticipated contingencies related to phenomenon [27].   

A further developed concept, temporal trajectory, is defined as a structured 
timeline that consists of activities, events and occurrences over time. The temporal 
orientation covers the past, present and expectation of future activities. This wide 
perspective makes it possible to see the relationship of activities and to take a look at 
patterns of former activities and anticipate the progress of a case. [20]  

The temporal trajectory embodies similar elements as narrative accounts, 
traditionally valued in social work. Narrative has thematical development; it shows 
causality and it tells the story with a beginning, middle and end [1] just like temporal 
trajectory presents evolvement of a case over time.  

We complement our analysis with three aspects of temporality: episode, interval 
and eon. Episode means a short period of time; interval a long period of time with 
distinct starting and ending; eon is a long continuous period of time [26]. The aspects 
are used to give a temporal shape to information in the trajectory. 

3   Related Research 

The core critical arguments in social work towards CIS concern the way of presenting 
information. The CIS has been seen as a threat to holistic and narrative information 
[16]. Reasons for the misfit might be that information is forced into a certain format 
[22] with too much focus on facts [14] and by this way being irrelevant to 
practitioners. 

Recently, there have been plenty of studies around the British Every Child Matters 
Reform and its technological solutions. The main result of the studies is that this new 
technology does not optimally support the work practice.  Integrated Children System 
does not offer a complete picture of a client’s case because of a lack of contextualized 
narrative [33] and a lack of a common family file [7].  The research realized more 
than ten years earlier among Norwegian social workers ended up with similar results:  
it was impossible to pull together the full client history to view it at a quick glance 
since information was as pieces on the computer screen [9].   

Physicians shared similar problems in gaining an overview from electronic heath 
records.  Navigation between different screens lost the overview [2]. The studies seem 
to indicate that different professions share similar needs and similar problems.  

Studies on reading the case files indicate that there is need for fast access to 
information. In CIS information is skimmed through with the aim of locating the most 
essential parts of it. Rapid access for information representing case overviews was 
valued, in particular. [8] The similar type of skim reading was recognized already in 
the time of paper documents both in social work [12] and in the medical context [15]. 

A structural client’s assessment form (CAF), also part of the British Reform, splits 
information into fragments [25], disrupts the temporal and narrative display of  
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information [32] and limits the expression of concern by highlighting a more robust 
assessment of needs  [7]. The CAF form was used more in parts that offered 
possibilities to produce traditional narrative information [17]. Findings are alike in the 
study realized in Israel in the juvenile home context, where the structured assessment 
form was considered cumbersome and incapable to capture the client’s unique 
information [23].   

The temporal aspect of information and its implications for system design have 
been under study in computer supported co-operative work. The studies have been 
realized in health care.  Health care staff valued seeing information organized 
chronologically because in that way they were able to situate the patient within the 
temporal trajectory and gain better understanding of a current situation [20].  The 
need for retrospective or prospective information depends on the work task at hand 
[21]. The study concerning chronic patients’ illness trajectories highlighted the value 
of a good overview of a patient and as well an evolvement of medical information 
over time [13]. 

The previous studies point out a need for a chronological, time-wise approach to 
structure information, and the need for an overview of a client’s situation available at 
a glance.  

4   Research Design 

4.1   Research Questions   

We are interested in a triangle that constitutes information, its temporal presentation 
in CIS and how they intertwine in social workers’ work tasks in child protection. The 
precise research questions are:  

 What information strands belong to a client’s temporal trajectory as 
perceived by social workers?  

 How is a temporal trajectory presented in CIS in our research sites?  
 How do social workers manage a temporal trajectory in CIS? 

4.2   Study Environment 

The field work took place in three Finnish municipal social service organizations 
offering in-home services in child protection. The in-home services defined by the 
Child Welfare Act (417/2007) include, e.g. support persons and families, financial 
help and family workers’ visits at home. The data was collected in the year 2008.  

In city A, the number of front line social workers in child protection in-home 
services was ten, in city B nine and in city C 35. Outside of office hours an 
emergency department was responsible for urgent situations. Staff turnover was 
relatively high in the research sites. Often several social workers took care of a 
client’s matters over time. 

A social worker was in charge of a varying number of children. Most of the time a 
co-worker was also named for a case. Among interviewed social workers the caseload 
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was heavy, varying from about thirty up to over a hundred cases. Social workers' task 
was to manage a client’s case, e.g. by assessing need for the services, keeping in 
touch with a child and his/her family and other parties involved in a case, and 
organizing services.  The social work managers occasionally took part in client work. 
They gave consultancy to their subordinates, carried out some official decisions and 
reacted to clients’ contacts.  

CIS had an integral role in managing clients’ cases. Each child has their own file in 
CIS (Fig. 1). The current CIS was introduced to our research sites A and C in 2004 
and in site B in 2006. Previously, another system was in use. In the implementation 
stage, only the basic information of active clients was manually entered to current 
CIS. Because of the lack of automatic conversion, narrative case reports were, 
however, left in former CIS.  Each research site tailored CIS to match the local needs.  

CIS has separate modules for documentation, structural family information, 
decision making, scheduling and statistical presentation of work activities. In the 
documentation module, social workers keep up the chronological case report and 
write a structural client plan. Family module depicts the people living in the same 
household. Decision making module is used, for example, when services are granted 
for a client.  Scheduling module presents the forthcoming appointments. Work done 
module is used to numerically describe the past actions.  Each module can be 
purchased separately. Therefore, there is a slight variation in what modules are 
available across research sites.   

 

 

Fig. 1. The diary view of CIS - translated in English (fictional client) 



 Client’s Temporal Trajectory in Child Protection 157 

The so called diary view (Fig. 1) of a client serves as an access point to different 
modules. There is no possibility to navigate directly from one module to another but a 
loop through diary view is needed. The navigation buttons to the modules can be seen 
on the right side of the screen capture. The diary view also shows different files (on 
the left) and offers a modest glance at recent decisions of a case (on the middle of the 
screen). CIS offers limited search tools for the social workers. It is possible to search 
clients by their name or ID. However, there is no search option within a case report.   

4.3   Data Collection 

The study employed semi-structured interviews and field observations. The 
interviews were carried out first. Willingness to participate in observations was asked 
during the interviews and the actual observations were realized later. In city A and B 
the majority of social workers were interviewed whereas in city C about one fourth of 
the workers participated.  The interviewed social workers had varying work histories 
in child protection services. There were novices, those who had a couple of years 
work history and a few having a long term career. The observed social workers had a 
heterogeneous history of using CIS. Some had experience only from this particular 
CIS and some had used various types of systems previously.   

Before the actual interviews, a pilot interview was conducted to check the 
functionality of the questions and time required for an interview. Our data consists of 
33 semi-structured interviews with social workers (23), social work managers (7) and 
system administrators (3). The interviews took place at the offices of the social 
workers, with only one exception at the university. The core themes of the interviews 
were work related to child protection, documentation and use of CIS as part of work. 
In sixteen interviews, social workers described an individual client’s case by drawing 
a timeline and network map about persons involved in a case.  The cases had a role of 
a critical incidence [29] allowing more focused and concrete questions. The total 
interview data is about 62 hours. One interview is about two hours in length. The 
interviews were tape-recorded and fully transcribed.  

Twelve field observation sessions were realized in real-life settings. Eleven social 
workers were observed, one social worker twice. The social workers have a practice 
to book up time to do documentation and other work with CIS.  The social workers 
were asked if it was possible to join those sessions and follow their work. The social 
workers worked normally in these observation sessions. The only exception was that 
based on their own choice they explained and reflected about their actions 
concurrently every now and then. This way, a verbal protocol [11] was produced. 
Observation data consists of hand written field notes from all sessions and the tape-
recorded commentary by the social workers from ten sessions. In two sessions it was 
not appropriate to do recording. Field notes were written up shortly after the 
observation session. Later on, the commentary of the social workers was transcribed 
word for word. The observation data is about 40 hours. The sessions varied from 
about two hours to the whole working day. 

4.4   Data Analysis 

Firstly, the interviews were read through several times to become familiar with the 
data. After that, appropriate parts of the data were collected under four wide themes 
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according to research questions. The data extractions were thoroughly scrutinized and 
summarized with few words in the tables. This enabled us to analyze the dimensions 
of phenomena in a more itemized way.  

Each critical incidence - client case used as an example in the interviews - was 
pulled together so that it formed a consistent account.  This meant that all events were 
listed chronologically. Also institutional actors and people related to clients’ private 
life were listed. The use of information and CIS was identified and itemized in the 
critical incidents. 

From the interviews, those of the front line social workers’ and social work 
managers’ were used as a primary source. The interviews of systems managers 
offered background information to understand the properties of CIS. 

The notes from the observations and social workers’ commentary during the 
sessions were combined. Thereafter, the data was organized according to functional 
entities. A functional entity is a single task in CIS consisting of a sequence of actions 
occurring in order to reach a certain goal. The functional entities include activities 
like writing a case report and making different types of decisions. These functional 
entities were studied more carefully from two aspects: how social workers keep up the 
temporal trajectory and how they look for a temporal overview of a case.  

The different datasets shed a different kind of light on the research questions. The 
interviews offered an overall picture of significant information and a role of CIS as 
part of work. The critical incidences within the interviews gave a shape to the clients’ 
trajectories. Observations and social workers’ verbal protocol concretized the human-
computer interaction.  

We take two standpoints to temporality when we present the results. Firstly, we 
describe the temporal trajectory in general. Secondly, we link temporal aspects 
(episode, interval, eon) [26] to information presented in the trajectory. 

5   Results 

First, we describe information that the social workers consider as important for 
understanding a client’s trajectory. Next, we analyze how this information is 
presented in CIS of our research sites, and the capability of CIS to give a temporal 
overview of a client case.  Lastly, we briefly discuss social workers’ strategies of 
producing and using the temporal trajectory in CIS as part of their daily work.  

5.1   Information Strands in a Temporal Trajectory of a Case 

Social workers clearly highlighted the importance of seeing and interpreting a client’s 
situation as a temporal continuum.  This meant a chronological and consistent 
narrative that could depict what had been the starting point and what had happened 
during a child protection process.  The need to observe changes in the process was 
expressed by a social worker:  “What has changed, if there is something new.  I aim to 
depict the trajectory.” (O 1)  

However, it turned out to be more difficult for the social workers to define what 
kind of information belongs to the temporal trajectory. It is not about working around 
a single issue but rather handling a case from a much broader perspective. As 
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expressed by one of them: “We manage a person’s life in its entirety so what would 
not be meaningful.” (3) A full trajectory is constructed from several information 
elements. Trajectory management is reminiscent of piecing a jigsaw puzzle together. 
The core of the problem is:”Also those small pieces of information are important so it 
is not enough to put down summarily those big outlines.” (1) 

The client’s records serve as a temporal boundary object. Information is recorded 
in a specific moment and it might be used months, even years later.  Often, however it 
is unclear what information is needed in the future. Besides the wide working 
orientation, situational and temporal factors also seem to somewhat explain what is 
considered as relevant information.  

Three major information strands of the temporal trajectory were identified. They 
were strands of concern, a client’s private life and institutional actions. They were 
intertwined. To understand a client case as a whole requires seeing the strands 
together.  

Concern Strand. To the social workers, the concern strand explained the varied 
reasons for the beginning and continuation of customership in child protection 
services. The social workers appreciated concrete expressions of concerns. The 
essential was to find out: what is the concern about? The list of major reasons for 
concern was relatively limited.  Moreover, often it is not possible to articulate well 
what it is all about.  

It is common that the concern strand has several actors expressing their point of 
view about a client’s situation. In some cases, opinions about concern can be 
contradictory, and also contradict the social worker’s opinion. 

The temporal strand of concern is not necessarily linear, stretching over the past 
and the future, as the examples told by social workers demonstrated. The arc can be 
cyclic when there are passive and active stages of concern.  The concern can fluctuate 
when a level of concern takes turns.  The course of concern might be steady or 
cumulative with increasing issues of concern coming out. The concern strand can 
consist of several of these features.   

Concern is hard to fit into any of the temporal aspects (episode, interval, eon). It is 
rather an all over state continuing across the temporal trajectory. In that sense, it 
belongs to the temporal aspect called eon.    However, the level of concern can have 
peaks or periods of good or bad times. In those situations, the episode and interval 
aspects of time are applicable. 

Private Life Strand. The essential information in the private life strand concerns the 
whole family, not only the child.  We recognized three major information themes that 
social workers talked about:  major events, everyday life at home, and family as a 
network. Noteworthy is that information is often needed about the past events and life 
situation from the time before the child protection. After all, the private strand 
describes “the history of family”.  

All the aspects of time match up with the private strand: episodes for events, 
interval for certain periods in family life and eon to depict continuity in everyday life.   

Institutional Strand. The reason and level of concern determine what kinds of 
services are organized for a child and family, and what institutional actions are taken. 
The institutional strand describes the work done in the child protection. The social 
workers seemed to need a long term view of services: what had been in use but 
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terminated, how did services get started, what currently is going on, how long were 
the service periods, and what are the plans for the future. The evaluative information 
about the impact of services and family attitudes towards services were needed as 
well. The analysis of the network maps of the critical incidents revealed that social 
workers co-operate with a multitude of people. There were co-workers within their 
own social service organization (emergency department, adult services, welfare for 
intoxicants) and outside of it. All of them are potential information producers. 

From the temporal aspects, episode and interval seem to felicitously depict the 
institutional work.  

To conclude this chapter, we use data extracts to demonstrate the temporality and a 
contingencies, in the work.  

”Q: What is the essential information in child protection, what should be available 
from each client? 
A: Well, why the customership exists and what is the goal and what is the plan to 
reach the goal. 
Q: Hmm. 
A: Often we are reproached that we don’t have any plans in our work. We are making 
plans today and in the next day our plans might be vitiated because of a single phone 
call.” (6) 

We can summarize the core findings of information strands in a temporal trajectory to 
the following: reason and level of concern; services and actions child protection has 
taken plus their impact; major events, everyday life, and a child’s network are core 
information needed in the overview to support social workers in their work. The 
intertwined strands have different temporal aspects and lengths, the institutional 
trajectory maybe being the simplest one to represent. In the next chapter, we take a 
closer look at how CIS is capable of presenting the three identified strands as a 
trajectory. 

5.2   Presentation of Temporal Trajectory in CIS 

We mirror information presentation in CIS through a specific case of Maria. The 
temporal trajectory (in italic in the next paragraph) is the idealization of several 
critical incidences presented in the interviews. The strands of the temporal trajectory - 
concern, private life and institutional – are narrated side by side. 

Maria’s customership was opened at the beginning of 2005. The school contacted 
child protection. Maria attended school irregularly and looked unbalanced.  Her 
parents were divorced. She lived with her mother and two younger siblings. The 
social worker called the teacher and the mother. There were meetings with Maria and 
the mother at the office and a visit to home. The social worker noticed that the mother 
seemed to have health problems, balanced with short term jobs with no time and 
energy for children. The social worker organized a support family (obtained after six 
months waiting) and financial support for Maria’s hobbies. The mother’s partner 
moved in and out, the family moved within the city, Maria participated in a summer 
camp. Everyday life rolled on. In 2006, a new social worker took care of Maria’s 
case. Meetings were irregular. At the beginning of 2007, the neighbours made two 
child welfare notifications: children had been alone at home. The third social worker 
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visited the family. She could not figure out the situation, just made observations about 
home and the mother’s tiredness. To strengthen the support, a family worker started 
to visit the family. However, the work was soon discontinued because the mother 
wanted it to be. In 2008, customerhsip was on hold. Then the social worker got a very 
serious child welfare notification by anonymous phone call – it was time to react.   

Next we take a look at how information about Maria’s trajectory is distributed, and 
can be found within CIS: in modules of documentation (includes e. g. case report, 
client plan), of family, of decision making, of scheduling and of work done.   

Concern Strand. There are four child welfare notifications. The first one is from the 
school, two later ones from the neighbours and the last anonymous one. The other 
form of concern is that of the social workers: the observations about the mother’s 
tiredness in the first place. Later it is only a hunch when the social worker is not able 
to clarify a crux of the matter. The notifications have their own registry in CIS, where 
they are recorded. This information is brief and structured: a date, the name of 
informant and the content of contact. In most cases, the social workers also write as a 
link a short entry about the notifications to the case report. The social workers’ own 
concern and assessment of its level is embedded in the case report. The worry 
expressed by different actors during discussions is also in the case report.  

Private Life Strand. There are few events listed in Maria’s and her family’s life: a 
summer camp, changes in the mother’s relationship and a change of residence. We 
can also find references to the time before customership. In the past the parents have 
divorced.  There is also information about everyday life. These are reported on the 
case report. In addition, the official changes in the household composition (move of 
the mother’s partner) and a move during the customership are depicted in structured 
form in the family module. 

Institutional Strand. During the course of the trajectory there were meetings, phone 
calls and home visits. Besides events, the social workers made four formal decisions. 
The first one is about to start the customership and three latter ones about the services: 
financial support, a support family and family work. The staff turnover is also a part 
of institutional strand: three different social workers took care of Maria’s case.  The 
institutional work is fully reported on the case report in the documentation module. 
The entry of a short event starts with the date, social worker’s name, the name of 
event and the listing of participants. Thereafter, the content of the event and 
discussions are described.  It is a practice to mention the decisions made in the case 
report. The institutional work is monitored in three other modules. In the decision 
module are the structured decisions including written justification.  The work done 
module indicates the already realized actions (phone calls and meetings etc.). It 
briefly depicts the type of action, the number of participants and time in minutes spent 
with a work task. The scheduling module orientates to the future. It indicates the 
forthcoming meetings and home visits. These modules, however, give only a limited 
view of the work.  

Obviously, the case report on the documentation module offers the most 
comprehensive account of Maria’s case. It binds all three information strands 
together. Its temporal perspective covers the time before child protection, current time 
and the future. The information in the other modules is mostly used for 
administrational and accountability purposes. Their timeframe covers only the current 
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time in the child protection. The information presentation is multifold since the same 
information can be found in different modules expressed in a different form. The 
information strands, modules containing information about them, and their temporal 
aspects in CIS are summarized in Table 1.  

Table 1. Information strands, modules and temporal aspects in CIS 

Strand Module Temporality 
Concern Documentation 

Notification registry 
episode, interval, eon – past, current, future 
episode - current 

Private life Documentation 
Family module 

episode, interval, eon – past, current, future 
episode - current 

Institutional Documentation  
Decision module 
Work done module 
Scheduling 

episode, interval, eon – past, current, future 
episode, interval - current 
episode - current 
episode –current (orientation to future) 

 
According to the social workers the fastest way to get an overview about a client’s 

trajectory was to read through a client plan. It summarizes the history of the family 
and clarifies the client process and goals set. In the client plan information is ready 
selected and analyzed. However, not all clients had one. In those cases, the social 
workers were dependent on a case report if they wanted to figure out a child’s history 
as a whole. 

Overall, the significant issue was the difficulty of identifying the thread running 
through the case report: finding the course of action.  This was particularly the case in 
active client processes when reports could be “thick like a brick”. The social workers 
noted that the concern, major events, goals and their realization did not come up 
clearly enough. The case report contained those small pieces of information recorded 
just in case. The other reason is that the history is made up of different entries as life 
unfolds.  

CIS could give only superficial support depicting an overview of the case. The 
diary view visualizes only the different files and major decisions.  The following data 
extract exemplifies not only how information comes up in the case report but also the 
social worker’s fast interpretive skills.  She discusses information through 
institutional strand: numerous entries are a message from active working that likely 
indicates the seriousness of a case. By looking at the time frame she analyzes the 
shape and stages of a trajectory. The work of the emergency department is a message 
about possible crisis and contingencies.  

“You can at a glance see how many entries there are [in a case report]. 
Sometimes it scrolls a long time to get open. Then you know that there is plenty of 
writing and a long customerhip. You can take a look at what time frame those entries 
have been made…You can see from the initials if it has been the emergency 
department working over the case. You can make those short observations.” (4)  
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Client information was spread over several modules in CIS. Information of 
institutional strand was in four modules, and concern and private life strands in two 
modules. In the documentation module, case report compiled information of all 
strands. However, it was difficult to get an overview about a client’s case based on it. 

5.3   Interacting with CIS: Managing and Using a Temporal Trajectory  

Social workers had different strategies of managing and using trajectories when they 
interacted with CIS. Since the major source of information was the case report, the 
majority of the management work was done there. The social workers' goals were first 
of all, to keep the trajectory as a whole in the case report by referring to possible 
information in other modules. Secondly, there were different types of attempts to 
point at the essential information in the case report. To gain a temporal overview of a 
case, social workers approached the case report either by skimming text through or by 
reading intensively.  

Managing Trajectory. We identified three tactics to keep up the temporal continuum 
in the case report. Firstly, the social workers created links to information outside of 
the case report by writing short references. They indicated whether there was more 
information in another document (e. g. in the client plan) within the documentation 
module or in another module. In the latter case, references were mostly made to 
decisions that existed in the decision module. The social workers also created traces 
to hint that more information could be found from the family members’, siblings’ or 
parents’ files in CIS. In the client cases that had started before the implementation of 
CIS, there were occasionally references to old CIS. Often, the social workers made a 
note if there was more information in paper files, too. Secondly, the social workers 
wrote, although very rarely, summaries. The summaries related to the past, a time 
before a child became a customer in this particular organization.  This was the case, 
for instance, when a child had a history in another municipal’s child protection 
service or there were previous remarks concerning the family. Occasionally, 
summaries were made about paper reports.  Thirdly, in some situations the social 
workers kept the case report consistent by keeping up a dialogue between past and 
current entries and between the entries of co-workers. The current entries were 
reactions to the past ones.  The linking strategy (manually added notes to the case 
report) was relatively simple and more technical by nature, instead summary writing 
is rather a writing practice.  

Indicating the essential information was realized by adding titles to structure the 
text, using bold fonts or making listings to the end of entries. The bold fonts were 
used, for example, to highlight turning points or serious events. Serious issues that 
were raised for discussion for the first time could be entered in bold text. The social 
workers used listings in the entries, mostly to summarize agreements and actions to be 
taken in the future. These tactics aimed at offering handles for fast access to 
information. 

Using Trajectory.  We identified two tactics, holistic check up and intensive reading, 
as the social workers’ ways of familiarizing themselves with the whole trajectory in 
CIS. The holistic check up means skimming through the text in the case report and 
trying to locate the essential parts of it. In the intensive reading the social workers 
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carefully go through the entries. In some cases, they print out the case report and 
rather read this printed document.  

The time available to read the entries, the familiarity of a client, a work task or a 
work situation at hand were some of the reasons that dictated the ways of reading.  
The social workers skimmed through the past entries before the meetings, when they 
were on the phone with a client or when they evaluated the continuity of a client’s 
case quickly.  The previous information had a special significance to the social 
workers who took over an old case and tried to figure out the past. The taken into care 
decision or making a first client plan for a long-term customership required intensive 
reading. 

We illustrate these two information use tactics by presenting two functional entities 
from the observation sessions.  On the tables, the left column describes the major 
moves made in CIS. The right column includes the essentials of the verbal protocol.  
The fist example depicts the holistic check up and the second one intensive reading.  

In the first example (Table 2), the social worker goes through a client’s list in a 
semi-annual customers’ ‘check-up day’.  She evaluates whether the customership 
needs to be sustained or be terminated. She navigates from the child’s file to the 
mother’s file, returns to the child’s file to close down the case and finally closes down 
the sibling’s case too. She looks at information from the temporal perspective. Firstly, 
she looked at the starting time, and then stages in the client process. She notices that 
the situation is passive.  She uses all information strands of the trajectory. She makes 
observations about the services that had been in use (institutional strand), reflects the 
concern and finally seeks consolidation from the mother’s income support file 
(private life strand). She remembers the mother from engagements at the office.  The 
information in CIS combined with her own experiences support decision making. She 
decides to close the case and the sibling’s case as well. The task does not require 
much time.  

Table 2. Holistic check up – evaluating the customership 

Moves in CIS Verbal protocol 
1. skims the case report of the child 
2. skims the case report of the mother 
3. checks the income support   

calculation    of the mother 
4. returns to the child’s file and 

terminates the customerhip  
5. moves to the sibling’s file and 

terminates the customerhip 

“This has happened in 2004. This case 
is still open. There has been family work 
but terminated. Well, in 2006 – now I 
got hang on this. They have been in a 
summer camp. I remember that the 
mother has been here for income issues. 
The past action was two years ago. I 
don’t have any child protection work 
here… I take a look by mother’s 
name…There is neither work going on 
nor is there concern. “ 

 
Our second example (Table 3) draws from the situation in which the social worker 

prepares a tentative client plan to be discussed in a meeting. The child has the history 
of several years in the child protection. The social worker has been in charge of the 
child’s matters for about a year. According to her, the customerhip is activated 
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because of a crisis.  For the plan, she must piece together a compiled package about 
concerns, private life and institutional actions. She starts by glimpsing a case report 
and correcting some spelling mistakes in it. Thereafter, she prints out the case report’s 
entries from the past year. Then she moves to the actual task at hand: preparing the 
client plan. She reads the case report both from the CIS screen and from print. She 
tries to figure out the course of action. She is lost in the text: she needs to locate 
information piece by piece. As she says, information is fragmented in the case report. 
She makes notions about services (institutional strand), child welfare notifications 
(concern strand) and family situation (private life strand). She finds out that the 
situations of the same kind reoccur and continue in the family’s life. That is an 
important piece of information. She copies and pastes between the case report and the 
client plan. She spends most of the afternoon familiarizing herself with the client’s 
case. To boot, there would be even more information in old CIS and paper files. 

Table 3. Intensive reading – preparing a client plan 

Moves in CIS Verbal protocol 
1. skims the case report of the child  
2. checks assistance (how to check 

spelling in CIS) from a colleague  
3. prints out the case report from the 

past year 
4. works with a client plan 
5. reads the case report carefully 
6. copy-pastes between these two 

documents 
7. prints out the half-done plan  

 

“I need to ask if somebody can take a 
look at information in old CIS. 
You just have to search for the 
information. If a case report is all you 
got you are totally lost. 
This is quite a patchwork. 
If only there could have been a way to 
pick up [the services] somehow. By now, 
I have spent almost 1 ½ hours on this. 
I could take a look at the paper files too. 
What had happened in the child’s life, 
what has it been, the background 
information is laborious to find. The 
information is fragmented there.” 

 
The two previous examples depict the role on information and CIS as part of two 

different types of work task. The social workers interact with information and CIS 
alike. In both cases, the social workers search information from the perspectives of 
three information strands.  They also make notions about the past and the current 
situation of a case when trying to assess the possible future of a child.  The tasks 
require both the identification of essential information and navigation between 
different modules in CIS. Apparently, CIS could offer more support to realize the 
tasks. However, it is a matter of the social worker’s professionalism, too. As 
expressed by the social worker when talking about whether there was enough 
information for preparing a taken into care decision: “Yes there was, but you have to 
see the wholeness. And [understand] what to do with that information.” (7) 
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6   Discussion and Concluding Remarks 

Summarizing the Findings. In child protection, there is a need for case overviews 
presented by CIS [8].  The overview would support the social workers’ work that is 
framed by limited time resources, heavy caseloads and situations when immediate 
reactions are needed. We approached the construction of the overview from three 
perspectives. Firstly, we identified the core information strands belonging to the case 
overview. Secondly, we analyzed how these information strands were presented in 
one particular CIS. Thirdly, we observed how the social workers managed and used 
these strands in CIS.  

In the previous studies, CIS has been considered as a threat to presenting holistic 
information in social work [7], [16], [33]. Holistic information has been taken for 
granted with no exact explanation of what it is and how it should be presented in CIS. 
To design an overview, however, its core information elements should be defined. We 
identified three interconnected information strands in a client’s trajectory: of concern, 
of private life and of institutional actions. The social workers preferred to see the 
strands from a temporal perspective. They needed information about the past, the 
present and the planned future of a child. The temporal continuum also describes 
change, continuity and permanency. Visibility of these three factors is central when 
trying to understand the complexity of case work [19].  

The information elements of the concern and private life strands included three 
temporal aspects: episode, interval and not so clearly time sliced aspect, eon. Instead, 
information elements in the institutional strand included the aspects of episode and 
interval. Consequently, the information in the institutional strand is easier to describe 
with exact time stamps than in the two other strands.  Time has been modeled 
according to instant (aka episode) and interval in information system design [4]. Our 
findings indicate that information can be temporally depicted similarly in CIS in 
social work. 

Information was distributed across separate modules in the CIS analyzed. 
However, the case report had a central role to keep three information strands together. 
The report is a sequential account [31] but still, the entries can refer to the past, 
current and future issues in a child’s life. Thus, it is not only the CIS fragmenting 
information as has often argued [7], [16], [33] but as well the nature of work that 
generates information as time sliced pieces. The social workers can only write the 
child’s story as it unfolds. Information is obtained piecemeal during a client process.  

The social workers managed a client’s trajectory within a case report in two ways. 
Firstly, they created references to information existing in other modules or paper files. 
They did this to ensure a temporal continuum of a case at least in one place. Secondly, 
the social workers occasionally highlighted the essential information to create help in 
identifying the essentials. They used their own tactics to patch up the missing 
properties of CIS. 

The social workers had to piece together an overview of a case in their minds. 
They either tried to scan quickly through a case report (holistic check up) or if 
necessary read through a case report carefully (intensive reading). The previous 
studies on medical [15] and social work [12] context identified skimming as one 
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approach to documents.  Obviously, exhaustive information is not always needed.  
Even a hint, e.g. bolding, can fill the information gap and guide in work task 
performance. 

Implication for Design. There has been growing interest toward temporal 
representation of information. Proposals have been made to visualize information in 
timelines, e. g. with patient data [6], [30], personal histories (LifeLines) [18] and 
newspaper news [10].  Our findings are in line with these proposals. The social 
workers themselves directly referred to diagrams as alternative ways to depict the 
core history of a child. Also, assuring a temporal continuum of different documents is 
a way to keep a child’s case history coherent.  

Three information strands found could be depicted as parallel timelines. The 
construction of timelines requires collecting information in different CIS modules 
together. The timelines could have ‘pointers’ with snippets to actual documentation. 
The social workers could choose whether to draw on a summary or navigate to the 
actual documentation. These alternatives would support two reading tactics: 
skimming and intensive reading. An opportunity to mark possible contingencies [27] 
or turning points are similar to the social workers’ currently used tactic to highlight 
issues in a case report.   

The child welfare notifications are concrete expressions of concern to be compiled 
to the concern timeline. The challenging part, however, is to depict the social 
workers’ own assessment or hunch of concern. As carefully proposed in a couple of 
the social workers’ interviews, the concern could be ‘measured’ and indicated with 
colour codes: red for high and green for low concern level.  It is a double-edged 
sword though. The coding might be supportive but it also adds to the work of social 
workers.  

Private life constitutes events that are, at least partially, possible to collect to the 
timeline. Family is a central context of a child’s private life. It includes siblings, 
parents, stepparents, grandparents etc.  Depicting a family as a social network graph 
might ease the understanding, in some cases, of complex family structures. In many 
cases, the social workers navigate between family members’ files. The network graph 
could offer access points between the files. 

The timeline of institutional strand could depict given service periods and actions 
taken by social workers and other workers. This timeline would support seeing a 
cumulative arc of action on a trajectory [27] by showing all the provided services.   

Creating a continuum of documents requires collecting entries from different 
modules and scanned paper statements to a ‘document timeline’. Scanning possibility 
exists already now in CIS.  Currently, the social workers sustain the continuum of 
documents in a case report by their linking practices.  

System design should be done keeping in mind that social workers need a tool that 
is simple and easy enough to use [8].  The possible new features in CIS should not 
produce an extra burden for social workers.  

Implication for Research. The construction of a timeline can be based on existing 
temporal markers in CIS. Taking a look inside at different documents, especially a 
case report, is essential. Thus, further analysis of temporal markers is needed.  
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The social workers take a lot of effort to produce information about a child’s case 
in CIS. Currently, CIS does not offer a coherent overview of a case that is available at 
a glance.  It is possible to design a holistic overview of a case to match the social 
workers’ needs and to support social workers’ work.  
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Abstract. This article presents an investigation of a heuristic approach for un-
supervised parameter selection for gesture recognition system based on Vector 
Quantization (VQ) and Hidden Markov Model (HMM). The two stage algo-
rithm which uses histograms of distance measurements is proposed and tested 
on a database of natural gestures recorded with motion capture glove. Presented 
method allows unsupervised estimation of parameters of a recognition system, 
given example gesture recordings, with savings in computation time and im-
proved performance in comparison to exhaustive parameter search. 

Keywords: Gesture recognition, Vector Quantization, Hidden Markov Model, 
automatic parameter selection. 

1   Introduction 

Human-computer interfaces (HCI) using natural human gestures are one of the prom-
ising new approaches in interaction design. The important component of a gesture 
interface is a recognition system for time series measurements of data (motion capture 
readings or image derived features). For this task, one popular and reported as effec-
tive approach is the combination of Vector Quantization (VQ) and Hidden Markov 
Model (HMM) [1,2]. While effective, this method needs to be provided with several 
parameters, notably number of VQ symbols, number of HMM states, and initial 
choice for HMM matrices. Those parameters are often chosen ad hoc or by trial and 
error, with random selection of initial conditions. Such approach is time consuming 
and can lead to suboptimal performance [3,4]. On the other hand, the performance of 
input recognition largely determines the usability of a HCI system. 

Our approach and main contribution of this work is the investigation of a two step, 
heuristic algorithm for VQ+HMM parameter selection: first, computing the number of 
VQ symbols by considering class separation, followed by iterative hierarchical 
clustering of subsequences for finding initial HMM matrices. The standard model 
reestimation (Baum-Welch algorithm) and selection (Akaike/Bayesian information 
criterion or others) can be applied afterwards for completing the parameter selection. 
This algorithm allows for deterministic and unsupervised estimation of parameters of 
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a recognition system, given example set of gesture recordings, with savings in 
computation time and improved performance in comparison to exhaustive or random 
parameter search.  

1.1   Related Work 

The choice of parameters is an integral element of a development of a VQ+HMM 
system, and as such has been a subject of active research. In [11], one of the most 
popular Vector Quantization algorithms was introduced, named after authors’ initials 
as LBG. By an iterative process of splitting and optimizing cluster centers, it finds 
optimal VQ dictionary vectors with respect to the distortion measure. This approach 
produces good results for coding applications, but does not consider the 
discriminative power of the sequences of symbols for the classification task. The 
latter problem can be related to estimation of class separation and within/between 
class variability as considered in Linear Discriminant Analysis (LDA). The problem 
of parameterization of VQ for optimal class separation has been considered in [12] 
using Dynamic Time Warping (DTW) and Learned Vector Quantization with the 
objective of speech recognition with Self Organizing Maps. The similarity of symbol 
sequences with application for recognition has also been the subject of [13], where 
DTW was applied to sequences after VQ. The problem of optimization of VQ 
centroids has been addressed in [14], with application of Bhattacharyya distance. 

Our approach builds on above works, focusing on maximization of the 
Bhattacharyya measure of within-class and between-class distance distributions, 
obtained using Levenshtein symbol distance, a technique conceptually similar  
to DTW. 

The other problem with design of VQ+HMM recognizer, apart from the above, is 
the parameterization of a HMM. [1] note the importance of good initial HMM values, 
as the reestimation algorithm (Baum-Welch) finds local, not global maximum of 
likelihood function; a procedure is thus proposed for improving the initial values 
using K-means clustering of data vectors. The clustering can be also used to identify 
the number of HMMs needed for representation, as in [8] where DTW and 
hierarchical clustering is used to obtain a set of HMMs describing a set of human 
motion trajectories. In [2] authors optimize the performance of a HMM by merging 
states based on Kullback-Leibler similarity measure of symbol emission matrices, 
however, this is done after training, with the chief objective of reducing number of 
states of a HMM constructed as a sum of several others. In [5], several model 
selection strategies are investigated, including sequential state pruning strategy, where 
least probable states are iteratively deleted from the model. While effective, deletion 
could possibly lead to a loss of information in the final model. [6] perform an in-depth 
analysis and argue for using cross-validated likelihood to assess the number of states.  

Our approach considers estimation of initial HMM parameters, which are to be 
improved with Baum-Welch optimization. We split the sequences into fragments and 
successively merge them with agglomerative hierarchical clustering based on the 
Bhattacharyya distance of distributions of symbol occurrences. At each moment, the 
clustered fragments can be translated into HMM initial parameters. 
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This article is organized as follows: section two contains the method description, 
section three experimental results with motion capture database, last section presents 
conclusions. 

2   Method 

We focus on the problem where the user interface (UI) designer has the following: 

1. An acquisition system that captures human motion as a time sequence of vectors 
X=(xt), where each  represents the data from l sensors (finger bend, hand 
rotation, and similar when using motion capture device) or features (such as trajectory 
features, shape moments when working with images of motions). 

2. A set of c gestures (defined motions) selected to be used in the interface. 
The input sequence X is classified into one of the c gestures using VQ+HMM 

framework as follows. First, a quantization function :  (1) 

is used, transforming a sequence of vectors X into a sequence of discrete symbols 
S=(st). Then, a set of HMM models corresponding to the gestures λ1,...,λc is used to 
compute the estimate of the sequence being generated with each model. Either the 
forward or Vitterbi algorithm can be used for this purpose [1]. By comparing the 
result probabilities the class of the input can be derived. 

Implementation of this approach requires definition of the VQ and HMM stages. 
For VQ a quantization algorithm must be selected, for example the Linde-Buzo-Gray 
(LBG) method [11]. Given a set of reference data, the algorithm can calculate the m 
reference (“dictionary”) vectors. The number of VQ symbols m (or related parameter, 
like target distortion ε), however, has to be explicitly provided. For HMM, the 
defining stochastic matrices (starting state probability vector Π, state to state 
transmission probabilities A and symbol emission probabilities B) must be given.  
The HMM matrices are commonly estimated with Baum-Welch method [1], but  
this requires definition of their initial values and implicitly providing the number of 
states n. 

2.1   Choosing the Number of Vector Quantization Symbols 

The objective of this stage is to derive the number of VQ symbols m. The proposed 
method follows from the observation that for any two recorded symbol sequences S1 
and S2 we can use approximate string matching to compute the distance dS(S1,S2) 
between them. The use of approximate methods is necessary, as subsequent record-
ings of the same gesture usually differ in both length and content of the symbol se-
quence, resulting from variations of movement (speed, hand configuration and so on). 
The nature of those differences can be formalized as symbol addition, deletion and 
replacement, thus Levenshtein distance is particularly fitting for this purpose. 

Given a set of c gesture classes with k realizations of each class we can compare 
them both within their classes (by computing dS(S1,S2) where S1 and S2 belong to the 
same class) and between them (where each of  S1 and S2 belong to a different class). 
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We can compute the histograms hW of within-class dS and hB of between-class dS. 
After normalizing the histograms, we can compute Bhattacharyya distance as , ln ∑ . (2) 

This distance has been selected as it is reported to have good properties [9]. We can 
make the following observations concerning its behavior in this context: 

1. dB can be treated as a measure of separation of the two histograms. In other 
words, it can be used to estimate the compactness of the clusters formed by 
realizations of each gesture. Good separation (preferable situation, with high dB value) 
occurs when, on average, the distance between gestures sampled from one class is 
substantially smaller than to other classes. Poor separation occurs when the average 
distance within each class is comparable to other classes. In the second case the dB 
value is low, and there can be expected a loss of performance due to misclassification 
of gestures. 

2. dB changes with m, as the number of symbols together with reference data 
define the quantization function, which produces symbol strings. 

3. With a large value of m (large number of symbols), a situation can arise 
where a number of symbols will appear only once in single realizations (sequences). 
Hence the distances between sequences within-class will be large and comparable to 
those between-class, and dB value will be low. This phenomenon is akin to 
overtraining of VQ. 

4. With a small value of m, the pool of symbols will be small, hence all 
sequences will be similar (in terms of distance function). This can be viewed as 
“undertraining”, and the result can be expected to be similar to above – distances 
comparable (although on average lower), and low dB value. 

Based on the observations, it seems fitting to observe the dB(m) and find its maximum, 
corresponding to best separation between the classes. While not formally proved, a 
number of experiments with different equipment and gesture sets confirm the validity 
of the above observations. 

2.2   Choosing the Initial Parameters of HMM 

For training the HMM, the Baum-Welch (BW) method is commonly used. It is noted 
[1,3,4], that the local optimization approach used in BW requires a good estimate of 
initial conditions, in particular of the symbol emission matrix B. One approach is to 
choose the number of states n with trial and error, training HMM for each choice with 
a number of randomized B candidates and choosing the combination providing max-
imum performance. This approach is essentially a random search in parameter space, 
and can be time consuming with a large number of models and/or states of each mod-
el, as the number of free parameters to be estimated is on the order of O(n2). 

We propose to obtain initial estimates for HMM matrices for a given class using a 
hierarchical clustering of data sequences with the following steps: 

1. Split the k training sequences into the l fragments each. Index the fragments 
as (t,i), t=1,…,l,i=1…,k and compute the distribution of symbols in each fragment.  

2. Generate candidate initial HMM (see below). 
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3. Perform reestimation and assess current performance (for example, empirical 
likelihood or Akaike information criterion [10]) 

4. Merge step: compute Bhattacharyya distances of distributions of symbols in 
fragments (a) for given t (b) between set of fragments at t and t+1. Merge the 
fragments (or sets) with smallest distance (most similar). 

5. Repeat the process (goto 2) until either the desired performance target is 
satisfied, or until number of fragments is 1. 

The initial HMM generation in step (2) is done as follows. Number of states is equal 
to the number of fragments. Matrix B is set with symbol distributions for each 
fragment. Matrix A and vector Π are initialized with left-to-right structure (with A 
matrix structured so that from each state i only the transfer to  is possible). 
However, if, for given t, there is more than one fragment, it is assumed that different 
exclusive symbol distributions can appear (for example users will make the gesture 
with one of several hand configurations). This exclusivity is reflected in the state 
transition matrix structure: a state created from fragment (t,i) has non-zero probability 
of transfer only to itself and to all states (t+1,·), while having zero probability of 
transfer to all others, including (t,j), j≠i. 

3   Experiments and Results 

We have performed experiments to observe and confirm validity of the proposed 
method. The data set used consists of motion capture recordings of 22 natural gestures 
(“A-OK”, “thumbs up”, etc) with four participants and five repetitions of each gesture 
per person (with different speeds: three times normal speed, one fast, one slow execu-
tion). The equipment used was DG5VHand motion capture glove, containing five 
resistance type finger bend sensors and three axis accelerometer producing three  
 

 
Fig. 1. Values of Bhattacharyya distance for different numbers of symbols, and log likelihoods: 
positive (of the class that model was trained on) and negative (of other classes) 
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acceleration and two orientation readings. The sampling frequency was ~30Hz. The 
movements used were a mix of natural, real-life gestures of several types (symbolic, 
iconic, deictic and manipulative), selected and captured with an objective on creating 
a diverse, rich testing set for natural gesture recognition methods. The length of rec-
orded sequences was between 30 and 190 vectors. The experiment software was writ-
ten in C++ using several publicly available numerical algebra libraries. For details on 
the creation of database and gesture choice, refer to [7]. 

For VQ dictionary the K-means algorithm was used with Mahalanobis distance 
(the covariance matrix was estimated from data). The range of symbols considered 
was m=2,...,200. The observed histograms of Levenshtein distance show noticeable 
overlap, mainly due to the fact that, with different execution speeds, the sequences for 
the same gesture differ in length (by 30-40% between fast/normal or normal/slow 
speeds). While Bhattacharyya distance estimates are noisy, the tendency to peak at 
m~18 can be seen (fig. 1). The behavior of HMMs for different number of symbols 
was then observed. First, one HMM was trained for each gesture (with number of 
states n=20; models chosen from l=10 candidates; left-to-right topology with uniform 
initialization for matrix A and vector Π; B matrix randomized with simplex method). 
Then, the log likelihood was computed – for given model i, of the true class i 
(positive) and j≠i (negative). As noted before, with small number of symbols, all 
sequences are similar, even across different gestures (small inter-class variation, hence 
high negative likelihood); with large number of symbols, all gesture realizations are 
dissimilar, even for the same gesture (large intra-class variation, decrease of positive 
likelihood). Proposed method selects maximum of Bhattacharyya distance, which 
corresponds roughly to the area of decline of negative likelihood. 

 

Fig. 2. Comparison of log likelihoods with proposed method and random initialization, with the 
cumulative cost of merging (sum of Bhattacharyya distances for subsequent fragment joining) 
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The second set of experiments was carried out to assess the performance of the 
fragment clustering method. For each number of states, one HMM was initialized 
with proposed method, and l=100 randomly (with the same method as above). The 
log likelihoods of proposed method, minimum (best value) and median of random 
models are presented on fig 2. The improvement is increasing with number of states. 
The likelihood increase when n>30 is not substantial, this can be used as a cue for n 
choice; for exact value, one can rely on selection methods such as [6]. 

4   Conclusions 

We have presented an approach for unsupervised parameter selection of VQ+HMM 
classifier and experiments validating the algorithm on a real dataset of natural ges-
tures. The main advantage of its application is the possibility to investigate the para-
meter space and find the best performing values with cost of several scales of magni-
tude smaller than exhaustive search. As the VQ+HMM is very common in the role of 
time-varying sequence classification, this approach has potentially wide range of 
applications, for example motion capture or camera based HCI systems employing 
gesture recognition. 

Acknowledments. This work has been partially supported by a Polish Ministry of 
Science and Higher Education project NN516405137 “User interface based on natural 
gestures for exploration of virtual 3D spaces”. 
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Abstract. A significant amount of interaction involves number entry. The 
purpose of any number entry interface is to accurately select or set a numeric 
value. There are two main styles of number entry interfaces found on medical 
devices: serial interfaces like the ubiquitous 12-key numeric keypad, and 
incremental interfaces that use a knob or a pair of keys to increase or decrease 
numbers. We report an experiment that investigates the effect of interface 
design on error detection in number entry. The initial findings show that the 
incremental interface produces more accurate inputs than the serial interface, 
and the magnitude of errors suggests that the incremental interface could reduce 
the death rate relative to the numeric keypad. 

Keywords: number entry, data entry, error detection. 

1   Introduction 

Number entry is perceived to be a very simple and mundane task — yet numerical 
drug dosing errors account for a significant portion of adverse drug events (ADEs) in 
hospitals, particularly in paediatrics [2, 5]. Number entry errors can be as a result of a 
combination of user errors, poor interaction design and hardware defects. Hardware 
defects on keypads (e.g., key bounces) have been reported by the Institute for Safe 
Medication Practices (ISMP) as a source of error in medical device programming [1]. 
A key bounce occurs when physically pressing a key once causes a repeat of the same 
key; this is different from a double keying error where a user accidentally presses the 
same key twice. If a key bounce is undetected, it might lead to an overdose, which in 
turn might lead to patient harm or death. 

In many user interfaces, number entry is implicit; for example, adjusting sound 
levels by rotating an unmarked dial, or moving a scroll bar adjusts a hidden number 
— but the user copes because of direct feedback (direct manipulation). In this paper 
we are concerned with numbers that are displayed by the user interface as precise 
Arabic numerals (e.g., 123, 6.5, etc) rather than as abstract values (e.g., colors), or 
even as numbers indicated by pointers on numeric scales (e.g., analog meters).  
This style is prevalent in safety-critical applications such as drug rate control in 
healthcare. 
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Number entry interfaces may be grouped into two main categories: 

• Serial number entry: A familiar example of serial entry is the 12-key numeric 
keypad used on calculators. The user enters the desired number typically using a 
keypad. The number is entered serially, digit by digit starting from the leftmost 
digit. There are two main variations: those with a decimal point key and those 
without. When there is no decimal point key, a decimal point is inserted in a fixed 
position, typically giving 2 decimal digits (so keying 1234 would input 12.34). 
Serial entry provides the quickest method for arbitrary number entry, and its use 
also coincides with how numbers are spoken in many Western languages. 

• Incremental number entry: In an incremental interface, the user is only able to 
increment or decrement the number, using fixed actions, typically a pair of 
up/down keys, rotary dials, or pressure sensitive controls. As a result, the number 
entry is about changes to a current number. The user may be able to influence the 
rate of change of the number by exerting more pressure on the control (in the case 
of a pressure sensitive interface) or by the speed with which the control is 
manipulated (e.g., turning a knob), or by the length of time the interaction is 
prolonged for (e.g., holding down an increment key longer to invoke faster or 
larger changes on a number). User interfaces typically refine these styles, for 
instance to impose numerical limits and by varying key layout. 

 
Unfortunately, errors are eventually inevitable when using interactive systems and 
these can be in the form of mistakes, slips or lapses [7]. Sometimes, errors are 
detected by users and corrected. When errors go undetected, the consequences can be 
very serious. In a safety critical and dependable system, it is important that users 
realise when they commit errors and correct the errors. We believe that the differences 
in the design of number entry user interfaces place different demands on users in 
terms of what part of the user interface they focus most of their attention on and as a 
result whether they notice that an error has occurred and correct the error. 

In this paper, we investigate the behaviour of users performing a routine task of 
number entry using serial and incremental user interfaces. We report our findings on 
the relative accuracies of both styles and a classification of the types of errors 
committed by users. 

2   Experiment 

Because interaction on the incremental interface requires users to monitor how the 
value on the display changes based on what key the user is interacting with, we 
hypothesize that users will more likely detect and correct errors when using an 
incremental interface as opposed to when using a serial interface. We also anticipate 
that users will pay more visual attention to the display than to the input when using 
the incremental interface and pay more visual attention to the input than to the display 
when using the serial interface. Finally, we expect that there will be types of errors 
that are unique to each class of interface. 
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2.4   Procedure 

All participants were tested individually. The eye tracker was calibrated for each 
participant and they were briefed about the stages and purpose of the experiment 
before starting. 

The experiment itself was in two parts: one for each interface. Prior to each part of 
the experiment, the participant got a training session where they could enter 10 
numbers and get familiar with the interface. When the participant was comfortable 
with how the interface worked, they were allowed to proceed to the experiment. 

For the experiment, each participant was required to enter 100 numbers using both 
interfaces in the order defined by the experimenter. The participants were instructed 
to enter the numbers as quickly and as accurately as possible. An instruction on the 
right half screen showed what number the participant should enter. The participant 
had to click a ‘Next’ key to confirm their entry, and display the next instruction. The 
process of number entry and confirmation of entry was repeated until all 100 numbers 
had been entered using the first interface. The participant was allowed a break of up 
to 5 minutes before proceeding to the second half of the experiment. The interface 
was then switched and the participant went through the training session for that 
interface and proceeded to enter the same set of 100 numbers. 

2.5   Results 

Four participants were excluded from the statistical analyses. One participant’s error 
rate was more than two standard deviations from the mean of error rates, and three 
had very low eye tracking data. Undetected errors were instances of number entry 
errors that were not caught and corrected by the participants before confirming the 
entry. These were not limited to the four key bounce errors introduced in  
the experiment. All but two participants had at least one undetected error in the 
experiment. To check for learning effects on the interfaces over the experiments, we 
analysed the task completion times from each interface in blocks of 10 trials per 
participant and we found no significant difference in the mean time per block. 

Corrected errors for each participant on the serial interface were calculated as the 
total number of times they pressed the ‘Cancel’ button. For the incremental interface, 
the corrected errors for each participant were calculated as the number of times the 
participant overshot or undershot the target number. In the incremental interface, 
overshooting the target number was sometimes intentional especially when entering 
numbers efficiently using a mixture of continuous and discrete actions. For instance, 
entering the value ‘5.9’ efficiently means slightly overshooting the target number 
using the continuous (hold-down) interaction in order to reach ‘6’, for instance, and 
refining the value with a down click (a discrete action) to obtain the target number. 
This type of intentional overshooting did not count as a corrected error. 

Undetected Errors  
Analysis of the total undetected errors for both interfaces using a paired t-test 
indicated that the mean undetected errors for the incremental interface (mean=1.56, 
sd=1.76) was significantly lower than that of the serial interface (mean=3.61, 
sd=2.38), t(17)=-4.15, p<0.001. 



182 P. Oladimeji, H. Thimbleby, and A. Cox 

The total undetected forced errors per participant on the incremental interface 
(mean=0.28, sd=0.46) was significantly lower than that of the serial interface 
(mean=1.72, sd=1.23), t(17)=4.74, p<0.001. 

Corrected Errors 
The number of corrected errors per participant on the incremental interface (mean=74, 
sd=17.31) was significantly greater than the number of corrected errors in the serial 
interface (mean=7.1, sd=9.6),  t(17)=17.22, p<0.001.  

Visual Attention 
The total visual fixation duration on the input of the serial interface 
(mean=271.16secs, sd=80.01), was significantly greater than the total fixation 
duration on the display of the device (mean=26.28secs, sd=19.31), t(17)=13.35, 
p<0.001. Conversely, the total fixation duration on the input of the incremental 
interface (mean=185.82secs, sd=87.78) was significantly lower than the fixation 
duration on the display (mean=553.47secs, sd=276.25), t(17)=7.34, p<0.001. 

Speed of entry  
The speed of entry per trial for the incremental interface (mean=8.2secs, sd=2.32) was 
significantly slower than the speed of entry per trial for the serial interface 
(mean=1.65secs, sd=0.33), t(17)=12.71, p< 0.001. 

Error Types 
Keystroke logs from all participants were analysed for this section. Below, we report 
a selection of the undetected error types that occurred in our experiment. Wiseman, 
Cairns and Cox have developed a taxonomy of number entry errors [6] and have 
independently reported and classified these errors. As well as reporting error types, 
we report the prevalence of certain error types between the two number entry 
interface styles. The frequency of each error type is shown in Figure 2. For each error 
type we quantify the severity of the errors by reporting the mean and standard 
deviation of the difference between the intended number and the transcribed number. 

 

 

Fig. 2. The distribution of undetected error types in each interface in the experiment. Skipped 
errors were due to double keying errors on the “Next” key during the experiment 
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Missing Decimal Point Errors 
This error occurs when a decimal point is absent from the transcribed number but is 
present in the instruction. There were 28 instances of this error on the serial interface 
and none on the incremental interface. On average, this error changed the intended 
number by 260.77 (sd=240.85). 

Transposition Errors  
Transposition errors occur when the user swaps two adjacent digits in a number. For 
instance instead of entering 5.84, a user might enter 5.48. The majority of these were 
committed on the incremental interface. The dyslexic participant committed  
no transposition errors. Most of the transposition errors occurred after the decimal 
point.  

In our data, a special case of the transposition error occurred when the decimal part 
of the transcribed number was exactly 10 times more or less than the decimal part of 
the intended number. For example, instead of entering 7.4, a participant entered 7.04. 
Although one participant committed 17 of these errors, the potential causes make it a 
concern for further investigation. It is possible that the display of the numbers on the 
incremental interface was responsible for this error: the display always shows three 
significant digits. For instance if the numeric value is 7.4, the display shows 7.40. It 
may be confusing that the 40 after the decimal point is perceived to be greater than 4. 
It is important to note that this participant did not commit any transposition errors on 
the serial interface. It seemed that the incremental interface had an effect on their 
transcription of numbers specifically for numbers of the form ‘d.0d’ where ‘d’ is a 
numeric digit. In other words, the interface design might have affected their 
perception of numbers of a certain format. 

Transposition errors were more serious on the incremental interface. On average 
this error changed the intended number by 0.54 (sd=0.35) on the incremental interface 
compared to 0.31 (sd=0.18) on the serial interface.  

Wrong Digit Errors 
Wrong digit errors occur when one of the digits in the transcribed value is incorrect. 
This error was more common in the incremental interface. The most serious cases of 
the wrong digit error happened whenever the whole number part of the number is 
wrong. For instance a participant entered 4.87 instead of 5.87. Wrong digit errors 
were more serious on the serial interface but more frequent on the incremental 
interface.  On average, this error changed the intended number by 0.81 (sd=1.27) on 
the serial interface compared to 0.28 (sd=0.40) on the incremental interface.  

Missing Digit Error 
This refers to instances of errors where one digit from the intended value is missing 
from the transcribed value. For instance a participant entered 0.3 instead of 0.43. On 
average, this error changed the intended number by 3.36 (sd=8.92). The incremental 
interface was free of this error.  
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3   Discussion 

The results show a significantly higher number of undetected errors on the serial 
interface in comparison to the incremental interface. This relative accuracy however 
comes with a slower data entry speed on the incremental interface, which may in itself 
account for the more accurate performance on the incremental interface. The higher 
level of visual attention paid to the display of the incremental interface is another 
possible reason for its higher accuracy.  A third reason could be that participants 
expect to make errors on this interface. Indeed, the results show a significantly higher 
number of corrected errors on the incremental interface in comparison to the serial 
interface. Some participants had a number of tries overshooting and undershooting for 
the intended number before precisely setting the number. Some deliberately overshoot 
the intended value and correct the error in a few clicks because that is the optimal way 
to enter the intended number. 

For the incremental interface, the visual attention placed on the input was 
significantly lower than that on the display. This supports our original intuition, as the 
interaction on the incremental interface requires the user to monitor how the value on 
the display changes based on what key the user is pressing. The input part of the 
incremental interface requires little visual attention and is only used to switch 
direction and precision of change. However, despite the high attention paid to the 
display of this interface, the mode of interaction introduced errors that were less likely 
on the serial interface e.g., the wrong digit errors and the transposition errors. 

The results also show that the visual attention placed on the input in the serial 
interface was significantly higher than the visual attention on the display. This could 
be because participants did not feel the need to verify their entry. It is possible that 
most participants trusted the visual feedback they got from the labels on the keys and 
felt little need for an extra mode of feedback by checking the display.  

By design, the numbers specified on a serial interface require parsing to obtain a 
numeric value valid in the application space. As a result, serial interfaces are prone to 
syntax errors. Rather than alert users to errors, this parsing process often produces 
incorrect and unpredictable results whenever the user commits a syntax error [3, 4].  

Syntax errors are however impossible on an incremental interface since the 
application guides the user through a valid range of numeric values. It is also 
plausible that numbers are perceived as a string of characters when using a serial 
interface whereas using an incremental interface forces users to be aware of the 
numeric values and the relative order of numbers.  

In a safety critical context like healthcare, the incremental interface is safer. It 
allows better error detection and the severity of errors is much lower than on the serial 
interface.  The missing decimal point and the missing digit errors are the most serious 
errors and they were both more likely to occur on the serial interface. Overall,  
the errors on the incremental interface had a much lower deviation from the intended 
number as shown by the difference of intended value to transcribed value (serial 
interface: mean=70.91, sd=166.94, incremental interface: mean=0.93, sd=1.41). 
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4   Conclusions 

There are significant differences in the error rates for the two experimental conditions 
of number entry: number entry interface styles do affect error rates — and, by 
implication, medical outcomes. The speed of the serial interface comes at a price: 
errors are more likely to go undetected due to significantly less visual attention on the 
interface and undetected errors like the missing decimal or missing digit are more 
likely to have serious outcomes typically producing numbers out by a large factor (10 
or more) from the intended values. In a medical context, such errors can be fatal. 

The result suggests that it should be a priority to research number entry styles and 
their relation to error rates, behaviour and performance. There is a wide variety of 
number entry styles in medical devices (where errors cause adverse events), clearly 
with no or little empirical justification; we now see useful progress can be made to 
provide sound guidance for designers of safety critical number entry systems. 
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Abstract. It has long been known that as neurons fire within the brain they 
produce measurable electrical activity.  Electroencephalography (EEG) is the 
measurement and recording of these electrical signals using sensors arrayed 
across the scalp.  The idea of Brain-Computer interfaces (BCIs), which allow 
the control of devices using brain signals, naturally present themselves to many 
extremely useful applications including prosthetic devices, restoring or aiding 
in communication and hearing, military applications, video gaming and virtual 
reality, and robotic control, and have the possibility of significantly improving 
the quality of life of many disabled individuals. The purpose of this research is 
to examine an off the shelf EEG system, the Emotiv EPOC© System, as a cost-
effective gateway to non-invasive portable EEG measurements and to build a 
BCI to control a robot, the Parallax Scribbler®.  We built middleware to 
interpret the outputs from the Emotiv and map them into commands for the 
Scribbler robot.   

Keywords: Human-Robot Interaction, Computer Human Interface, Control 
Systems, Neural networks. 

1   Introduction 

Simple Brain-Computer interfaces (BCIs) currently exist and research and public 
interest in them only continues to grow.  This research explores the process in creating 
a novel BCI that utilizes the Emotiv EPOC System to measure EEG waves to control 
the Parallax Scribbler robot. We wrote middleware to interpret the signals from the 
Emotive system and map those signals into commands for the Scribbler robot. These 
include commands such as move forward, move to an obstacle, etc. In latter sections of 
this paper, we describe the current research in BCI, describe the Emotiv system, the 
Scribbler robot, our middleware and a novel use of blinking (which can be detected by 
the Emotive systems) to enhance the command set for the robot [29]. 

2   Electroencephalography 

EEG waves are created by the firing of neurons in the brain and were intensely in the 
fields of neuroscience and psychology [1] [2]. EEG waves are measured using 
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electrodes attached to the scalp, which are sensitive to changes in postsynaptic 
potentials of neurons in the cerebral cortex.  Postsynaptic potentials are created by the 
combination of inhibitory and excitatory potentials located in the dendrites.  These 
potentials are created in areas of local depolarization or polarizations following the 
change in membrane conductance as neurotransmitters are released. These average of 
the potentials  are amplified and combined to show rhythmic activity that is classified 
by frequency [3].  Electrodes are usually placed along the scalp as in Figure 1 [4]. One 
of the historical downsides of EEG measurement has been the corruption of EEG data 
by artifacts, which are electrical signals that are picked up by the sensors that do not 
originate from cortical neurons.  One of the most common causes of artifacts is eye 
movement and blinking, however other causes exist [5]. Many EEG systems attempt to 
reduce artifacts and general noise by utilizing reference electrodes placed in locations 
where there is little cortical activity and attempting to filter out correlated patterns [6].  

 

Fig. 1. Electrode Placement according to the International 10-20 System.  Odd numbers on the 
right, even on the left.  Letters correspond to lobes – F(rontal), T(emporal), P(arietal), and 
O(ccipital).  C stands for Central (there is no central lobe).  

3   Brain-Computer Interfaces  

The term “Brain-Computer Interface” is the idea of linking the mind to computers [7]. 
The ultimate goal of BCI research is to create a system that is not only an “open loop” 
system that responds to users thoughts but a “closed loop” system that also gives 
feedback to the user.  Researchers initially focused on the motor-cortex of the brain, 
the area which controls muscle movements, and testing on animals quickly showed that 
the natural learning behaviors of the brain could easily adapt to new stimuli as well as 
control the firing of specific areas of the brain [8] translate them into robotic activity 
[9][10] [11] [12]. Research is beginning to veer away from invasive BCIs due to the 
costly and dangerous nature of the surgeries required for such systems. Non-invasive 
alternatives for BCIs include EEG technology, Magnetoencephalography (MEG),  
and Magnetic Resonance Imaging (MRI), as well as the “partially invasive” 
Electrocorticography where sensors are placed within the skull but outside the gray 
matter of the brain.  These methods are limited in that they are often susceptible to 
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noise, have worse signal resolution due to distance from the brain, and have difficulty  
recording the inner workings of the brain.  However, non-invasive techniques have the 
advantage of lower cost, greater portability, and the fact that they do not require any 
special surgery [13].  

4   Previous EEG BCI Research 

Though the idea of using EEG waves as input to BCIs has existed since the initial 
conception of BCIs, actual working BCIs based on EEG input have only recently 
appeared [14].  Most EEG-BCI systems follow a similar paradigm of reading in and 
analyzing EEG data, translating that data into device output, and giving some sort of 
feedback to the user (Figure 2), however implementing this model can be extremely 
challenging [15].  The primary difficulty in creating an EEG-based BCI is the feature 
extraction and classification of EEG data that must be done in real-time if it is to have 
any use.  

 

Fig. 2. Brain-Computer Interface Design Pattern  

Feature extraction deals with separating useful EEG data from noise and simplifying 
that data so that classification, the problem of trying to decide what the extracted data 
represents, can occur. There is no best way of extracting features from EEG data and 
modern BCIs often use several types of feature extraction including Hjorth, wavelet 
transforms and Fourier transforms. The major features that EEG-BCI systems rely on 
are event-related potentials (ERPs) and event-related changes in specific frequency 
bands [16][17]. BCI systems are further complicated by the fact that there is no 
standard way of classifying the extracted data.  Various types of pattern recognizers are 
employed to try to match the input data to known categories of EEG archetypes [18]. 
Researchers have also relied on unsupervised learning algorithms to find natural 
clusters of EEG segments that are indicative of certain kinds of mental activities with 
varying degrees of success [19][20]. Feedback is essential in BCI systems as it allows 
users to understand what brainwaves they just produced and to learn behavior that can 
be effectively classified and controlled [21].   
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EEG-BCIs can be classified as either synchronous or asynchronous.  The computer 
drives synchronous systems by giving the user a cue to perform a certain mental action 
and then recording the user's EEG patterns in a fixed time-window.  Asynchronous 
systems are driven by the user and operate by passively and continuously monitoring 
the user's EEG data and attempting to classify it on the fly.  Synchronous protocols are 
far easier to construct and have historically been the primary way of operating BCI 
systems [22] [23][24].  

5   Our Research Project: Combining Machine learning, Neural 
Nets, Brain Waves and Our Middleware to Control Personal 
Robots 

The goal of our project was to investigate and suggest the use of brainwaves to control 
personal robots (and thus demonstrate the more general proposition that robots can be 
controlled by brainwaves). Using training of the Emotiv System, we were able to 
extract the EEG signals from the headset, categorize them into one of several groups, 
translate that group to a robotic command, and finally control the robot. The two major 
hardware components of our system are the Emotiv Headset and the Scribbler robot. 
The next subsections briefly describe each system. Then we discuss our integration of 
the two systems sand finally we describe some adjustments we made to extend the 
overall system. 

5.1   The Emotiv© System 

The Emotiv System is based around the EPOC headset for recording EEG 
measurements and software suit which processes and analyzes the data. This research 
originally uses the Research Edition of this off the shelf product.  The Research Edition 
includes the Emotiv Control Panel, EmoComposer (an emulator for simulating EEG 
signals), EmoKey (a tool for mapping various events detected by the headset into 
keystrokes), TestBench, which enables the capture of raw EEG data from each 
individual sensor [26].The Emotiv system can measure engagement/boredom, 
frustration, meditation, instantaneous excitement, and long-term.  The Cognitiv suite 
can measure 13 active thoughts as well as the passive neutral state. This software 
works by running the input from the electrodes through a neural network and 
attempting to classify the signals as one of the 13 built-in “prototype” action 
thoughts.The core of the Emotiv SDK is the “EmoEngine,” which is a logical 
abstraction that “communicates with the Emotiv headset, receives preprocessed EEG 
and gyroscope data, manages user-specific or application-specific settings, performs 
post-processing, and translates the Emotiv detection results into an easy-to-use 
structure called an EmoState.”  Every EmoState represents the current input from the 
headset including “facial, emotional, and cognitive state” contains electrode 
measurements for each contact.  Utilizing the Emotiv API consists of connecting to the 
EmoEngine, detecting and decoding new EmoStates, and calling code relevant to the 
new EmoState (Figure 3). 
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Fig. 3. High-level View of the Utilization of Emotiv 

5.2   The Parallax Scibbler® Robot and IPRE Fluke 

The Parallax Scribbler robot is a fully assembled reprogrammable robot built around 
the BASIC Stamp® 2 microcontroller.  It contains built in photovoltaic sensors, 
infrared sensors, line sensors, two independent DC motors to drive the two wheels, 
three LED lights, a speaker, and a serial port[28]. The Institute for Personal Robots in 
Education (IPRE) Fluke is an add-on board created by Georgia Robotics that plugs into 
the Scribbler's serial port and adds color vision, IR range sensing, internal voltage 
sensing, an extra LED, and bluetooth functionality and has created the Myro APIs to 
control the Scribbler using Python [29].  

5.3   Control Implementation 

The code implementing this control scheme is divided into four basic parts: connecting 
to the Emotiv headset via the Emotiv API, connecting to the Scribbler through the  
 

 
Fig. 4. High-level View of the Control Scheme 
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Myro Python libraries, reading and decoding Emotiv events and sending the 
corresponding commands to the Scribbler, and closing the connections when the user is 
done (Figure 4). 

5.4   Decoding and Handling EmoStates 

There are four major steps in reading and decoding information from the EPOC headset: 
creating the EmoEngine and EmoState handles, querying for the most recent EmoState, 
deciding if this is a new EmoState, and decoding the EmoState.  The EmoEngine handle 
allows for queries to get direct input from the headset including contact quality, raw 
electrode input, and the connection quality.  New EmoStates are constantly created by 
the EmoEngine which represent recognized actions such as facial expressions, changed 
emotional status, and detected thoughts and can be queried through the EmoState 
handle.Next the program determines the event type returned by the EmoEngine.  There 
are three categories of event types: hardware-related events, new EmoState events, and 
suite-related events. Once we have decoded which thought sparked the EmoState, we 
send the appropriate call to the Scribbler (Push → Move Forward, Turn Left → Turn 
Left, Turn Right → Turn Right).  We initially experimented with using the power of the 
thought as an input to the power of the robotic action, however we found that this 
control scheme was too difficult to use and it ended up being far more intuitive to use 
specific values for turning and moving forward no matter the thought-power.  This 
allowed the user to concentrate on the thoughts alone and not have to additionally worry 
about how “hard” to think about the thoughts.  

The internal sampling rate in the EPOC headset is 2048Hz which is filtered to 
remove artifacts and alias frequencies own to about 128Hz. Any given motion input to 
the Scribbler using Bluetooth takes approximately 2 seconds to execute, while picture 
taking take slightly longer as it has to capture and send data back.  Thus we needed to 
synchronize the sampling rate with the actual Scribbler command execution (so that 
commands are not just queued up, but executes in a orderly fashion). To solve this 
problem, we introduced a sampling variable to only decode one in every ten input 
EmoStates to limit the EmoStates created.  Using this sampling variable we filter out 
those extra states that really only correspond to one event by using a sample rate small 
enough that it will still capture events which send more than 10 input EmoStates while 
sending only one command to the Scribbler instead of queuing up 10.  This system 
worked much better, and even had the added bonus of filtering out “noise” thoughts 
when the headset detected a push or turn thought for a fraction of a second.  

To extend the number of command we can send to the Scribbler, we created an 
additional mode, which remaps the same input thoughts to different outputs in the 
robot.  This is hugely beneficial as it does not increase the difficulty in recognizing 
new thoughts and also does not require the user to train additional thoughts, thus giving 
double the usability with only one additional input.  This additional input is raising the 
eyebrows, which toggle between the original and the new mode.  We decided on 
utilizing the raising of eyebrows as a toggle as it is very easily trained and accurately 
recognized by the headset. The addition of more modes is certainly possible and is an 
excellent way of adding functionality without adding the cost of recognizing and 
learning new thoughts.  In the end, it was completely feasible to control the Scribbler 
robot using the EPOC headset proving the viability of EEG based BCI technology. 



192 D. Szafir and R. Signorile 

5.5   Blink Detection and Data Reduction/Noise Reduction 

We next decided to explore the Pre-Processing, Feature Extraction, and Classification 
of EEG data by analyzing eye blinks. The analysis of eye blinks is useful in BCI 
development for two reasons: eye blinks can be used as control inputs and if they are 
not they must be filtered out lest they corrupt the useful EEG data. We decided on eye 
blinks since they are immediately recognizable in one particular channel from the 
headset. This allowed us to immediately reduce the amount of input data by a factor of 
14 since we could discount the other 13 input channels.   

Reducing the size of the data set is the primary focus of pre-processing and feature 
extraction whose goal is to get rid of extraneous and noisy data while preserving data 
that can best differentiate between classes. We recorded twenty, ten second clips, ten of 
which we blinked during and ten of which we didn't.  We then exported the clips to 
MATLAB.  These recordings produced a lot of data because in addition to the 14 EEG 
channels capturing electrode data at 128Hz the headset also records gyroscope data, 
battery data, packet information, etc. and each 10 second clip ended up had roughly 
36000 data points and combined I recorded 720000 data points. 

The first step of our feature extraction was to use just the channel where blinks are 
clearly visible.  The classification using MATLABS' nprtool to create a two-layer 
feedforward neural network with backpropagation obtained only a 65% accuracy. 
Though there was a certain pattern to the blinks, the neural net was thrown off because 
the blinks were not normalized with respect to time.  The neural net treated time as an 
attribute, and thus did not classify two samples that both contain blinks but where the 
blinks occur at different times.  Time was correlated to blinks in respect to how long 
the blink takes and thus how wide the blink spike will be, however the time that the 
blink occurs is not a usable attribute.   

To solve this problem, we decided to further reduce the amount of data the neural 
net worked with along with normalizing any blinks found.  Recognizing that blinks 
correlate to spikes in EEG data, we scanned each 10-second clip looking for the largest 
spikes.  We found that blinks typically were represented by a surge in the 4500 to 4800 
µvolt range over approximately .59 seconds and were followed by a characteristic dip 
of around 50 µvolts over approximately .20 seconds. This pattern was very clear and 
easily distinguishable from a non-blink state; we first noticed it when applying 
unsupervised K-Means Clustering to detect naturally occurring patterns in the data.We 
used this information to further filter each of the 20 inputs down to 1.6-second 
segments, each of which highlighted the maximum spike of the original ten-second 
segment. This normalized the blinks by having each blink start at roughly the same 
time and additionally filtered out noise that was unrelated to the blinks creating data 
that was much easier for a neural net to distinguish. Using these inputs, neural net 
accuracy improved to 100%, however we wanted to see if this system truly recognized 
blinks or was over-trained on the input data.  We then recorded five more segments, 3 
with blinks and 2 without, and followed the same pre-processing/feature extraction 
steps and fed the data to the neural net.  The neural net accurately predicted all of these 
new inputs even though it had not been trained upon them, showcasing that it was truly 
was extendable and actually recognizing blink patterns. These are very promising 
results that prove the feasibility of utilizing a neural net to classify blinks, however it  
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would be best to obtain a larger sample size to accurately test the classification 
performance of this scheme. Now blinks could be used to effectively double our 
thoughts (think of the recognizable blink as a “shift” key on a keyboard).  

6   Conclusions 

Part of our research was to examine the state of EEG-based BCI construction and 
implementation. In particular, we wanted to test the feasibility of BCI to control 
personal items such as a personal robot. Our investigation demonstrates that, with our 
middleware, it is a feasible system that will likely only improve and become more 
widespread in the future. The system we constructed was largely a success as we were 
able to create a system whereby we could control a robot with our thoughts and we 
further created accurate blink-recognizing software to enhance the amount of thoughts 
we can recognize.Furthermore, our system showcases the possibilities of BCI's in 
aiding the disabled.  For instance, a person who could only move their head could 
certainly use our system to control a motorized wheelchair accurately using their 
thoughts.  In addition, had they a computer built into the headset, they could easily 
switch modes by raising their eyebrows and then use their thoughts as an input to the 
computer, by using the same thoughts that had moved the wheelchair to control the 
mouse and double-blinking to click.  An alternative would be to keep the thoughts 
controlling the wheelchair while utilizing the gyroscope in the headset to control the 
mouse, enabling the user to have simultaneous control of the wheelchair and computer.   
Further research can certainly lead to direct implementation of such systems and can 
explore the recognition of thoughts beyond those included in the Emotiv API.  
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Abstract. Motivating sustainable behaviors is increasingly becoming an 
important topic in the HCI community. While a substantial body of work has 
focused on the role of peer-pressure through social networks, we argue that the 
community has largely overlooked the importance of strong social ties and 
specifically those of family members. We propose the theory of Social 
Translucence as a theoretical framework for understanding how eco-feedback 
interfaces can integrate with and support existing communication practices 
within families. We report on our ethnographic inquiry involving a day 
reconstruction study followed by in-depth interviewing with 12 families, which 
took place during a six-month deployment of an eco-feedback interface. 
Through our study we attempt to inquire into how eco-feedback interfaces: a) 
raise mutual awareness of family members’ consumption behaviors, and b) 
induce feelings of accountability on individuals regarding their consumption 
behaviors. 

1   Introduction 

Environmental sustainability is an increasingly important global issue. Energy 
consumption, in particular, is considered to be invisible to millions of users, which 
makes a prime case of much wastage especially in domestic environments [3]. New 
technologies in data acquisition and analysis (for instance Non-Intrusive Load 
Monitoring) provide individuals access to information about their energy 
consumption that is otherwise difficult to estimate. This has lead to an outburst in 
interest in the so-called eco-feedback technology, “technology that provides feedback 
on individual or group behaviors with a goal of reducing environmental impact” [6]. 

An increasing body of work on eco-feedback technologies stresses the influences 
that social networks exert on individuals’ behaviors. Social influences may contribute 
towards sustainable behaviors through stimulating competition and providing social 
incentives [15], supporting public goal commitment [14] and affecting social norms 
of a culture [7]. In one of the first examples of such work within HCI, Mankoff et al. 
[12] discussed opportunities and concerns when leveraging the power of social 
networking sites in influencing individuals’ actions. Odom et al. [13] developed and 
evaluated different eco-visualizations for use in student dormitories. Stepgreen [12] is 
a social networking site that enables individuals to assess the impact as well as 
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receive feedback on their goals with respect to sustainable behaviors. Last, even 
commercial services such as Google powermeter and Microsoft ohm have adopted 
social features.  

Most existing work has focused on weak social ties, such as neighbors, friends or 
contacts in online social networking sites. These types of social ties are, however, 
expected to exert weaker influence on individuals’ consumption behaviors when 
compared with stronger social ties such as family relations [4, 8]. Families often 
discuss about and encourage pro-environmental behaviours, they maintain a higher 
awareness of each others’ behaviours, and display limited privacy concerns relating to 
in-house activities and whereabouts, when compared to weaker social ties [4, 8].  

This paper attempts to contribute to our understanding of how families appropriate 
eco-feedback interfaces in their daily routines. We employ the framework of Social 
Translucence as a theoretical lens and we raise two questions: a) how eco-feedback 
interfaces raise mutual awareness of family members’ behaviors, and b) induce 
feelings of accountability on individuals regarding their consumption behaviors. 

2   Eco-feedback Interfaces as Socially Translucent Systems 

The Theory of Social Translucence [5] argues that motivating desired behavior 
requires more than making one’s behavior visible to his or her social network. It 
identifies three properties – visibility, awareness, and accountability – of socially 
translucent systems, systems that support coherent behavior in groups and 
communities by making participants and their activities visible to one another. 

Socially translucent systems first have to make socially significant information, 
such as one’s energy consumption or transport behavior, visible to one’s social 
network. Once this information is visible, people may or may not become aware of 
this and may act upon it. For instance, they may positively respond to a good act and 
thus reinforce it or may also become motivated to behave in the same manner. 
Thirdly, this mutual awareness of each other behaviors eventually results into people 
feeling more accountable for their actions. 

Visibility refers to making one’s behavior (e.g. energy consumption) visible to 
others. We understand visibility in a broad sense, reflecting eco-feedback interfaces’ 
ability to make not only family behaviors, but also the impact of those behaviors, 
visible among all members of the family. In other words, eco-feedback interfaces 
need to visualize consumption behaviors within a house but also challenge family 
misbelieves about what actions may result to energy savings. 

According to Social Translucence theory, however, visibility does not guarantee 
awareness of the information. Contextual aspects such as the location of the eco-
feedback interface, as well as the role of different family members when it comes to 
energy consumption may influence the extent to which families maintain awareness 
of each others’ behaviors. Is the eco-feedback interface accessible to all members of 
the family, or does the family use one or some of its members as a proxy to the 
information? Second, mutual awareness of each other’s consumption behaviors exists 
even in the absence of eco-feedback interfaces; the question, then, is: how do eco-
feedback interfaces leverage existing communication practices of the family rather 
than replace them? 
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Last, the theory of Social Translucence postulates that accountability of one’s 
consumption behavior is built up through the mutual awareness of each other’s 
actions. Through making consumption behaviors visible to all family members, eco-
feedback interfaces are expected to impact the social structure of families. The 
question raised is: do eco-feedback interfaces participate harmonically in families, 
and in what ways do they induce feelings of accountability on family members’ 
behaviors? 

3   Study 

3.1   Participants 

Participants were selected from a list of energy consumption data given by the local 
electricity company. We selected two buildings that displayed high variation in the 
energy consumption across individual apartments and invited families to participate in 
the study through leaving letters in the mailboxes. Out of the 35 apartment occupants 
that responded to the invitation we selected 30 families who showed interest in the 
study, and which belonged to the four annual energy consumption levels defined by 
the company. Two out of the 30 families refused to participate in the study when the 
system was about to be installed, as they argued it would not be safe to have it around 
their children. The current study presents findings from our interviews with 12 of 
these 28 families. Families’ residence in those apartments ranged from 2 to 11 years 
(μ=6.25, sd=2.59). Parents’ age ranged from 30 to 48 years for the fathers (μ=37.83, 
SD=5.75), 29 to 46 years old for the mothers (μ=35.25, SD=5.78). 10 out of the 12 
families had children. Three children were of age 0-2, four of age 4-5, six of age 7-11, 
three of age 13-15, and one of age 26.  

 

 

  

Fig. 1. (left) the powermeter consisted of a netbook and an ADC converter, next to the mains 
fuse box which in all participants’ apartments was located in the main corridor (right). The eco-
feedback interface presented information relating to the household’s overall consumption per 
day, week or month, and in terms of KWh, cost and CO2 emissions.  
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3.2   Eco-feedback as Technology Probe 

To sensitize families on energy consumption we introduced a technology probe [9], 
an energy meter with a simple eco-feedback interface. Our interest was to understand 
how this system would probe discussion within the family and how families would 
appropriate it within their daily routines. The energy meter consisted of a netbook and 
an ADC converter for measuring household energy consumption and inputting it to 
the netbook through the microphone input. The netbook was installed next to the 
mains fuse box, which in all participants’ apartments was located in the main corridor, 
a place that we judged appropriate for a public display (see figure 1). The eco-
feedback interface presented information relating to the household’s overall 
consumption per day, week or month, and in terms of KWh, cost, and CO2 emissions 
(see figure 1). The interface was built in Adobe Flex while all computations and 
handling of user events (i.e. mouse activity, recording people either passing by or 
standing in front of the netbook) were performed in Processing. 

3.3   Method 

The study consisted of two parts: a) a 1-day diary of all members of the family 
followed by b) interviews the day after. Using the Day Reconstruction Method 
(DRM) [10], we asked all family members to list, in a chronological order, the 
activities they performed while being within the house during the reported day. For 
each activity they provided a brief name and start and end time. Following the 
complete reconstruction of all daily activities, participants were asked to provide 
more detailed information for each activity. This information was: a) electrical 
devices that were directly or indirectly used in the activity, b) all family members’ 
locations (kitchen, living room, bedroom, outside house, other part of house), and c) 
subjective ratings on the three social translucence dimensions, namely visibility, 
awareness and accountability using 7-point likert scales. 

Interviews, the day after, took place with all family members present as we wanted 
to understand how family members would interact when addressing energy 
consumption issues. Interviews consisted of three parts. Firstly, in a warm-up 
discussion we probed for general information relating to the family’s daily routine, 
their concerns and their expenses with utilities. Secondly, each member of the family 
was asked to go through the diary and select one or two activities that they would like 
to discuss. For each activity we asked them to reminisce the context and motivations 
for the performed activities and probed for discussion between her and other members 
of the family on whether and how this activity could be improved with respect to 
energy consumption. Thirdly, we conducted a contextual inquiry in the usage of the 
behavior meter and its implication on their behaviors and concluded with a summary 
of the most substantial insights while asking how the reported day (in the diary study) 
is different from a typical family day. Qualitative data were analyzed using Affinity 
Diagrams [1]. Individual statements were printed and posted to a wall. They were 
then clustered in hierarchical themes followed by labeling the themes. This was an 
iterative process performed by the first two authors. 
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4   Findings 

Similarly to Broms et al. [2] and Karapanos et al. [11], we observed two phases in 
families’ interactions with the eco-feedback interface: an initial orientation phase that 
lasted approximately 4 weeks, and after which we saw a decline of about 40% in 
users’ interactions, followed by an incorporation phase which signified, first, the loss 
of the powermeter’s novelty, and secondly its appropriation in families’ daily 
routines. In the remainder of the paper we describe our findings with regard to our 
two research questions: 

4.1   How Do Eco-feedback Interfaces Raise Mutual Awareness of Family 
Members’ Behaviors? 

Our probe revealed to make consumption behaviors more visible to the family either 
through making these more transparent, bringing them to debate or by challenging 
their performance when conducting them.  

Through supporting peripheral awareness. During the incorporation phase the 
powermeter was primarily used for reassurance purposes, i.e. knowing that 
everything is as one would expect them to find. The mains fuse box where the 
powermeter was placed was often located in the main corridor of the apartment and 
next to its main entrance. Glancing at the powermeter provided peripheral awareness 
of each others’ behaviors both in terms of attention resources and time.  Individuals 
could infer the devices being used at a single point in time only based on the overall – 
disaggregate – household consumption. This often cued an inference about others 
family members’ behaviors such us in the following example: “I saw high 
consumption and went around to see that the fridge’s door was open … they always 
forget to close it properly!” (family 7 Father, ref 1). In other cases, the powermeter 
allowed absent family members to infer household activities on their arrival: “One 
day I used the dryer to dry some clothes… [my husband] arrived home and asked 
what I had used between those hours as the consumption was 3 times higher. I said 
nothing much and then I remembered I had used the dryer” (family 4 Mother, ref1). 

Through cueing discussion. We were surprised to observe that only a limited set of 
cues (such as disaggregate household consumption per hour) was enough to allow 
rich inferences about household activities. This was possible partly because families 
do maintain awareness of each other’s activities as one father shared with us, “we 
must coordinate all our tasks, so it is very rare that either she or I have any 
consumption that the other doesn’t know what it is” (family 19, Father, ref7). But 
even more importantly, we found that, when background information was not 
sufficient to allow inferences about who and what consumed energy, the powermeter 
provided cues for discussion among family members as in the previous example of 
family 4. We noticed that depending on the type of the activity, families displayed 
different co-presence patterns (operationalized in terms of number of members 
collocated in the same room as well as number of members outside the house), with 
high-consuming activities like doing the laundry or ironing often being solitary (see 
table 1). Families’ activities seem to also have a different distribution across time 
during weekdays and during weekends (see Figure 2). For instance, activities such as 
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personal care, cooking and having a meal happen around the same time during 
weekdays but are more dispersed during weekends. TV watching was a constant 
activity throughout both weekdays and weekends. Activities integrated in leisure time 
were more prone to happen during the weekend. 

Through supporting arguments with data. Families revealed to hold misbelieves 
about each others’ consumption behaviors and often conflicts arose, e.g. “he 
constantly switches on the TV whenever he walks around the house, even if he’s not 
there watching, in the kitchen, in the bedroom, in the living room…” (family 7, 
Mother, ref3). The powermeter gave family members the ability to support their 
arguments with data, as in one case where children complained about the fathers’ use 
of his personal computer in response to his criticism on their use of console games. In 
other cases, family members used energy cues to infer behavior, such as when parents 
observed that their children spent too much time with console games, or the presence 
of the maid: “on Mondays the maid comes and vacuums, cleans, irons as we checked 
in the computer [powermeter] that day is an energy peak for us” (family 28, Father, 
ref1).  In fact, family members rated activities higher in terms of energy consumption 
when these meant using high perceived consuming devices (cooking, and laundry) or 
when they would spend a considerable amount of time performing these activities 
(console games) (see table1). 

 

Fig. 2. Distribution of family activities over time during weekdays and weekends 

4.2   How Do Eco-feedback Interfaces Induce Feelings of Accountability on 
Individuals Regarding Their Consumption Behaviors? 

As it became obvious in the previous section, the powermeter did not provide any 
radically new information to the family, but instead, it came to enhance the presence 
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of consumption information: “After seeing how much using the dryer during the day 
costs, I am more aware and I will avoid using it. One thing is getting the bill at the 
end of the month and I see numbers, the other is seeing it there on the screen” (family 
4 Mother, ref1).  

Through leveraging families’ existing means. Families have their own means for 
inducing accountability in individuals’ consumption behaviors, such as commenting 
on others’ behaviors, adapting one’s own behavior to set the example, leaving subtle 
messages (e.g. a parent placing environmental magazines at a visible location), or 
even employing creative ways to do so, e.g. “I use some tape in the switch so they 
don’t use it every time they come” (family 26, Mother, ref 1).  

The powermeter leveraged those means through enhancing the presence of costs 
and environmental impact of energy consumption, both in making it present 
throughout the whole month (in contrast to the monthly bill) but also in making it 
accessible to all members of the family, e.g. “They only know [how much it costs] 
when we complain about the bill, when it is too high” (family 4 Mother, ref 1). For 
instance, parents would use energy consumption data in educating their children on 
pro-environmental behavior and expense management: “I had to explain to her (to the 
youngest daughter) why we need to pay it (electricity) (…) sometimes she wants to 
stay more time in the water and I tell her we need to save water and gas (family 26 
Mother, ref 4). In other cases the powermeter supported more frequent and data-
grounded reflection on the family’s energy expenses: “I talk to my husband… it is just 
to keep track of it, we mostly talk about it we don’t write it down” (family 5 Mother, 
ref 1).  

Table 1. Number of family members collocated (in the same room), number of family members 
being outside the house, perceptions of energy consumption and perceived accountability for 13 
activity categories. Mean values (standard deviations).  

Activities No Collocated No Outside Energy  Accountability 
Have the meal 2,64 (1,32) 0,42 (0,77) 4,36 (3,10) 4,95 (2,42) 
Cooking 1,50 (0,74) 0,53 (0,88) 5,61 (4,22) 4,43 (2,85) 
Personal care 1,83 (1,17) 0,19 (0,49) 2,57 (2,89) 4,66 (2,51) 
Care for others 2,50 (0,85) 0,60 (0,84) 2,70 (3,27) 2,60 (3,21) 
School time 2,25 (1,49) 1,00 (0,92) 1,75 (0,89) 4,50 (0,71) 
Work time 1,73 (1,32) 1,20 (1,15) 4,33 (2,61) 4,87 (2,77) 
Cleaning 1,57 (0,79) 0,14 (0,38) 3,86 (2,03) 3,57 (3,41) 
Washing dishes 2,50 (0,71) 1,50 (2,12) 3,50 (2,12) 4,50 (0,71) 
Doing laundry 1,16 (0,41) 0,16 (0,41) 5,00 (3,69) 6,00 (1,09) 
Ironing 1,00 (0) 0,33 (0,58) 4,33 (1,53) 6,66 (0,58) 
Watching TV  2,32 (1,25) 0,61 (1,08) 3,81 (1,66) 4,64 (2,18) 
Console games 1,33 (0,52) 1,50 (1,64) 4,50 (0,55) 1,00 (0) 
Leisure time 1,77 (0,83) 0,85 (0,89) 3,15 (1,95) 4,00 (1,53) 

 
Through enforcing transparency - I know that you know. Surprisingly, 
participants’ ratings on accountability over the different reported activities in the day 
reconstruction study displayed a low correlation with ratings of perceived energy 
consumption (Pearson’s r = 0.12, n = 240, p = 0.05). Contrary, perceptions of 
accountability correlated with perceptions of awareness suggesting that one feels 
more accountable when other family members know about his or her energy 
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consumption (Pearson’s r = 0.59, n = 240, p < 0.01).  Activities such as having a meal 
or watching TV (see table 1), which were largely shared activities, displayed higher 
ratings of accountability. We found that the powermeter changed the way families 
communicated about consumption behaviors. Firstly, it motivated all members to 
share their knowledge when inferring what activities caused particular consumption 
levels as it supported a common family goal. Secondly, through raising mutual 
awareness of each other behaviors, it induced perceptions of accountability both 
during engaging with energy consuming behaviors as well as during reasoning and 
discussing over individuals’ behaviors with family members.   

5   Conclusion 

This paper proposed the theory Social Translucence as a framework for understanding 
how eco-feedback interfaces raise mutual awareness of, and, secondly, induce 
feelings of accountability on individuals’ consumption behaviors. We reported on our 
initial interviews with 12 families during our 6-month deployment of a simple eco-
feedback interface. Our future work will attempt to further inquire into family 
dynamics using different forms of probing and will attempt to draw implications for 
the design of eco-feedback interfaces. 
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Abstract. The Keystroke-Level Model (KLM) is a model for predicting the 
execution time of routine tasks. Initially, it had been devised for standard 
keyboard-desktop settings but an extension of this model for interactions with 
mobile phones has been described by Holleis et al. [10]. We propose a 
considerable update of this KLM focusing on NFC-based applications and 
interactions which are continuously gaining interest. Insufficiencies within the 
previous model regarding operators for Pointing, Mental Acts, and System 
Response Time are treated. We present the results of several studies conducted 
in order to update the values of these operators. A specific focus is put on the 
differences between static (NFC tags behind a printed poster or object) and 
dynamic interfaces (tagged displays or projections). Finally, we validate our 
results by modeling two applications with the former and the proposed model. 
The latter performed consistently better when compared with measurements 
from real user interaction data. 

Keywords: Keystroke-level model (KLM), mobile device interaction, Near 
Field Communication (NFC), static / dynamic multi-tag interaction. 

1   Introduction 

The Keystroke-Level Model (KLM) [5] is an established tool for assessing the 
performance of application designs in early phases of development before prototyping 
or implementation. It can predict the average execution time for specific tasks by 
modeling how much time expert users need to accomplish them on the level of basic 
input events, e.g. moving the mouse or pressing a key. For that purpose, KLM defines 
a set of operators, e.g. pointing, keystrokes or mental preparation, as well as average 
execution times for them that have been derived from experiments. The added 
execution times for KLM operators of a task can then be used to assess or compare 
different application designs for the same task. 

Originally, KLM has been developed to assess the performance of desktop 
applications that get input from a keyboard and a mouse. With the advancement of 
Mobile Computing, it has also been applied and adapted to mobile devices and 
applications. Mobile devices enable new kinds of interactions that use Bluetooth, 
cameras, GPS, Near Field Communication (NFC) [25] or other technologies to 
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interact with the real world and its objects. In order to incorporate these and other 
aspects of mobile interaction, Holleis et al. [10] have introduced the Mobile KLM 
with updated operators and execution times of the original KLM, e.g. Keystrokes or 
Pointing. It also includes new operators to model attention shifts, distraction or 
interactions with objects that are tagged with NFC or visual markers [21]. 

In this paper, we revisit the Mobile KLM in order to bring it up to date with current 
technology and knowledge for mobile interactions with NFC-tags. NFC is a wireless 
technology for data exchange over short distances. Passive tags can be attached to 
almost arbitrary objects and can store digital data which can be read by touching them 
with NFC-enabled mobile devices. In the Mobile KLM, Holleis et al. [10] (see the 
detailed description below) only regard simple interactions with single tags. Although 
this is very convenient for mobile payment, ticketing or information retrieval, mobile 
interaction with NFC can be more elaborate. Everyday objects such as posters or 
advertising columns can comprise multiple NFC-tags and serve as physical user 
interfaces (UI) that adopt features of mobile applications, complement mobile UIs and 
support new interaction techniques. Additionally, we focus on novel types of 
applications that use dynamic interfaces. In contrast to static interfaces such as tagged 
objects or posters, dynamic applications use tagged displays or tagged screens on 
which an interface is projected. 

In the following section, we summarize related work about (mobile) KLM and 
mobile interaction with NFC, focusing on multi-tag interactions. Based on this 
overview, we point out shortcomings of the Mobile KLM regarding system response 
time, pointing and mental preparation for mobile interaction with multiple NFC-tags. 
Next, we describe a comprehensive user study whose different parts investigate these 
shortcomings one by one. The results are combined into an update of the Mobile 
KLM for multi-tag interaction with NFC. Finally, we validate our findings in an 
additional study that compares estimated task execution times for multi-tag 
applications derived from the original Mobile KLM and its suggested update. The 
latter performed consistently better on all instances compared to measurements from 
real user interaction data. 

2   Related Work 

The Keystroke-Level Model [5] can be seen as a lightweight version of the GOMS 
(Goals, Operators, Methods and Selection rules) model that has been developed by 
Card et al. [6] to model error-free interaction with interfaces. KLM simplifies the 
original GOMS by providing a common set of operators and modeling only one 
method thus removing the need for selection rules. The resulting KLM can be used to 
predict the time it would take expert users to complete a task with the given interface. 
The basic KLM operators defined in [5] are Pointing (e.g. with a mouse or other 
pointing devices), Keystrokes (e.g. pressing keys or buttons), Homing (moving the 
hand between the mouse and the keyboard), System Response Time and Mental Act 
(i.e. mental preparation for a subtask). The KLM also provides average execution 
times for its operators that have been derived from several experiments. Those have 
been applied and adapted for different kinds of applications and interactions in order 
to provide reliable performance assessments for them.  
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Over the last 25 years, the KLM has proven to be effective in a great variety of 
application areas such as email organization [1], map digitization [9], navigation 
systems [16], or interfaces for people with disabilities [14]. Mobile devices, 
applications and interaction have also become an area of application for KLM taking 
into account the specific properties and constraints of this platform. Small screens and 
keyboards, context-awareness, and mobility make changes and additions in the 
existing KLM essential. One example can be found in Luo and Siewiorek [15] who 
extend it to also predict the energy consumption of interactions on mobile devices. 
Still, most of the early works on models for mobile devices and applications only 
assess simple interactions like navigating mobile phone menus [17]. Still, the model 
and its operators have already been extensively used and validated, see, e.g., Holleis 
[11] for an overview on existing KLMs for text entry systems on mobile devices.  

In order to be able to describe and examine more advanced interactions on mobile 
phones, Holleis et al. [10] performed an extensive set of studies and provide an 
updated Mobile KLM. It revisits operators of the original KLM and adds new 
operators modeling novel types of interaction such as gestures or using tagged 
objects. The operators set in bold are of particular interest for the paper at hand. NFC 
interaction has been considered with the operators R (using 2.58s as response time for 
NFC) and A (used to model steps such as focusing the camera; it is set to zero for 
NFC interactions).  

Table 1. Overview on KLM operators from Holleis et al. [10]. The ones set in bold or their 
uses are updated within this paper. 

Operator Function Value New?
A, Action Certain interactions require additional actions 0.00s-1.23s ● 
F, Finger Finger movement on a small screen 0.23s ● 
G, Gestures Gesture interaction with finger, hand, etc. 0.80s ● 
H, Homing Moving phone to/from ears 0.95s  
I, Initial Act Find and start interaction with device 1.18s-5.32s ● 
K, Keystroke Press a key / hotkey on the device 0.39s/0.16s  
M, Mental Act Mental preparation for a subtask 1.35s  
P, Pointing Moving the mobile device 1.00s  
R, System Response Waiting for the system to respond variable  
SMacro Attention shift world↔device 0.36s ● 
SMicro Attention shift keypad↔display on device 0.14s ● 
X, Distraction Distraction by environment 6-21% slowdown ● 

 
Since 2007, when the Mobile KLM was introduced, mobile interaction with tagged 

objects has considerably evolved. In particular, Near Field Communication (NFC) 
[25] has become a popular technology for mobile payment, ticketing, information 
retrieval or service interaction [20]. Apart from these simple interactions with single 
tags, NFC can also be used for more elaborate interactions with multi-tagged objects 
that have not been considered in the Mobile KLM. Applications can map features and 
options to multiple NFC-tags on physical objects that serve as physical UIs and thus 
complement mobile UIs. Examples are posters for mobile ticketing [2], tagged maps 
[19] or control panels for multimedia players [22].  
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In the next step, physical UIs are covered with a grid of NFC-tags to provide a 
completely interactive surface for the manipulation of dynamic application UIs on 
displays or projected interfaces. Opposite to static posters, these interactive surfaces 
are more flexible and can dynamically map their tags to the UI elements of different 
applications. Vetter et al. [24] and Hardy et al. [8] have created and refined the first 
dynamic NFC-displays that use a grid of NFC-tags for the interaction with an 
application UI that is projected onto this interactive surface. Similarly, Ramírez-
González et al. [18] have combined a grid of NFC-tags and a projected application UI 
to build an interactive NFC-panel. Seewoonauth et al. [23] use a grid of tags on the 
back of a laptop display to enable direct, touch-based interactions. 

3   Shortcomings of the Current Mobile KLM 

The Mobile KLM of Holleis et al. [10] has proven valuable for the analysis of several 
novel mobile interactions. However, there are several shortcomings that hinder the 
exact modeling of NFC-based interaction, especially with multiple tags. From our 
experience with modeling and studying multi-tag interfaces, we identified several 
aspects that need to be improved:  

1. System response time reading NFC tags with current mobile devices 
2. Model errors caused by mismatches between tag-matrix and UI widgets 
3. Pointing time for close and far objects 
4. Chunking of action sequences needs to be re-evaluated 

Item (1) is a common issue of models such as KLM. Although the general type and 
technique of interaction may remain the same across device models, hardware and 
system response time are bound to change. The time to complete a task can 
significantly change (in most cases decrease) when upgrading to a newer type of 
device or hardware. For NFC-based applications, the time for reading the content of a 
tag has a significant impact on the total task completion time and needs to be updated 
from the previous Mobile KLM. 

Issues (2) to (4) arise from the fact that mobile interaction with NFC has changed 
compared to the applications envisioned in the previous Mobile KLM. The switch 
from single-tag to multi-tag interactions means that additional unit tasks appear and 
that the properties of some types of interaction changed. Item (2) has not been 
encountered before as there was always one UI element matched onto one tag. Some 
multi-tag applications use a grid of tags that covers the whole UI area. This allows for 
a more flexible use of the tagged area as UI widgets can be displayed everywhere and 
be rearranged dynamically. This also means that the direct mapping between tags and 
UI items is lost. Thus, a displayed button can span two or more tags and the user 
might touch the gap between adjacent tags, failing to read a tag and thus to press the 
button. 

Item (3) dwells on the fact that the previous Mobile KLM suggests using an 
average of about one second to model any pointing operation. As proposed in the 
original KLM by Card et al. [5], this should be replaced by a dynamic model such as 
Fitts’ Law [7] to make the model more precise. However, in practice this is often too 
cumbersome if it cannot be automated. Thus, constant approximations are often used. 
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In the case of multi-tag interaction, there are often many occurrences of a pointing 
action and smaller errors can add up more quickly than in single-tag interactions. 

Item (4) refers to the placement of a special operator within the KLM: the Mental 
Act operator M is used to model some mental preparation that a user needs to perform 
before engaging into a physical action. However, certain sequences of actions can be 
anticipated and are not interrupted by a mental act. Guidelines for finding such 
sequences have been given by Kieras [13] and Holleis et al. [10]. These guidelines 
need to be updated for multi-tag interactions that have not yet been considered. 

4   Studies to Update the Mobile KLM 

In order to update the Mobile KLM for multi-tag interaction with NFC, we have 
conducted a comprehensive user study whose different parts focus on the previously 
elicited shortcomings.  

1. Familiarization: At the beginning of the study, the subjects were introduced to 
mobile interaction with NFC. In order to become more familiar with this new 
technology, we let them play a game that uses a dynamic setup with a grid of NFC-
tags and a projector that displays the game area on top of it. 
2. Pointing: Moving the mobile device close to a tag is one of the most frequent 
actions for multi-tag interfaces. In the Mobile KLM, this is modeled with the Pointing 
operator P. This study mimics a Fitts’ Law study by comparing pointing between 
targets of varying sizes and distances, both on static and dynamic UIs. 
3. Sequences: The effect of consecutive touching of different tags is the subject of 
the second study. More precisely, the placement of Mental Act operators – describing 
brief pauses in the interaction when users need to remember or look for something 
etc. – is examined. 
4. Measurement: The system response time for the most current NFC-enabled Nokia 
phone (6212) is measured and the respective value from the Mobile KLM is updated. 

4.1   Study Setup and User Familiarization  

An important aspect of working with models such as KLM is that only expert, routine 
behavior can be modeled with high accuracy. Although some extensions can also treat 
learning effects, see e.g. [12], investigators should only observe interactions where 
users are sufficiently familiar with the respective application. Errors should be kept to 
a minimum and the principle sequence of actions should be clear to the subjects 
without needing to check instructions, ask, or spend significant time thinking about a 
solutions strategy (unless, of course this should be part of the study or model). 

In total, 16 subjects (13 male) with an average age of 30.3 years took part in the 
study. Three subjects did not have a background in computer science or related 
technical fields. On a Likert-scale from 1 (“none”) to 5 (“expert”), the subjects rated 
their overall technical expertise and their expertise with mobile device as rather high 
(3.94 and 3.81). Although 9 of the 16 subjects had heard of NFC before the study, 
only 3 of them had actually used it. 

In order to bring all subjects to roughly the same ‘expert’ level for the study, we 
explained its overall procedure and different parts. At the beginning of each part, we 
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explained which aspect of mobile interaction with NFC it tested and let the subjects 
gain hands-on experience with the used NFC-enabled mobile phone and multi-tag UI. 
The subjects also performed each particular task of the study various times until they 
felt comfortable and understood the goal of the task and the method to reach it. 

Before we started the actual studies, we had them play a prototype of the popular 
Whack-a-Mole game that we had previously adopted for dynamic NFC-displays [3]. 
This prototype projects the gaming area onto a grid of NFC-tags. Players have to 
touch its tags with an NFC-enabled mobile phone in order to hit the moles that appear 
on the gaming area and to win credits. The technical setup comprises a wall mounted 
grid of 48 by 20 Mifare NFC-tags, and a laptop running a Java SE game server that 
projects the game interface onto the tag grid via a ceiling-mounted short-throw 
projector. Players use a J2ME client application running on NFC-enabled Nokia 6212 
phones. Each subject played two times alone for preparation and one multi-player 
round with one of the investigators. At this point, we conjecture that all subjects were 
familiar with the general concept of NFC tags, interaction techniques using a mobile 
phone and such tags, as well as the technology's shortcomings: reading errors due to 
gaps and overlapping tags in the tag mesh. 

4.2   NFC System Response Time 

The Mobile KLM [10] has already incorporated time estimates for detecting and 
reading an NFC-tag with an NFC-enabled mobile phone. However, this measurement 
has been done some years ago and only with the NFC-enabled phones that were 
available at that time – the Nokia 3220 with an additional NFC-shell. 

It is nearly impossible to programmatically measure the time for reading an NFC-
tag. First, it is difficult to detect the start of the NFC connection with the existing 
APIs. Second, from an interaction point of view, it is less interesting to identify the 
time elapsed between powering the tag and finishing the extraction of information. 
Rather, the time lost because of that tag reading process is of interest. The difference 
is that part of the reading can already be done while the user is still in the process of 
pointing. Therefore, in order to measure the real system response time, we designed 
the following experiment: First, using the Nokia 6212, a series of 50 consecutive 
readings were performed as fast as possible. The user was notified at each successful 
read with a beep and a short vibration. Second, the same person performed the same 
actions the same number of times but did not touch a tag and did not wait for any 
response. This means, that the difference of both runs leaves only the NFC reading 
time. Dividing this difference by the number of repetitions results in an acceptable 
value for system response time of 0.40 seconds for a static interface, e.g. a poster. 

In addition to the direct response time between the touching of a tag and the 
phone’s response, we repeated the experiment using a dynamic setup. This means that 
the notification needed to be sent via Bluetooth from the phone to the server and 
processed there. This resulted in a value for RNFC for dynamic interfaces and the 
Nokia 6212 phone of 0.62 seconds. This value was also successfully validated in  
the video recordings from the other user studies reported later in this paper. For the 
previous Nokia 6131 phone, we measured RNFC(Nokia 6131) to be 1.20s and for the 
only recently released Google Nexus S phone RNFC(Nexus S, static) = 0.34s, 
RNFC(Nexus S, dynamic) = 0.56 seconds. 
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4.3   Pointing / Fitts’ Law Test 

After the introduction to NFC and multi-tag UIs, we conducted the first part of the 
study to investigate pointing and selection speed. The basic setup mimicked similar 
studies that are used to derive the relationship between selection time and distance as 
well as size of the target, known as Fitts’ Law [7]. The basic idea of this part of the 
study is to have users consecutively point to and touch specific areas. By varying the 
size and distance of these areas, the effect of those parameters can be measured, see 
[7]. We implemented both a static and a dynamic version. 

Static Fitts’ Law Study and Results 
The static version is a direct copy of the original Fitts’ Law experiment and uses three  
different sizes, respectively widths, of targets (1, 2 and 4 tags) and distances between 
them (30, 60 and 90 cm). Fig. 1 (left) shows some example configurations. In order to 
quickly change from one configuration to another, we created modular tiles (see Fig. 
1, right) that can be easily attached and moved on a wall or whiteboard. The order of 
use was counterbalanced with a Latin Square design. During the study, an NFC-
enabled Nokia 6212 phone was used as pointing and tag reading device. Each subject 
contributed with 15 measurements per setting.  

   

Fig. 1. Left: Three sample configurations for the Fitts’ Law study with three different distances 
between targets (30, 60 and 90 cm). Right: Tiles for the Fitts’ Law study (back side with tags 
and front side) with different widths (1, 2 and 4 tags). 

The results of the average measurements can be seen in Table 2. Using extensive 
video analysis, we created two datasets, one which included runs where reading the 
NFC tag failed (with errors) and one that excluded those (w/o errors). Two interesting 
aspects can be seen: first, the effect of such errors is not visible for UI elements of 
width 1 tag. Second, without considering errors the times do not seem dependent on 
the width of the elements. Both observations can be grounded statistically: the 
differences between measurements including and excluding errors are not significant 
for a width of 1 tag (p>0.05) but are significant for all runs with 2 or 4 tags (p<0.05). 
Further, a linear regression analysis of the measurements with respect to Fitts’ Law 
parameters reveals a very low correlation factor of only 0.29. 

These results can be explained by the very nature of these errors. Although the 
NFC-tags have been attached so close to each other that they overlap, there still 
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remains some noticeable space between two tags where the phone is not able to read 
any of those tags. This directly explains the first finding. The second finding can be 
explained similarly as the users quickly adapted to these errors and started trying to 
touch exactly the spot that they found out to be working. Although it should be easier 
to hit a wider target, users voluntarily restricted their target width to 1 tag. 

Since Fitts’ Law does not seem to be a good approximation, we propose to 
distinguish two cases: pointing to a close target (distances of about 30cm or less) from 
far targets. Using the overall average time for 30cm and subtracting the NFC reading 
time, this yields a value of P(close) = 0.58s. For other distances P = 0.83s. 

Table 2. Measurements for pointing (static UI) in seconds without & with technical errors 

Tile width 1 tag 2 tags 4 tags 
W/o errors 0.98s 1.05s 1.23s 0.99s 1.07s 1.26s 0.99s 1.05s 1.23s 
W errors 1.00s 1.07s 1.25s 1.07s 1.12s 1.35s 1.16s 1.10s 1.34s 

Dynamic Fitts’ Law Study and Results 
The dynamic version could have directly copied the setup from the static version. 
However, in order to reduce the effect of subject adaptation to errors in hitting 
between NFC tags, we modified it to a more dynamic version. A sequence of boxes of 
varying sizes appeared at varying locations on the dynamic NFC-displays, one 
appearing after the previous one had been touched. The sequence of positions and 
dimensions was randomly generated once and was the same for all subjects and all 
runs. Each subject was asked to do two runs, each with 21 rectangle touches, resulting 
in 20 measurements per run. 

As the sizes and distances were random on a continuous scale, one cannot simply 
create a table as in the static case. When applying the necessary calculation to 
compute the index of difficulty (ID) of Fitts’ Law from the distance and width values, 
the result should reveal a roughly linear relationship between ID and time. However, 
it turns out that the correlation factor is only 0.21. Therefore, it is difficult to justify a 
linear relation as postulated by Fitts’ Law in the dynamic case. In line with the 
argumentations from the static case, we propose to apply the pointing times from the 
static case also in dynamic tag-based applications. 

4.4   Sequences of Touch-Interactions 

The second part of the study tries to find improvements to the current rules for placing 
Mental Act (M) operators. This is an important aspect as the number of Mental Act 
operators within a KLM can largely influence the overall time estimation. Set as 1.35 
seconds [5], this operator is one of the largest ones. The study will shed light on when 
and where to place this important operator. More precisely, the effect of the following 
independent variables on Mental Act operator placement was measured: 

1. Sequence Length (1 / 3 / 5): the number of tags to be read consecutively 
2. Tag Distance (close / far): the physical distance between consecutive tags within a 

sequence 
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3. Interaction Type (simple touching / confirmation): presence of attention shifts 
between physical UI and mobile device 

4. Interface Type (static / dynamic): the type of physical interface  

We designed a set of physical UIs in order to test all parameters. The combination of 
the variables “Interaction” and “Interface Type” results in 4 different prototypes. 
First, a static and a dynamic UI have been built with the same visual setup (see 
Fig. 2). Second, for each UI, two mobile prototypes have been created: for the first 
one, touching a tag is sufficient for the tasks while for the second one, the phone 
displays a dialog after each touch that needs to be confirmed by pressing one of the 
softkeys (left or right) on the mobile phone. The mapping of the “OK” button to either 
of them was randomized for all tasks. This ensures that users definitely have to look 
at the screen. In addition, the combination of the variables “Sequence Length” and 
“Tag Distance” results in 6 tasks. We chose sequence lengths of 2, 4, and 6 tags (i.e. 
1, 3, and 5 pointing actions from one tag to the next). Tag distance only distinguished 
‘close’ and ‘far’ distances, representing distances of less and more than 40cm. 

Each subject carried out each task with each prototype (counterbalanced). Again, 
the tasks were executed with a Nokia 6212 phone. Time measurements were done 
either on the phone itself (static versions) or on the server (dynamic versions). In 
addition, we taped all subjects in order to spot errors that occurred during the tasks. 

 

Fig. 2. NFC tag layout for the touch sequence study. Odd numbers are close together. 

During the analysis of the retrieved data, all erroneous runs (user errors as well as 
technical errors) were discarded. The amount of errors in general was very low. Since 
single tag sized spots were used especially technical errors hardly ever occurred as, 
mentioned in the pointing experiment, gaps are the main issue for technical errors. 

Interaction Type “simple touching” 
This section covers the Interaction Type without forced attention shift, i.e. without 
needing to confirm the tag reading. Table 3 shows the average values for all values of 
the other 3 independent variables. It is not completely clear why there is a (in 4 of 6 
cases even significant, on average 16%) slow-down of the interaction in the dynamic 
version compared to the static system. Some comments from the subjects indicate that 
a slightly more glaring and slightly less clear dynamic display in contrast to the matt 
and high resolution printout might have made the interaction slightly more difficult. 
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However, we do not have strong evidence for that and a more detailed inspection of 
this effect will remain future work. 

Two further observations can be made: first, as expected, measured times for the 
Tag Distance “far” experiments are higher than for Tag Distance “close”. Second, and 
perhaps more interesting, interaction times increase linearly when increasing the 
number of tags to be read. The 4 combinations far/dynamic, far/static, close/dynamic, 
and close/static reveal a very good linearity with a R2 of 0.89, 0.93, 0.85, and 0.97, 
respectively. This strongly indicates that there is no need to place any additional 
Mental Act operators for longer interaction sequences. Of course, this result is limited 
to sequences of no more than 6 tags, which however, in our experience, seems 
reasonable with most interaction scenarios. Thus, we conjecture: Sequence Length 
and Tag Distance do not influence M placement. 

Table 3. Total performance times for Interaction Type “simple touching” 

Task Close, 1 Close, 3 Close, 5 Far, 1 Far, 3 Far, 5 
Static 1.00s 3.19s 5.31s 1.29s 3.87s 6.32s 

std. dev.   0.10s    0.32s   0.38s   0.33s   0.61s   0.66s 

Dynamic 1.29s 3.31s 6.58s 1.47s 4.41s 7.16s 
std. dev.   0.32s   0.38s   1.39s   0.62s   0.81s   0.99s 

Significance p¡0.01   ns p¡0.01   ns p¡0.05 p¡0.05 

Interaction Type “confirmation” 
This Interaction Type uses forced attention shift to model mobile interactions with 
physical UIs that require users to switch their attention to the mobile device, e.g. for 
confirmation or input from the keyboard. Table 3 shows the averages for all values of 
the other 3 independent variables. The same effects as with the Interaction Type “simple 
touch” can be observed. The slow-down of dynamic interface interaction with respect to 
the static version is again measurable (significant for all cases, on average 26%). 

Table 4. Total performance times for Interaction Type “confirmation” 

Task Close, 1 Close, 3 Close, 5 Far, 1 Far, 3 Far, 5 
Static 1.76s 5.50s 10.58s 2.28s 7.51s 12.10s 

std. dev.   0.17s   0.36s   1.11s   0.41s   0.98s   1.22s 

Dynamic 2.42s 7.47s 12.89s 2.75s 8.89s 14.94s 
std. dev.   0.43s   1.35s   1.32s   0.69s   1.55s   2.82s 

Significance p¡0.01 p¡0.01 p¡0.01 p¡0.05 p¡0.01 p¡0.01 

 
Furthermore, the two previous observations can again be made: first, measured 

times for the Tag Distance (far) experiments are higher than for Tag Distance (close). 
Second, interaction times increase linearly when increasing the number of tags to be 
read. The 4 combinations far/dynamic, far/static, close/dynamic, and close/static also 
reveal a very good linearity with a R2 of 0.88, 0.95, 0.93, and 0.96, respectively. This 
strongly supports the conjecture from the “simple touch” experiment. 
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In addition, a video analysis showed that attention shifts were in fact made, but that 
subjects became used to this very quickly and became able to habitually glance at the 
display and press the correct button, in most cases even without retracting the mobile 
device from the physical UI. Pauses of any kind before attention shifts were not 
observed which indicates that in such repetitive sequences mental preparations play a 
very minor role. Thus, we conjecture: Interaction Type (attention shifts) does not 
influence M placement. Also, even though there was a significant difference 
between dynamic and static interfaces (Interface Type), it most likely results from 
aspects inherent to the projection setup but definitely cannot be circumvented by 
adding Ms. Interface Type (static / dynamic) does not influence M placement. 

Recommendation for Mental Act Operator Placement 
In our experience, hardly any mental preparation happens during touch sequences, as 
the rather accurate modeling of the measured times without Ms show. It was however 
observed, that before a sequence subjects did actually pause for a brief time which 
could be assumed as mental preparation. Thus, we propose to generalize the 
placement rules of M and our recommendation can be summarized into: Add Mental 
Act (M) operators before cognitive chunks. 

Based on their concept in cognitive psychology, Card et al. [5] define chunks as 
“highly integrated sub-methods that show up over and over again in different 
methods." These chunks “usually reflect syntactic constituents of the system's 
command language." Although the identification of such chunks can be difficult, this 
recommendation matches more with the guidelines presented by Kieras [13]. The 
most important advice is to identify chunks and thus place Ms consistently, especially 
when pitting different UI designs against each other. The assumption is, that making 
the same placement ‘mistakes’ in all alternative designs still yields a good comparison 
although the estimated times might highly deviate from actual expert execution times. 

As a brief illustration of the impact of the new model proposal, take the following 
example as described above, touching and confirming the touch on 5 tags that are 
located close to each other on a static interface (i.e. Sequence Length “5”, Tag 
Distance “close”, Interaction Type “confirmation”, Interface Type “static”). Table 4 
shows an average measured value of 10.6 seconds.  

Original KLM: For each of the 5 NFC reads, the user switches attention to the 
display Smacro, points to the tag P, and waits for the read to finish R(NFC). 
Additionally, each time, the confirmation needs a Mental Act M, an attention shift to 
the phone Smacro, and a key press K(hotkey). This adds up to 18.6 seconds. 

Proposed KLM: according to our new model, the Mental Act is not included, the 
pointing operation uses the P(close) operator, and the value for R(NFC) is updated. 
This adds up to 10.5 seconds which is much closer to the measured time of 10.6s. 

4.5   An Updated Mobile KLM – Summarizing the Results 

Based on the studies and their results, this section summarizes the updated Mobile 
KLM for NFC-based mobile applications. As described in the section about 
shortcomings of the original Mobile KLM, four major aspects have been investigated.  
We now present the results of the studies with respect to each of them: 
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1. System response time reading NFC tags with current mobile devices 
2. Model errors caused by mismatches between tag-matrix and UI widgets 
3. Pointing time for close and far objects 
4. Chunking of action sequences needs to be reevaluated 

Item (1), see Section 4.2: System response time will always be a parameterized 
operator that will have to be measured for each specific setup. However, it helps 
future modelers to provide current values for specific devices. First, they do not have 
to perform exhaustive studies themselves; second, it can help to know the different 
values for different devices to decide which ones should be targeted at. In 
combination with previous work (Nokia 3220 from [10]), we now have as value for 
reading an NFC tag: 

RNFC(Nokia 3220+NFCShell) = 2.58s 

RNFC(Nokia 6131) = 1.20s 

RNFC(Nokia 6212, static) = 0.40s, RNFC(Nokia 6212, dynamic) = 0.62s 

RNFC(Nexus S, static) = 0.34s, RNFC(Nexus S, dynamic) = 0.56s 

Item (2): Although errors are usually not modeled within a KLM, it does make sense 
to incorporate some treatment of those if they occur even despite following the expert 
user assumption. Mostly due to the fact that NFC devices have not been initially 
designed for multi-tag UIs, tag reading accuracy depends on several factors. One of 
the most prominent ones is the number of tags that render a displayed UI element 
interactive. If more than one tag is used for, e.g. a button, small gaps appear between 
those tags. If users touch with their phone on one of those gaps, the probability is high 
that the touch attempt will be missed by the system. The KLM does not include a 
mechanism to specify that, e.g., every 5th touch needs a higher value or an additional 
attempt. Therefore, we propose to model these issues by adding a small amount of 
time to the NFC Action operator. This models additional time that occurs with some 
low probability over time. As this applies mostly to multi-tag interaction and can be 
neglected for single-tag interfaces, the operator is zero for the single-tag case. The 
other values result from subtracting the measurements of all reads without technical 
errors from those with errors and dividing this by the number of interactions. As these 
are on average quite different for static and dynamic interfaces, we propose using 
different values for each of the action operators: 

ANFC(single-tag) = 0.00s 

ANFC(multi-tag, static) = 0.07s, ANFC(multi-tag, dynamic) = 0.32s 

Item (3), see section 4.3: If a fine-grained model for an interface that requires many 
pointing operations needs to be created, the pointing operator should be implemented 
using a specific model such as Fitts’ Law (provided there is no indication that the 
interface does not adhere to it). However, in practice, this is rarely done as it 
complicates the generation of the model. Already in the earliest uses of the model (see 
[5]), it has proven to be sensible to use constant average values. However, we found 
that the original value of about 1 second [5] is overly high. In addition, it makes a 
significant difference whether two consecutive touches are close (within 30cm) or 
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not. Thus, we propose two constant values depending on the distance between source 
and target of a pointing operation: 

P(close) = 0.58s, P = 0.83s 

Item (4), see section 4.4: The Mental Act operator is of high importance in most 
KLMs as it usually occurs quite often and, with 1.35 seconds, all occurrences together 
add up to a considerable amount of time. Our proposal for a placement rule is: 

Add Mental Act (M) operators before cognitive chunks. 

Although the accurate identification of such a chunk is difficult, it is clear that not the 
specific place but only the number of such operators counts [13]. In addition, 
especially when comparing different interfaces, it is more important to be consistent 
in operator placement than to be 100% in accordance with reality. With the studies 
described above, we were able to provide additional insights: 
− A chunk is independent of the length of a touch sequence (if the sequence is known 

to the user beforehand) 
− Additional mental preparations are not necessary for pointing longer distances with 

respect to shorter ones 

5   Validation of the Updated Mobile KLM 

In order to find out whether the observed results yield to a valid model and to test the 
superiority with respect to the existing model, we conducted two additional studies 
with example applications to validate the applicability and accuracy of the updated 
model. We recruited the same subjects from previous studies to perform the additional 
studies. Prior to the experiments, KLM models, i.e. the operator sequences were put 
together both with the existing Mobile KLM and the updated version so as to compare 
them later on with the actual execution times and each other. Distractions were not 
taken into consideration since these were not present in the lab setup. It should be 
noted that, when modeling a task with the original Mobile KLM, we already used the 
updated time value for the Nokia 6212. This is in line with the interpretation of the 
System Response Time operator R which is to be parameterized according to the 
hardware in use.  

5.1   Validation Scenario 1: Munich Map Poster 

The first validation used a prototype by Broll and Hausen [4] that was designed for 
different tasks on a map of sightseeing places in the city of Munich. Examples for 
such tasks include finding information about specific points of interest and getting 
route directions. A poster with NFC-tags was used as a static physical UI and again, a 
Nokia 6212 with a J2ME application was used as the input device. This application 
measured the times between the first touch of a tag and the last user action either by 
touch or key press. To avoid learning effects, the tasks of this study were 
counterbalanced with a Latin square design. Tasks always began with touching a 
“start” tag which started the measurement. Prior to the actual runs and measurements, 
subjects were instructed to familiarize themselves with the prototype by touching 
various tags and exploring the phone UI. The following tasks had to be performed: 
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• Task 1 merely consisted of consecutively retrieving information from two points 
of interests, i.e. tags. The KLM for touching 2 POIs is 2*(P, R(NFC) ) which 
amounts to 2.80s and 2.46s for the old and new model, respectively. The 
differences stems from the updated pointing time. In comparison, the average of 
the actual user data was 2.46s.  

• Task 2 consisted of selecting 3 nearby points of interest and having the system 
generate a route between them. As this task is mostly a subtask of Task 3, we 
refer to Task 3 for the models. The time estimations are 6.07s (old model) and 
4.04s (new model) with the user data averaging to 4.75s. 

• Task 3 (see Table 4) is similar to Task 2 but adds one far pointing operation and 
increases the route size to 5 POIs. The results are summarized in Table 4 which 
shows the predictions for the third task as modeled and calculated with the 
original Mobile KLM, with our proposed updated KLM as well as the average 
from the performance time measured with the study. The targets of all pointing 
operations are quite close which is reflected in the new model. Also, the original 
KLM would force an M operator before a macro attention shift. The reason this is 
not done in the updated KLM is because it can be seen as part of a single chunk 
where selecting the points directly belongs to the route generating subsequence. 

 

Fig. 3. Comparison of the existing model, the times measured within the study, and the new 
model for 3 tasks for the Munich Map Poster scenario 

Fig. 3 summarizes the modeled and measured values for the 3 tasks. For the short 
Task 1, the original KLM predicts rather precisely but is already outperformed by the 
updated model. With increasing task length, the prediction error of the original 
Mobile KLM increases. In general, it can be observed that the original KLM tends to 
predict longer times than are actually measured. This is largely alleviated by the new 
model which tends to predict shorter times, but is considerably more accurate.  
This result is also more in line with the original concept of KLM which is supposed  
to model a lower bound for execution time [5] as dictated by the expert user 
assumption. 
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Table 4. Validation “Munich Map Poster”, Task 3 long route generation 

Interaction Original KLM Updated KLM 
Touch POI_1 P, R(NFC) 1.40s P, R(NFC) 1.23s 
Touch POI_2 P, R(NFC) 1.40s P(close), R(NFC) 0.98s 
Touch POI_3 P, R(NFC) 1.40s P(close), R(NFC) 0.98s 
Touch POI_4 P, R(NFC) 1.40s P(close), R(NFC) 0.98s 
Touch POI_5 P, R(NFC) 1.40s P(close), R(NFC) 0.98s 
Look at phone M, S(macro) 1.71s P(short), S(macro) 0.94s 
Press hotkey K(hotkey) 0.16s K(hotkey) 0.16s 

Total  8.87s  6.25s 
Study Average 6.52s    

5.2   Validation Scenario 2: London Map Projection 

The second validation is based on a prototype that shows a map of London on a 
dynamic NFC-display, similar to the one that was used for the dynamic UI 
experiments and the introductory game before the experiments. With this prototype, 
users can touch the dynamic NFC-display with their mobile devices to see details 
about hotels and sights. Again, a Nokia 6212 and a J2ME client were used in 
conjunction with a J2SE server producing the dynamic UI. Task execution times were 
measured via video analysis from the point right after bringing the phone close to an 
active area on the physical UI, i.e. right before the first NFC tag reading. The active 
areas on the dynamic UI were all the size of one tag, so technical errors as described 
above did not have to be taken into consideration at all. To avoid learning effects the 
tasks were counterbalanced with a Latin square design. Again, subjects were 
instructed to familiarize themselves with the prototype by touching various tags and 
exploring the phone UI prior to the actual runs and measurements. The following 
tasks had to be performed: 
• Task 1 mainly consisted of touching a tag to show all hotels, select one hotel, and 

touch a tag to add it to the favorites. The models consist only of P, R(NFC), and 
system response times. The difference of 6.54s (old model) and 5.53s (new 
model) stems from the changed time for the Pointing operator P. The measured 
average time was 5.39s. 

• Task 2 merely increases the length of the task. The difference between the 
existing and the updated model becomes more pronounced as the time estimates 
for the pointing operations were estimated as too high by the existing model. 
Results are: 11.7s (old model), 9.69s (new model), and 10.2s for the study 
measurements. 

• Task 3 consisted of a longer task. First, a sight needed to be added to the 
favorites. Second, this sight should again be removed from the favorites; 
however, the phone menu should be used for this instead of the tag matrix 
interface. The results are summarized in Table 5 which shows the predictions for 
the third task as modeled and calculated with the original Mobile KLM, with our 
proposed updated KLM as well as the average from the performance time 
measured with the study subjects. The application dependent constants R0=0.20s, 
R1=0.60s, R2=0.57s, R3=0.57s, and R4=1.97s are System Response Time 
operators that we measured beforehand. 
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Table 5. Validation “London Map Projection”, Task 3 using NFC and phone interface 

Interaction Original KLM Updated KLM 
Touch tag (show sights) R(NFC), R1 1.00s R(NFC), R1 1.00s 
Touch POI P, R(NFC), R2 1.97s P, R(NFC), R2 1.80s 
Touch tag (add to) P, R(NFC), R0 1.60s P(close), R(NFC), R0 1.18s 
Touch POI P, R(NFC), R0 1.60s P, R(NFC), R0 1.18s 
Look at phone M, S(macro) 1.71s P(short), S(macro) 0.94s 
Navigate to favorites 3*(M, K(hotkey)) 4.53s M, 3*K(hotkey) 1.83s 
Open favorites K(hotkey) 0.16s K(hotkey) 0.16s 
Select POI K(hotkey), R4 2.13s K(hotkey), R4 2.13s 
Remove POI M, K(hotkey), R3 2.08s K(hotkey), R3 0.73s 

Total  16.8s  11.0s 
Study Average 13.2s    

 

Fig. 4. Comparison of the existing model, the times measured within the study, and the new 
model for 3 tasks for the London Map Projection scenario 

For the models, we had to measure some system response times that occur when 
waiting for all hotels being displayed, show information on the phone, etc. These 
were the same for the old and the new model. Besides the reduced time for pointing 
operations, the largest difference stems from the difference in M placement. In 
contrast to the new model, the original Mobile KLM prediction forces an M in front 
of the Macro Attention Shift for looking at the phone UI. Also, when navigating the 
mobile menu, the original Mobile KLM would place an M before nearly each key 
press [10]. Fig.4 summarizes the modeled and measured values for the 3 tasks. 

Though deviating, the original Mobile KLM seems to predict execution times quite 
accurately for Tasks 1 and 2. However, the prediction for task C is way off. It predicts 
a 27% longer time than the measurements show. Except for one case (the predicted 
time for Task 1 is about 3% longer than the measured time), the times predicted by 
the updated KLM are shorter than the measured times which is a good indication for  
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the intended applicability of the KLM for predicting a lower bound for execution time 
[5]. In summary, the two validation experiments very well illustrated the increased 
accuracy of the four aspects that have been identified for a need to update. 

6   Summary and Conclusion 

The Keystroke-Level Model (KLM, [5]) has already been used to model interactions 
and predict task execution times for a great variety of applications. For advanced 
interaction with mobile devices, an extension to the original, desktop-based KLM has 
been described in [10] (Mobile KLM). In this paper, we have revisited and revised the 
Mobile KLM in several aspects, especially focusing on interactions with interfaces 
featuring multiple NFC tags. These improvements have been made taking two 
important categories of such (multiply) tagged applications into account: static and 
dynamic interfaces. Main insights generated by our work include: 

− Updated KLM values for the system response time of current phones for detecting 
and reading NFC tags 

− Explanation and guideline to avoid errors using multiply tagged interfaces (use odd 
number of tags) and a way to model errors for those instances 

− A more precise estimation of pointing time (distinguishing between ‘close’ and 
‘far’ pointing, no difference between static and dynamic interfaces) 

− Improved guidelines for placing Mental Act (M) operators 

With these additions, it is possible for designers and developers to model interfaces 
that make use of advanced, multi-tagged UIs with the easy-to-use KLM. Several 
metrics for user interfaces such as user acceptance or fun are of course difficult to 
evaluate with user models. Still, the revised Mobile KLM allows a quick and simple 
estimation of end-user task performance times as well as a concise and meaningful 
comparison between interfaces. The main advantage of this approach is that such 
metrics can be generated quickly, cheaply, and without the prior implementation of 
any of the interfaces. 

We thus hope that our work broadens the applicability of the KLM to novel and 
upcoming applications and improves the accuracy of the approach while keeping the 
simplicity of the model intact. Of course, this type of work will be ongoing as long as 
new types of interactions will be added. In general, including our previous and related 
work, we have thus far managed to cover a very broad array of interactions with 
mobile devices. 
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Abstract. A thought experiment is proposed that reveals a difference between 
Fitts’ index of difficulty and Shannon’s entropy, in the quantification of the 
information content of a series of rapid aimed movements.  This implies that the 
contemporary Shannon formulation of the index of difficulty is similar to, but 
not identical to, entropy.  Preliminary work is reported toward developing a 
model that resolves the problem.  Starting from first principles (information 
theory), a formulation for the entropy of a Fitts’ law style rapid aimed 
movement is derived, that is similar in form to the traditional formulation.  
Empirical data from Fitts’ 1954 paper are analysed, demonstrating that the new 
model fits empirical data as well as the current standard approach.  The novel 
formulation is promising because it accurately describes human movement data, 
while also being derived from first principles (using information theory), thus 
providing insight into the underlying cause of Fitts’ law. 

Keywords: Fitts’ law, Human Performance Modelling, Entropy. 

1   Introduction 

Fitts’ law [3] describes the relationship between movement time, distance, and target 
width, for people engaged in rapid aimed movements. See Figure 1. 

 

Starting 
Position 

The Target 

W

D

 

Fig. 1. The Fitts’ law movement paradigm 



 The Entropy of a Rapid Aimed Movement 223 

The index of difficulty of a given movement is defined, 

⎟
⎠
⎞

⎜
⎝
⎛ += 1log2 W

D
ID  (1)

where D represents the distance from the origin of the movement to the centre of the 
target, and W denotes the width of the target, both typically measured in millimetres 
or pixels.  Equation 1 is the Shannon formulation of the index of difficulty, a 
formulation that is theoretically and empirically preferable to Fitts’ original [8, 9]. 

Intuitively the index of difficulty, ID, represents the difficulty of completing the 
movement task defined by D and W, as ID increases for longer distances or narrower 
targets.  By convention the units of the index of difficulty are taken to be bits.  This 
convention diverges from the usual definition of bits as defined by information theory 
[15, 16], as the weighted average of the base-2 logarithm of the probabilities of the set 
of outcomes of a stochastic process – a point we will return to shortly. 

The crux of Fitts’ law is that there is a linear relationship between index of 
difficulty and movement time, the average time required to complete the movement 
task, typically measured in seconds or milliseconds.  Commonly in the academic 
literature this linear relationship is written, 

MT a b ID= + ×  (2)

where a and b are empirically determined constants, although in Fitts’ original 
publication [3] the intercept term, a, was zero. 

Fitts’ index of difficulty is taken (if not formally then at least in name) to be a 
measure of information (viz., bits in the sense of entropy);  a consequence of this is 
that the reciprocal of the slope coefficient b in Equation 2 may be interpreted as 
throughput, the rate of transmission of information, having the units bits per second, 

1 ID
Throughput b MT a

= =
−

. (3)

Note that the ISO standard on pointing device evaluation [5] explicitly defines 
throughput as the ratio of the effective index of difficulty to movement time 
(essentially, Equation 3 with a = 0). (The technical distinction between 1/b, and the 
ISO definition of throughput is not relevant here, under normal circumstances they are 
very similar, and in either case, ID is taken to be a measure of information entropy.) 

Fitts’ law typically yields very good fits to empirical data (with R2 values above 
0.9), and has been demonstrated to hold over a wide variety of movement conditions 
and circumstances (see [12], pages 281-282).  In the field of human-computer 
interaction, Fitts’ law is used to model the performance of a number of popular 
pointing devices including the mouse, stylus, and dactylic touch-screen – the primary 
applications being the prediction of movement times, and the comparative evaluation 
of pointing devices.  When Fitts’ law is used to make predictions of movement time, 
the meaning of Fitts’ index of difficulty is of little importance, because due to the 
robust linear relationship between ID and MT, Fitts’ law provides accurate predictions 
regardless of the precise meaning of the slope parameter b.  However, the meaning of 
Fitts’ index of difficulty is central to the evaluation of pointing devices, because in 
this case, the Fitts’ throughput is used as a comparative dependent measure.  This is 
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not merely a point of theoretical interest – it is critical to the development, 
improvement, evaluation, and study of pointing devices that the dependent measure 
used to compare them is sound.  It is impossible to determine the tallest man in a 
room solely by comparing their weights (although we might get close);  similarly, it is 
impossible to be certain that one pointing device is superior to another if we do not 
know what units of measurement have been used to compare them.  Without Fitts’ 
law’s throughput we would have no way to compare the over-all performance of two 
pointing devices, yet if Fitts’ law is to be used as a performance metric, then we must 
know for certain that the Fitts’ law throughput means what we think it means. 

In the field of information theory, throughput refers to the number of useful bits of 
information conveyed in a period of time, or more precisely, the entropy per unit of 
time.  Shannon [15, 16] defines entropy as a quantity of information, measured in the 
units, bits.  A coin-toss (resulting in a “heads” or “tails” with equal likelihood) 
produces 1 bit of entropy.  But this definition of entropy and throughput is very 
different from the terms index of difficulty and throughput as used in the context of 
Fitts’ law.  The questions we will look at next are:  What is the precise relationship 
between the index of difficulty and entropy?  Is it valid to interpret ID as a measure of 
information?  And by extension, is it valid to interpret Equation 3 as throughput? 

2   The Information Theoretic Basis for Fitts’ Law 

From the very beginning Fitts attributed his law to information theory.  The 
hypothesis Fitts stated in his seminal 1954 paper was: “If the amplitude and tolerance 
limits of a task are controlled by the experimenter, and the subject is instructed to 
work at his maximum rate, then the average time per response will be directly 
proportional to the minimum average amount of information per response1 demanded 
by the particular conditions of amplitude and tolerance” [3, page 383].  Additionally, 
because in his original experiments the results of using a 1 oz and 1 lb stylus were 
similar, Fitts concluded that the relation he discovered was due to information 
processing instead of a physical mechanism, “The finding that relatively small 
differences in performance result from the change in stylus weight, and the validity of 
predictions of performance rate from the index of task difficulty lend support to the 
basic thesis of this paper, that it is the degree of control required over the organization 
of a response, i.e., the amount of information required to specify a response, which is 
the major factor limiting the rate of motor performance” [3, page 390]. 

Crossman had a significant impact upon our understanding and treatment of Fitts’ 
law through his invention of the adjustment for accuracy (a post-hoc analysis 
technique frequently employed in Fitts’ law studies).  Crossman states that entropy 
underpins Fitts’ law: “the perceptual load in the current control of hand-movement is 
measured by the difference between the initial and final entropy of the extent of the 
movement” [2, page 74]. 

MacKenzie’s contribution to Fitts’ law was the Shannon formulation of the index 
of difficulty (Equation 1), and he states, “in executing a movement task, ID is the 
number of bits of information transmitted, and [1/b] is the rate of transmission” 
[9, page 98]. 

                                                           
1 Italics have been added to the quotations appearing in this section for emphasis. 
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In addition to the statements by the eminent contributors to Fitts’ law quoted 
above, similar statements appear in textbooks and review papers.  For example when 
Card, Moran & Newell discuss the comparison of pointing devices, they conclude that 
“the match of the Fitts’ law slope of the mouse to the [b] ≈ .100 sec/bit constant 
observed in other hand movement and manual control studies means that positioning 
time is apparently limited by central information-processing capacities of the eye-
hand guidance system” [1, page 247].  Also Schmidt & Lee, although employing 
Fitts’ original formulation of the index of difficulty,  

2
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logFitts
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ID

W
⎛ ⎞= ⎜ ⎟
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 (4)

unequivocally characterise it as a quantity of information: “Recall the discussion of 
Hick’s law of choice reaction time … the equation for that relationship also had a 
Log2 term.  The Log2(N), in which N was the number of equally likely stimulus-
response alternatives, was a measure of the amount of information (in bits) required to 
resolve the uncertainty about N alternatives.  The Log2 term in Fitts’ law can be seen 
in a similar way: 2D/W is related to the number of possible movements, and the 
Log2(2D/W) is the information required (in bits) to resolve the uncertainty among 
them” [13, page 212].  Lastly, in a recent review paper Seow writes: “This index of 
performance [1/b], or commonly called throughput (TP) by some HCI researchers … 
is measured in bits per unit time and is homologous to the rate of gain of information 
in Hick’s (1952) paradigm and analogous to the channel capacity in Shannon and 
Weaver’s (1949) theory” [14, page 332]. 

These quotations support the perspective that the index of difficulty, ID, is a 
measure of information, and that the reciprocal of the slope, 1/b, is throughput;  
however, this perspective is not universal.  Both Kvålseth [6] and Lai et al. [7] 
provide analyses of empirical data indicating that the original formulation of the index 
of difficulty (Equation 4) differs from entropy.  However, the divergence reported by 
Kvålseth could arise from his participants overemphasising speed at the expense of 
accuracy, in the absence of the adjustment for accuracy.  Lai et al. analysed only the 
entropy of the spread of movement endpoints, as opposed to the entropy of the entire 
movement tasks, which undermines their argument. 

The conclusion that one may draw from the literature is that the index of difficulty 
is possibly (even perhaps, likely) a measure of information, but it may not be.  Next 
we shall consider whether our doubts regarding the entropic nature of the index of 
difficulty can be resolved by examining the derivation and foundation of the index of 
difficulty. 

2.1   Shannon’s Theorem 17 

Fitts cited Shannon’s theorem 17 as the basis of his law [3, page 382].  Shannon’s 
theorem 17 [16, page 43] describes the information capacity of a band limited 
continuous channel under an average power limitation in the presence of noise, 
finding that the channel capacity is equal to the difference between the entropy of the 
signal and the noise, or, 
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2( ) ( ) log
S N

C H signal H noise B
N

+= − = ⋅  (5)

where H(·) represents the entropy of the given quantity, B represents the bandwidth of 
the communications channel, and S and N represent the average power of the signal 
and noise respectively.  Fitts’ original formulation of the index of difficulty 
(Equation 4) has been largely supplanted in the recent literature by the Shannon 
formulation (Equation 1), originally proposed by MacKenzie [8, 9].  Comparing 
Equations 1 and 5, the analogy is clear to see.  Fitts took movement distance to be 
analogous to signal power, and target width to noise power; so the theoretical 
foundation that Fitts’ law rests upon is an analogy to information theory.  This is not a 
robust foundation – movement distance and target width are simply not equivalent to 
average power levels, which are the product of root-mean-squared voltage and current 
levels.  These equations look similar to one another, but similarity is not enough to 
convince us one way or the other.  Fitts’ law agrees with human performance data 
very well under a wide variety of circumstances, suggesting that the analogy to 
information theory is a fitting one, but in what subtle way may it differ?  Over the 
years several researchers have proposed alternate derivations (or formulations) of 
Fitts’ law, usually rooted in the characteristics of movement biophysics, motor control 
theory, or feedback loops (see [11, 12]), however currently no universally accepted 
explanation of Fitts’ law exists (see [19] page 761, and footnote 17). 

Without a robust theoretical basis underpinning Fitts’ law, not only are we unable 
to answer the index of difficulty versus entropy question, but we also lack an 
explanation for why the Fitts’ law phenomena occurs – why is there a linear 
relationship between movement time and the index of difficulty? 

3   Index of Difficulty versus Entropy – A Thought Experiment 

An inconsistency between Fitts’ index of difficulty and Shannon’s entropy can be 
demonstrated via a thought-experiment that compares how these two quantities 
measure information transmission during an imaginary data entry task.  The idea is to 
compare the information transmitted during a data entry single-finger typing task, as 
predicted by the index of difficulty of the finger movements versus the entropy of the 
typed text.  See Figure 2. 

The idea that Fitts’ law could be used to predict data entry times, and consequently 
could be used to improve keyboard designs, originated with Card, Moran & Newell 
[1, pages 51-57], but was extended and popularised by others (for a review see [10]).  
The idea is depicted in Figure 3 – Fitts’ law can be used to model the time to move 
between keys on a keypad or keyboard.  By applying Fitts’ law to the entirety of the 
keyboard (i.e., from every key to every key), and coupling this with a statistical model 
of the pairs of letters in a language, a model of single-finger text entry can be 
constructed. 

Empirically, the model described above applies best to highly-trained “expert” data 
entry behaviour, where typing-time consists solely of movement time, no time being 
needed for searching for the next key, cognitive processing, fatigue, etc.  However, in 
our thought-experiment, the expertise of the hypothetical data entry clerk has no 
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effect upon the outcome because the results of this thought-experiment concern 
quantifying the amount of information transmitted per keystroke, not per unit of time.  
Thus the implications are independent of the speed of typing during the imaginary 
data entry task. 

 

The Brain and Nervous System 
(Information Source) 

Neural-Muscular System 
(Information Transducer) 

 
Information is converted from its biological 
representation in the neural system into the 
domain of motion by the musculature. 

Computer Keypad 
(Information Transducer) 

 
Information is converted from its motion 
domain representation, into the electronic 
domain by observing discrete positions of the 
finger-tips 

Computer System 
(Information Destination) 

 
Information is represented in the familiar 
software representation as true/false values 
of bits in memory registers. 

Information represented 
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through motion and 
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hardware circuitry 
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1 2 3 
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Fig. 2. The task of typing digital numeric characters is represented as a communications 
network containing an information source and destination with two intervening information 
transducers.  Two specific locations within the network are identified.  The point A corresponds 
to the interface between the motion transmission medium and the transmission medium of 
electronics within the keypad – the information content of the data stream at point A can be 
measured with the index of difficulty.  The point B denotes the place within the computer 
where the information is represented as a series of characters – and entropy can be measured 
using Shannon’s definition of the entropy of discrete data. 



228 R. William Soukoreff, J. Zhao, and X. Ren 

 

4 

Starting 
Position 

Target

W

5 6

1 2 3

7 8 9

D

 

Fig. 3. Single-finger typing is depicted as a Fitts movement task. The distance between the 
keys, and the size of the keys2, can be found from the geometry of the keypad.  Application of 
Equation 1 yields the index of difficulty that corresponds to any key-to-key movement made by 
the finger across the keypad, representing the quantity of information needed to accomplish the 
keystroke according to Fitts’ law.  By averaging over all such movements the mean index of 
difficulty per character of data can be found, and if the index of difficulty is indeed a measure 
of entropy, then this quantity should equal the average entropy per character. 

The apparatus for our thought-experiment is the two-key binary keyboard – an 
imaginary keyboard that contains only two keys, labelled ‘0’ and ‘1’.  A degenerate 
keyboard such as this would not facilitate as easy text entry as a full-size Qwerty 
keyboard, and yet it would be universal – with a suitable decimal, ASCII, or unicode-
to-binary conversion table (and some patience), any text or numeric data could be 
entered.  A movement model has been constructed for the two-key binary keyboard, 
see Figure 4. 

Figure 4 presents the index of difficulty corresponding to all four possible key-to-
key transition-movements (i.e., moving from a previous key to the subsequent key), 
that could occur during data entry on the two-key binary keyboard: 0→0, 0→1, 1→0, 
and 1→1.  (Note that “0→0” and “1→1” denote key repetition of the ‘0’ and ‘1’ key 
respectively.  The concern that the reader may have with regard to using Fitts’ law to 
model key repeats will be dispelled in section 3.2.) 

By coupling this movement model with a statistical language model it is possible 
to determine the average number of bits per character predicted by the Fitts’ law 
movement model.  Imagine that the “language” to be entered on the two-key binary 
keyboard consists of a random sequence of binary digits (‘0’ and ‘1’), where both 
digits have the same likelihood of occurrence, 

( ) ( ) 10 1 2p p= =  , (6)

                                                           
2  Key width varies with the angle of approach to rectangular keys, this is not a factor in the 1-

dimensional thought experiment described in the text, so we disregard this detail here. 
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and occur independently of one other, 

( ) ( ) ( ) ( ) 10 | 0 0 |1 1| 0 1|1 2p p p p= = = =  .  

In this case the likelihood of each of the four key-to-key transitions is ¼, because, 

 ( ) ( ) ( ) 1 1 10 0 0 0 | 0 2 2 4p p p→ = ⋅ = ⋅ = , 

 ( ) ( ) ( ) 1 1 10 1 0 1| 0 2 2 4p p p→ = ⋅ = ⋅ = , 

 ( ) ( ) ( ) 1 1 11 0 1 0 |1 2 2 4p p p→ = ⋅ = ⋅ = , and 

 ( ) ( ) ( ) 1 1 11 1 1 1|1 2 2 4p p p→ = ⋅ = ⋅ = . 

(7)
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Fig. 4. The movement model for the two-key binary keyboard consists of all of the possible 
movements that may occur during data entry.  Four possible key-to-key transitions are shown, 
0→0, 0→1, 1→0, and 1→1. 

3.1   Analysis of the Thought Experiment 

The average number of Fitts’ law bits per key-to-key transition, is simply the average 
of the index of difficulties weighted by the likelihood of each key-to-key transition.  
So, calculating a weighted average of the index of difficulty values from Figure 4 
using the transition probabilities from Equation 7 we obtain, 
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( ) ( ) ( )
( ) ( )
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(8)

According to Fitts’ law, given the language model consisting of random binary digits, 
the average number of bits per key-to-key transition on the two-key binary keyboard 
is 0.5 bits.  And because there is a one-to-one correspondence between keystrokes and 
key-to-key transitions (each keystroke being preceded by a Fitts key-to-key 
transition)3, the act of entering a random sequence of binary digits results in the 
transmission of 0.5 bits of “Fitts’ information” per keystroke.  However, this quantity 
does not match the number of bits of information transmitted as defined by Shannon 
[16] Theorem 2.  Shannon defines entropy (information content arising from the 
outcome of a stochastic process) as, 

{ }( ) ( )2logi i iH p p p= − ⋅∑  (9)

Substituting the probabilities defined in Equation 6 into Equation 9 yields, 

{ }( ) ( )
( ) ( ) ( ) ( )

( ) ( )

2

2 2

1 1
2 22 2

binary digit log

0 log 0 1 log 1

1 1log log2 2
1 bit per binary digit.

i iH p p

p p p p

= − ⋅

= − ⋅ − ⋅

= − ⋅ − ⋅

=

∑
 

(10)

Comparing the results in Equations 8 and 10 it is clear that Fitts’ law and Shannon’s 
entropy assign different quantities of information to the same task.  This disparity is 
very troubling in a theoretical sense, because it implies that a data entry clerk can 
perform a series of physical motions averaging only 0.5 bits of information each (at 
point A in Figure 2), yet somehow when these motions are interpreted by the two-key 
binary keyboard, one entire bit of information is communicated per movement (at 
point B in Figure 2).  Because there is only one communications channel between the 
information source and the destination, and hence no other means for the missing ½ 
bit of information to be transmitted to the keyboard, there appears to be spontaneous 
generation of information, contradicting a fundamental tenet of information theory 
(specifically, Theorem 7 on page 15 of Shannon [16], which states that a finite-state 
transducer cannot increase the entropy of a signal).  It should not be possible for there 
to be less information at point A than at point B of Figure 2. 

In this analysis Shannon’s quantity of entropy was calculated via the application of 
a very straightforward equation (Equation 10), and the result matches our intuition – 
we would expect each digit in a sequence of (equiprobable and independent) binary  
 

                                                           
3  We assume that the clerk positions their finger over the keyboard prior to commencing the 

data entry task, so that even the first keystroke is preceded by a key-to-key transition. 
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digits to contain one bit of information – and so it seems logical to conclude that the 
problem lies in the Fitts’ law side of the analysis.  The index of difficulty does not 
account for all of the information transmitted via motion. 

3.2   Key Repetitions Are Not the Problem 

Looking at Figures 4B and 4D, it seems that the cause of the Fitts-Shannon disparity 
may be the key repetition keystrokes.  Key repetition is a degenerate form of 
“movement” where the distance moved is zero, and the corresponding Fitts’ law index 
of difficulty for key repeats (defined by Equation 1) is also zero.  In the case of the 
two-key binary keyboard, key repeats account for half of all key-to-key transitions, 
and consequently in our thought-experiment, key repetition plays a significant role in 
reducing the average index of difficulty.  Further there is a theoretical consideration, it 
could be argued that Fitts’ law applies only to rapid aimed movements – it is not 
entirely clear whether it can or should be used to model in-place tapping (this 
argument has been made before, see [18]). 

We can investigate the key repetition question in two ways.  (1) By enlarging the 
keyboard used in our thought-experiment we can reduce the frequency of key repeats.  
For example, in the case of a three-key keyboard, key repetition represents only 33% 
of the keystrokes, and for a four-key keyboard only 25%.  And in general, an n × 1 
key keyboard would have n2 possible unique key-to-key transitions, of which only n 
would be key repeats, and so the effect upon our model of key repetition can be 
reduced to insignificance by simply choosing a large enough value for n.4  
(2) Alternatively, we can repeat the same thought-experiment calculations with a 
modified language model that omits key repeats (i.e., the sequence of digits to be 
entered by the hypothetical data entry clerk is perfectly random and equiprobable, 
except that it contains no key repeats).  Figure 5 depicts the results of analysing 
theoretical keyboards with up to n = 30 keys, in a similar manner to the thought-
experiment described previously;  the keys of the keyboards were presumed to be in 
an n × 1 physical arrangement, and in each case the alphabet size was presumed to be 
n.  This calculation is presented twice – once including key repeats (see the with key 
repeats curve), and once where key repeats were excluded (without key repeats 
curve). 

Mathematically, the formulation for the with key repeats curve presented in 
Figure 5 is a parametric combination of two formulae that both take n (the number of 
keys on the keyboard) as a parameter.  The ordinate (y-coordinate) side of the 
parametric pairing is the Fitts’ index of difficulty, obtained by generalising the 
average index of difficulty calculation from Equations 1 and 8, 

( )
1 1

22
0 0

1
log 1 ,

n n

i j

ID i j
n

− −

= =
= ⋅ − +∑∑  (11)

                                                           
4 Note that the language model must correspond to the size of the keyboard in use, so the data 

to be entered should be random ternary digits when n = 3, quaternary digits when n = 4, and 
in general, n-ary for larger values of n. 
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which corresponds to the weighted average of a series of index of difficulties 
(Equation 1), with target width W = 1, and movement distances, D = |i - j|, that 
correspond to the distance between keys i and j.  The abscissa (x-coordinate) side of 
the parametric pairing, the Shannon side of the relationship, was generalized from 
Equation 9, presuming an alphabet of n independent and equally probable symbols, 
where p = 1

n , 

( ) ( )

( )

( )

2

2
1

2

log

1
log

log .

i i

n

i

H n p p

n
n

n
=

= − ⋅

= ⋅

=

∑

∑  
(12)

Note the implicit assumption in the definition of entropy given in Equation 12, that 
the data entry activity is performed without errors.  As already described, our interest 
is in the rate of information per keystroke, not per unit of time, and so the data entry 
clerk in the thought experiment is free to type as slowly as they wish, and 
consequently may reduce the error rate to a negligible level.  This formulation of 
entropy is valid given the assumption of negligible errors. 

The formulation of the without key repeats curve presented in Figure 5 is also a 
parametric combination of two formulae, derived by removing the repeat conditions 
from Equations 11 and 12.  The ordinate was calculated via, 

( )
1 1

22
0 0

1
log 1 ,

n n

i j

ID i j
n n

− −

= =
= ⋅ − +

− ∑∑  (13)

while the abscissa was, 

( ) ( )2log 1 .H n n= −  (14)

The results depicted in Figure 5 demonstrate that the divergence between the Fitts’ 
index of difficulty and Shannon’s entropy are systemic, and not the result of key 
repeats.  The trend of the divergence between the Fitts and Shannon models is clear – 
as the size of the keyboard increases the models do not converge (neither curve, with 
key repeats nor without, converge toward the reference line), a non-vanishing 
difference between these curves and the reference line is apparent.  As we would 
expect, the with key repeats and without key repeats curves converge towards one 
another as n increases, as the effect of key repeats diminishes with increasing n.  The 
data points toward the right of Figure 5 on the with key repeats curve represent the 
situation where the keyboard contains 30 keys, the alphabet contains 30 unique 
characters, and key repetition accounts for merely 3% of the keystrokes.  At this 
point, the difference between the average entropy (4.91 bits) and the average index of 
difficulty (3.07 bits) is almost 2 bits, representing a significant disparity between the 
index of difficulty and entropy. 
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Fig. 5. Thought-experiment results for keyboards with 2 to 30 keys, with and without key 
repeats.  The Reference Line (through the origin, with a slope of one) marks the position where 
the data points should lay if there was equality between the Fitts and Shannon models. 

3.3   The Validity of the Comparison within the Thought Experiment 

Could the disparity revealed by the thought experiment be an indication that the 
comparison between the index of difficulty and entropy proposed by the thought 
experiment is invalid – like “comparing apples and oranges”?  No.  The thought 
experiment constructs a series of Fitts movements for which it is possible to know the 
precise real entropy.  This means that the thought experiment provides a means to 
quantify from outside of the body (entropy), the minimum information internal to the 
body responsible for the movement of the fingertip (Fitts’ law).  Or in other words, 
the thought experiment allows us to compare the quantity of information encoded 
within the movement, with the information necessary to prescribe the motion. 

As the data path depicted in Figure 2 is the sole means of communication from the 
information source to the destination, the information must traverse the point A, 
wherein the data stream is entirely encoded in the movements of the operator’s 
fingertip.  The fingertip movements are interpreted by the keypad as it converts the 
movement signals into digits, and because the information is conveyed via the 
movement of the fingertip, it is the motions themselves that must contain an adequate 
quantity of entropy for this communication to be possible.  So, the movements of the 
fingertip can be equivalently described as either a series of digits or as a series of 
distances to be moved, but because the intended outcome is identical regardless of 
which encoding of the messages is used, why should the entropy differ? 
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It is possible to imagine a situation wherein the information necessary to prescribe 
a movement is greater than the information encoded within the movement (for 
example, if entropy was lost due to corruption with noise), but this is not what the 
thought experiment reveals.  Figure 5 shows that the information encoded within the 
fingertip movements is greater than the quantity of information thought necessary to 
prescribe those motions as described by the index of difficulty – which is 
troublesome.  We are forced to conclude that there is an inaccuracy in the formulation 
of index of difficulty – it underestimates the quantity of information shown to be 
encoded within the fingertip movements. 

4   The Entropy of a Rapid Aimed Movement 

Having concluded that the index of difficulty as defined by Equation 1 is not an 
accurate measure of entropy, the question that presents itself is, what is the entropy of 
a rapid aimed movement?  The purpose of this section is to address this question 
using only principles of information theory, with the smallest number of additional 
assumptions possible.  This is not to say that a larger set of assumptions would not 
have the potential to yield a superior model, but our point here is that a well 
performing model can be created from an uncomplicated basis, and a small set of 
assumptions aids in interpreting the model and explaining the existence of Fitts’ law. 

The model presented here combines three things, an estimation of the entropy 
pertaining to the distance moved, an adjustment corresponding to the natural 
variability and inaccuracy of human performance (i.e., errors), and an additional  
term that accounts for the fact that each movement is a part of an ensemble of 
movements. 

( ) ( ) ( ) ( ),EntropyID D W H D H W H Ensemble= − + . (15)

Note that, so long as the probability distribution of the distances moved (viz., the 
signal) is statistically independent of the probability distribution of the errors (viz., the 
noise), then these quantities may be combined through simple subtraction as we have 
done here (see Shannon [16], page 43, Theorem 16). 

4.1   The Entropy Pertaining to the Movement Distance 

Entropy provides a measure of the uncertainty within the set of possible outcomes of 
an information-generating process.  So to calculate entropy, we must first identify the 
set of possible outcomes, and their probabilities. The ultimate goal of a rapid aimed 
movement is to enter a specific area of space, and so the movement endpoints seem to 
be the natural quantity of interest that reflects the result of the movement task.  In 
general, the probability distribution of the movement endpoints is unknown.5  An 
important detail that arises here is that it is not the software designer’s, 

                                                           
5  Note that the distribution of the scatter of movement endpoints is known to be approximately 

normally distributed, for example [3, 20].  But this is not the same thing as the distribution of 
the endpoints, which also depends upon the magnitude of the movement. 
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experimenter’s, nor all knowing being’s understanding of the probability distribution 
that is important, it is the understanding possessed by the user, the experiment 
participant, or (in the case of the thought experiment) the data entry clerk, that affects 
their output (see Hyman [4], page 189). 

We will consider two possibilities of what someone performing a pointing task 
may know regarding the probability distribution of movement distances.  Either they 
know the maximum extent of motion, x ∈ [0, U], (where U is a specific positive 
distance denoting the size of the movement ‘universe’), or nothing x ∈ [0, ∞).  We 
may estimate the probability distributions corresponding to these assumptions using 
principle of maximum entropy, which states that the probability distribution that best 
represents a given phenomenon is the distribution yielding the largest entropy, subject 
to what is known about the phenomenon.  The respective entropies are presented in 
Table 1 (derivations are provided by Shannon [16], pages 35-37).  Note that for the 
case where the maximum distance is not known in advance, x ∈ [0, ∞), then we must 
include an additional assumption, which is that the expected distance (i.e., the first 
moment or mean, of the distribution) is equal to the required movement distance U, 
which seems reasonable as we would expect the average movement to be  
centred upon the target, with equal likelihoods of exceeding or undershooting that 
distance. 

Table 1. Maximum entropy distributions for the two cases, where the distribution of maximum 
movement distances (U) is known by the mover, or not.  (Note that conversion from nats 
(natural information units) to bits was accomplished by division by loge2, see [16, pages 1-2].) 

A Priori 
knowledge x ∈ [0, U] x ∈ [0, ∞) 

Maximum 
Entropy 

Distribution 
Uniform Distribution 

 
Exponential Distribution 

 

Entropy 
(Bits) 

( ) ( )2logUniformH U U=  (16) ( ) ( )1
2log 2 log

eExpH U U= +  (17) 

4.2   Noise, Errors, and the Distribution of Movement Endpoints 

The distribution of the scatter of movement endpoints is known to be approximately 
normal [3, 20].  But there is another argument for modelling the scatter of movement 
endpoints with a normal distribution that can be used without having to explicitly 
assume that the shape of the distribution is normal.  If we presume that errors take the 
form of deviations in both directions (closer and farther) from the ideal movement 
distance, then the principle of maximum entropy would have us use the distribution 
with the maximum entropy defined on the range (-∞, ∞), which is the normal 
distribution.  The entropy of the normal distribution is, (from [16], page 37) 

( ) ( )2
2

1
log 2

2GaussianH eσ π σ= ⋅ ⋅ . (18)



236 R. William Soukoreff, J. Zhao, and X. Ren 

The relationship between the target width, W, and the standard deviation of the 
movement endpoints, σ, will affect the error rate.  If we assume that the target width 
represents ±2 standard deviations as Crossman ([2], pages 75-76) suggests it does, 
then we will match the 4% error rate standard commonly in use today (see [19], page 
764).  Inserting, σ = W/4, into Equation 18 yields, 

( )
2

2

1
log

2 8Errors

W
H W eπ⎛ ⎞

= ⋅ ⋅⎜ ⎟
⎝ ⎠

. (19)

4.3   The Entropy of the Ensemble of Movements 

The entropy of an individual outcome depends upon the statistic properties of the set 
of possible outcomes.  For example, consider the entropy of the letter ‘A’?  If this 
letter is a part of an ensemble of Unicode UTF-8 characters, then 8 bits of information 
are needed to represent it.  The ‘A’ could have been any of the other 256 characters of 
that ensemble, and (see Equation 12), log2256 = 8.  Alternatively, if the ‘A’ is part of 
an ensemble of alphabetic text (26 letters + space) then log227 = 4.8 bits are needed to 
represent it.  Lastly, if the ‘A’ is part of an ensemble of letters in English text, then it 
represents between 1 and 2 bits of entropy (see [17]). 

Similarly, the entropy of a rapid aimed movement depends upon the statistical 
properties of the other movements that one may be required to perform.  The 
theoretical implications of this idea, and the practical aspects of accommodating this 
concept, both deserve more space than we have room for in this paper.  Here, we will 
focus on one particular facet of pointing – Fitts’ law does not accommodate the 
direction of movement, and yet the thought experiment data entry task does.  For 
example, for the n = 10 case (where the keyboard contains 10 keys, 0 through 9), if 
one’s finger has just finished hitting the ‘5’ key, and we know the distance to the next 
key is ±2, there is no way to know which key should be pressed next, ‘3’, or ‘7’.  
Ambiguity arises because there are two equally likely movements in the ensemble 
that must be chosen between.  We will work around this issue by adding 1 bit of 
entropy to account for the directional information (left or right) that would be 
otherwise lacking from our model. 

4.4   Putting It All Together - The Entropy of a Rapid Aimed Movement 

Our model is found by inserting Equations 16 or 17, 19 and the constant 1 into 
Equation 15.  Because the difference between Equations 16 and 17 is a single constant 
we combine these two cases by introducing a parameter, m, 

( ) ( )
2

2 2

1
, log log 1.

2 8Entropy

W
ID U W m U eπ⎛ ⎞

= + − ⋅ ⋅ +⎜ ⎟
⎝ ⎠

 (20)

where m has a value of 0 if the mover knows the distribution of distances to be 
moved, or 1 log 2e , (which equals 1.443), if the distribution of distances is unknown. 
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5   Evaluating the Entropy Formulation of the Index of Difficulty 

Reanalysing the thought experiment paradigm using the new entropy-based index of 
difficulty IDEntropy,

6 reveals that over the range of difficulty values examined (1-5 
bits), and particularly for larger values (of n and ID), it fits the real (Shannon) entropy 
better than the traditional index of difficulty.  The two variations of the movement 
distance entropy calculation, sandwich the Shannon entropy between two bounds, 
with the exponential distance entropy above, and the uniform below, see Figure 7.  
This suggests that the assumptions and approach are on the right track, but future 
work remains to determine the role of the m parameter in Equation 20 (is it valid to 
allow m to take values between the two extremes identified?), and to explore the 
possibility of using other (non-maximum entropy) distributions. 
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Fig. 6. This figure shows the results of applying the new index of difficulty formulation to the 
thought experiment results for keyboards with 2 to 30 keys.  Two variations of the new model 
are depicted in black as indicated in the figure.  The ordinate of the curve is the new model 
defined by Equation 20, the abscissa is the entropy found by Equation 12.  The line through the 
origin denotes the position where the model should lay if there was equality between them.  
The two conditions evaluated previously, with key repeats and without, appear as the grey 
curves with empty diamond data points and filled diamonds, respectively. 

Figure 7 presents the empirical data from Fitts’ 1954 paper [3], analysed with the 
new and traditional formulations for index of difficulty. 

                                                           
6  The concept, in Equation 20, of the size of the movement universe, is different from the usual 

Fitts’ law distance.  It was taken to be the distance between the farthest extents of the to and 
from keys of the keyboard (i.e., U=D+1) representing the largest valid key-to-key movement. 
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Fig. 7. These figures present an analysis of the empirical data provided by Fitts in his 1954 
paper [3], for the 1oz stylus movement task, analysed two ways.  On the left we present an 
analysis of Fitts’ data using the entropy formulation of the index of difficulty, Equation 20, 
assuming the uniform distance entropy variant (m = 0).  (Note that the value of the m parameter 
does not affect the fit of the model to the data, it only changes the intercept.)  On the right we 
present an analysis using the standard formulation of the index of difficulty, Equation 1.  In 
both cases the adjustment for accuracy was applied.  Note that the R2 values are similar. 

6   Conclusions 

The primary contribution made by this paper is the thought experiment that 
demonstrates the inconsistency between entropy and the Shannon formulation of the 
index of difficulty.  The difference between the index of difficulty and entropy (as 
depicted in Figure 5) is systemic but not catastrophic, which likely explains why this 
disparity has not been noticed before, and why many researchers have been able to 
successfully use Fitts’ law to comparatively evaluate the performance of pointing 
devices in the past.  And no doubt the Shannon formulation of the index of difficulty 
will continue to be used in this fashion in the future. 

The problem that has been illuminated here will primarily be of concern when the 
absolute quantification of information is desired, either to compare pointing devices 
with other devices for which the true entropy of interaction is known, or to measure 
human performance in absolute terms (i.e., “How many bits/s can a human output?”). 

This work also supports the continued use of the adjustment for accuracy in Fitts’ 
law analyses, because performance cannot be measured in terms of entropy without 
accounting for the equivocation (the bits lost due to noise or errors).  For the index of 
difficulty to be analogous to entropy, errors will have to be similarly accounted for. 

Additionally, this paper makes progress toward developing a new entropy-based 
index of difficulty, that (1) is theoretically rigorous, (2) attempts to resolve the 
problem demonstrated by the thought experiment, and (3) provides the customary 
good fit to empirical data, as well as the traditional formulation of Fitts’ law does.  A 
small set of assumptions rooted in information theory were used in constructing the 
entropy ID (which with some mathematical rearrangement resembles the traditional 
formulation), thus implying that what gives rise to Fitts’ law is indeed a limitation of 
human information processing, as opposed to mechanical or biological factors. 

Refining the model, exploring the effect that the ensemble has upon the entropy of 
an individual movement task, and deciphering the parameter m, remains future work. 
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Abstract. In this paper we introduce an approach to objectively validate visual 
performance of a cognitive pilot model using benchmarks of human 
performance. A study with 16 human airline pilots and two competing models 
has been conducted in order to validate visual performance of the models 
applying these benchmarks. The study shows that human performance 
benchmarks can support analysts with a powerful and easy to use method for 
validation of human performance models. The benchmark is part of a larger-
scale method, which will be developed in order to evaluate human factors issues 
of future HCI-concepts in early stages of system design. 

Keywords. Human Performance Modelling, -Validation, -Analysis, Goodness-
of-Fit Measures. 

1   Introduction 

The European project HUMAN1 aims at developing virtual pilots, in order to improve 
the human error analysis of new cockpit systems. The virtual pilots should allow 
simulation-based testing of new cockpit system designs in early design phases. This 
enables simulating a huge number of scenarios in accelerated time in order to identify 
potential problems in the operation of new systems (e.g. human errors due to  clumsy 
automation [9]) and to derive necessary improvements. The virtual pilots in HUMAN 
are based on a cognitive architecture named CASCaS (Cognitive Architecture for 
Safety Critical Task Simulation) [6] which is an implementation of the information 
processing paradigm of human cognition (similar to ACT-R [1] and MIDAS [5]). 

Pilots flying modern aircrafts are confronted with many information (e.g. weather 
conditions, flight plans, air traffic and automation modes) that are mainly presented 
on visual displays. Consequently, pilots' vision is the main cognitive resource (apart 
from  auditive and haptic resources) for gathering information about the aircraft and 
the outside world. Thus, a sophisticated and thoroughly validated visual perception 
model is a pre-condition for simulating pilot-like interaction with visual interfaces. 

                                                           
1 7th Framework Programme, see http://www.human.aero for further information about 

the project. 
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Evaluating the predictive power of visual performance models is very complex and 
time consuming because human visual performance (1) is very variable between 
different pilots as well as within a single pilot and (2) is a combination of different 
aspects, such as glance duration, glance frequency and scanpaths. Methods, 
techniques and tools are needed that can easily be applied by analysts to evaluate 
model performance. 

In HUMAN we validated the performance of CASCaS by comparing data 
produced by the model with data produced by human pilots in experimental simulator 
studies, both flying the same scenarios. We developed a benchmark approach that is 
used in combination with traditional validation techniques. Benchmarks are 
commonly understood as an analysis method to objectively compare characteristics of 
subjects with characteristics of a reference subject. The measures considered for the 
analysis usually characterize the overall power of the system with regard to a target 
question [10]. Our benchmark approach provides a catalogue of objective 
measurement criteria allowing (1) to compare the fitness of competing models, (2) to 
find the best fitting model and (3) to decide objectively if the predictive power of a 
model is sufficient for the desired application.  

In this paper we will briefly introduce our benchmark approach, which we call 
Human Performance Benchmarking and present results of two CASCaS versions that 
have been compared in order to find the best fitting model.  The paper is organized as 
follows: In Section 2 we present related work in the area of human model validation. 
Next, in Section 3 our approach will be introduced. In Section 4 we present 
exemplary results of a first application of the Human Performance Benchmarking. 
Finally, in Section 5, we will summarize the paper and point out potential 
improvements of our approach, identified based on the study results.  The Human 
Performance Benchmarks are part of a larger-scale method, on which we are currently 
working in order to evaluate human factors issues of future HCI-concepts in early 
stages of system design. 

2   Related Work 

Different measures, mainly of descriptive statistics, have been used in order to 
demonstrate the fit of model performance to human performance based on 
quantitative data (see e.g. [3], [7] and [2]). These measures can be categorized in three 
types: 
 

1. Measures of central tendency 
2. Measures of dispersion 
3. Measures of association 

 
The most common type of measure used in the area of model validation are measures 
of central tendency, e.g. mean, median and mode. Measures of central tendency 
describe the center or middle of a given data distribution by mapping multiple 
performance values on a single value. Thus, measures of central tendency are not 
sufficient to describe the variability in human performance.  
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Fig. 1. Comparison of glance distribution of pilots in a flight simulator study conducted at 
German Aerospace Center (DLR). Chart A depitcts a common bar chart used to visualize local 
fitness including the mean and standard deviation for each area of interest. Chart B depicts the 
mean glance distribution as line chart (which is more intuitive for analysing trend consistency) 
including Pearson (r) as a quantification of trend fitness. 

However, variability of pilot behavior has to be considered during cockpit design, 
because the design has to be safe and usable for different types of pilots. Measures of 
dispersion are used to describe the between-subjects variability and the within-subject 
variability. Typical measures of dispersion are range, standard deviation and 
confidence intervals. Finally, measures of association are used (1) to describe the 
relation of data points of a sample to data points of another sample, or (2) to describe 
the relation between parameters within a sample. Typical measures of association are 
Pearson's correlation coefficient (in the following referred to as Pearson)  and 
Spearman's or Kendall's rank order correlation. All three types of measures are 
frequently used to validate models of human performance with different strength and 
weaknesses.  

Measures of central tendency in combination with measures of dispersion are used 
to describe the local fit between human and model performance data, see e.g. [7] and 
[3]. Combining mean (as measure of central tendency) and standard deviation (as 
measure of dispersion) allows to quantify the average case and variability of human 
and model behavior based on given data samples. Fig. 1A  shows an example for 
measuring distribution of gaze on areas of interest. The combination of mean and 
standard deviation provides a qualification of local fitness between datasets. 
Nevertheless, they do not quantifiy fitness. Quantification is especially needed if 
analysts have to validate different versions of a model in order to find the best  
fitting one. 

Measures of association are used to quantify the relation between model data and 
human data by calculating the trend fitness between the two datasets. Fig. 1B  shows 
an example for comparing the rank order of the pilots' gaze distribution. Here, 
Pearson is used to quantify the consistency of the rank order for the two data sets. 
Nevertheless, measures of association do not take into account the variability within 
human performance. Quantifications calculated based on measures of association 
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provide only poor evaluation of the fitness between model and human data because 
they do not consider behavioural variability. It is not possible to draw any conclusion 
about the final predictive power of the model. Thus, a measure is needed which on the 
one hand considers variability in human performance and on the other hand quantifies 
model performance in comparison to human performance. 

First approaches to provide such a measure have been researched by Schunn and 
Wallach, and by Gluck. Schunn and Wallach provided a measure for quantification of 
local fitness in [8]. They recommend using the root mean square deviation (RMSD) 
as a measure of local fitness. RMSD calculates the difference between a set of related 
performance values and merges them on a single value of predictive power. Thus, 
RMSD allows comparing performance of different variants of a model on a 
quantitative basis. However, the problem analysts are faced with when using this 
approach for validation of local fitness is analog to the problem when using Pearson, 
that is the absence of taking into account human performance variability. 

This problem has been tackled by Gluck et al. in [4]. They proposed an approach to 
validate a pilot model, taking into account the between-subject differences of a set of 
human performance datasets instead of absolute performance values. The between-
subject differences served as a reference in order to actually evaluate the goodness-of-
fit of a pilot model m. For a group of human subjects S, they calculated the difference 
in performance of each individual subject sk to the average performance of S\sk using 
RMSD. The result was a set of difference values describing the natural variability of 
human performance which has been used to evaluate the difference between m and S. 
When analysing visual data, one of the characteristics most frequently described is the 
glance distribution on a set of pre-defined areas of interest. Here, RMSD for local 
fitness and Pearson for trend fitness can be used to calculate the difference between 
two subjects. Consequently, for a group of n human subjects, the result can be 
described as a bi-directional complete graph Kn (see Fig. 2) where K denotes the 
graph and n depicts the number of nodes. Edges i↔j are labeled with a value vij 
representing the difference (RMSD or Pearson) between si and sj. Thus, the graph 
completely describes the differences between human subjects (difference graph). The 
same approach can be used for measuring differences between human subjects and 
human performance models. 

Human Performance Benchmarks use difference graphs as the basis in order to 
validate visual performance of human models tackling quantification of visual 
performance and taking behavioural variability into account. 

3   Human Performance Benchmarking 

Benchmarks are commonly understood as an analysis method objectively comparing 
characteristics of subjects with characteristics of a reference subject. The measures 
considered for the analysis usually characterize the overall power of the system with 
regard to a target question [10]. A benchmark is a quantitative test evaluating the 
characteristics observed and matching results on a scale which is independent from 
the characteristics. Thus, results of different characteristics can be aggregated and 
evaluated on different levels of abstraction. This allows analysts to identify strengths 
and weaknesses of systems objectively based on data. 
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Fig. 2. Difference graph describing the individual performance differences of human subjects 
(square) to each other as well as the differences between human subjects and a model (circle), 
or between competing model versions 

The intention of our benchmark for visual performance is providing a goodness-of-
fit evaluation for different characteristics C (such as glance distribution, glance 
frequency or scanpaths) for a set of competing models M with regard to a set of 
human subjects S. Our benchmark algorithm calculates an individual fitness value for 
each model m ∈ M. Fitness values can be used (1) to compare the fitness of 
competing models, (2) to find the best fitting model and (3) to decide objectively if 
the predictive power of a certain model is sufficient for the desired application. In the 
following, the algorithm used to calculate a model's fitness value is presented: 
 

1. For all c ∈ C, calculate difference graph for m and S 
2. For all c ∈ C, calculate confidence interval CIS of individual difference 

values in S 
3. For all c ∈ C, calculate the mean meanm of differences between m and S 
4. For all c ∈ C, evaluate similarity between m and S 
5. Calculate overall fitness value fitm of m based on similarity evaluations of 

each c 
 
The similarity evaluation in step 4 can be defined as a function simc(m,S) evaluating 
for each c, if the performance of a given m is human-like, where human-like 
performance is determined by S. Our first version of this function is a naive boolean 
function returning true if meanm is covered by CIS and false if meanm is not covered 
by CIS: 

⎩
⎨
⎧ ∈

=
elsefalse

CImeantrue
smsim Sm

c |

|
),(  (1)

In step 5, fitm is calculated. We define fitm as the sum of true similarity evaluations 
divided by the sum of all (true or false) similarity evaluations. Thus, the range of fitm 



The Difference Matters: Benchmarking Visual Performance of a Cognitive Pilot Model 245 

is [0;1], where 0 means no fitness and 1 means total fitness. Based on fitm,  
analysts can decide if a model's performance is sufficient for the desired application 
or not. A model is sufficient, if fitm ≥ thres, where thres is a pre-defined threshold 
parameter.  

The application of this algorithm allows considering performance variability in 
terms of between-subject differences provided by difference graphs (step 1) which are 
used to calculate an interval CIS which represents the variability (step 2). In addition, 
the algorithm allows quantification of fitness by applying simc(m,S) (step 4) and 
calculating fitm (step 5) as a measure of model fitness. In the following Section, we 
will present exemplary validation results of an application of Human Performance 
Benchmarks in order to preliminary assess the approach. 

4   Results 

Experiments with 16 human airline pilots have been conducted in order to collect 
reference data for the validation of the visual performance data of our pilot model. 

Performance data of human pilots and two competing model versions (m1 and m2) 
have been validated based on data of glance distributions during three flight phases 
(cruise (1), approach (2) and final approach (3)), see Fig. 3A. 

Accordingly, the benchmark has been used to quantify performance and to 
objectively evaluate fitness of m1 and m2 for three performance characteristics c1 
(glance distribution during cruise phase), c2 (glance distribution during approach 
phase) and c3 (glance distribution during final approach phase):  
 
Step 1: We computed the corresponding difference graph for c1, c2 and c3 taking into 
account the 16 subject pilots S and m1 and m2. Due to size limitations the graphs are 
not shown here. 

 
Step 2: We computed CIS for c1, c2 and c3. The results are shown in Fig. 3B. 

 
Step 3: We calculated meanm1 and meanm2. The results are shown in Fig. 3B. 

 
Step 4: We evaluated the similarity between m1 and S, and between m2 and S.  
The results are shown in Table 1. According to the similarity function defined in 
Section 3, Fig. 3B shows that only m1 receives a true evaluation (simc2(m1,S) = true). 
 
Step 5: Results of step 4 have been used to calculate the overall fitness value of m1 
and m2. The results are shown in Table 1. For the datasets analysed in this study, the 
overall fitness value of model 1 is .33 and the evaluation of model 2 is 0. The fitness 
values can be used to evaluate if these models are sufficient for the desired 
application based on a comparison of each fitness value to thres. (e.g., if analysts 
define thres = .3, then m1 would be sufficient). 
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Fig. 3. Chart A depicts the glance distributions (AOIs: Advanced Human Machine Interface 
(AHMI), Primary Flight Display (PFD), Navigation Display (ND), Engine Display (ED), 
Electronic Flight Control Unit (EFCU) and Window (WND)) of a human population (mean and 
standard deviation) and two concurring models for three flight phases (cruise (C), approach (A) 
and final approach (F). Chart B depicts the mean values and confidence intervals (95\%) of 
human pilots and the mean values of model 1 and model 2, which have been calculated based 
on the difference graphs for the flight phases. 

Table 1. Results of benchmarking reveal that m1 receives a higher overall fitness value than m2 

Model Cruise Approach Final Approach Overall Fitness Value 
m1 false true false .33 
m2 false false false .0 

5   Summary and Future Work 

In this paper, we presented an approach (called Human Performance Benchmarking) 
for quantitative evaluation of goodness-of-fit for human performance models based 
on quantitative performance data. The approach considers variability in human 
performance and uses these performance differences as a model evaluation reference. 
A first naive evaluation function has been presented, which evaluates the model 
fitness in context of these reference data. The benchmarking approach has been 
applied within a study with aircraft pilots focusing on gaze data. The results have 
been presented and issues requiring improvements have been identified. The first 
issue is that the evaluation function is very simple and results may be misleading for 
models that perform just within the human performance intervals. Evaluation of these 
models would be similar to those that perform much better and would considerably 
differ from models that perform slightly worse. We plan to improve the evaluation 
function by weighting the distance to the center of the distribution. The second issue 
is that the function works fine for deterministic models (same input - same output) but 
models like CASCaS produce performance variance as well. We have not yet taken 
variability in model performance into account. We plan solving this issue by 
considering CIm instead of meanm for a set of model runs and to compare CIm to CIS. 
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Abstract. Menu research has focused predominantly on linear menus (e.g., 
cascading menus). Little is known about user behavior with radial menus, 
which have been around for some time. The paper investigates the order in 
which users find items in radial menus. We analyze data collected in a 
controlled experiment and define serial position for items laid out in a circular 
fashion. For the first level (ring), the serial positions start at 12 o’clock position 
and alternate between both sides of the ring. For subsequent levels, the serial 
positions follow distance from a parent item. The defined search pattern yields 
strong fit and has substantial effect on search performance. We discuss the 
results in the context of radial menu design. 

Keywords: Visual search, search patterns, radial menus, pie menus. 

1   Introduction 

Menus are a primary GUI technique and subject of considerable amount of research. 
One of the important areas of that research is how novice users search the menus. 
Although search strategies vary across the users [1], eye tracking studies demonstrate 
that search is predominantly top-to-bottom [4]. Consequently, top menu items are 
found faster (experiment 2 in [12]). This finding contributes to the understanding of 
user behavior with menus, the development of cognitive and menu performance 
models [5, 7], but also to improvements in menu design. For example, menu access 
can be improved by arranging items so the most important, frequently selected [14], 
recently selected [8], or user-specified [8] items are placed in the top of the menu for 
optimal search and selection. 

Previous research focused predominantly on linear menus and similar findings 
regarding menu search are not available for radial menus. The findings regarding 
visual search in linear menus cannot be readily generalized to radial menus as the 
layout differences are considerable. Consequently, the question of how to arrange 
items in radial menus for optimal access remains unanswered. This question gains 
weight given the popularity of radial menus in research [2, 6, 11, 13], professional 
applications (e.g., Autodesk SketchBook Pro 2010), and computer games (e.g., 
Rockstar Red Dead Redemption 2010). The objective of this paper is to make the first 
step toward understanding how users search radial menus. 
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2   Method 

There are a number of plausible strategies for how the items on the rings could be 
searched – for example, clockwise, counter-clockwise, top-to-bottom or bottom-to-
top. The search could start from an item closest to the parent item or from an item on 
any end of an arc (see Figure 1, FAN and CRL-SMALL designs). Search might also 
lack any systematic patterns and be best described as random. Note, that the different 
search strategies result in different items being found first. Therefore, it is not clear 
how to arrange items for optimal menu access and it is necessary to analyze empirical 
data. 

 

Fig. 1. Radial menus used in the experiment presented in [13]. The labels have been removed 
and substituted with serial positions. The selected items are colored blue.  

We use the data collected in the experiment presented in [13]. In that experiment, 
18 participants performed selections from one linear and four radial menus. The radial 
menus are presented in Figure 1. 

The menus use concentric rings, one for each level, to organize the items. The most 
inner ring corresponds to the first level. The SPARSE design distributes items evenly 
within each ring. The FAN design places items clockwise around the ring starting 
from the top (for the first ring) or from the position closest to the parent item (for all 
subsequent rings). The Compact Radial Layout (CRL) design packs items tightly 
around their parent, keeping the distances between items and levels as short as 
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possible. The behavior of the radial menus is similar to cascading menus. A user is 
initially presented only with the first level. A click on menu items post and un-post 
further levels (rings). 

The menus used in the experiment had three levels and were of two different sizes: 
1) small having 6 items on each level (CRL-SMALL, SPARSE and FAN in Figure 1); 
2) big having 7, 12 and 17 items fully populating first, second and third level 
respectively (CRL-BIG in Figure 1). Menu content was randomly generated for each 
trial to prevent any learning effects and enforce visual search (i.e., to simulate novice 
behavior). A dictionary of nouns and adjectives was used to make the selection 
sequences easy to remember. 

Visual search time was separated from pointing time using the Point-Completion 
Deadline (PCD) technique described in [10]. In short, the technique discourages 
participants from moving the mouse until they found the target. Consequently, the 
start of the mouse movement consistently marks the end of visual search. The PCD is 
an accepted, legit technique used to reliably separate and measure visual search times 
in selection tasks [3, 10, 13]. This technique, however, does not employ eye-tracking. 
Therefore, what we focus on in this paper is not patterns of the actual eye movements 
but rather patterns identifying order of finding the items. Such patterns would inform 
design of radial menus as to how order the items for optimal search, would shed some 
light at how users search radial menus, and would help formulate hypotheses for more 
detailed eye-tracking studies. 

The decision to analyze the data from [13] was motivated by a number of reasons: 
1) the designs presented in [13] resemble many radial menus used in production, such 
as those mentioned in the introduction; 2) the experiment in [13] included three 
different radial menus, two menu sizes, and three levels, enabling broader validation 
of our investigation; 3) the first levels of the designs in [13] are similar to the Pie 
Menu [6] in terms of searching; 4) the SPARSE design is similar to the Wave Menu 2 
[3]. We hope these reasons will assure broader applicability of the results. 

The authors in [13] reported average times for each menu design and each menu 
level. Therefore, from their study it is not known how position on the ring affects 
measured times or which items are found faster. 

To find regularities in how participants search the rings, we aggregated visual 
search time across participants using an arbitrarily chosen but consistent scheme of 
numbering the items around the rings. This was done for each menu design and each 
menu level separately. Ordering the items according to the visual search times led to 
an observation that for the second and third levels, search time seemed to be a 
function of the distance from a parent item. For the FAN design this results in search 
following the ring clockwise starting from the item closest to the parent. For the CRL-
BIG, CRL-SMALL, and SPARSE designs the result is search alternating between 
both sides of the ring (i.e., half rings on both sides of the parent item), again starting 
from the item closest to the parent (consult with Figure 1). For the first level, where 
all the items are equally distant from the center, we observed that search starts from 
the top item (i.e., the item at 12 o'clock) and also alternates between both sides (in this 
case left and right) of the ring. 
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2.1   Results: Analyzing General Search Pattern 

Consistent with our observations, we define serial position of the items on the first 
ring in an alternating manner starting from the top item (i.e., the item at 12 o'clock). 
For all subsequent rings, serial position of the items is defined according to their 
distance from a parent item. Figure 1 superimposes serial positions on the items of the 
four radial menus. From now on, whenever we say the first or the last items, we refer 
to the order defined by the serial position. 

We performed regression analysis to measure the actual relationship between the 
serial position and the visual search time. For each menu design and serial position, 
times were aggregated across participants and levels. It allowed us to obtain a number of 
observations necessary for establishing reliable mean time per serial position. Moreover, 
it allowed us to focus on the general pattern of which items are found faster regardless 
of menu level. If such a general pattern exists, it will be more readily applicable in 
practice compare to, for example, different patterns for different levels. We also 
performed a separate regression on times aggregated only across small radial menus. 

Note that the aggregation across levels could flatten the possible effect of level, 
especially for the big radial menu, where each level contains a different number of 
items. To this end, we also analyze the effect of menu size later in the paper. 

2.1.1   Visual Search as a Function of Serial Position 
The average number of observations per serial position was 133 (SD 30) for small 
radial menus (CRL-SMALL, SPARSE, FAN) and 97 (SD 60) for big radial menu 
(CRL-BIG). The results are shown in Figure 2. The fit is strong across menu designs 
and two menu sizes (R2>.85 and R2=.99 for times aggregated across three small radial 
menus). The results indicate that the defined search pattern holds for all menu designs 
used in the experiment. Interestingly, search alternating between both sides of the ring 
for the CRL-SMALL, CRL-BIG, and SPARSE designs (being a function of the 
distance from a parent item) leads to a non-optimal scanning path in terms of its total 
length. Search following circumference along one direction (e.g., clockwise starting 
in any position) would have resulted in a shorter path. We hypothesize that, not being 
able to find a target item in a given location, participants felt encouraged to move to 
an entirely different location. 

Regression lines are fairly similar across small radial menus (intercepts ranging 
from 1044 ms to 1077 ms and slopes ranging from 61 ms to 76 ms). Each subsequent 
serial position is associated with an average of 70 ms increase of visual search time. 
Regression line for the big radial menu has notably larger intercept (1410 ms) and 
slope (100 ms) when compared with the results for the small menus. For the big 
menu, each subsequent serial position is associated with an average of 100 ms 
increase of visual search time. It indicates that the menu size (length) affects search 
performance. We explore this in the next section. 

Figure 2 shows that the difference between finding the first and the last item is 
substantial. For small radial menus, this difference is on average 360 ms 
(approximately 30% of the average visual search time for small menus). For the big 
radial menu the difference is 1900 ms (approximately 85% of the average visual 
search time for the big menu). Consequently, arranging items on the rings can lead to 
notable performance differences. 
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Fig. 2. Visual Search Time and Pointing Time as a function of serial position. The best-fit 
regression lines and corresponding statistics are provided for each condition. Notable dispersion 
of the visual search times after the seventh item for the CRL-BIG menu can be partially 
attributed to the smaller number of observations available for those item positions.  

Note also that the defined serial position will also have linear effect on pointing 
time since each subsequent item (according to serial position) is more distant from a 
parent item and thus slower to select according to Fitts’ law [9]. We run regression 
analysis of pointing times against serial position (see the last graph in Figure 2). As 
expected, the fit is strong (R2=.97 for times aggregated across the three small radial 
menus, and R2=.81 for the big radial menu). Restricted by the available space, we did 
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not include a graph for the big radial menu. Its lower correlation may be partially 
attributed to a smaller number of observations available for that menu. For small 
radial menus the difference between selecting the first and the last item is 160 ms 
(approximately 30% of the average pointing time for small menus). For the big radial 
menu, the difference is 300 ms (approximately 48% of the average pointing time for 
the big menu). Consequently, arranging items according to the proposed pattern (i.e., 
most important items in the first serial positions) not only will improve search time 
but also pointing to these items which is important for both, novices and experts [7]. 

2.1.2   Visual Search as a Function of Menu Size 
The big radial menu (CRL-BIG) has different number of items on each level (7, 12, 
17). This allowed us to measure the effect of menu size on visual search time much 
like [12, 14] did for linear menus. We aggregated times for the seven first items on 
each level and performed regression between these times and the three menu sizes. 
Regression analysis produced a strong model with SearchTime = 140*MenuSize + 
209, R2=.99. The visual search time increases by approximately 700 ms between the 
analyzed menu sizes1. 

Menu size has similar linear effect on visual search time for radial menus as it has 
for linear menus. However, the size of the effect is notably larger for radial menus. 
Our results indicate that each additional item in radial menu increases average visual 
search time by 140 ms. Cockburn et al. [7] report 80 ms increase for each additional 
item in linear menu. The difference is considerable. It would be interesting to explore 
which parameters of radial menus – for example, circular trajectory, item density, 
item spacing, item shapes – have the strongest effect on the slowdown. 

2.2   Results: Analyzing Individual Search Patterns 

Following our investigation, we analyzed individual search patterns. For each 
participant, menu design, and serial position, times were aggregated across the levels 
and plotted as a function of serial position (72 plots). We made two observations 
analyzing the individual plots. First, sometimes participants searched not one, but two 
or three consecutive items before moving to the opposite side of the ring. Second, 
participants employed not one but various search strategies, of which the following 
were dominant: 1) the search pattern described in the paper; 2) searching in an 
alternating manner but starting with the last items; 3) starting with the first items and 
searching half of the ring to the left/right before proceeding to the other half. Some 
searches could be best described as random. Note that for some of these strategies the 
items with the first serial positions were actually found the last2. For this reason, the 
pattern reported in our paper should not be treated as a definitive order in which 
participants find items on the ring but rather as general regularity (much like top-to-
bottom regularity in linear menus [1, 4]). In other words, the pattern indicates which 
items are found faster and slower in a statistical sense – i.e., on average. 

                                                           
1 We also performed the same analysis for four menu sizes (including size=6 from small 

menus). The results were almost identical, R2=.98. 
2 We tried alternative ordering schemas but they resulted in a poor fit. For practical reasons and 

space wise we focused on the prevailing search pattern. 
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For the same reason, and to better understand strength of the proposed pattern, we 
decided to extend our analysis and check how often the first items are actually found 
faster. To this end, for each participant and menu design, we aggregated visual search 
time for each serial position. Further, for each participant and design, we counted how 
many items from the first half of all the items (according to our serial position) a 
participant found faster than the half of all the items (i.e., faster than the majority of 
the items). For each participant we average this count across the menus to obtain one 
count per participant – we call this count TOP-IN-TOP. Similarly, we counted how 
many items from the first half of all the items a participant found slower than the half 
of all the items. For each participant, the TOP-IN-BOTTOM is the average of this 
count across the menus. TOP-IN-TOP and TOP-IN-BOTTOM, divided by their sum, 
represent the probabilities of finding an item from the first half of the items 
faster/slower than a half of all the items (in other words faster/slower than the 
majority of the items). The distributions of TOP-IN-TOP and TOP-IN-BOTTOM 
measures were normal (the Shapiro-Wilk’s W test used, p>0.05). We performed the 
dependent measures t-test to determine if TOP-IN-TOP and TOP-IN-BOTTOM 
differed significantly. 

For small radial menus, the mean number of TOP-IN-TOP items was 2 (SD 0.58) 
(associated probability 67%) and the mean number of TOP-IN-BOTTOM items was 1 
(SD 0.58) (probability 33%). For the big radial menu, the mean number of TOP-IN-
TOP items was 6.5 (SD 1) (probability 72%) and the mean number of TOP-IN-
BOTTOM items was 2.5 (SD 1) (probability 28%). 

The results of the t-test show that, indeed, the first half of items determined by our 
serial position are found faster than the majority of items (p<.05 for small radial 
menus, and p<.01 for the big radial menu). This reinforces the results obtained in the 
regression analysis. However, reported means and probabilities demonstrate that the 
search pattern determined by the serial position is not as strong as could be asserted 
solely on the basis of correlation score. In other words, other search patterns are also 
important  

In sum, placing the most important items according to the proposed pattern gives 
approximately 70% of chances for these items to be found faster than the majority of 
the items. This is 20% better than a random order. Given substantial differences 
between visual search time for the items found the fastest and the slowest (30-85%, 
see section 2.1.1), following the proposed pattern will lead to better overall 
performance of radial menus. This is important as searching radial menus is known to 
be slower than searching linear menus [13]. 

The existence of other patterns hints that designers might consider solutions that 
suggest the sense of reading, such as using an arrow or using animation which reveals 
the items in a desired order. 

3   Conclusions 

In this paper we investigated the order in which the items are found in radial menus. 
We found that for the second and third levels, search time is a function of the distance 
from a parent item. For the first ring, where all the items are equally distant from the 
center, search alternates between both sides of the ring, starting from the top item. 
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The difference between finding the first and the last item is substantial: 30% and 85% 
of the average search time in small and big radial menu respectively. Given that the 
search is a dominant component of menu selection times for novices [7], the order of 
the items on a ring will affect menu performance. 

Our results suggest that the items a designer wishes to be found faster (e.g., most 
important items) should be placed in the top of the first ring and in the positions 
closest to the parent item for all subsequent levels. Users will also benefit from 
decreased pointing times to these items. 

The future work could use eye-tracking devices to explore the actual eye 
movement patterns. 
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Abstract. In this paper, we discuss the use of analytic trails to support the needs 
of business users when conducting visual data analysis, focusing particularly on 
the aspects of analytic provenance, asynchronous collaboration, and reuse of 
analyses. We present a prototype implementation of analytic trail technology as 
part of Smarter Decisions − a web-based visual analytic tool, with the goal of 
helping business users derive insights from structured and unstructured data. To 
understand the value and shortcomings of trails in supporting visual analytic 
tasks in business environments, we performed a user study with 21 participants. 
While the majority of participants found trails to be useful for capturing and 
understanding the provenance of an analysis, they viewed trails as more 
valuable for personal use rather than for communicating the analytic process to 
other people as part of a collaboration. Study results also indicate that rich 
search mechanisms for easily finding relevant trails (or portions of a trail) is 
critical to the successful adaptation and reuse of existing saved trails. 

Keywords: Information visualization, Visual data analysis, Analytic provenance, 
Asynchronous collaboration, Analysis reuse. 

1   Introduction 

It is becoming increasingly common for business workers to need to analyze large 
amounts of data in order to derive the insights necessary for business decisions. 
Finding an effective way to turn data overload into information that can be used to 
make decisions quickly has become a high priority [22]. As a result, data analytic 
tools, particularly those that provide the ability to visualize data with charts, graphs, 
and maps (i.e. “visual analytic tools”), have attracted increasing attention in recent 
years [18, 26]. 

Despite this growing use and acceptance of visual data analysis, several problems 
exist with current visual analytic tools in business environments. First, the highly 
interactive and exploratory nature of visual analytic activities often makes it difficult 
for the user to capture the steps and metadata of the analytic process which are needed 
to facilitate effective re-visitation [10]. Without adequate support for capturing and 
retracing the provenance of an analytic process it is difficult and time-consuming to 
reconstruct or understand how a particular insight was discovered or why a decision 
was made. Second, with the rise of business globalization, people working together on 
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a task are often separated by time and distance, requiring them to work 
asynchronously. It is a challenge to use today’s tools for effective collaborative visual 
analysis [14]. Third, the data sets that a business worker needs to analyze at different 
times often come from the same domain (e.g. sales figures) and require similar types 
of analysis. Because current tools provide limited support for reusing or adapting pre-
existing analyses, the user mostly has to start from scratch each time s/he analyzes a 
new data set. 

In an attempt to address these problems, we have developed the analytic trail 
technology as part of Smarter Decisions, an interactive web-based visual analytic tool 
built to enable users who are not visualization experts to interact visually with both 
structured (e.g. relational database, spreadsheets) and unstructured (e.g. paragraphs of 
text, blogs, articles) data. This technology automatically captures trails of the analytic 
steps taken by the user during visual data exploration and displays them as an 
interactive GUI component. Such trails can create a “corporate memory” of the 
decisions that were made. They can be rolled back at any time to view each step of 
the analysis, thereby increasing the transparency of decision making (e.g. who made 
the decision and why). Trails can be shared, allowing teams to collaborate in decision 
making. Saved trails can also be used as template or model to facilitate new analysis 
based on existing stored trails.  Our goal in developing this technology was to provide 
support for three key needs of visual data analysis in business environments: analytic 
provenance, asynchronous collaboration, and analysis reuse. 

To evaluate the effectiveness of the analytic trail technology at supporting this 
goal, we conducted a user study (N=21) of analytic trails as part of the Smarter 
Decisions tool. The study results help to shed light on situations where trails can 
provide the greatest benefits as well as the design considerations required to achieve 
these benefits.  

In the following sections of the paper, we begin by describing related work. We 
then present insights gained from semi-structured interviews with six business 
analysts about their process and requirements when analyzing business data visually, 
which informed the design of the analytic trail technology. Next, we provide an 
overview of the Smarter Decisions tool, followed by detailed description of the 
analytic trail technology. Finally, we present results from the user study, and conclude 
with a discussion of the findings and directions for future work. 

2   Related Work 

Our work is related to several areas of research including visual analytic provenance, 
reuse, and asynchronous collaborative visual analytics. In this section, we review key 
papers in these areas upon which our research builds. 

2.1   Analytic Provenance and Reuse 

Research has shown that preserving a historical record of visual analytic activities 
(i.e. provenance) is an important requirement in many visual analytic applications  
[20, 25]. To capture visual analysis history, researchers have explored the use of 
various history models, visual representations, and operations. Graph-based [16, 23] 
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and tree-based [1, 2] history models have been developed for capturing complex non-
linear analysis history. Taxonomies and classification schemes have been proposed to 
categorize actions in visual analysis [7, 10, 13, 27, 28]. Depending on the underlying 
history model, both non-linear [5, 17, 23, 24] and linear visual representations [13] 
have been used to visualize the history. Moreover, a set of operations (e.g. navigate, 
edit, search, annotate) have been supported to allow users to exploit the recorded 
history for re-visitation or reuse [1, 7, 11, 13, 15, 17, 21, 24].  

The two pieces of work most closely related to our research are the graphical 
history tool for the Tableau database visualization system [13], and Aruvi, a prototype 
information visualization system developed for supporting the analytical reasoning 
process [24]. The Tableau graphical history tool [13] records user actions and 
visualization states as items that can be bookmarked, annotated, revisited, and 
exported. It was primarily designed to support re-visitation and communication of 
individual visualizations. Aruvi [24] captures the visualization states of the analytic 
process and presents them using a horizontal-vertical tree layout. The granularity of 
the history tracking was determined by application-specific heuristics (e.g., when the 
mouse pointer leaves a specific GUI panel). Its goal was to provide a high-level 
overview of all the exploration paths taken and to allow users to navigate back to any 
previous visualization state during the current analysis. By contrast, our analytic trail 
technology captures and allows for bookmarking of an entire analytic process (i.e., 
not just the final visualization state but all the steps that went into its derivation) and 
re-visitation of the process at any time. Furthermore, our trails can be edited to 
facilitate the re-purposing of existing analyses to new analytic tasks. 

2.2   Asynchronous Collaborative Visual Analytics 

Researchers have studied designs to help users collaborate on visual analysis. 
Sense.us [14] and Many Eyes [4] are web sites that support asynchronous 
collaboration across a variety of visualization types through view sharing, discussion, 
graphical annotation, and social navigation. The grid-based web portal described in 
[15] allows asynchronous users to view, edit, and extend previous visual exploration 
sessions conducted by other users. Further design considerations for collaborative 
visual analytics are discussed in [12] and [3].  

Existing techniques mostly focus on collaboration by means of static visualization 
snapshots (e.g. [4, 14]) or spreadsheets of visualization parameters (e.g. [15]). By 
contrast, our analytic trail technology allows the whole sequence of visual analytic 
activities encapsulated in a trail to be shared all together at once, and enables users to 
dynamically interact with, modify, or extend such a trail. 

3   Business User Interviews 

To inform the design of the analytic trail technology, we conducted semi-structured 
interviews with six business analysts, whose daily responsibilities include analyzing 
data visually to derive insights and make business decisions and/or recommendations. 
All of the interviewees are considered experts in their respective domains, which 
include market research for emerging technologies; business unit market analysis; 
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marketing consultation; strategic planning for sales & distribution; software mergers 
& acquisitions; and financial performance analysis. All analysts work for large, global 
enterprises. Although the areas of work are diverse, and the active life span of an 
analytic task ranges from hours to months, our interviews uncovered several common 
characteristics in how these business users perform their daily analytic tasks.  

All six analysts use Microsoft Excel, especially the charting mechanisms within 
Excel for their data analytic tasks. Except for one user who took extensive training 
courses in Excel, the other analysts received little to no formal training and largely 
rely on self-training. Four analysts use additional internal or commercial business 
intelligence tools to aggregate the data retrieved from a data warehouse in order to 
generate data sets of a size manageable by Excel. Half of the interviewees analyze 
both structured, quantitative data and unstructured, qualitative data obtained from 
multiple sources, while the other half work only with structured data. Those who 
work with unstructured data manually add structure to the data by annotating and 
categorizing the textual content so that they can work with the data in Excel. In all 
cases, visualizations are used not only for detecting trends and outliers during 
analysis, but also for communicating the findings and the derived insights to their 
clients, colleagues, and management chain. Only a small number of visualization 
metaphors (e.g. bar chart, line graph, pie chart) are commonly used, especially when 
communicating analysis results, due to their simplicity and ease of being understood 
by business people.  

Below we organize our interview findings as they relate to three key aspects that 
we focus on for data analysis in business environments: analytic provenance, 
collaboration, and reuse of pre-existing analyses. 

3.1   Analytic Provenance 

Analytic provenance refers to a historical record of an analytic process, which may 
include user analytic activities, the data being explored, as well as the insights 
uncovered during the analysis. All six business users preserve the insights derived 
from an analysis by manually associating notes and annotations with visualizations. 
However, this form of provenance is not always sufficient when the analysis needs to 
be revisited for various reasons. The majority of the users (four out of six) have a 
need to revisit an earlier analysis, sometimes conducted weeks or even months before, 
either to obtain the rationale of a decision/recommendation made based on the 
analysis, to refresh the analysis with updated data, or to document the steps taken in 
obtaining the final results. To recall the process of an earlier analysis, these users rely 
on their own memory or brief notes, which are often unreliable, especially for analytic 
processes that are “explorative,” “iterative,” and use “a trial-and-error approach.” As 
a result, the analysts often have to manually redo the whole analysis. For these 
analysts re-visitation of prior analyses is a fairly common business activity, and the 
tools they are using do not provide sufficient support for this task.  

3.2   Collaboration 

All of the business users we interviewed team up with other people to perform data 
analysis for internal or external clients. As a result, they have a constant need for 



260 J. Lu et al. 

communicating their work with their colleagues. Because many of their colleagues 
work in different geographic locations and time zones, the collaboration is mostly 
asynchronous. They currently rely primarily on e-mail, for sending around copies of 
notes, tables, spreadsheets and in some cases PowerPoint presentations. One user 
explicitly expressed the desire for a tool to help him more easily share findings of 
visual analyses with his colleagues. He considered it “a wasteful business process” to 
“export snapshots, cut and paste screenshots of Excel dashboard,” and felt that “some 
sort of collaborative tool would be helpful for discussion of data during staff-to-staff 
interaction.”  

3.3   Reuse of Analyses 

Although each analytic task conducted by an analyst is usually with new/different 
data, the data sets often share many similarities. For example, the data sets with 
marketing information of different countries are likely to have a common list of 
marketing channels such as television, radio, newspaper, and magazine, as well as 
similar metrics to measure the effectiveness of the marketing activities through these 
channels. Similarly, for mergers & acquisitions, the data sets usually contain a 
common list of entities for company profiles, such as business focus, customers, 
partners, revenue, size, etc. As a result, the users can often transfer what they have 
learned and used in previous analyses to a new analysis. However, due to the lack of 
“replay” support that is easy to customize and use without requiring programming 
skills, the users often have to manually repeat each of the analytic steps they would 
like to reuse. When asked about the most difficult, tedious, frustrating, or unpleasant 
part of their work, five of the six analysts mentioned that they didn’t like spending 
time conducting steps that were almost (but not exactly) the same at different times or 
across different data sets. An example mentioned was manually mapping the data to 
the visualization parameters or performing the same type of analysis for different 
companies or multiple geographic areas. In an attempt to address this issue, three 
users mentioned that they used Excel spreadsheets created for earlier analyses as 
“templates,” and pasted new data on top of old data in the spreadsheets, so that 
previously defined functions and visual mappings from the data to the visualization 
parameters could be reused. When asked about why they didn’t use Excel macros for 
their tasks, the analysts pointed to the lack of skills for creating and customizing 
macros as the main reason. Representative responses include “I am not very good at 
writing macros,” “I wish I had other people create macros for my purposes, but 
unfortunately we don’t.” 

We also discovered during the interviews that reuse was not restricted to a user’s 
own analyses. One analyst mentioned that she sometimes studied the reports created 
by other people for their analyses to learn new ways of analyzing data in Excel, and 
applied them to her own analyses. 

4   Smarter Decisions 

In this section, we provide a brief overview of Smarter Decisions, a visual analytic 
tool within which the analytic trail technology was implemented. Smarter Decisions 
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is an interactive web-based tool for visual analytics designed to help business users 
derive insights from large collections of both structured and unstructured data. Fig. 1 
shows a screenshot of its main user interface for data analysis. The left hand side of 
the screen is the query panel where users can build a query using select-lists to 
retrieve the data (Fig. 1a). The middle portion of the screen is the visualization canvas 
where the retrieved data is visualized (Fig. 1b). Users explore and analyze data by 
issuing ad-hoc queries and interacting with the visualizations of the retrieved data 
(e.g. panning, sorting, filtering). Smarter Decisions currently includes several 
commonly used visualization metaphors such as bar chart, line graph, scatter plot, 
table, document list, and tag cloud. Based on the technology described in [8], Smarter 
Decisions assists users by automatically instantiating the data in the most appropriate 
visualization metaphor given the properties of the data, and provides alternate 
visualization choices on the right hand side of the screen (Fig. 1c). Users can switch 
to any of these alternates simply by clicking on them.  

 

Fig. 1. Smarter Decisions user interface: (a) query panel, (b) visualization canvas, (c) alternate 
visualization choices, (d) thumbnail of the visualization for a step, (e) trail steps, (f) menu of 
operations for a step, (g) detail of the action performed during a step, (h) undo, (i) snapshot, (j) 
bookmark 

Smarter Decisions automatically captures the trail of the user actions taken during 
visual data exploration, such as issuing a query (Query), interacting with the 
visualization to filter to a subset of the data (Filter), changing to an alternate 
visualization (Change view), and displays the trail at the bottom of the screen (Fig. 1e, 
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see Section 5.2 for a detailed description). The trail technology is the focus of this 
paper and is described in detail in the next section. Trails can be bookmarked and 
restored to replay the actions and data that went into the analytic and decision process, 
essentially creating a retraceable “memory” of what was done. Trails can be shared to 
allow for asynchronous collaboration and they can be modified and applied in a new 
analysis thus facilitating the reuse and/or sharing of an established method for 
analyzing a given data set. It is our belief that saved trails could also be used to assist 
with skill ramp-up, when a person is new to the department or organization, or for 
transfer of expertise when the expert is no longer available. 

5   Analytic Trails 

The analytic trail technology adopted the trail concept and the semantics-based action 
taxonomy [10] conceptualized in the HARVEST proof-of-concept system [9]. The 
design of the trail model, representation, and operations was inspired by prior 
research as discussed in Section 2, and informed by the interview findings described 
in Section 3. Compared with HARVEST and other visual analytic tools, the goal of 
the trail technology in Smarter Decisions is to provide an integrated solution to 
support the needs of visual data analysis in business environments, which include not 
only personal re-visitation and reuse, but also decision auditing, remote team 
collaboration, and expertise transfer. In this section, we describe the design 
considerations for building the trail model, its GUI representation, and the operations 
it supports to achieve the above goal.  

5.1   Trail Model 

The trail model defines the representation and organization of analytic provenance. 
To increase the transparency of provenance, user activities need to be recorded at a 
semantically meaningful level, easily understood by users. Because Smarter 
Decisions was developed as a visual analytic tool that could be used by average 
business users in different data domains, we adopted the semantics-based model 
proposed in [10] to capture the analytic process at a semantic level without using 
domain-specific heuristics. Low-level user interaction events such as clicks and drags 
are mapped to a set of semantic but generic user actions such as Query and Filter (see 
[10] for details), which are used as semantic building blocks for the trail. Each action 
includes a set of parameters to encode the information needed by the system to 
perform the action, such as the data set, data concepts/attributes, and data constraints. 
The system also dynamically maintains a summary of the user’s task context, which is 
computed by aggregating the parameters of all the previous actions taken in the user’s 
current line of inquiry. This summary provides the contextual information needed to 
execute the next action and transform the analytic process from one state to another. 

A linear, logical sequence of user actions constitutes an analytic trail. A trail 
graph interconnects multiple trails to reflect a non-linear, progressive visual analysis 
workflow. Trails are connected when the user returns to an earlier state of a trail and 
creates a new branch of analysis from this state to result in another trail. 



 Analytic Trails 263 

Based on the interview finding that the users often annotate visualizations for 
insight provenance, we added to the trail model a feature that allows text annotations 
to be associated with individual visualizations created during the analysis. The trail 
model is also equipped with access control to provide users the flexibility of making 
their analyses private/public, or sharing a trail with a group of collaborators, which 
enables the tool to support both personal and collaborative analytic tasks. 

5.2   Trail Representation 

A trail is represented as a linear sequence of steps. We decided to use a representation 
of the active trail to expose the trail model through the user interface. The active trail 
includes the sequence of user actions performed by a user during his/her current 
investigational thread. Bookmarked trails from earlier investigational threads are 
accessible from a trail library. The decision to only display the active trail was based 
on two main considerations. First, exposing the whole graph structure of the trail 
model would occupy too much screen space, distracting users from their primary 
visual analytic task. In contrast, a linear representation is compact and less obtrusive. 
Second, a graph-based display increases the complexity and difficulty of trail 
presentation and interaction, which may cause user confusion about how to interpret 
the display and how to interact with it. By comparison, a linear display is simpler and 
easier to understand, which reduces training time and potential cognitive burden on 
users when using the tool. 

Each step in the trail consists of a semantic user action defined in the trail model 
(e.g. Query, Filter), and the visualization displayed as a result of the action. 
Information about each step is displayed on two levels. At the higher level, a step is 
depicted as a button with an icon and a text label to indicate the type of action 
performed at that step (Fig. 1e). Hovering the mouse over a step shows a small 
thumbnail of the associated visualization for the step (Fig. 1d). This high-level display 
enables users to quickly obtain an “at-a-glance” pictorial summary of the analytic 
process. At a more detailed level, clicking on a step reveals information about the 
action performed during the step in the form of parameter name-value pairs (Fig. 1g), 
and a menu of the operations that can be performed in this step (Fig. 1f, which we 
describe in the next section). The reason to use parameters instead of a natural 
language-style summary for describing a user action is two-fold: 1) to avoid any 
misinterpretation caused by ambiguities in natural language, and 2) to allow users to 
more easily modify the action to reuse its logic within a new context. 

5.3   Trail Operations 

Smarter Decisions supports operations both at the trail level and at the level of 
individual trail steps. At the trail level, users can click the bookmark button located at 
the bottom right of the interface (Fig. 1j) to save the sequence of actions included in 
the current trail. A unique URL is assigned to each bookmarked trail. Clicking on the 
URL (e.g., within an email, a blog, or the trail library) results in the trail being 
restored within the Smarter Decisions interface, which replaces any existing trail 
display at the interface. Once a trail is restored, it becomes the current active trail, 
which means that it is fully interactive and can also be extended with new user actions 
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to continue the analysis. This mechanism enables users to work collaboratively on an 
analysis and to adapt an existing trail for new analysis. By default, a bookmarked trail 
is private so that only its creator is able to access and restore it. A user can change a 
bookmarked trail s/he created from private to public to allow any other user to access 
it. Alternatively a bookmarked trail can be shared with specific users, identified by 
name. At any time, the creator of a trail can delete it from the trail library. 

At the level of individual trail steps, users can perform operations such as 
removing the step from the active trail (“Delete”), removing all the subsequent steps 
of this step from the active trail (“Undo to here”), and revisiting the step (“Revisit this 
step”) by selecting from the menu associated with each trail step (Fig. 1f). Single and 
multiple step deletions enable users to remove unwanted actions, especially those 
performed during the exploration phase of an analysis, and to keep a record of only 
the sequence that leads to the desired analysis outcome. For convenience, a single-
step undo button is displayed at the end of the representation of the active trail (Fig. 
1h). Clicking on it results in the last step being deleted. Revisiting a step restores the 
application to the state that was reached as a result of the user action recorded in that 
step. The restored information includes an aggregation of the parameters of all the 
actions performed up to this point of the trail, the visualization displayed, and any 
user-provided annotations associated with the visualization. Step re-visitation 
provides a mechanism for users to quickly examine an earlier state of an analysis for 
understanding the logic and reviewing the result. If a new user action is performed as 
part of revisiting a previous step (e.g., the parameters are changed, or a filter is 
applied to the visualized data), a new investigational thread is started, which creates a 
new trail in the trail graph by branching out from the current active trail. Then the 
newly created trail becomes the new active trail. This mechanism provides users with 
the capability of reusing the same steps of a recorded analytic trail for a new analysis 
without having to manually repeat them. For example, if the user who performed the 
analysis shown in Fig. 1 wants to investigate the mortgage market as discussed in the 
articles that mention the state of California, he can reuse the query step in the existing 
analysis by revisiting this step and execute a filter to just the mortgage market. 

The parameter values of categorical, numerical, or keyword constraints for any trail 
step are editable (Fig. 1g), allowing users to apply the corresponding user action in a 
different but related context for new analysis. This functionality was designed to 
enable an analysis to be adapted for use in similar but different analytic tasks. For 
example, the user can adapt the analysis shown in Fig. 1 for a new investigation in 
another state, e.g., Texas, by changing the value of the constraint (Fig. 1g) from 
“California” to “Texas.” 

Finally, a snapshot button (Fig. 1i), located at the bottom right of the interface next 
to the bookmark button (Fig. 1j), enables users to export the current visualization to 
an image that can be embedded in reports and presentations. 

6   User Study 

We conducted a user study with two primary goals: 1) to evaluate the quality of the 
support provided by the trail technology with regard to our three focus areas of  
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analytic provenance, asynchronous collaboration, and reuse of analyses, and 2) to 
gather user feedback on how the design could be improved to better assist users with 
their visual analytic tasks. 

6.1   Study Design 

We evaluated the analytic trail technology in the context of the Smarter Decisions 
visual analytic tool. The objective of the user study was not to see if use of Smarter 
Decisions with analytic trails was better or faster than a baseline condition, but to 
examine to what extent the system met (or failed to meet) the needs of business users 
(e.g. provenance, collaboration, and reuse) and to what degree the features of trails 
were discoverable by users with little to no prior training. We also felt that a set of 
baseline metrics would have been difficult to generalize since most of this user 
population use Excel as a tool, and have no current equivalent to trails. 

The data set used for the study was created from the InfoVis publication data [6], 
which was chosen because it is publicly available and the concepts in this data set are 
easily understood by the users that would participate in the study. It contains the 
metadata from 614 papers published between 1974 and 2004, including the title, 
authors, abstract, topic, references, length, source, and year for each paper. 

There were a total of four tasks in the study. The first two tasks were designed to 
evaluate the tool’s support for analytic provenance by asking the users to validate a 
set of statements based on two existing trails, one for each task. The statements were 
about research topics, authors, and citations of the InfoVis publications contained in 
the data set. For example, one of the statements for task 1 was “There are four 
researchers in total who have published papers on the topic of ‘visualizing large data 
sets’ based on this data set,” and a statement from task 2 was “The paper titled ‘The 
information visualizer, an information workspace’ is the most cited paper in the data 
set.” Task 1 also contained false statements, while all of the statements provided for 
task 2 were true. Each trail consisted of five or six steps. The users were encouraged 
to inspect the trails, but were not allowed to extend or modify them. 

Task 3 was designed to evaluate the tool’s support for cases where multiple people 
collaborate asynchronously to complete an analysis. Specifically, the users were 
asked to complete a partially finished analysis by extending an analytic trail which 
had been started by an imaginary colleague. This colleague had selected a topic for 
analysis (“dynamic queries”), identified the two researchers with the most papers on 
this topic, and the papers that each of them published on this topic. The study 
participants were asked to continue the analysis in order to determine the number of 
papers each of these two researchers had published across all topics, as well as 
naming two other topics each researcher had been working on. 

Finally, task 4 focused on analysis reuse. For this task participants were asked to 
conduct a new analysis by either reusing and modifying any trail from the trail library, 
or starting the analysis from scratch. More specifically, participants were asked to 
conduct an analysis of the papers published in 1996 to find answers to questions about 
papers on the topic of “internet” and with the keyword “representation” in their titles 
or abstracts. A trail that recorded an analysis of the papers published in 1995 with 
different topic and keyword constraints was included in the trail library, along with 
trails used for the other tasks of the study. 
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The trails used for the tasks mostly consisted of Query and Filter steps. The Query 
steps were used to obtain aggregated (e.g. count) or detailed (e.g. topic, title, author) 
information of the InfoVis publication data given specific constraints (e.g. a particular 
topic or year of publication). The Filter steps were used to apply additional constraints 
to drill down to a subset of the requested data. 

It should be noted that the tasks described above didn’t cover all forms of use cases 
for visual data analysis, in particular the synthesis case that brings together multiple 
threads of analysis conducted by multiple users. Such a use case is often limited to 
deep analysis conducted by government agencies or scientists. Business users have 
(relatively) simpler questions that need answering. We believe that the use cases in 
the study (e.g., auditing an earlier analysis, continuing an analysis started by a 
colleague, finding an existing analysis from the library to reuse) are representative of 
the visual data analysis tasks conducted in business environments. 

Prior to the main evaluation, we tested the design of the study including the tutorial 
and tasks with two users and made revisions accordingly. For the main study, we 
recruited twenty-one users from a large corporate research firm, sixteen of whom 
were male and five were female. Their ages varied from mid 20s to early 50s, with an 
average age of mid 30s. All of the users had some experience with general tools that 
include visualizations (e.g. Google Maps, PowerPoint charts), but were not 
visualization experts. Before performing the study tasks, each user was given a 
tutorial on the Smarter Decisions tool, during which s/he was instructed to interact 
with a trail made available for training purposes. All participants received identical 
training, with the training material being read by the experimenter to ensure 
conformity. After the training session the participants were given time to ask as many 
questions as they wanted to ensure understanding. For each task in the study, the users 
were given the task description and the questions they needed to answer in print form. 
Access to the trail library containing the trails needed for the tasks was included as 
part of the user interface for the tool. 

We recorded the task completion time for each task, which was counted from the 
time when the user started interacting with Smarter Decisions to the moment when 
s/he indicated that s/he had finished answering all questions for the task. We collected 
subjective feedback from the users through questionnaires at the end of every task. 
The questionnaires included a set of questions for which the answers were measured 
using a Likert scale that ranged from 1 for “strongly disagree” to 7 for “strongly 
agree” (see Table 1), and open-ended questions such as “what was difficult about 
using trails” to further collect user comments and suggestions. 

6.2   Study Results 

In this section we report on objective and subjective data collected from the study. 
Section 7 provides further discussion of the study findings and their implications. 

The average training session across all the users lasted 8.89 minutes. 81% of the 
users spent less than 10 minutes on training (the variable being the number of follow-
up questions each participant asked). One user required over 20 minutes of training, in 
which he asked many detailed questions while exploring various components of the  
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interface. By comparison, the other users asked fewer questions and largely 
familiarized themselves with the interface during task performance. 

In spite of this very brief training time, all participants were able to complete their 
tasks. The longest study completion time was 40.07 minutes, which was about 10 
minutes per task. We observed during the study that longer training mostly yielded 
shorter total task completion times. Fig. 2 depicts the relation between training time 
and total completion time for each participant. The correlation coefficient between the 
two time variables is −0.50 with a p-value of 0.02 (−0.67, p-value < 0.001 if 
excluding the participant mentioned above with the longest training time), indicating 
a weak negative linear correlation. 
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Fig. 2. The relations between the training time and the total completion time (in minutes) 

Among the four tasks, task 1 and task 2 required similar completion times (mean 
5.79, std. dev. 2.20 vs. mean 5.21, std. dev. 1.75 in minutes for tasks 1 and 2 
respectively, with no statistically significant difference between them) since they were 
similar to each other by design (i.e., validating three statements about paper authors or 
citations based on an existing trail). Task 3 took the longest time to complete (mean 
9.48, std. dev. 2.57 in minutes). This was because in comparison with the other tasks, 
each user needed to perform more analytic steps and answer more questions in order 
to complete task 3. Task 4 contained the least number of questions, yielding the 
shortest completion time (mean 3.91, std. dev. 1.87 in minutes).  

Fig. 3 shows the subjective data measured using a Likert scale. The results indicate 
that the users on average felt positive about being able to easily understand and use 
the concept of analytic trails and associated steps for quickly understanding and 
validating analysis results (Q1-Q4). Two users explicitly pointed out that they liked 
being able to validate analysis results by revisiting the trail saved for the analysis so 
they didn’t need to start from scratch. 71% of the users responded positively that trails 
would improve the transparency of decision making if used in their teams or in their 
company (Q5). Also 19% of the users felt that they could see the potential usefulness 
of trails in increasing the transparency of decision making, but since they didn’t do 
visual data analysis as part of their current assignment for the work, they chose to 
remain neutral on this subject. 
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Fig. 3. The average ratings (with +/− 1 std. dev. as error bars) for the Likert-scale questions (1: 
strongly disagree; 2: disagree; 3: somewhat disagree; 4: undecided; 5: somewhat agree; 6: 
agree; 7: strongly agree) 

Table 1. The Likert-scale questions included in the questionnaires following the tasks 

ID Question 
Q1 Easy to understand the concept of trail and associated steps 
Q2 Easy to understand a previous analysis based on its trail 
Q3 Easy to validate analysis results by revisiting trail steps 
Q4 Faster to validate analysis results using trails than using other sources 
Q5 Trails would improve the transparency of decision making 
Q6 Easy to determine how to extend an trail to complete the analysis 
Q7 Helpful to be able to extend a saved trail to complete an analysis 
Q8 Helpful to adapt an existing trail and re-apply it to a new analysis 
Q9 Easy to find a trail most relevant to task at hand in the library 

 
Compared with the almost universally positive opinions about the usefulness of 

trails for understanding the provenance of existing analyses (task 1 and task 2), the 
users were less enthusiastic about extending a saved trail to complete an analysis 
started by someone else (task 3). Only 52% of the users agreed or strongly agreed that 
it was easy for them to determine how to extend a trail to complete the analysis (Q6). 
Three users who expressed negative opinions on this subject wanted to distinguish 
their new analytic steps from existing ones, but the current design lacked support for 
this feature. Only 38% of the users agreed or strongly agreed that they found it helpful 
to be able to extend a saved trail to complete an analysis (Q7). Four users commented 
that they preferred to follow their own logic and thought process to perform an 
analysis, and didn’t like to start from a trail created by somebody else. 

For task 4, one third of the users chose to start from scratch rather than reusing a 
trail from the trail library, citing the relative ease of performing a new analysis to 
complete the task, and the estimated degree of difficulty in finding a relevant trail 
from the trail library as the two main reasons for such a decision. Among the 
participants who selected a trail from the trail library to reuse and adapt it to complete 
the required analysis, on average they agreed that it was helpful to adapt an existing 
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trail and re-apply it to a new analysis (Q8). However, only 43% of them successfully 
found the most relevant trail for the task from the trail library, and agreed or strongly 
agreed that they could easily find a trail in the library most relevant to their task at 
hand (Q9). The other 57% reused a sub-optimal trail instead. 

For the open-ended questions, when asked about what was easy about using trails, 
the users mentioned that the high-level information of a trail was easy to understand, 
the details of trail steps were easy to access and understand, and a trail was easy to 
navigate. These aspects made it easy to revisit and follow the logical path of an 
analysis and validate the results along the trail. Regarding what was hard about using 
trails, there were three common complaints. First, seven users felt that the high-level 
information about trail steps (i.e., descriptions of action types in the step buttons and 
small thumbnails of visualizations when the step buttons are moused over, as 
illustrated in Fig. 1d-e) was too abstract and desired more details at a glance. Second, 
seven users expected the visualization associated with a step to be shown by clicking 
on the button of this step instead of being required to select the “Revisit this step” 
option from the step’s menu. Third, because the current design of trail representation 
only displays one active trail at a time, three users felt that it would be difficult to use 
trails for analyses involving multiple active investigational threads in parallel. 

7   Discussion 

We developed the analytic trail technology for our Smarter Decisions visual analytic 
tool with the goal of increasing the transparency of analytic provenance as well as 
supporting asynchronous collaboration and reuse of visual data analyses. During the 
user study, we received valuable feedback on the effectiveness of our development 
and how the technology could be further improved to achieve this goal. Here we 
discuss the feedback and the remaining challenges. 

7.1   Analytic Provenance 

Study results indicate that the users were receptive of the analytic trail technology and 
positive about the value of trails for increasing the transparency of analytic 
provenance. Trails were shown to be effective in helping the users understand the 
logic of existing analyses as needed to validate the results/statements generated. 
However, the feedback from the users suggests that the current design of trail GUI 
representation could be improved to strengthen the benefits of trails for analytic 
provenance. Particularly, several users commented that the design of the 
representation at the trail level needs to provide an effective summary for them to 
quickly understand the analytic process. In some cases, using action type descriptions 
(e.g. Query, Filter) and small thumbnails of visualizations to describe trail steps was 
not sufficiently informative for the users to quickly understand the analytic process 
that was undertaken. The users were required to perform multiple mouse clicks to get 
to the details of the trail steps one step at a time, and rely on their memory to piece 
together the logic of the analytic process. In other cases, multiple semantic actions 
might correspond to one logical action in a user’s thought process, but individual 
steps displayed in a linear sequence didn’t reflect the logical relation or groupings of 
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the steps. As a result, for a long trail with a large number of steps, the trail 
representation became too low-level, making it difficult for the users to grasp the 
logical flow of the analysis. It is a challenge to find a single level of granularity for 
trail representation that works well in all the cases, especially without the help of 
domain heuristics.  

A better solution may be to dynamically adjust the granularity of trail 
representation based on the characteristics of the analysis. For example, when the 
analysis includes a small number of steps with simple logic, details of the steps can be 
made visible at the trail level. For a complex analysis with many steps, individual 
steps that correspond to one logical construct of the analysis can be “chunked” 
together. Such logical chunking can be performed manually by the user who conducts 
the analysis, or automatically by the system based on machine learning and mining 
from user analytic behaviors. User-provided descriptions can be associated with each 
chunk to improve understanding. This solution requires the trail model to be 
augmented to support hierarchical organization of actions, and interaction 
mechanisms to support multi-level zoom in/out for the trail display at the interface. 

In addition to determining the right level of granularity intelligently for trail 
representation, the trail technology should also support more intuitive interaction 
mechanisms for trail step re-visitation (e.g., clicking on the button of a step to revisit 
instead of selecting the revisit option from the step’s menu). 

7.2   Collaboration 

Interestingly, the use of trails in asynchronous collaboration around visual data 
analysis was not as well-received as we had hoped. The log and questionnaires from 
the study revealed two primary explanations for the relatively lukewarm response to 
this feature. First, the participants were not sufficiently motivated to understand all 
the details of an analysis conducted by their (imaginary) collaborator in order to 
complete the required task (task 3). This could be due to the fact that the task was 
conducted in the laboratory setting with an imaginary collaborator instead of the 
users’ actual working environment with real persons as collaborators. Some users felt 
that they only needed to know the outcome of an analysis and didn’t really care about 
how the analysis was conducted. Similarly, these users only felt compelled to share 
their analysis results but not the process. One user mentioned that he was not sure if 
he would ever share the trail of his analysis with others since his collaboration with 
others were loosely coupled, for which sharing analysis results would be sufficient. 
Therefore, he would want to save the trail of his analysis for personal use, but not for 
collaboration. However, the current design of the trail technology makes it difficult 
for the users to obtain or share the information about “what” (analysis results) without 
sharing the detail about “how” (analytic process). Second, some users didn’t want to 
follow other people’s thought process in order to perform an analysis collaboratively. 
They preferred following their own logic and didn’t want to mix the record of their 
analytic steps with the record of the collaborators’. For these participants, trails were 
viewed as more valuable for recording, navigating, and adapting an analytic process 
for personal use, rather than for communicating with other people as part of a 
collaboration.  
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The above findings suggest that the most appropriate structure and granularity of 
trail representation depend on not only the characteristics of the analysis (e.g. 
complexity) as discussed in the previous section, but also the purpose for analytic 
provenance. For example, representation at the level of individual analytic steps may 
work well for personal use, which includes viewing the details of the analysis, but a 
level based on logical grouping, or authorship of trail steps, may be more appropriate 
for loosely-coupled collaboration. Also if the goal of the review of individual steps is 
to audit the decision, or to increase the transparency of what data was included in a 
decision, then the details could be made available on demand. Furthermore, the trail 
representation should make it easy to navigate between multiple related trails created 
by different users as part of a collaborative analysis. 

7.3   Reuse of Analyses 

We designed task 4 of the user study to focus on evaluating the effectiveness of trails 
with regard to facilitating reuse of analyses. We were surprised that as many as seven 
users didn’t even try to browse the trail library to find a trail they could reuse for new 
analysis. When asked about why they didn’t reuse a trail, some users said that they 
felt they could perform the task easily from scratch without the need to reuse an 
existing trail. More complex tasks might provide greater incentive for the users to 
reuse trails of existing analyses, and longer-term use of our tool could reveal greater 
benefits of trail reuse, which we weren’t able to test in the laboratory setting where 
we limited the complexity of the tasks so as not to overwhelm the study participants, 
all of whom were first-time users of our tool. Eight users didn’t correctly identify the 
most relevant trail for the task when browsing the small library of six trails. Instead of 
selecting a well-suited trail we had placed in the library as a public trail, they chose a 
trail they had used in one of the previous tasks. These users felt that without built-in 
search support for the trail library, it was difficult to determine the relevance of a trail 
for a new task based on its brief description in the library, and too time-consuming to 
examine all the trails to find the most relevant one, especially for trails created by 
others. They expected this problem to become more serious as the trail library grew. 
This study result points to the need to provide rich search support for trails in the 
library (by author, by keyword, by date, etc.), or trail reuse will likely be limited to 
cases where the users know in advance which trail to reuse.  

We also observed that the users who reused a trail for task 4 first spent time 
inspecting the trail to find the steps relevant to the task at hand, then deleted all of the 
unwanted steps before modifying and adapting the relevant steps to suit their needs. 
These users expressed a common desire for the support to easily find the relevant 
parts of the trail and easily manipulate trail steps, such as moving (e.g. by dragging 
and dropping) a trail step from one position of the trail to another and making a copy 
of one or more trail steps. Therefore, in addition to finding a relevant trail, effective 
reuse of analyses requires system support for easily locating the parts of the trail to be 
reused and adapting them for new analysis. How to design and implement such new 
features without making the interface overly complex and reducing its usability is a 
challenging problem, which is next on our research agenda. 

To further support reuse of analyses, we also plan to develop new functionality that 
generalizes trails to create trail templates that can be easily customized and applied by 
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different people on different data and analytic tasks, with the goal of facilitating the 
use and sharing of best practices and helping more effective skill/expertise transfer. 

8   Conclusion 

In this paper, we present the analytic trail technology in the context of a visual 
analytic tool designed to empower business users to derive insights from large 
amounts of data. Informed by the findings from the interviews with several business 
users about their visual analytic activities, we present the design of the trail model, its 
GUI representation, and the operations it supports with the goal of providing a 
mechanism to increase the transparency of analytic provenance as well as support 
asynchronous collaboration and reuse of visual data analyses in business 
environments. To facilitate analytic provenance, the trail model represents user 
analytic activities with semantic actions (e.g. Query, Filter, Change view) and 
captures a linear, logical sequence of actions into a trail. Multiple trails of an analysis 
are organized into a graph-based structure to reflect a non-linear, progressive visual 
analysis workflow. The active trail which corresponds to the sequence of actions 
performed during a user’s current investigational thread is displayed at the GUI. The 
trail GUI representation was designed to help users easily navigate a trail and obtain 
information about the encapsulated user actions and visualization results for 
understanding the provenance of the analysis. Trail operations such as bookmarking, 
sharing, revisiting, and editing are provided with the goal of facilitating re-visitation, 
asynchronous communication, and reuse of analyses. 

We designed and conducted a user study to evaluate the effectiveness of the 
analytic trail technology at supporting its goal of provenance, reuse and collaboration. 
The results indicate that most participants found trails to be useful for capturing and 
understanding the provenance of an analysis. However, with the current design, trails 
were considered to be more valuable in recording, navigating, and adapting an 
analytic process for personal use, rather than for communicating the analytic process 
to other people as part of a collaboration. The results also indicate that search support 
for easily finding relevant trails or relevant parts of a trail is critical to support the 
goal of adaptation and reuse of analyses. These findings suggest areas where trails 
provide the greatest value and point out directions for future research in the area of 
capturing analytic processes. 

References 

1. Bavoil, L., Callahan, S., Crossno, P., Freire, J., Scheidegger, C., Silva, C., Vo, H.: Vistrails: 
Enabling interactive multiple-view visualizations. In: IEEE Vis (2005) 

2. Brodlie, K., Brankin, L., Banecki, G., Gay, A., Poon, A., Wright, H.: Grasparc – a problem 
solving environment integrating computation and visualization. In: IEEE Vis (1993) 

3. Chinchor, N., Pike, W.: Science of analytical reporting. Information Visualization 8, 286–
293 (2009) 

4. Danis, C., Viegas, F., Wattenberg, M., Kriss, J.: Your place or mine? visualization as a 
community component. In: CHI (2008) 



 Analytic Trails 273 

5. Derthick, M., Roth, S.: Example based generation of custom data analysis appliances. In: 
IUI (2001) 

6. Fekete, J.-D., Grinstein, G., Plaisant, C.: IEEE InfoVis 2004 contest data set (2004), 
http://www.cs.umd.edu/hcil/iv04contest 

7. Goodell, H., Chiang, C., Kelleher, C., Baumann, A., Grinstein, G.: Collecting and 
harnessing rich session histories. In: IV (2006) 

8. Gotz, D., Wen, Z.: Behavior-driven visualization recommendation. In: IUI (2009) 
9. Gotz, D., Wen, Z., Lu, J., Kissa, P., Zhou, M., Cao, N., Qian, W., Liu, S.: HARVEST – 

Visualization and analysis for the masses. In: IEEE InfoVis Poster (2008) 
10. Gotz, D., Zhou, M.: Characterizing users’ visual analytic activity for insight provenance. 

In: IEEE VAST (2008) 
11. Groth, D., Streefkerk, K.: Provenance and annotation for visual exploration systems. IEEE 

Trans on Vis. and Comp. Graphics 12(6) (2006) 
12. Heer, J., Agrawala, M.: Design considerations for collaborative visual analytics. 

Information 7(1), 49–62 (2008) 
13. Heer, J., Mackinlay, J., Stolte, C., Agrawala, M.: Graphical histories for visualization: 

Supporting analysis, communication, and evaluation. IEEE Trans. on Vis. and Comp. 
Graphics 14(6), 1189–1196 (2008) 

14. Heer, J., Viegas, F., Wattenberg, M.: Voyagers and voyeurs: Supporting asynchronous 
collaborative information visualization. In: CHI (2007) 

15. Jankun-Kelly, T., Kreylos, O., Ma, K., Hamann, B., Joy, K., Shalf, J., Bethel, E.: Deploying 
web-based visual exploration tools on the grid. IEEE Computer Graphics and 
Applications 23(2), 40–50 (2003) 

16. Jankun-Kelly, T., Ma, K., Gertz, M.: A model for the visualization exploration process. In: 
IEEE Vis (2002) 

17. Kadivar, N., Chen, V., Dunsmuir, D., Lee, E., Qian, C., Dill, J., Shaw, C., Woodbury, R.: 
Capturing and supporting the analysis process. In: IEEE VAST (2009) 

18. Keim, D., Mansmann, F., Schneidewind, J., Ziegler, H.: Challenges in visual data analysis. 
In: IEEE InfoVis (2006) 

19. Kobsa, A.: An empirical comparison of three commercial information visualization 
systems. In: IEEE InfoVis (2001) 

20. Kreuseler, M., Nocke, T., Schumann, H.: A history mechanism for visual data mining. In: 
IEEE InfoVis (2004) 

21. Kurlander, D., Feiner, S.: Editable graphical histories. In: IEEE Workshop on Visual 
Language, pp. 127–134 (1998) 

22. Lissack, M.: Of chaos and complexity: Managerial insights from a new science. 
Management Decision 35, 205–218 (1997) 

23. Ma, K.: Image graphs – a novel approach to visual data exploration. In: IEEE Vis (1999) 
24. Shrinivasan, Y., van Wijk, J.: Supporting the analytical reasoning process in information 

visualization. In: CHI (2008) 
25. Thomas, J., Cook, K. (eds.): Illuminating the path: The research and development agenda 

for visual analytics. IEEE Press, Los Alamitos (2005) 
26. Wong, P., Thomas, J.: Visual analytics. IEEE Computer Graphics and Applications 24, 20–

21 (2004) 
27. Xiao, L., Gerth, J., Hanrahan, P.: Enhancing visual analysis of network traffic using a 

knowledge representation. In: IEEE VAST (2007) 
28. Yi, J., Kang, Y., Stasko, J., Jacko, J.: Toward a deeper understanding of the role of 

interaction in information visualization. IEEE Trans on Vis. and Comp. Graphics 13(6) 
(2007) 



 

P. Campos et al. (Eds.): INTERACT 2011, Part IV, LNCS 6949, pp. 274–291, 2011. 
© IFIP International Federation for Information Processing 2011 

Exploration Views: Understanding Dashboard Creation 
and Customization for Visualization Novices 

Micheline Elias1,2 and Anastasia Bezerianos1 

1 MAS Laboratory, Ecole Centrale Paris, France 
2 SAP Research, Business Intelligence Practice, France 

{micheline.elias,anastasia.bezerianos}@ecp.fr  

Abstract. With the increase of visualization platforms targeting novices, 
researchers are now focusing on gathering insights regarding novice user 
practices. We describe the design and evaluation of Exploration Views (EV), a 
system that allows novice visualization users to easily build and customize 
Business Intelligence information dashboards. EV provides an intuitive 
environment for dynamically creating, rearranging, searching and exploring 
multiple visual data representations from diverse data-sources. These aspects 
aid users to better retrieve, experiment and familiarize themselves with their 
data. We evaluated EV with both novice and expert dashboard designers and 
report here (i) how novice users interact with the system, (ii) differences in how 
novice and expert users react to a dashboard systems that targets both, and (iii) 
provide new design guidelines for practitioners building dashboard applications, 
on the needs of novice visualization users. 

Keywords: synchronized views, interface customization, novice users, visual 
queries, business intelligence dashboards. 

1   Introduction 

Business Intelligence (BI) deals with the collection of processes and software that 
supports organizations in understanding large datasets, retrieving and analyzing 
information and making decisions. The value of visual presentation of data was 
identified early on in this field and usually takes the form of dashboards, interfaces 
resembling an automobile's dashboard that organize and present information in an 
easy to read manner [27]. BI visualization dashboards provide collections of multiple 
visual components, such as charts, on a single view so that information can be 
monitored at a glance [10]. Appropriate visual representations in dashboards, using 
colors, size and shape, are combined with interactive exploration [10] to amplify 
human cognition and enhance information understanding [1].  

The current life-cycle of a BI dashboard involves multiple actors [3], including 
end-users and business analysts. In user-centered BI [11] end-users intervene and 
provide feedback to the business analysts that create customized dashboards to meet 
user needs. This feedback comes at different stages of the dashboard design and setup, 
and involves a large amount of communication between business analysts and end-
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users, in order to define functional specifications and a positive user experience. Thus 
there is an intrinsic delay introduced in any end-user requirement change or 
customization request. Moreover, current market trends (seen in the Gartner Survey 
[24]), recognize dashboards and data analysis are one of the driving forces adding 
value to companies. This indicates a tendency for an expanding end-user population 
with diverse needs, requiring quick access to customizable dashboard technology, 
bypassing dashboard designers. This is reflected in advances in easily customizable 
dashboard visualization systems (e.g. [28,29]), it coincides with advances in easily 
accessible information visualization environments for novices (such as ManyEyes 
[31]), and is also reflected in the increasing focus of the InfoVis research community 
on how to support novice users [12,15]. Nevertheless, there are still many questions 
about how novice users interact with actual information visualization systems. 

To better understand how novice users interact and build visualizations on their 
own (without dashboard designers or other human mediators) we created Exploration 
Views (EV). EV is a dashboard prototype (Fig 1) build specifically to empower end-
users, following guidelines from previous work on visualization novices. To evaluate 
its effectiveness, we compared how dashboard experts and novices reacted towards 
EV when creating visualizations for realistic tasks. Finally, through our observations 
we derived a set of additional design guidelines for dashboards targeting novice users. 

Our contribution consists of: (i) putting together all guidelines for novice users 
(empirical or tested) in a fully functional system that can be tested in practice, (ii) 
creating a system that also includes advanced functionality required by expert users, 
and (iii) testing the system under realistic tasks to gain insights. 

 

Fig. 1. The Exploration Views consists of: (a) the main Dashboard and its components. (b) The 
Clipboard drawer widget that includes templates for charts (top) and data widget samples 
(bottom) that the user has created as a pallet. The drawer can be closed when not needed. (c) A 
visual representation of the global data filters that are active at any point. (d) And a set of other 
functions, such as search, save, share, etc. 



276 M. Elias and A. Bezerianos 

 

2   Related Work 

In this section we will present related research in the fields of dashboard creation and 
visualization construction, especially in the context of novice visualization users.  

Dashboards. The majority of the commonly used commercial BI dashboards (e.g. 
[8,23,26]) assume that from the end-user perspective the dashboard design will 
remain consistent, and focus more on easy report generation. To create new or 
customize existing dashboards, end users need to either contact trained dashboard 
designers, or install separately provided dashboard design components and spend time 
to train themselves. There are some notable exceptions. Tableau [29] incorporates the 
design functionality in the dashboard. Spotfire [28] also accommodates novice users 
with a flexible drag-and-drop interface for customizing visualizations on the fly. 
Finally, the prototype Choosel environment [4] allows for easy visualization creation 
and further exploration of the visualized data, but does not yet provide advanced 
functionality (e.g. hierarchical data representation as in OLAP data models [22], with 
drill-up/down functions), required in real life business data analysis. 

Visualization creation. A variety of visualization toolkits allow the creation of 
sophisticated visualization charts and combinations of them (e.g. Flare1, Silverlight2, 
JavaScript InfoVis tk3, ivtk4). These do not target novice visualization users, and 
usually require additional programming to create the visualizations, to synchronize 
them in dashboard views, and to connect them to data-sources. Several environments, 
such as Improvise [32] or Snap-Together [21], allow the construction of highly 
customized, powerful and fully linked visualizations (for a comprehensive list see 
[25]). Nevertheless their setup cost and learning curve is usually high and they target 
visualization experts rather than novice users.  

Visualization for novices. On the other hand, there is a set of visualization platforms 
that specifically target novice users. For instance, the Google analytics platform [6] 
provides a highly customizable dashboard with good default visualization charts for 
web-related data. Other web-based visualization platforms easily accessible to novice 
visualization users, like ManyEyes [31], Sense.us [16], or Polstar [5], usually restrict 
users to a viewing and sharing a single visible chart at a time. Thus creating a 
dashboard is a laborious process performed outside the platform, and linking of 
multiple charts is no longer possible. 

Novices in visualization. With the increase of visualization platforms targeting 
novices, researchers have started gathering insights into their practices and behaviors. 
Heer et al. [15] group different visualization systems by how skilled their users have 
to be, and note that tools supporting detailed data exploration target mostly experts, 
whereas it is mostly communication/reporting systems that accommodate novices. 
They also suggest that visualization tools for novices should: allow user-friendly data 
input for common data formats; automatically provide visualizations or reasonable 

                                                           
1 http://flare.prefuse.org/ 
2 http://www.silverlight.net/ 
3 http://thejit.org/ 
4 http://ivtk.sourceforge.net 
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defaults based on data types; and use contextual information to clarify the displayed 
data and encoding. Grammel et al. [12] investigate how novices create single charts, 
using a human mediator to interact with the creation interface. They found that the 
main activities performed by novices (apart from communicating their specifications 
to the mediator) are data attribute selections, visual template selections, and viewing 
and refinements of the above. They observed that subjects often had partial 
specifications for their desired visualization, and faced three major barriers: selecting 
correct data attributes, choosing appropriate visual mappings, and interpreting the 
visual results. They also verified suggestions from [15], and provided additional 
guidelines, such as facilitating searching of attributes, automatically creating 
visualizations when possible, providing explanations, and promoting learning. 

Our work extends the above in the following ways: Using guidelines from [12,15], 
we build a fully functional dashboard visualization system, and observe how novice 
users use the interface to create dashboards (without a human mediator [12]). We 
compare our observations of novices to reactions from experts, and derive additional 
design guidelines for visualization dashboards that target both user groups.  

3   Exploration Views (EV) Prototype 

In this section we describe the design rationale behind Exploration Views (EV) and 
the functionality that supports novice users, based on guidelines from previous work. 
We will first explain the main goals of EV: easy creation, customization and 
interaction with multiple visual representations in a unified dashboard environment. 

Although dashboard users may have clear questions regarding their data, they can 
be novices when it comes to visualization, and naive as to how dashboard software 
can support their needs. An easy creation process is essential for novices to 
experiment with dashboard designs fast. As seen in [12], visualization novices often 
have partial mental specifications for their visualization needs and tend to refine and 
change their designs. To ensure a user-friendly dashboard creation, the sequence of 
steps needs to be simple, with continuous visual feedback on the final outcome of user 
choices. Moreover, as novice users may have no previous knowledge of what visual 
templates and representations are possible for different data types, EV must provide 
chart suggestions and templates to choose from (also suggested by [12,15]). Finally, 
EV should support common data formats (recommendation in [15]), and users should 
not be restricted by data storage architecture, but be able to use data from multiple 
data-sources (e.g. personal data in excel and OLAP data from their enterprise). 

As novice users create dashboards, they may need to explore and try out alternative 
visual templates and representations to learn what meets their needs. Requirements 
and tasks can also change over time, requiring different data representations and data 
filtering mechanisms, or new data sources. EV should support iterative visualization 
specifications (suggested in [12]) by being easily customizable and adaptable.  

It is important for novices to see the effect of their choices immediately, promoting 
exploration and experimentation with visualizations. Thus in EV customizations 
become active immediately, ensuring that customization is tightly coupled with the 
visual analytics process (recommended by [12]). EV further supports the visual 



278 M. Elias and A. Bezerianos 

 

analytics process with functions such as saving and sharing, text search mechanisms, 
fully linked visualizations and visual queries, and other data exploration mechanisms.  

Finally, if the design of EV supports both low-cost experimentation with visual 
templates and visual analytics processes, it can help novice users to become more 
accustomed to visualization creation and analysis, promoting learning.  

  

Fig. 2. (a) Creation dialogs with visual examples of templates or saved dashboards. (b) Chart 
creation dialog with recommendations of charts appropriate to data categories and analysis 
types, sorted from simpler to more complex. (c) Data Category and measures selection. 

3.1   Easy Creation 

When creating a new dashboard the system provides miniature icons of saved 
dashboards and several template dashboards to choose from (Fig 2.a). The visual 
representation of possible dashboards helps users recall designs (as opposed to 
remembering dashboards solely based on names [20]), and their titles are descriptive 
so novices can start from a reasonable existing dashboard design, minimizing new 
content creation. These dashboard templates can be also shared with others. 

If none of the existing dashboard templates meets the user needs, she can choose to 
create a dashboard from scratch. The user is guided by the system by first asking her 
to select data sources of various format types that are supported. When the data 
sources have been selected, the users can populate their dashboards with charts.  

 The dashboard work area (Fig 1.a), acts as both the design space for the 
dashboard, as well as the active dashboard when content is added. Here users can add 
charts, tables, and data filters. Possible components to add can be found in the 
Clipboard drawer (Fig 1.b), which can be closed when creation (or customization) 
ends. Components from the Clipboard can be dragged-and-dropped in the work area, 
and EV automatically realigns existing components to accommodate new additions.  

When adding charts (i.e. visual templates), users need to select data attributes (e.g. 
sales, year of sale, etc), and match them to visual mapping (a visual property in the 
template). This is a challenging task for novice users [12] and EV aids them (as in 
[9,35]) by providing reasonable mapping and visual template recommendations (Fig 
2.b). After selecting one or more data attributes in the form of measures (data 
attribute, e.g. sales prices Fig 2.c) and categories (possible groupings of the attribute, 
e.g. per state, year), the system presents appropriate analysis types for this data. For 
example for a dataset of sales per state over the period of 2 years, possible analysis 
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types include comparisons (sales by state or year), contributions (the percentage of 
sales per state over all sales), or trends (the evolution of sales over time). If the user 
selects one of these analysis types, the system automatically recommends visual 
templates (charts) suitable to the specific analysis and to the nature of the attributes 
(e.g. how many measures and categories are selected, if they are categorical, ordinal, 
etc), using a default visual mapping. These recommendations are ranked from simple 
and more commonly used charts to more complex ones, and aid novices to explore 
reasonable alternatives. Available visual templates include charts, gauges and tables.  

 

Fig. 3. The “Explore” mode is a detailed view of a chart, where users can undo/redo actions, 
choose data categories, sort items, change data sources, switch chart templates, and create local 
data filters. To avoid switching to the “explore” mode, part of this functionality is also available 
as a drawer toolbar for each chart in the main dashboard, with added options to lock the chart. 

3.2   Ease of Customization 

During the life of a dashboard, user needs may change; new hypothesis may need to 
be explored and new data sources to be added. Especially given novice users’ 
tendency for iterative visualization specifications [12], EV has several features for 
user friendly customization, such as actions to add/remove components, change their 
properties, duplicate their content, and explore sub-parts of the data using data filters. 

Users can add new components on the dashboard or drag-and-drop existing ones 
from the Clipboard. If the components are visualization templates, the user has to go 
through data, attribute and mapping selection as described before. If the components 
are saved in the Clipboard, we use the properties of the component as it was stored.  

Existing components on the dashboard can be refined and customized by clicking 
the “explore” icon of the component. This provides a detailed view of the component 
(Fig 3), together with choices for datasets, visual templates, attributes and mappings 
(as described in the Sec 3.1). Changes are immediately reflected on the component in 
an automatic preview, so that users can experiment with different choices [12].  

Users can also customize the dashboard layout itself through functionality for 
hiding/showing dashboard components, dragging to rearrange them, resizing them, 
etc. EV intelligently resizes components to fit in the dashboard (e.g. Fig 4). 

At any point users can save content for later use (in this or other dashboards), by 
dragging them in the Clipboard Drawer. This allows exploration of alternatives 
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without risking loosing existing components. To further ensure that novice users are 
not afraid to experiment with their dashboards, all actions are reversible through undo 
history functionality applied on the entire dashboard and locally on specific charts. 

  

Fig. 4. (a) Users select subset of their data, that get highlighted in all charts. (b) They drag their 
selections outside the chart to create a cut-out clone visualization (c), of the same type (here bar 
chart) with the selected data only. A blue highlighted bar (b) indicates the new chart will be 
placed on the right of the original, with existing charts shift to accommodate it (c). 

3.3   Supporting Visual Analytics Process 

Apart from the creation and customization functionality, EV provides support a series 
of functions that aid the visual analytics process. EV has text search support that 
follows the guidelines of dynamic queries [33]: as the user searches text the 
corresponding text components on the dashboard that match it (axis labels, categories, 
tags and any other textual information) get dynamically highlighted.  

All our visual representations are essentially linked coordinated views [25,32] of 
the underlying datasets (unless users give them local filters, discussed later). We thus 
extend the dynamic query functionality to any visual selection or query in the 
dashboard: if the user selects in one chart bars representing the 3 quarters of a year, 
these data instances are also highlighted on all other charts (Fig 4.a). 

EV further encourages users to explore their data by providing global and local 
data filters, i.e. constraints on the data entries displayed. Filters can affect the entire 
dashboard (global), or specific components (local). Thus users can explore “what-if” 
questions without changing completely their dashboard. Our filters focus on data 
dimensions: enterprise data usually follow the multidimensional OLAP model [22], 
where data is organized in hierarchical categorical or ordinal dimensions (e.g. sales 
grouped per country and state, per year or month, etc). Each dimension has a set of 
values, which we call categories. Users can drag-and-drop Data-Filter components 
from the templates (Fig 5.a,b), that can be used to restrict data categories.  

To enable users to dynamically explore filtered data and compare categories, EV 
provides faceted navigation components [13,14]. Data-Filter-Controller components 
are visual components, which get attached to a data dimension, similarly to filters. 
But instead of constraining the dimension categories, they provide a visual list of the 
categories (Fig 5.d) that users can toggle on/off. Users can easily create and dismiss 
controllers to ensure that only the desired ones are visible at any given time, reducing 
clutter in the faceted navigation space (a challenge of faceted navigation [14]). 
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During data analysis and exploration, users may want to clone and explore in 
parallel interesting data. EV allows visualization cloning by using the Clipboard (full 
cloning) or by dragging and cloning parts of the data. For example in the bar chart in 
Fig 4, the user wants to explore in detail sales for the 3 quarters of 2005. By selecting 
and dragging only these bars, she creates a cut-out clone visualization of just the 
selected data, which keeps the initial component properties (dataset, visual template, 
categories, mappings). She can thus explore data subsets without creating components 
from scratch. This cloning process is essentially a fast local filter creation. 

If the underlying data-sources follow the classic OLAP data organization, users 
have access to the traditional OLAP functionality [22], such as sorting, drill up/down, 
pivot, roll-up, etc. Users can also flip the chart axis to experiment with different chart 
layouts. This exploration functionality is necessary for expert users. It is present in the 
“explore” chart mode, but also in the main dashboard in the form of a widget drawer 
for each chart to avoid opening the “explore” view (e.g. in [29]). At any point users 
can undo/redo their actions on each chart. Finally EV provides functions to support 
long term and collaborative visual analysis, such as save and share.  

To help users follow visual changes during data exploration, when using OLAP 
functions or filters, changes are smoothly animated to ensure visual momentum [34]. 

  

Fig. 5. Filters and Faceted navigation creation. (a) The user can drag-and-drop a new global 
filter and choose the data categories that will be visible on the dashboard. The filter is either 
directly applied, or can become a filter control component for faceted navigation (b). All active 
global filters are visible at the top of the dashboard (c), and local filters on the top of charts (d). 

4   Exploration Views Technical Platform 

EV is not just a lab prototype, but a fully operational BI dashboard that can handle 
large amounts of data from different sources. Although this paper focuses on the 
interaction aspect of EV, we briefly describe its architecture. EV has 3 layers. The 
first is a web client based on the Adobe Flex that contains the dashboard layout, the 
exploration and faceted navigation components, and the chart manager. The chart 
manager CVOM (Common Visualization Object Model) provides a set of services for 
chart creation and recommendation based on the analysis users want to perform and 
data measures. The second layer is a server containing a user session manager (as in 
[5]), a dashboard state management, and a component that synchronizes different  
data sources to enable the multi-chart visualizations. The third layer consists of an  
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in-memory database for quick data storage and retrieval [30], and a semantic layer 
that helps us to connect visual queries from multiple charts and have synchronized 
views.  

5   Study Design 

In this section, we define the purpose of our study, its design and methodology.  
Our goal is to examine how novice visualization users create dashboards. We 

attempt to answer three questions: (i) is it easy for novices to discover visualization 
and dashboard functionality in an interface specifically designed using previous 
guidelines for novices; (ii) are the existing guidelines effective and what is missing 
from the literature, especially in the context of dashboard visualizations; and (iii) do 
novice and expert visualization users react similarly to such an interface. 

Q1. Can novice users discover functionality and build dashboards? We created 
EV following guidelines by [12,15], and asked users to construct visualizations to 
answer questions, without the help of a human mediator (contrary to [12]). We 
wanted to see if novices can discover functionality, learn the interface and answer 
questions based on the created visualizations. Thus we provided no interface training 
and observed difficulties in interface discovery and visualization creation process. 

Q2. Are the existing guidelines enough? Our users went through the entire 
process of dashboard design and customization, including data and visual template 
selection and attribute mapping, to answer multiple questions. We observed this 
process to verify existing guidelines and collect potentially new ones specifically for 
designing dashboard systems for novice users. 

Q3. What are the differences between novice and expert users? Finally, we 
wanted to identify differences between the interaction needs and expectations of 
novices and BI visualization experts. Experts were knowledgeable in understanding 
which visualization templates and attributes mappings can answer specific questions, 
but not necessarily in how to interactively construct or customize a dashboard or 
visualization. In this respect all our users are novices in creation and customization of 
dashboards, but not in visualization choice and interpretation.  

5.1   Participants and Pilot Studies 

Overall 15 participants (4 women), ages between 24 and 43 years old (median of 29) 
took part in our study: 8 were novice visualization and dashboard design users, and 7 
were BI dashboard experts. Visualization and BI dashboard novices had no previous 
knowledge of visualization creation and were only familiar with charts (e.g. pie-
charts) seen in everyday life in newspapers or presentations. They reported being 
exposed to charts on a monthly basis. When asked, only 2 novice users reported that 
they knew what a dashboard was, and one of them had used the Google analytics 
dashboard. All novice users were familiar with the concept of data filtering, but at 
least half did not understand concepts such as drill down-up. Novice users were 
recruited from a university community, with a wide professional expertise (IT, 
medicine, and pharmacology). Experts were product users of a BI dashboard provider 
with different areas of expertise (finance, human resources, analysts, etc). Experts 
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reported using charts and dashboards on a daily basis and were familiar with multiple 
types of charts, data analysis types (such as correlation, trends, comparisons, etc), and 
data exploration concepts (filtering, drill-down/up, pivot, roll-up, sorting, etc).  

We conducted a pilot study with two novice participants and found that both had 
trouble understanding the difference between a measure and a category, as well as 
some data exploration concepts such as data filtering and drill-down/up. We thus 
decided to include a graphical explanation of these aspects as training in the actual 
study. We also observed some interface problems: some icons were not clear enough, 
and were changed to more easily understandable icons and text descriptions.  

5.2   Procedure and Apparatus 

Participants performed the study in a usability lab using a 15.6" HD screen laptop. 
Sessions was audio/video recorded and screen captured. One observer was always 
present to give instructions, explain tasks and observe participants. 

Each session lasted between 1.5 to 2 hours. It started with a survey on participant’s 
background experience in computer usage, chart and dashboards, and specific data 
exploration functionalities such as filtering, drill down/up, etc. As one of our goals is 
to see how easy it is for novice users to discover functionality and create dashboards 
with EV, we provided graphical explanations and examples of concepts such as 
measures and categories, data filtering and drill-down/up, but no information about 
how to perform them in EV. Next, participants were introduced to a hypothetical 
situation and dataset (see Sec 5.3). We followed a think-aloud protocol, requesting 
users to vocalize their thoughts and actions while conducting their tasks. This phase 
lasted between 35-55 minutes. After finishing all the tasks in our scenario, users were 
asked to complete a Likert type questionnaire to elicit their opinion on specific 
aspects of EV, and were interviewed to clarify observations made by the 
experimenter, identify problems users faced, and suggest areas for improvement. 

5.3   Tasks and Dataset 

Our dataset is an e-fashion dataset (as in [18]), containing 3860 records with 9 
measures (e.g. sales revenue, quantity sold) and hierarchical categories (e.g. state/city 
/store, year/quarter/month, line/category). The dataset was new to both novice and 
experts so the impact of the dataset and domain on task performance is limited. The 
dataset is also complex enough to allow complicated analysis questions.  

Our tasks were presented within a larger scenario. Participants were told they work 
in the financial department of a global chain of garment sales, monitoring financial 
aspects using a dashboard tool. We encouraged participants to think aloud, and if they 
failed to do so we prompted them to vocalize their insights and expectations. 

Based on our pilot, we provided participants with a sheet explaining graphically of 
the nature of measures and categories, as well as filtering and drill down/up. We also 
give them a brief explanation of the dataset (what measures and categories exist), and 
told them to use the dashboard to create and rearrange visualizations.  
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Five tasks were performed, ordered from simple to complex (Table 1). Each task 
encouraged users to use specific operations and data exploration functionalities such 
as filtering. Tasks began by loading an existing dashboard and participants were given 
time to familiarize themselves with the dataset and dashboard. 

At the end of the session participants took part in an interview and filled out a 
questionnaire. The goal of the interview was to clarify observations made during the 
study, prompt users to identify difficulties/barriers they faced, and suggest 
improvements. The goal of questionnaire was to rate EV on a 7 point Likert scale on 
aspects such as its utility, ease of use, overall satisfaction of use, etc. 

Table 1. Tasks users performed during each session of the study, and their purpose 

# Task script Purpose of Task 
T1 You are working on sales data for your company with a 

new dashboard tool (EV). Find and load the dashboard 
“Sales USA 2004-2006” and explore the new tool.   

Create a new EV dashboard 
and explore its contents. 

T2 Your manager calls to request an overview of Sales 
Revenue and Quantity Sold in the Year: 2006 in the 
States: California and Texas  

Select visual templates, 
measures and categories, and 
data filtering. 

T3 He later requests more information on the States of 
California and Texas in Year 2006: 
1. Asks for a chart of the top 3 stores generating 

most Sales Revenue. 
2. Requests to store a copy of this chart. 
3. Asks for a comparison between Sales Revenue 

and Quantities Sold for Items accessories and 
dresses. 

4. Asks for an alternative visualization of the chart 
stored in T3.3 to choose from.  

Customize charts, using 
options such as visual 
template changing, sorting, 
chart saving and re-use. 
 
Conduct different types of 
common data analysis (e.g. 
comparisons, extreme values)  

T4 Your manager contacts you again to request the Year 
that your company sold most (Quantities sold) items 
from the product Line: "Leather".   

Conduct different types of 
common data analysis (e.g. 
comparisons, extreme values) 

T5 Your manager needs a view showing the U.S. Sales 
for Years 2004-2006 based on a dashboard image he 
likes. He asks you to create a new dashboard looking 
like this one (Fig 6) with the data from your dataset. 

Design of a complete EV 
dashboard that incorporates 
global/local data filters, and 
conduct layout management 

 

Fig. 6. E-fashion dashboard that participants were asked to replicate 
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5.4   Data Analysis 

We used four different data capturing and analysis methodologies: functionality 
checklists, observations, questionnaires and open-ended interviews. Observations 
made during the study were verified, and expanded upon, in a second pass through the 
recorded material (video, audio and screen captures).  

To answer Q1 on discoverability and usability, we kept a checklist of functions in 
the interface and observed how easy it was for participants to discover and use them 
(results in Sec 6.1). Questionnaire answers also contributed towards answering Q1.  

To answer Q2 on guidelines for building dashboard systems targeting novice 
users, we noted success events and barriers faced during dashboard creation and 
customization. These observations are augmented by user comments in the open-
ended interview session. Findings are summarized in Sec 6.2, and the resulting new 
guidelines are presented in Sec 7. To answer Q3 on reactions from novices and 
experts, we report explicitly only the differences between the two 

6   Findings 

We present our main findings on ease of use and discoverability of the EV interface 
(observed and user self-reporting, Sec 6.1), as well as broader findings (based on 
observations), applicable to dashboard design for novice users in general (Sec 6.2). 
We then provide design guidelines for creating dashboards for novices (Sec 7). 

6.1   Discoverability and Ease of Use of Interface 

All 8 novice (and 7 expert) participants were able to successfully perform all tasks.  
To examine if the functionality of EV was easy to use and discover, an 

experimenter observed the study session and noted difficulties encountered by novice 
users (8 users). Almost all users easily discovered and performed actions to create 
new charts (7/8), take snapshots (7/8), manipulate measures, categories and visual 
templates (7/8), and exploration actions like sorting and drill-down/up (7/8). All 
novice users applied local filters easily (8/8), although 2 had initially added global 
filters, as they expected both global and local filters to be added in the same way.  

Functionality that novice users had trouble discovering, was chart cloning (4/8), 
locking (8/8, see section on Locking below), and activating chart explore mode (2/8 
see section on Terminology). Users who did not discover this functionality on their 
own, were able to complete actions after a small hint from the experimenter. 

 We examined if users reacted to the interface and functionality differently, by 
analyzing a 7-point Likert scale questionnaire. Analysis was conducted using a 
Wilcoxon rank sum test with continuity correction as our samples (Experts, Novices) 
had different sizes. Overall (Table 3), novices ranked EV higher, which can be 
attributed to the novelty of using a dashboard. Responses were statistically different 
for: functionality, consistency, and overall satisfaction (all p<.05). Experts would 
have been more satisfied with extra functionality (mentioned next), while both groups 
had some trouble with representation consistency of global vs. local filters (Sec 6.2). 

In the follow-up interview both groups of users reported EV was easy to use and 
customize. They appreciated that customization and data exploration actions became 
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active immediately for quick feedback and verification of their choices. They stated 
that EV is intuitive and doesn’t require training. Finally, mostly our expert users 
requested additional functionality, like extra customization (e.g. changing colors) and 
annotation features, and the ability to export dashboards in a printable version. 

Table 3. Average ratings of EV for different attributes, by Novice and Expert users (* sig) 

 Utility Functionality Ease of Use Consistency Satisfaction 
Novice 5 (std. 1.12) 6* (std. 1.12) 5.5 (std. 1.58) 5.7* (std. 0.83) 6.5* (std. 0.74) 

Expert 5 (std. 1.63) 4* (std. 0.75) 5 (std. 0.53) 6.1* (std. 0.95) 5* (std. 0.69) 

6.2   General Observations on Dashboards for Novices 

6.2.1   Chart Creation and Customization 

Chart recommendations. As suggested in previous work on visualization novices, 
we provided a chart recommendation feature. All participants commented on the 
value of EV in helping them create appropriate charts fast. Although all users chose 
charts from the recommendation, only novices experimented with different 
alternatives, in order to “see what this new visual looks like”, “look at a chart I’ve 
never seen before”. We’ve had at least 2 users discovering and learning in this way a 
new visualization that they used often until the end of the study. Nevertheless, in most 
cases, novice and expert users ended up using familiar visualizations (bar and pie 
charts) for answering questions ("it looks complex, let’s stick with what we have"). 

Base views and experimentation. We often found that users (novice and experts) 
created basic charts with measures they thought important (e.g. one for sales over 
time, one for number of items sold per state, etc). These charts (base views), usually 
2-3 in number, were used as a starting point for customizing and refining to answer 
different questions. When customizing a chart, we observed that novices 
experimented frequently with filters, drill-up/down operations and measures, to “play 
with things and understand the different options”. On the other hand experts 
attempted to create the appropriate visualization without much exploration. 

Chart per question. We observed that both user groups created a single visualization 
per task question. When asked if they see a benefit in using a dashboard, since one 
chart was the focus of the analysis at a time, they all mentioned that it “helps keep the 
context of all data” (benefit identified in BI dashboard literature [9]). 

Use of categories. Novice participants often did not recognize the effect of adding 
hierarchical categories on a chart. In EV when a refined category is added in a chart, it 
affects aspects such as sorting, aggregation (averages), etc. For example a user had 
created a chart with sales sorted by year. She then added the category quarter, which 
is a drill-down category for year. At this point sorting was applied by quarter, but the 
user still expected sorting to be done by year. Thus automatically calculating metrics 
based on the finer categories of a hierarchy was not understood by novice users.  

Data filtering. As we mentioned EV allows both global dashboard data filtering, as 
well as local filtering on a single chart. All users found this functionality useful, 
nevertheless it was often hard for novice users to make correct use of it.  
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There are 2 creation options for global filters: select part of the data on a chart and 
then apply the option “filter” which will filter data based on the selected categories 
and values; or select the option “filter” and then go over the process of selecting on 
which categories and values to filter. We found that novices generally preferred the 
second option because they want to make sure they “selected all correct values”. 
Contrary, experts created global filters with selections that they then refined further. 

Another aspect where expert and novice users differed was the presentation of 
possible filter categories. Experts wanted categories to be presented grouped 
thematically, e.g. grouping of time (year/quarter), or geographical categories 
(state/city), while novices preferred an alphabetic presentation.  

Users found the existence of both global and local filters useful and relevant when 
analyzing data as it allows advanced analysis, for example comparison of different 
products sold by stores for several periods. All participants commented that 
presenting global and local filters consistently is important, but that local filters 
should be further highlighted in charts. The EV interface gave such detailed filter 
views, and users commented on the bulkiness of the filter panels. There is a thus a 
tradeoff between presenting filter details and space. Finally, we found that sometimes 
users chose local filters that were in conflict with global ones. This caused problems 
for several novice users who could not understand why no data was displayed.  

6.2.2   Interaction 

Linking & coordinated views. Most participants (experts and novices) expect a link 
between charts. Thus when selecting a portion of one chart to highlight, they expect 
other charts with the selected data in EV to update accordingly. Nevertheless, the 
expectation of what “update” means differs across users. Most expert users expected 
selections on one chart to be reflected as selections in all the others, in the classic 
brushing and linking approach in coordinated views (default behavior in EV, Fig.4). 
Nevertheless, most novice users expected selections to act as explicit filtering: when 
partial data was selected in a chart, they expected all charts to update such that only 
the selected data is reflected throughout the dashboard. This interpretation would 
result in changes to measures such as averages, sorting, etc for different charts.  

Undo as exploration strategy. All participants were familiar with undo/redo, but we 
found that it was novice participants that made extensive use of undo per chart. Undo 
was not used as a correction mechanism when mistakes were made, but rather as an 
exploration aid. Novice users reported that if they wanted to try something and see if 
their predictions were correct (e.g. drill-down), they could use undo to quickly 
dismiss their tests (instead of reversing their actions, e.g. drilling-up). They also used 
undo as a way of returning to base views (charts used as starting points for further 
exploration): from base charts they would drill-down/up or filter briefly to answer a 
question, and then use undo to return to the original chart. 

Clipboard. This feature allows users to create a palette of active charts that they can 
later reuse. All participants found it useful for storing, but they reported it is most 
useful for sharing chart snapshots with others. This remark, reinforced by requests for 
ways to email or export charts to presentations, indicates users also saw the clipboard 
as a storytelling creation platform for sharing their findings with others. Participants 
from both groups also requested features such as annotation, putting titles, adding 
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comments, and assigning the current date to a chart. Experts in particular requested 
stored charts to also clearly and visibly describe context (e.g. dataset, measures, 
filters, etc). These requests indicate that participants want to use the clipboard to 
bookmark their exploration process: keep track of interesting charts they explored, 
comment them, and store the date they conducted their exploration.  

Some novice users mentioned they were unsure exactly what is captured when a 
selection is active on a chart (i.e. does the capture only include the selected data or 
not). This is an interpretation problem similar to that seen in coordinated views.  

Visualization locking. In our prototype we provided functionality for visualization 
locking (not allowing editing or global filters). Expert participants expected this 
locking to apply to filters, but also visual properties like size and position in the 
dashboard. Some novices felt that locking a visualization “creates confusion because 
it takes out this particular chart from the context of the dashboard”. They requested 
very clear visual representation to indicate locked charts, such as depressed charts. 

Terminology. Overall users were satisfied with the terminology and labels used in 
EV. Some novice users suggested more precise terminology even for some features 
that are familiar from other UIs. For example our original icon for editing a chart was 
confusing and novice users were not sure if they were going to edit the title, the chart 
or the entire dashboard. Thus they often requested tool-tips detailing the function of 
icons and their context. Finally, while experts were accustomed to English terms (in 
terms of functionality, dataset measures and categories), this was not true for novices 
with English as a second language who requested support in their mother tongue.  

6.2.3   Design Tradeoffs 
The design of EV balances several tradeoffs to support both expert and novice users. 
Functionality required by experts, such as chart locking, axis flipping, and extended 
chart recommendations, often confuses. In our work, we attempted to always provide 
the simpler and most used functionality in a more prominent way. For example 
options like sorting, filtering, and visualization changing are first in the chart widget 
drawer, while axis flipping or locking come last. In the chart recommendation list, 
most common charts always appear first. Moreover, when possible we use reasonable 
defaults, for example in assigning color and other visual variables to categories. 
Nevertheless, we often found that functionality required by expert users still confused 
novices occasionally (e.g. the locking option).  

7   Discussion and Design Guidelines 

All novice participants in our study were able to successfully perform the required 
tasks in EV, a system built using guidelines for novice user interaction. Based on our 
observations we have additional guidelines when designing visualization systems for 
novice users, especially in the context of dashboards.  

Basic training on concepts such as categories: Our novice users were successful in 
creating visualizations and solving their tasks. But, based on our pilots, they were 
given small tutorials on the differences between measures, categories, and the nature 
of basic OLAP and data exploration functionality (drill-down/up, filtering, etc). Thus 
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dashboard interfaces for novices should provide small tutorials of these concepts. This 
training is particularly important for hierarchical categories. Novice users need to 
know if metrics (averages, sorted lists, etc) are recalculated in charts when adding 
finer hierarchical categories. Based on user comments we recommend either not re-
calculating metrics unless users request it, or recalculating per category on demand.  

Considerations in coordinated views: When creating a dashboard, novice users 
assume that charts are linked by default, and expect brushing and linking 
functionality. Its implementation for single data sources where charts share measures 
and categories is fairly easy. Nevertheless, if measures and categories need to be 
matched across data sources, then matching approaches need to be provided [21,32]. 
When providing coordinated views, designers should remember that novice users 
confuse linked selections of visual queries to applying global data filters based on the 
selections. To help disambiguation, they need clear visual differentiation between 
selection for linking and for data filtering. A linking selection should highlight 
selections without affecting the visual representation of unselected data; a filtering 
selection should also alter the visual representation of the unselected data (e.g. fade 
them out) to indicate that all data are being altered due to the selection. 

Extensive exploration aids: Novice users created a small number of base view 
charts, most often of familiar visualization templates, that they later copied and 
refined to answer questions. When possible, such basic views should be provided. 
Novices also made extensive use of chart undo/redo as an exploration aid, thus this 
functionality should be provided on a per chart basis. Furthermore, clipboards were 
seen as good ways to share data for storytelling and communication, as well as 
bookmarks of the exploration process. For clipboard snapshots to be useful this way, 
they require functionality such as annotations and labeling, as well as ways to report 
their metadata, such as creation date and details of the context of the chart (i.e. 
dataset, active filters, etc). Finally, although locking charts can be useful during long 
analysis (as indicated by experts), this locking should be very clearly visible to not 
confuse novices (e.g. fading the entire locked chart, or making it appear as depressed). 

Data filtering considerations: Data filters, although very useful for data exploration, 
can be challenging for novice users. We found that novices preferred to create global 
filters from scratch, select categories, values, etc. While experts preferred to create 
them graphically (through visual selections) and then refine them. Both options 
should be available. When selecting categories to filter, we recommend presenting 
them in thematic groups (expert choice) that promotes dataset learning. But this 
organization should be supplemented by text search functionality. Novice participants 
want filter details to always be visible (both local and global), while experts found 
they take up too much space. Designers should consider an auto-hide, or on/off visual 
representation of filters. Approaches such as interactive legends [17] could also 
reduce clutter of local filters, since most charts include labels of some sort. For both 
groups, being able to distinguish between global and local chart filters is important, 
and it should always be clear which categories and values contribute to existing 
filters. Finally, since novice users have trouble predicting conflicts in global and local 
filters, it is important to clearly mark such conflicts.  

Language & terminology: Novice users are often not aware of international terms 
for different charts, metrics or functions. Thus local language support is important. 
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Moreover, buttons, labels and icons (even universally understood ones) are not 
enough to provide novices with adequate information for their behavior in the context 
of dashboards. Detailed explanations need to be provided on demand (e.g. tool-tips).  

8   Conclusions 

We have presented Exploration Views, a prototype system that allows users to easily 
create, customize and interact with Business Intelligence visualization dashboards. 
EV was build following previous guidelines for novice visualization users. Through a 
user-study with novice and expert visualization users we verified that EV enables 
novices to create dashboards for answering complex questions. We found some 
differences in how experts and novice users interact with the interface, reported in our 
study. More importantly, based on our observations we provide new guidelines that 
augment previous work on designing for visualization novices, especially in the 
context of interactive visualization systems in the form of dashboards. 

Of course further work is needed to gain more insights in how novices use 
dashboards. As study participants were not data experts, it could be interesting to see 
if our findings extend to data experts. Moreover, it would be interesting to observe 
novice user exploration behavior in a long-term study. Finally, our work focused 
more on the user interface design and use in a visualization environment for novices, 
and less on the insights gained from the data. Clearly this an avenue of future work. 
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Abstract. This paper describes the results of an evaluation study of a prototype 
for the visualization of time-oriented medical data. Subjects were nine 
physicians. The prototype combines well-known visual representation 
techniques and extensive interaction techniques. The aim of the study was to 
assess the system’s usability and whether the prototype solved relevant 
problems of physicians in hospitals. It was found that one of the great 
advantages of the system was that it allowed physicians to see the development 
of the patients at one glance. It was also shown that users clearly preferred an 
easy to learn and understand design and familiar visualizations. 

Keywords: interaction techniques, user study, time-orientated data, visual 
exploration, medical data. 

1   Introduction  

Physicians treating patients with chronic diseases usually have to deal with large 
amounts of time-oriented data. It is often difficult to get an overview of this data. 
Information Visualization (InfoVis) might make it easier to derive relevant insights 
from this data and get a quick idea of what factors influence the patients’ 
development over time. During the project described in this paper, a prototype of an 
InfoVis system to solve this problem was developed. This prototype is highly 
interactive to allow the physicians to accommodate it to their needs and to provide 
them with different views on the data. It was evaluated with nine physicians. The goal 
of this evaluation was to find out whether the prototype solved the needs of the 
physicians and whether the visualizations and interactive features of the systems were 
easy to learn and useful. The results of this work are not only relevant for the system 
at hand but also for similar systems that represent large amounts of time-oriented 
medical data using interactive features and a linear time axis as a metaphor. 
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2   Related Work 

Computers play an increasing role in health care, e.g. in electronic medical records. 
Sainfort et al. [12] report that possible advantages of electronic medical records include 
better access and availability of patient information for physicians and the availability 
of full-text search. Patel et al. [6] point out that electronic medical record systems 
might lead to a lack of time-oriented information concerning the development of 
patients and that novel features of such systems might be used to overcome this 
problem. Patel et al. [5] describe thinking and reasoning in medical diagnosis in great 
detail. They argue that these processes are influenced by the specific affordances of 
computer-based systems. The design of such systems is, therefore, of great importance. 

Making medical records visually accessible is a prominent research area. 
Therefore, we can only present few, most relevant contributions here and refer the 
readers to a more extensive review [1]. 

The Graphical Summary of Patient Status (GSPS) [8] and LifeLines [7] are 
seminal works in this area. While GSPS and Clinical Care Patient Data Visualization 
(CPDV) [4] show numerical variables in scatter plots, LifeLines displays nominal 
variables in a similar fashion to our timeline chart. Midgaard [2] extends LifeLines 
with a semantic zoom chart technique that shows more details as the chart is enlarged. 
These systems offer varying degrees of flexibility. Most of them, with the exception 
of Midgaard, rely on a single visualization technique for either numerical or nominal 
variables. Further, most of them, with the exception of CPDV, do not allow the 
physician to rearrange, add, or remove variables from the display. 

3   Analysis of Medical Requirements 

For a thorough analysis of users, tasks, and data we involved physicians in a user-
centered design process from the very beginning, as described in [11]. We developed 
our prototype based on the following requirements, which we elicited from 
introductory interviews of five physicians and contextual observations: (1) Simple 
user interface and visualizations, which are particularly clear and allow for 
unambiguous insights; (2) flexibility to work with various medical variables and 
combine different groups of variables; (3) time-oriented data representing patient 
development over time; (4) multiple patients; and (5) interactivity through a variety of 
interaction techniques [11]. Furthermore, we had repeated workshops during the 
development phase to discuss and refine the design based on feedback of InfoVis 
experts, usability experts, and physicians.  

In order to provide a realistic medical scenario for the design process and the user 
study, we worked with data and tasks from a diabetes outpatient clinic. The data is 
composed of medical test results and therapy prescriptions that are collected at check-
up examinations scheduled about every two months. Though, the examination 
intervals and the provided data items may vary largely depending on the patient's 
condition. Physicians are interested in whether the condition of a diabetes patient 
improves or worsens. How the improvement of some variables relates to the 
development of others is of particular importance. They also need to know which 
types of therapy a patient already had and how these affected medical tests. 
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4   Design of the VisuExplore System 

Next, we describe how we combined simple and well-known visual representation 
techniques with extensive interaction techniques that meet four of the five medical 
requirements presented above. Visually exploring the developments and relationships 
of multiple patients imposes a different set of tasks to support. Therefore, a separate 
system for multiple patients has been developed and is reported in [10]. 

VisuExplore (Fig. 1) displays medical variables in multiple diagrams, which are 
aligned along a horizontal time axis. Thus, it encodes time by positioning on a 
common scale, which is perceptually effective [3] and should be easy to learn. The 
visual representation techniques used in the diagrams are well known and quite 
simple. To allow for flexibility VisuExplore provides several representation 
techniques: Line plots and bar charts for numerical variables and event charts and 
timeline charts for nominal variables. A diagram may also display two or more 
variables. Furthermore, we extended the system with five advanced representation 
techniques: a semantic zoom chart (cp. [2]), a step chart, a silhouette graph, a horizon 
graph (cp. [9]), and a document browser. Though, in the user study (Sect. 5) we only 
evaluated simple techniques because the introductory requirements analysis called 
explicitly for simple visualizations.  

 

Fig. 1. Exploring a medical record using VisuExplore 

VisuExplore starts with a predefined set of diagrams, which is customizable to 
accommodate for different medical specialties. In our diabetes scenario we provided a 
line plot of blood glucose, a second line plot of cholesterol and triglyceride, a timeline 
chart of insulin therapy, etc. But this set is just an initial aid for physicians, as 
VisuExplore offers a number of interaction techniques to adapt the diagrams. 
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Physicians can create new diagrams and close existing ones. They can drag diagrams 
to change their order, and thus compare developments in two diagrams more easily. 
They can toggle each diagram between a large and a collapsed view or drag its border 
to change the height continuously. Thereby our representation techniques adapt to 
their available screen space and show more or less detail. Each diagram has a control 
panel for its settings. For example, a line plot setting specifies whether the y-axis 
zooms to the values of the current patient or extends to a domain-specific value range.  

If users are interested in a specific time interval, they can zoom in continuously 
with the mouse or select from a predefined set of meaningful zoom steps such as “1 
year” or “3 months”. They can scroll horizontally across time as well as vertically 
along diagrams. 

Further interaction techniques of VisuExplore support physicians in the exploration 
of the medical data. As they move the mouse across the window, a vertical line 
follows the cursor to help them find co-occurring items. Using tool tips and a table 
panel they can read exact data values. The table panel shows all items of a diagram 
textually and can be sorted by any column (e.g. variable value). Physicians can select 
one or more data items either in the diagram or in the table panel, whereupon 
selections are linked. Finally, VisuExplore provides a tool for physicians to measure 
the duration of a time interval or the time difference between two items, especially to 
judge a possible cause–effect relationship. With the measure tool, they can drag a 
metaphorical tape measure from a reference point to the current mouse location, 
which works as well across multiple diagrams (Fig. 2). Similar tools are often found 
in geospatial visualizations, but are uncommon for time-oriented data. 

5   Description of the Investigation 

The aim of the user study was, on the one hand, to assess the usability of the system 
and, on the other hand, to check whether the system aids in solving relevant tasks of 
medical doctors in hospitals. The most relevant research questions were: 
 

1. Which of the physicians’ tasks can be supported by the proposed system? 
2. In which departments of the hospital should the system be used? 
3. Which forms of interaction are most useful? 
4. Which of the proposed visualizations for the variables are appropriate? 
 

The subjects were nine physicians from two hospitals. Seven of them were women, 
two men. This reflects the fact that many of the physicians in the two hospitals taking 
part in this study are women. Most of them were under 40 years of age, only one was 
between 50 and 60. Four of them were specialists in diabetes care, the others were 
familiar with diabetes. We selected experts in fields where the tool might realistically 
be applied, especially in fields with large amounts of time-dependent data (e.g. in the 
treatment of pulmonary diseases). The subjects were not only early adopters but had 
various degrees of previous knowledge of computer usage. 

It is well known that it is difficult to do user testing with professionals, especially 
because of their time constraints. Therefore, we tried to organize the investigation in 
such a way to get the most out of the limited time the physicians were available. First, 
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we gave them a short introduction into the system (10 min), then they had to solve 
three tasks. An example for such a task is: “Please look at the data of three patients 
(A, B, C), especially at blood sugar, cholesterol and body mass index. Can you see 
any relationships between the three parameters for these three patients?” These tasks 
were developed together with a diabetes expert from the hospital. The time subjects 
spent working on the tasks was approximately 20 minutes. In the end, we conducted a 
short qualitative interview with open-ended questions (planned were 10 minutes, but 
some interviews lasted for 30 minutes). The interview partners sometimes indicated 
relevant features on the screen and gave us concrete examples to substantiate their 
views.  

The main method used in this study to answer the research questions was 
interviews. The results presented in this paper are based on these interviews. The 
questions asked were basically refined versions of the research questions outlined 
above. We asked them specifically to comment on the advantages and disadvantages 
of all available interaction methods. The interviews were then transcribed. The 
interpretation of such interviews is often difficult because interview partners utter 
conflicting statements (e.g. they do not appreciate a certain feature, but would use it if 
improved in well-defined ways). Therefore, quantitative scores often do not reflect 
such results. In the study, only the simple representation and interaction techniques 
were tested.  

6   Results 

In this section, we give an overview of the results of the interviews with the 
physicians.  

6.1   Advantages of the System (Research Question 1) 

A great advantage of the system mentioned by all participants in the study is the fact 
that users can see the development of the patients at one glance. One very important 
input mentioned by the physicians in the requirements analysis was that for the 
treatment of patients with chronic diseases they have to read many reports on 
diagnostic findings. This may take up much of their time, and it is a great challenge to 
derive an overall impression of the patients’ development from these reports. The 
VisuExplore system can support physicians considerably in this activity. It apparently 
solves the physicians’ problem with information overload. 

In addition, most of the participants mentioned that the system was easy to learn 
and understand. The visualization methods were found to be intuitive and clear.  

6.2   Potential Areas of Application (Research Question 2) 

Most of the physicians agreed that the VisuExplore system could best be applied for 
outpatient care of chronic diseases (diabetes, treatment of cardiac insufficiency, 
cancer, etc.). According to the interviewed physicians, it would not be so useful for 
inpatient treatment because most of these patients stay in contact with the hospital for 
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much shorter periods of time. Another possible application mentioned by some 
subjects is that the system could be used to communicate to the patients the state of 
their health. Some physicians thought that the patients might be more impressed by a 
visual representation of the data than by just showing bare numbers. Furthermore, it 
was mentioned that it might also be used for teaching purposes. 

6.3   Interaction (Research Question 3) 

Resizing Diagrams (Fig. 2): In the VisuExplore system, it is possible to 
increase/decrease the height of the diagrams. The physicians’ attitude to this 
possibility was mixed. Three found this quite useful, others thought this was not 
necessary or even misleading (four noted that when decreasing the height of the 
diagrams, differences between values are also considerably decreased giving a wrong 
impression of the patients’ development). In contrast, some physicians liked this 
possibility because in they could get a better overview of all necessary values. 

Moving Diagrams: Seven of the physicians explicitly liked this possibility. They 
commented that they found it interesting to create their own view of the data so that 
they could use the system most efficiently. Some of them also mentioned that they 
would create this view once and then stick to it for most cases, but that this view 
would be different for every physician.  

Measure Tool (Fig. 2): Concerning the measure tool, the physicians’ reactions 
were mixed. Only three really liked this feature and others found this unnecessary or 
confusing. One subject proposed that the tool should calculate the mean value of the 
data in the selected time interval. 

Pan and Zoom: Both were found to be interesting under certain conditions, 
especially when there were many data items with changing values. However, it must 
be mentioned that in many cases the line plots in combination with a table showing 
the concrete values can provide enough information to get a clear overview. 

 

Fig. 2. The first diagram combines several variables. The second and third diagram are resized. 
The measure tool is shown (slanted orange line) going from the first to the second diagram. 

Scrolling: We observed that the activity physicians adopted most was scrolling. 
This is partly due to the visualization itself (one diagram below another), but we also 
observed that they seemed to prefer scrolling to closing or resizing diagrams. 
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6.4   Visualizations (Research Question 4) 

Several Variables in one Diagram (Fig. 2): There were also mixed reactions 
concerning this issue. Four physicians preferred to combine several variables 
represented by line plots (e.g. cholesterol, triglyceride, BMI, and blood sugar) in one 
diagram because of the compact form and the possibility to see everything at a glance. 
Other physicians found this confusing, especially because of the different scales 
involved. Furthermore, BMI has a different unit of measurement. In addition, they 
found too many lines in one diagram confusing. There were, apparently, different 
approaches to solve the given tasks. It should be pointed out, however, that all 
physicians found plausible solutions for the tasks while using different methods for 
reaching these solutions.  

Methods of Visualization (Fig. 1): The system offered several methods of 
visualization (line plots, bar charts, etc.). There was a general consensus among 
physicians that line plots were the best form of representation. They argued that line 
plots are well known and can therefore be interpreted easily. Line plots can show the 
development in a convincing manner, outliers can be identified easily. Bar charts for 
blood pressure are fine, but even here they would have preferred line plots.  

In general, well-known visualizations were preferred. Because of their time-
constraints and workload, physicians are very reluctant to familiarize themselves with 
unknown forms of visualization. 

7   Conclusion and Future Work 

Our study indicates that the system is considered to be useful for supporting the 
therapy of patients with chronic diseases like diabetes.  

During the requirement analysis physicians expressed their wish for a system that 
is easy to understand and learn. It was often mentioned during the user study that our 
system satisfies these needs and that it is very simple and intuitive.  

Physicians also showed a clear preference for line plots because they were familiar 
with this visualization and could therefore easily and quickly interpret them. Other 
forms of visualizations should probably be used sparingly. 

There are other features of the system where flexibility seems to be welcome and 
strong personal preferences of the physicians could be observed (e.g. combining 
several variables in one line plot, moving and resizing diagrams). It was also stated 
that personalization of the interface according to individual needs is an issue. 

The evaluation study indicates that four of the five requirements described in 
Sect. 3 were fulfilled by the system. The interface is simple and easy to learn, the 
system is flexible and can be adapted to the users' needs, time-oriented data can be 
understood at a glance, and a reasonably level of interactivity is supported. The fifth 
requirement (comparing multiple patients) is fulfilled by another visualization system 
called TimeRider, which can be combined with VisuExplore [10].  

The investigation described in this paper is part of a larger, ongoing study. The aim 
of that study is to clarify in more detail what strategies users of information 
visualizations adopt and to identify interaction patterns so that information 
visualizations can be designed to support users more efficiently.  
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Abstract. The complexity of presenting and exploring large amounts of 
graphical data, on mobile devices, increases due to their small screen size. To 
mitigate this problem several approaches have been proposed to give clues 
about objects that are located off-screen. In this paper we present a user study 
comparing the Halo off-screen visualization technique with HaloDot, our 
approach that aims to improve direction awareness, as well as, relevance of off-
screen objects, and to avoid cluttering of Halos. The study shows that searching 
and pointing relevant Points of Interest (PoI) can be achieved faster than with 
Halo and that the proposed aggregation method is useful. 

Keywords: Visualization, Mobile Devices, Off-Screen Objects, Relevance. 

1   Introduction 

Presenting and exploring large amounts of graphical data on small screens are key 
research topics. To search Points of Interest (PoI) in large maps on mobile devices, 
panning and zooming can be used to explore surrounding areas that are not visible on 
screen. However, as these techniques are cognitively complex and frequently 
disorient the user, different approaches to give visual clues of off-screen objects have 
already been proposed [1, 2, 3, 4, 5]. 

Another important issue in mobile visualization is the development of mechanisms 
to show the most relevant information to the user, reducing the amount of information 
displayed to avoid cluttering. The relevance in a mobile context should capture not 
only the location of an object, but also other contextual factors, such as, temporal 
constraints and properties or attributes of an object. Research approaches in this topic 
aim to establish an appropriate distance function that integrate several contextual 
factors beyond the location, namely semantic and temporal relevance [6,7].  

In this paper we describe and evaluate our approach, HaloDot that enriches the 
Halo off-screen visualization technique [1], aiming to improve direction awareness of 
off-screen objects, to give hints about their relevance, and, to prevent cluttering when 
there are a large number of off-screen objects. 
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This paper is organized as follows. Section 2 describes related work about off-
screen visualization techniques and relevance visualization. Sections 3 present the 
HaloDot technique. Section 4 describes the experimental evaluation and reports the 
results. Finally, section 5 points out our conclusions and future work.  

2   Related Work 

There are several approaches to provide hints to the existence and location of objects 
that are not visible on the display area. They consist of graphical representations, such 
as, lines, arcs or arrows, disposed along the borders of the display area to convey 
information about the distance and direction of off-screen objects. Burigat et al. call 
them Contextual Cues [8]. Some examples are arrows, Scaled and Stretched arrows 
[2], City Lights [3], Halo [1], EdgeRadar [4] or Wedge [5]. Halo is one of the most 
known techniques. It consists in surrounding the off-screen objects with rings, which 
are just large enough to reach into the border region of the visible area. Based on the 
visible portion of the ring, users can infer the location and the direction of the object 
at the center of the ring, taking into account the arc position and arc curvature [1] 
(Fig.1 left). 

The Halo has been compared with other off-screen visualization techniques and is 
considered as a successful technique for awareness of the presence of off-screen 
objects [2, 4, 5]. However, these studies have also observed that Halo had lower 
accuracy in some tasks caused either by the underestimating of the distances or a Halo 
cluttering problem. 

In the initial phase of our work [9], we observed that none of the visualization 
techniques of off-screen objects conveys their relevance. The concept of relevance 
and how to represent it has also been subject of various research studies. It is not 
enough to select the most relevant objects but it is essential that the filtered objects 
show their relevance values [10]. Reichenbacher has suggested the use of “warm” 
colors, like red and orange, to represent more relevant spots, while the less relevant 
ones would be represented with “colder” colors. Such practice is also mentioned in 
[11], that states that colors can be used to represent various meanings, one of them 
temperature (warm = red, cold = blue). Wolfe J.M [12] also points out the importance 
of color along with other attributes, such as, motion, orientation and size, to guide 
users’ attention. 

We aim to provide visual clues (based on color and transparency attributes) to 
convey information about the relevance and the distance of off-screen objects, i.e., the 
distance between its location and the area visible on-screen. Moreover, we want to 
avoid cluttering. We started our work using the Halo technique [4] and a function that 
returns a value of the relevance of a PoI belonging to [0, 1]. The value of the 
relevance of each PoI, is calculated according with the user preferences and his 
geographic position [7]. This means that the relevance takes into account the distance 
between the geographic location of the user and the PoI, which is different from the 
distance represented by the Halo’s arc. 
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Fig. 3. Halo (left) and HaloDot with aggregation and number clues (right) 

To show the number of objects represented by a HaloDot with aggregation we 
have investigated several approaches. We tried to change the thickness of the arc 
and/or the point of intersection based on the number of objects represented. However, 
these demonstrated being very intrusive, even incomprehensible. We have developed 
another solution that gives textual information, the number of off-screen objects it 
represents, near the point of intersection with the intrusion border (Fig. 3 right). 

To overcome the cluttering problem at the corners, in analogy with EdgeRadar, 
where the corners represent a larger off-screen area than the borders [4], we have 
decided to merge all HaloDots on the corners. Although this means that the HaloDots 
at the corners might represent more points, since they correspond to bigger cell areas 
and that the aggregations may change by panning the map, we believe that this will 
improve the technique, since it greatly reduces the overlap and the intrusiveness of the 
HaloDot, therefore, improving interaction. 

Even with this merging, there is the risk that some HaloDots, located in different 
cells, have centers with a close latitude or longitude, meaning they can overlap the 
HaloDots and their textual information. To solve this problem we have considered 
two approaches: to aggregate all HaloDots that are in cells arranged orthogonally to 
the borders or to aggregate the HaloDots that have their intersection points too close. 

Another problem is related with the representation of the center of the aggregated 
HaloDot. We have explored two options: the center being the midpoint of the objects 
represented or the most relevant object. While the first may be more intuitive, the 
second guides the user’s attention to the most relevant objects of his/her search, while 
still not hiding information about the others. 

4   User Study 

We have conducted a user study to evaluate whether the proposed solutions assist the 
user in searching for off-screen objects according with their relevance. We intend to 
explore and validate our current solutions for the improvement of the representation 
of the direction, the representation of the relevance and the aggregation to solve the 
problem of cluttering, as well as to collect users’ preferences about our approaches. 
To compare the HaloDot improvements with the original Halo, we have done a 
experiment where tasks were presented to participants through scenarios.  
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We also want to understand the best solution when several design alternatives are 
explored, namely: aggregation of HaloDots based on the orthogonally cells 
arrangement or based on closeness of intersection points; always display the number 
of objects represented by the HaloDot or only if there exists more than one off-screen 
object; representation of the center of the HaloDot as the most relevant object or as 
the midpoint of the objects represented. 

Considering these objectives, our assumptions in the study were the following:  

1. Once we have explained the meaning of colors, we expect that users will not 
have any difficulties identifying the relevance of PoI. We also expect that users 
find the most relevant PoI faster that using original Halo. 

2. The aggregation is a useful method and the users will prefer the aggregation of 
HaloDots based on cells arranged orthogonally to the borders, since that means, 
there are less objects being drawn. 

3. The users will prefer the center of the HaloDot being the most relevant object, 
since that object satisfies their information need. 

4. The users will prefer to always see the textual information of the HaloDot, 
because they will find it easier to work with it. 

4.1   Participants and Apparatus 

This study had the participation of sixteen volunteer subjects balanced in gender (7 
female, 9 male) and background (10 from computer science and 6 from other 
scientific disciplines and humanities). Their age ranged from 21 to 51 (M=27, 
SD=9,2). All users had some familiarity with mapping applications on the Web, such 
as Google Maps for planning routes or finding PoI. Seven out of 16 users had used 
mobile maps applications occasionally and one uses it daily for finding PoI and 
navigating in city environments. Participants had experience with zooming and 
panning but none were familiar with halos. Three participants stated they had used 
off-screen techniques in video games, such as arrows and mini-map. 

The study was carried out on a touch-screen HTC Desire device, running the 
Android OS 2.2 featuring a 1GHz processor and a 3.7-in touch screen with 480x800 
of resolution. During the study, the map covered all the available screen area of the 
device, and it was based on the Google Maps application.  

4.2   Tasks 

The study consisted of five tasks that correspond to different scenarios. Before the test 
the users were informed about the three visualizations techniques in a tourist map 
application: no contextual clue about off-screen objects; Halo visualization technique 
and HaloDot. The tasks were performed in the same order (task 1, 2, 3) but the order 
of the techniques has been counterbalanced as well as the location and relevance 
configuration of off-screen PoI to reduce sequence and learning effects.  

In the first task the participants were asked to find all the PoI (3 restaurants) 
ordering them in increasing distance from the map center (user position). To execute 
the task the user had to provide their answer by tapping on the corresponding icon of 
the PoI. The dependable variable was the time to complete the task and a rating of the 
difficulty in a five point scale. In addition, at the end of the session the users were also 
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interviewed to rate their preference for a particular visualization and if they 
understood the characteristics of HaloDot, namely, its textual representation. 

In the second task the participants were asked to find the most relevant PoI (i.e. PoI 
with the highest relevance value), namely a specific restaurant (e.g. “Good Pizza”). 
The number of PoI is exactly the same (20) for each visualization condition. 
However, in the HaloDot visualization there is only one red arc that corresponds to 
the most relevant PoI. The dependable variable was the time to complete the task and 
a rating of the difficulty in a five point scale. In addition, at the end of the session the 
users were also interviewed to rate their preference for a particular visualization and if 
they understood the characteristics of HaloDot, namely, the color as the representation 
of the relevance, and if the most relevant HaloDot arc (red) is the one that guides their 
attention. 

In the third task we intend to compare the use of HaloDot with two different 
conditions in the number of relevant PoI: in the first condition, the number of PoI 
with higher relevance (red arc) is one in a total of 20; in the second one: the number 
of PoI with higher relevance is higher than one.  

The fourth task intends to test the effectiveness of the proposed aggregation 
approach.  The users were requested to explore the map freely, three times, with 10, 
50 and 124 PoI, respectively. The last task intends to compare the different design 
alternatives of HaloDot, namely, presentation of the center of the aggregated 
HaloDot; the presence of the number of PoI awareness and the aggregation method 
preferred. The participants were interviewed to rate their preference for a particular 
option.  

4.3   Results 

The values of mean completion times for the first task are reported in Fig.4 (left). We 
have not noticed any relevant result in this task as there is no different effect of the 
type of visualization configuration (Halo or HaloDot) in the completion time, beyond 
the difference between the use of an off-screen visualization and no technique at all. 
At this point few users have noticed the difference between the Halo and the HaloDot, 
namely in the point of intersection and only one user did not understand the meaning 
of the number awareness in the HaloDot technique, probably due the existence of  
few PoI. 

For the second task (Fig. 4 middle) a significant main effect was observed for the 
“type of visualization”. A significant difference was found between Halo and 
HaloDot. This confirms our first hypothesis: users find the most relevant PoI faster 
that using original Halo. For the third task and based on Fig. 4 (right) we can see that 
even with more “relevant HaloDots”, the users were able to more quickly find the 
desired PoI. This also supports our first hypothesis: once we explained the meaning of 
colors, we expected that users would not have any difficulties identifying the 
relevance of PoI. Comments collected after the execution of these tasks revealed that, 
although few users (31%) have associated the color clue with the relevance of the 
object, a large number mentioned that the red HaloDots were more visible and 
provided clues to guide their attention. 
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Abstract. The card sort technique has many uses in HCI research and practice. 
Card sorts have traditionally been conducted with physical cards but now 
programs are available for this task.  It is unclear if results from an online 
version of this technique are as reliable as the “oncard” version.  This paper 
presents a study comparing oncard and online versions of the card sort 
technique for card set reflecting the information architecture (IA) of two 
website domains (museum and news sites).  No differences were found between 
the two versions.  However, the online version took significantly longer for 
participants than the oncard version, particularly for non-native English 
speakers. The card sort technique was also able to reveal cultural differences 
between mental models of British, Chinese and Indian participants of the IAs of 
both museum and news websites and showed that all participants have mental 
models that differ substantially from the typical IAs of websites in these 
domains.  

Keywords: card sort, online card sort program, evaluation methodology, 
information architecture, website design, museum websites, news websites, 
cultural differences. 

1   Introduction 

The card sort technique has many uses in HCI research and practice [6, 15].  In its 
simplest form it involves asking participants to sort a set of cards with words or 
pictures on them into groups of cards that are similar.  Participants may be asked to 
provide labels for the groups of cards they have created or they may be provided with 
pre-defined labels and asked to match the cards to these labels.  Card sorts in which 
participants define the groups are termed open card sorts, those in which the 
investigator provides the groups are terms closed card sorts [16].   

Card sorting is a simple way of gaining insight into the participants’ 
categorizations and mental models of the items represented on the cards.  For 
example, it can assist in the development of the information architecture (IA) of 
websites, if participants are given cards with the different topics the website is to 
cover [10].  

Although the technique is simple to administer to individual participants, the 
preparation of cards and the subsequent analysis of the data can be quite tedious and 
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time consuming.  It is also easy to make mistakes (as we have found to our cost 
during this research), particularly if the number of cards in the sort is large.  Cards can 
be mis-numbered, mis-placed or not recorded after the sort, resulting in loss of data.  

Card sorts have traditionally been conducted with physical cards but now programs 
are available (often via the Web) to conduct card sorts virtually, for example on a 
webpage. This potentially saves time and effort for both participants and investigators 
[4, 19] and cuts down on the potential for mistakes. We will refer to the two methods 
as “oncard” and “online” card sorts.  Although online card sorts clearly have 
advantages, do online card sort programs provide the same experience for 
participants?  Anecdotal evidence suggests that online programs (WebSort, XSort, 
UXSort, Optimal Sort), although they are all relatively easy and clear to use, do not 
provide quite the same participant experience of being able to move the cards around, 
look at a card in comparison with one group, then in comparison with another group, 
and so on. The interaction with tangible objects such as cards is something very 
natural, which has not yet been completely replaced by virtual experiences. However, 
does this difference have any effect on the results of card sort studies?    

Two studies have investigated the difference between oncard and online card sorts. 
Harper et al [7] developed their own card sort program and then evaluated it by 
comparing the program with traditional oncard sorts.  108 participants undertook two 
open card sorts each, either oncard – oncard, online – oncard, oncard – online, or 
online – online.  Only one set of 33 card items was used, so participants undertook the 
second card sort with the same card set after a 15 minute distractor task.  Although no 
significant differences were found between oncard and online versions, the fact that 
participants repeated the sort after only 15 minutes suggests that the results of the 
second sort would have been contaminated by the first sort.   

Bussolon et al [3] also compared oncard and online card sorts, using Netsorting 
(http://www.cardsorting.info/) for the online sorts.  A between participants design was 
used, with each participant undertaking two card sorts either both online or both 
oncard.  Data from 60 participants were analysed.  One set of cards for sorting was of 
animals (mammals, reptiles, fish, birds) which seems a very easy sort to undertake; 
the other set was of “gifts”, but no information is provided about the items in this card 
set.  This study used a closed card sort, which is much less common than the open sort 
and thus the results are less useful.  Again no significant differences were found 
between the oncard and online sorts, but this study is not fully satisfactory in its 
comparison of the two versions of the technique. 

A further question of interest is how many participants are needed to establish a 
statistically reliable card sort and whether this differs between oncard and online 
sorts. Tullis and Wood [17] had 168 participants undertake a card sort of 46 cards 
with an online program (WebSort, http://websort.net/).  They then compared the card 
sort results of 10 samples each of size 2, 5, 8, 12, 15, 20, 30, 40, 50, 60, and 70 
participants with the card sort results of the full participant set.  They found that with 
30 participants there was a 95% correlation with the full card sort and increasing the 
number of participants beyond 30 provided little increase in the size of the correlation 
coefficient.   

Both Bussolon et al [3] and Tullis and Wood [17] use correlations between the 
similarity matrices between the cards in two sorts to establish the relationship 
between the oncard and online sorts and the number of participants needed for a 
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reliable sort.  Unfortunately, data in similarity matrices from card sorts is very likely 
to violate the assumptions for the correlation.  In particular, a correlation between 
variables X and Y assumes that the variance of Y for each value of X is constant, or at 
least similar (assumption of homogeneity of variance in arrays) [9].  This is not the 
case for correlations between two card sorts, as some cards always get grouped 
together and others never get grouped together, leading to a gradation in variance. 
This violation may not have a substantial effect on the correlation between card sorts, 
but in our experience obscured small differences between sorts. In this paper we 
explore the use of the minimum edit distance  [5] to compare card sorts.  

A final question of interest is whether card sorts can help highlight cultural 
differences in the mental models of participants, particularly in relation to the IA of 
websites.  There is a small but growing body of research and guidelines on how to 
vary websites for users from different cultures [2, 7], although the guidelines do not 
mention variations in information architecture.  Kralisch, Yeu and Jali [11] used card 
sorts to investigate the differences between British, German, Malaysian and Russian 
participants in their understanding of medical terms that might be used in health 
information websites.  They found numerous differences between the four 
cultural/linguistic groups.  Qu et al [14] used card sorts to investigate the differences 
between the groupings of wedding related images by Chinese and Danish participants. 
Wan Abdul Rahim, Noor and Aidid [18] were also interested in cultural differences in 
website information architecture, although they used a questionnaire based on their 
own and Hofstede’s [8] theories of cultural differences to explore Muslim 
participants’ preferences for different information architectures.  In our own research 
[13], we have found that English and Chinese web users preferred different navigation 
layouts on websites, but it is not clear whether this effect would extend to other 
aspects of IA. 

We therefore conducted a study comparing oncard and online card sorting methods 
with two different card sorts relating to IAs of websites to address the following 
questions: 

• are the cards sorts produced oncard and online any different from each other? 
• is the participant experience equivalent in undertaking a card sort exercise 

online and with physical cards?  
• is an online card sort more efficient for both researchers and participants than 

an oncard card sort? 
• can card sorts reveal cultural differences in participants’ categorizations and 

mental models of the IA of two types of websites? 

2   Method 

In order to investigate these questions, a two by two non-factorial between 
participants study was undertaken.  Each participant undertook two different card 
sorts, one online and one oncard, with one being about the IA of news websites and 
the other being about the IA of museum websites.  
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2.1   Participants 

A total of 218 participants took part in the study, comprising students from two 
undergraduate modules and one graduate module on interactive systems in the 
Department of Computer Science at the University of York.  There were 188 male 
and 30 female participants, aged between 18 to 35 years, with a mean age of 21.3 
years.  Within the participant group there were 116 who were native speakers of 
English, 102 were native speakers of a variety of other languages.  

Of the 102 students who spoke English as a second language the average self-
reported proficiency in English was 5.4 on a 7 point scale, with 7 being “Very 
Proficient” to 1 “Not at all Proficient”.   The students came from a variety of non-
English speaking cultural backgrounds including: Chinese, Taiwanese, Indian, other 
European cultural groups including Polish, German and Greek, Middle-Eastern, and 
sub-Saharan Africa. 

Participants undertook the study as part of the practical assignments for their 
module.  However, to motivate student participation, there was a lottery draw for 
three £10 gift vouchers for a major online book retailer for those who completed the 
assignment. 

2.2   Equipment and Materials 

For creation of the word sets to be used in the card sorts, a survey was undertaken of 
10 news websites and 18 museum websites from countries with a national language of 
English (Australia, Canada, UK, USA). For each website the top level IA menu was 
recorded.  From the words within these menus the top 7 most commonly occurring 
words were chosen as base categories for collecting the sets of words for each website 
domain.   

Each website was visited again and the IA under each of the 7 categories was 
recorded and grouped together according to their meaning.  For example, if material 
on personal finance was labelled as “Finances” on one news website while on another 
it was “Your money”, these were recorded under one group “Personal Finance” and 
as occurring on 2 distinct websites.  When complete, the top groups that occurred in 
the majority of the websites under the 7 categories were selected as words for the card 
sort.  The news sites produced a set of 50 words while museums produced a set of 40 
words fitting these criteria. These groups are referred to subsequently as the “a priori” 
groups. 

Within each set of words, each word was given a distinct number.  The words were 
printed onto sets of cards sized 89mm x 51mm and each word’s associated number 
was recorded on the back of the card.  

The online card sort was prepared the online card sorting package WebSort 
(http://www.websort.net).  Two different online card sorts, one for news websites and 
one for museum websites, were created.  Each word was entered into the WebSort 
software in the same order as the number assigned to the cards to ensure that cards 
could be matched during analysis.  The online sort was set to request a participant 
number to allow matching of online sorts with the respective oncard sorts for each 
participant.  The online sort was set such that it would randomize the order of 
presentation of the cards for each participant and so that participant results would only 



 Using Card Sorts for Understanding Website Information Architectures 313 

be recorded if all cards were sorted and the categories into which they were sorted 
were labelled. 

A questionnaire regarding the participants’ cultural background, language 
proficiency and other demographic information was prepared in the online survey 
package QuestionPro (www.questionpro.com). 

All computer based tasks were undertaken in computer labs within the Department 
of Computer Science at the University of York, with participants undertaking the 
tasks in their preferred web browser (e.g. Firefox, Internet Explorer, Opera) and their 
preferred operating system (e.g. Windows, Linux). 

Tickets with participant numbers and a sheet recording which order of conditions 
each number should undertake were prepared for the participants.  The order of 
conditions for participants were created through a complete counterbalancing of the 
two conditions, online versus oncard and museum versus news.  After each session 
the counterbalancing was adjusted by the researchers to account for missing data 
points from participants who failed to complete all the components of the study. 

2.3   Procedure 

Data collection sessions took place during the practical class periods of each module 
that participated.  On arrival at the class each participant was given a lottery ticket to 
serve as their participant number during the session (and as their number in the prize 
draw) and a sheet of instructions.    The practical leaders and the researchers reviewed 
the instructions verbally with the participants at the beginning of the session. 

The first step of the study was for the participant to fill out the questionnaire 
regarding their cultural background and demographic information. This questionnaire 
included a declaration of informed consent that included a statement that the 
participant could withdraw at any time without academic penalty. 

Each participant was instructed to undertake two sorts, one sort on the news words 
and one sort on the museum words.  Participants were then asked to check the 
counterbalance sheet for order in which they were to conduct these sorts and which 
sort should be undertaken online and which should be undertaken oncard. 

2.3.1   Oncard Procedure 
For oncard sorts participants were handed an envelope containing a set of cards for 
the condition (news or museum) they were undertaking.  Participants were also given 
a set of blank slips of paper on which to record their category labels. 

Participants started the oncard sort with the cards in a stack with words facing up.  
They were asked to shuffle the cards at the beginning of their sort to ensure as much 
randomness as possible in the placement of cards in the set.  The participants were 
told that they were to sort the cards into categories of their choosing and label those 
categories with the blank sheets of paper provided.  They were told that there were no 
correct answers, but that they should have more than one category and fewer than the 
maximum number of cards.  They were informed that they were not to try for the 
fastest time possible, but that they should also not go too slowly so as to avoid 
indecision about categories.   

The participants were timed by another member of the class for how long their sort 
took from the beginning of the sort to the last category being labelled. 
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When the oncard sort was complete, the participant recorded the label of each 
category in a spreadsheet provided and then the number of the cards in each pile and 
the cards associated with that pile.  The participants also recorded their participant 
lottery number and the time it took to undertake the sort in the spreadsheet. 

2.2.2   Online Procedure 
For the online sort participants were instructed to go to the web address for the sort 
they were assigned to undertake.  On arriving at the website the participant was 
presented with a dialog box requesting their participant number.  After this, the 
website presented the same instructions as those described for the oncard sort. 

At the end of the sort, the participants’ labelled categories, the pile names and their 
time performing the sort were automatically recorded by the website. 

2.3   Data Preparation and Analysis 

Due to the need to combine a variety of sources of data for participants, specifically 
demographic data, online sort data and oncard sort data, a bespoke piece of software 
was written to aggregate and clean the data for each participant.  This software was 
developed using a test-driven development methodology [1] with each iteration of 
development identifying errors in the data that could be automatically identified and 
removed.  After applying the final software suite to the data, participants who had any 
of the following errors in their data (all of which occurred), usually the result of input 
errors in the oncard spreadsheets, were removed from the datasets: 

• sorts where the participant number and demographics were missing from the 
questionnaire results; 

• sorts with cards missing in the recording of either card set; 
• sorts with duplicate cards recordings; 
• sorts where the number of cards recorded in each pile was not equal to the actual 

number of cards in the pile; 
• sorts where category names were repeated. 

 
For each card sort data set a hierarchical cluster analysis [9] was conducted to extract 
the average grouping of the cards by the relevant set of participants, these groupings 
will be termed card groups. This analysis uses a similarity matrix of the number of 
times each card in the set is grouped with each other card in the set.   

In order to compare two different card sorts this paper uses the minimum edit 
distance [5].  This metric, which is symmetric, positive and satisfies the triangle 
inequality, indicates the minimum number of card changes, from one group in a sort 
to another group in the same sort, in order to transform one sort result into another 
sort result. This metric is polynomial in time complexity, O(n3), where n is the 
number of cards in the card set, and can be calculated by hand easily on card sorts 
with small numbers of cards. In this paper the minimum edit distance will be 
expressed as the percentage of the total cards in the card set, in order to allow 
comparisons of the results between two card sets of different sizes. 
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3   Results 

To investigate the question of whether the cards sorts conducted oncard were different 
from those conducted online, minimum edit distances between the cards sorts from all 
the native English speakers were compared (English speakers were used in this 
analysis simply to create a more homogenous data set). The results for the oncard and 
online sorts were compared with each other and also compared with the a priori 
groups. The results are shown in Tables 1 and 2.   

The first result of note is that for both card sets, but particularly for the news card 
set, both the oncard and online sorts produced groups that were substantially different 
from the a priori card set, although the latter reflects the average organization of items 
on a set of real web sites.  In the case of the museum card set, 27.5% of cards were 
grouped differently in the oncard sort compared to the a priori groups and 22.5% of 
cards were grouped differently in the online sort compared to the a priori card set.  
The situation was even more extreme with the news card set, with 36.0% of cards 
grouped differently for both the oncard and online sort compared to the a priori 
groups.  This suggests that young English speaking participants (almost all of whom 
were British) do not have the same mental models of museum and news categories as 
those who develop websites in these areas.        

Tables 3 and 4 show the differences in groups between the a priori, oncard and 
online sorts for museum and news card sets respectively.  In the museum set, it can be 
seen that there were a number of differences in which cards were placed in particular 
groups, but in particular, in both the oncard and online sort, the participants produced 
an additional group (“Family activities’), that did not occur in the a priori groups.  In 
the news set, participants produced fewer groupings than the a priori set. The 
“Business” and “Lifestyle” groups did not appear at all in the participants’ sorts. In 
addition, the classic news categories of factual and opinion pieces were very blurred 
in the participants’ sorts.  

Table 1. Minimum edit distance (%) between a priori, oncard, and online card sorts for 
museum card set for native English speakers  

  A priori 
Oncard  
(N = 46) 

Online  
(N = 54) 

A priori - 27.5 22.5 
Oncard 27.5 - 7.5 
Online 22.5 7.5 - 

Table 2. Minimum edit distance (%) between a priori, oncard, and online card sorts for news 
card set for native English speakers  

A priori 
Oncard  
(N = 30) 

Online  
(N = 52) 

A priori - 36.0 36.0 
Oncard 36.0 - 6.0 
Online 36.0 6.0 - 
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Table 3. Museum card set: a priori groups, oncard and online sorts 

 

 
A priori groups Oncard groups Online groups 

Exhibitions Exhibitions Exhibitions 
Current exhibitions 
Future exhibitions 
Past exhibitions 
Travelling exhibitions 

Current exhibitions 
Future exhibitions 
Past exhibitions 

   Travelling exhibitions 

Current exhibitions 
Future exhibitions 
Past exhibitions 

   Travelling exhibitions 
The Collection The Collection The Collection 

Our collections 
Search the collection 
Conservation 
Online collection 
Collections management 
Highlights of the collection 

Our collections 
Search the collection 
Online collection 
Highlights of the collection 

Our collections 
Search the collection 
Online collection 
Collections management 
Highlights of the collection 

The Shop Shopping and Eating Shopping and Eating 
Books and media 
Prints and posters 
Jewellery 
Fashion and accessories 
Homewares 
Stationery  

Books and media 
Prints and posters 
Jewellery 
Fashion and accessories 
Homewares 

   Stationery 
   Eat and drink 
   Shops 

Books and media 
Prints and posters 
Jewellery 
Fashion and accessories 
Homewares 

   Stationery 
   Eat and drink 
   Shops 

Learning Learning Learning 
Schools 
Teachers 
Online resources 
Adult learners 
Activities for families  
Learning centre 

Schools 
Teachers 
Adult learners 
Learning centre 
Talks and lectures 
Courses and demonstrations 

Schools 
Teachers 
Online resources 
Adult learners 
Learning centre 
Talks and lectures 
Courses and demonstrations 
Events calendar 

Visiting the museum Visiting the museum Visiting the museum 
Finding the museum 
Opening times 
Eat and drink 
Access for disabled visitors 
Booking tickets 
Shop 
Family visits 

Finding the museum 
Opening times 

   Access for disabled visitors 
Booking tickets 
Events calendar 
Jobs 

 

Finding the museum 
Opening times 

   Access for disabled visitors 
Booking tickets 
Contact us 
 

The Organization The Organization The Organization 
Jobs 
Contact us 
Press Room 
Management 
History of the Museum 
Mission statement 
Volunteering at the museum 

Jobs 
Contact us 
Press Room 
Management 
History of the Museum 
Mission statement 
Volunteering at the museum 
Online resources 
Conservation 
Collections Management 

Jobs 
Press Room 
Management 
History of the Museum 
Mission statement 
Volunteering at the museum 
Conservation 

 Family activities Family activities 

 

Events for the family 
Activities for families  
Family visits 

Events for the family 
Activities for families 
Family visits 
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Table 4. News card set: a priori groups, oncard and online sorts 

 

 
 

 

 
A priori groups Oncard groups Online groups 

Arts 
Films 
Books 
Music 
Stage and Dance 
TV & Radio 
Comics 
Visual Arts 
Markets 

Arts 
Comics 
Films 
Health 
Markets 
Music 
News Discussions 
Relationships 
Stage and Dance 
TV & Radio 
Visual Arts 

Arts 
Books 
Comics 
Films 
Music 
News Discussions 
Relationships 
Stage and Dance 
TV & Radio 
Visual Arts 

Business 
Economics 
Careers 
Small Business 
Industries 
Personal Finance 

  

Lifestyle 
Food and Drink 
Fashion and Style 
Health 
Family 
Homes 
Relationships 

  

Money  
Savings 
Property 
Taxes 
Investments 
Pensions 
Borrowing 
Insurance 

Finance 
Books 
Borrowing 
Careers 
Economics 
Industries 
Insurance 
Investments 
Pensions 
Personal Finance 
Property 
Savings 
Small Business 
Taxes 

Finance 
Borrowing 
Careers 
Economics 
Family 
Industries 
Insurance 
Investments 
Markets 
Pensions 
Personal Finance 
Property 
Savings 
Small Business 
Taxes 

News 
National 
World 
Politics 
Education 
Science 
Local 
Technology 

Factual 
Basketball 
Columnists 
Education 
Family 
Fashion and Style 
Homes 
Local 
National 
Politics 

Factual 
Basketball 
Columnists 
Education 
Fashion and Style 
Health 
Homes 
Local 
National 
Politics 
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Table 4. (Continued) 

 
 
However, the oncard and online card sorts produced very similar groups, with less 

than 10% of cards grouped differently in either sort (7.5% for the museum set, 6.0% 
for the news set). This shows that the oncard and online procedures produce 
equivalent sorts, so the different technology does not affect the outcome. It also 
supports the finding that the groups produced by participants are different from the a 
priori groups, as both the oncard and online produced the same set of groups, 
although different from the a priori groups. 

To investigate one aspect of the user experience of undertaking a card sort, and 
also to investigate the efficiency of oncard and online sorts, the times taken to 
complete the card sorts using the two versions of the technique were analysed.  For 
this analysis, data from the native and non-native speakers of English were considered 
separately, as it was thought that the non-native speakers may take longer to do the 
card sorts both oncard and online, as they would need to think about the words more.  
Two independent measures two way analyses of variance were calculated, one each 
for the museum and news sorts, on the time taken to complete the sort with the 
following variables: Sort version (oncard vs online) and Language (native English 
speaker vs non-native English speaker).  For both sorts there was a significant 
difference between the sort versions (for museum: F = 12.92, df = 1, 182, p < 0.001; 
for news: F = 6.60, df = 1,153, p < 0.01), with oncard sorts producing significantly 
shorter times than online sorts.  There was also a significant difference between native 
and non-native speakers of English, as predicted (for museum: F = 43.75, df = 1, 182, 
p < 0.001; for news: F = 25.48, df = 1,153, p < 0.001), with native speakers producing 
significantly shorter times than non-native speakers.  Finally there was a significant 
 

Factual (cont) 
Puzzles and Games 
Science 
World 

Factual (cont) 
Puzzles and Games 
Science 
World 

Opinion 
Columnists 
Letters to the Editor 
Blogs 
Cartoons 
News Discussions 
Editorials 
Corrections 
Leading articles 
Commentators 

Non-factual 
Blogs 
Cartoons 
Commentators 
Corrections 
Editorials 
Leading articles 
Letters to the Editor 
Technology 

 

Non-factual 
Blogs 
Cartoons 
Commentators 
Corrections 
Editorials 
Leading articles 
Letters to the Editor 
Technology 

Sport 
Football 
Golf 
Tennis 
Motor Sport 
Ice Hockey 
Baseball 
Basketball 

Sport 
Baseball 
Food and Drink 
Football 
Golf 
Ice Hockey 
Motor Sport 
Tennis 

Sport 
Baseball 
Food and Drink 
Football 
Golf 
Ice Hockey 
Motor Sport 
Tennis 
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interaction between the effects of sort version and user group (for museum: F = 6.74, 
df = 1, 182, p < 0.01; for news: F = 25.48, df = 1,153, p < 0.001).  These interactions 
are illustrated in Figures 1 and 2, which show that for the non-native speakers of 
English, the time increase for online compared to oncard is magnified.   

To investigate whether card sorts would show cultural differences in the mental 
models of participants of the IAs for the two website domains, card sorts from 
participants from the following cultural groups were compared: British (we use British 
to indicate the cultural group, English to indicate the language group), Chinese and 
those from the Indian sub-continent. The results are shown in Table 5 and 6. The Indian 
sorts are even more different from the a priori than the British sorts (40.0% for 
museums and 42.0% for news).  For the Chinese sort, the museum sort is closer to the a 
priori groups than the British (although the number of participants in this group is only 
16, so we have less confidence in this sort than the others, for which the numbers are 
higher), although the news sort is less similar to the a priori than the British (38.0%). 

For the museum set, the number and general nature of groups produced by the 
British, Indian and Chinese sorts are the same.  However, the particular cards grouped 
together are rather different for some of the groups. In particular, the cards in the 
groups “The organization” and “Visiting the museum” differ considerably (space does 
not permit us to reproduce the full groups in this analysis, but they are available from 
the authors). The Indian sort produced a larger group for “Visiting the museum” with 
a number of cards from the a priori group “The organization” included in it.  
Conversely, the Chinese sort included more cards in the “The organization” rather 
than in “Visiting the museum”. 

 

 

Fig. 1. Mean time (seconds) to complete museum card sort oncard and online for native English 
speakers and non-native English speakers 
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Fig. 2. Mean time (seconds) to complete news card sort oncard and online for native English 
speakers and non-native English speakers 

Table 5. Minimum edit distance between card sorts by British, Chinese, and Indian participants 
for museum card set  

  A priori 
British 

 (N = 100) 
Indian  

(N = 24) 
Chinese 
(N = 16) 

A priori - 25.0 40.0 22.5 
British 25.0 - 15.0 15.0 
Indian 40.0 15.0 - 30.0 
Chinese 22.5 15.0 30.0 - 

Table 6. Minimum edit distance between card sorts by British, Chinese, and Indian participants 
for news card set  

  A priori 
British 

 (N = 82) 
Indian  

(N = 21) 
Chinese 
(N = 20) 

A priori - 34.0 42.0 38.0 
British 34.0 - 14.0 18.0 
Indian 42.0 14.0 - 16.0 
Chinese 38.0 18.0 16.0 - 
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For the news set, the number and nature of groups produced by the three cultural sorts 
varied.  The British sort produced six groups, whereas the Indian and Chinese sorts 
produced only five groups each. All sorts produced similar groups for “Money and 
business”, “Sports” and “Factual news”. However, the British sort produced groups for 
“Opinion”, “Arts” and “Non-factual”, whereas the Indian and Chinese sorts produced 
“Entertainment” and “Non-factual” with rather different groupings of particular cards. 

4   Discussion and Conclusions 

This study has shown a number of interesting results about the card sort technique and its 
use.  In spite of anecdotal evidence, we found no difference between conducting card 
sorts on physical cards and using an online program (oncard versus online) with respect 
to the reliability of the results.  Less than 10% of cards were grouped differently and the 
groups which emerged were the same.  This finding is in line with previous studies by 
Bussolon et al [3] and Harper et al [7].  However, both oncard and online sorts produced 
groups from English speaking participants which were substantially different from the a 
priori groups, although the latter were based on an analysis of a substantial number of 
websites in each of the two domains.  This suggests that website designers in these 
domains might do well to study their audiences more carefully, and possibly use card sort 
studies to elicit the mental models of these audiences. 

A further unexpected result emerged from the times taken for participants to 
complete card sorts that were significantly longer using the online program than with 
physical cards.  This effect was significantly more pronounced for non-native 
speakers of English.  Thus the online version of the card sort technique may well save 
time and effort for researchers and practitioners but the time for each participant is 
significantly longer than with physical cards.  Researchers and practitioners need to 
consider the balance of importance between these two factors. 

Finally, the study showed that the card sort technique can be used successfully to 
reveal cultural differences in the mental models of information architectures of 
website domains.  Interesting and meaningful differences were found between British, 
Chinese and Indian participants in their average groupings of cards relating to both 
museum and news website information architectures.   

In further analyses, we will investigate the number of participants required to 
establish a stable card sort using the minimum edit distance statistic.  This may 
produce different results from those proposed by Bussolon et al [3] and Tullis and 
Wood [17], which were based on correlation analyses. 

This study has confirmed a number of interesting and useful facts about the card 
sort technique and its usefulness in the HCI domain.  In addition, it has revealed that 
this seemingly simple tool can be used to draw out subtle and meaningful information 
about users and their mental models.  Thus, it is important to expose new researchers 
and practitioners in its application in the design of interactive systems. 
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Abstract. Web-based reservation systems realize a broad variety of different 
and often inadequate ways of handling temporal data in their user interfaces. 
We compiled possible procedures for treating temporal data in reservation sys-
tems in a Morphological Box, ending up with 49 treatment options for 15 fea-
tures. We initiated an usability inspection by 15 usability experts, asking for 
evaluation of the user-friendliness of these options and the relevance of their 
differences. After discussing the results we use them to develop an evaluation 
model. We draw profile lines to compare existing systems, weight the scores of 
the options by relevance factors of the features, and compute aggregate usabil-
ity indicators to rank the systems. In our analysis of 60 airlines, Delta Air Lines 
and American Airlines reach the best results. We also show that companies that 
belong to the same group differ remarkably in the usability of their reservation 
systems. 

Keywords: Temporal Data, Morphological Analysis, Reservation Systems, 
Usability, Usability Indicators, Usability Inspection. 

1   Introduction 

Web-based reservation systems have become a highly relevant distribution channel in 
the travel industry [1]. Nevertheless, the poor usability of these systems is often 
criticized [2-8]. Handling temporal data in Web interfaces is an essential feature of 
reservation systems because each reservation is time related. However, temporal data 
is treated by Web-based reservation systems quite differently, sometimes in user-un-
friendly ways and in contradiction to usability guidelines, and in some cases even er-
roneously [9].  

In this paper we focus on handling temporal data in Web-based reservation systems 
and, thus, consider a single element of the user interface in more detail than previous 
analyses. Of course appropriate treatment of temporal data is only one aspect in the 
evaluation of user interfaces and the usability of reservation systems. However, inade-
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quate treatment of temporal data seems to carry considerable potential to demotivate a 
client, may result in aborting a planned reservation, and can result in additional trans-
action costs or loss of revenues. It is widely accepted that a typical website carries so 
many usability problems that only a fraction of them will be identified in an empirical 
analysis; thus it seems legitimate to focus on one special aspect. 

The remainder of this paper is organized as follows: In Section 2 we reference the 
large body of research on treating time in information systems with special emphasis 
on usability issues. In Section 3 we discuss Morphological Boxes and apply them to 
establish a systematic approach on discussing the options for treating temporal data in 
user interfaces. We also give examples for reservation systems which apply the dif-
ferent options. Section 4 describes an inspection-based evaluation of these options by 
15 usability experts, discusses some details, and visualizes the results. In Section 5 we 
develop usability indicators for treating temporal data and determine the associated 
indicator values for selected reservation systems. Section 6 summarizes the results 
and gives an outlook. 

2   Temporal Data as Research Object 

2.1   Temporal Data in General 

The adequate treatment of temporal data has been a major research area as well in 
Computer Science as in Management of Information Systems. There are thousands of 
papers which are referenced in at least 13 bibliographies on different aspects of han-
dling temporal data in information systems [10, 11]. The most widely covered area is 
temporal databases; a recently published Encyclopedia of Database Systems contains 
more than 80 contributions related to temporal data [12, 13]. Temporal Logic and 
Temporal Reasoning are important research areas in Artificial Intelligence. Only a 
few papers focus on temporal data in Web-based systems. Furthermore, the potential 
problems of inadequate treatments of temporal data aroused broad public interest in 
connection with solving the Year 2000 (Y2K) problem. 

2.2   Usability Aspects of Temporal Data  

Fabre and Howard [14] argued that good practices for handling temporal data should 
find their way into style guides, screen design guidelines, and repositories of reusable 
interface designs; more generally, Temporal Aspects of Usability (TAU) should be 
given more attention. TAU have been discussed in several workshops, but most 
definitions of usability at best leave temporal aspects implicit, and at worst omit any 
consideration of time [14]. Several design guides for date entry and display exist [15-
18]. Bainbridge [19] provides detailed recommendations to system developers for 
handling temporal data in reservation systems. Information engineering concepts like 
services and patterns could be useful also for treating temporal data. Temporal ser-
vices are compiled in [20], temporal patterns discussed, e.g., in [21]. 
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3   Morphological Boxes for Treating Temporal Data 

A Morphological Analysis supports an ordered way of looking at things [22, 23]. A 
Morphological Box represents relevant features and the associated options in  
existing or forthcoming products and services. It can be applied to provide a 
systematic overview of elementary courses of action and how they are or can be 
combined.  

In [24] we developed a Morphological Box to show the options for handling tem-
poral data in reservation systems. The rows of the Box describe main features of 
treating temporal data in reservation systems and the corresponding table entries show 
the options available for each feature. The features were found by literature analysis 
and by a critical review of many reservation systems and are described in some detail 
in [24].  

The research documented in this paper aimed to evaluate the options described in 
the Morphological Box by Usability Experts to allow well-founded statements about 
the usability of different reservation systems and to show their improvement poten-
tials. When we designed the questionnaire we found that some items used in [24] 
would need refinement. Thus we rearranged the Morphological Box which now con-
tains 15 instead of 10 features and 49 instead of 33 options. The features in Table 1 
differ from those in [24] as follows: 

 
 We now distinguish between initial entry of temporal data and changes.  
 The feature “Temporal Integrity Constraints” is refined into 3 subcases of 

keeping temporal integrity (cf. [9]). 
 We distinguish setting default values on the initial screen for entering temporal 

data from setting nontrivial default values after user entry. 
 We also differentiate whether temporal flexibility is offered at the entry page 

or after the search procedure. 
 

We number the features in the first column of Table 1 and the options for each feature 
in the table elements. Table 1 also gives examples of Web-based reservation systems 
that realize the different options (as of March 2011). In our extensive Web searches 
we found examples for 47 of the 49 options. This result indicates that existing systems 
use a broad variety of different procedures for treating temporal data.  

When developing a Morphological Box one has to consider that for each solution 
one and only one marking should appear in each row of the Box. In this case the 
markings can be connected to obtain a profile line for a certain solution. It does not 
suffice to present elementary options in the Morphological Box if these may also be 
combined. For instance, if keyboard, dropdowns, and calendars are the 3 basic options 
for entry and changes of temporal data, one could assume that the relevant number of 
combinations is  

  31  32  33 7 
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But providing a dropdown typically excludes entering dates via the keyboard. Thus, 
the number of relevant options for Features 3 and 4 in Table 1 is 

  31  32 1 5 

 

However, in our analysis of reservation systems we also found some strange ex-
ceptions of this assumption (cf. Section 5.2). 

Formally, the upper bound on the number of combinations in Table 1 is almost 25 
millions but not all of them are feasible because some entries in Table 1 are related. 
For instance, the option “No calendar” exists for Features 5 and 6. If “No calendar” is 
true for Feature 5, only this option is feasible for Feature 6; instead of 4*3=12 only 
3*2+1=7 combinations result from joining Features 5 and 6. 

4   Evaluating the Options 

4.1   Design of the Evaluation 

Each Web-based reservation system can be characterized by a profile line which 
connects the markings in the Morphological Box that are associated with the options 
realized by the system. To evaluate the treatment of temporal data in a given system 
one has to appraise the options described in the Morphological Box and also to eva-
luate the relevance of the features. The latter is similar to classifying usability prob-
lems on a scale of severity in a usability inspection [25]. 

For evaluating the usability of systems one can refer to users or to usability ex-
perts. As in other evaluations of information system design, the number of reviewers 
should be limited to a rather small number of persons. For usability studies, the par-
ticipation of experts with broad background in usability evaluation and human-com-
puter interface design is recommended. It is often assumed that no more than 5 ex-
perts are needed to obtain sufficient results [26, 27]. 

In our case we had to modify the typical procedure applied in an Inspection-Based 
Evaluation [28] because we did not want to have one specific solution evaluated but 
the experts should evaluate all options described in Table 1. Therefore we tried to find 
a larger number of evaluators than suggested for practical applications. We were able 
to interest 5 experts working in consultancy and interface development firms and 4 
academics who are doing research in connection with evaluating the business benefits 
of websites to participate in the study. Another 3 evaluators were very familiar with 
Web-based reservation systems. Three Ph.D. students with a broad range of practical 
experiences also participated in the study. In total 15 persons evaluated the options 
described in Table 1. We explained the options in detail and gave, whenever possible, 
references to existing systems, showing screenshots, and providing links to systems in 
which this option was implemented.  
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We wanted to have all options j of feature i evaluated as  on a 7 point scale  
(1 ≤  ≤ 7), in which a subset of values was verbally described as 

 1…4…7
 …  totally unsuitable, annoying               …  could be better, but acceptable           …  perfect, no improvement potential 

 
The introduction to the questionnaire emphasized that if an expert cannot suggest a 
better option than those described in the Morphological Box, he should evaluate at 
least one of the options with 7. Unfortunately not all respondents followed this hint 
and we were not able to perform a second round of evaluations.  

When we want to evaluate existing systems, not only the evaluation of the options 
is relevant but also an estimation of the relevance  of feature i. We therefore also 
asked each expert k how he estimates the relevance  of feature i for users on a 
{1..7}-point scale. 

4.2   Selected Results 

Main results of the study are shown in Figure 1, which visualizes the average values 
obtained for each option. An option positioned in the right part of Figure 1 is 
evaluated as better usable than one which appears on the left side. Figure 1 also gives 
the average relevance factors the experts assigned to the features. In the following we 
describe some details of the evaluation results that seem worth to discuss. 

Feature 1: Definition of the Booking Interval: In Table 1 we did not differentiate 
whether the booking should occur for a hotel or a flight. We assumed that there might 
be a difference, in particular with respect to the entry of the relevant booking interval. 
In Figure 2 we compare the average evaluations obtained for these two types of reser-
vations. For hotel bookings defining the start day and the duration of the stay (Option 
2 of Feature 1) is evaluated quite well (a12=4.87) whereas for flights this option is re-
garded as inappropriate (a12=3.07). We obtained no feedback that the difference 
between hotel and flight bookings may also be relevant for the other features. How-
ever, the differences shown in Figure 2 remind that the situational context of Human-
Computer Interaction should always be kept in mind. 

Rather surprisingly Option 4 for Feature 1 (entry allowed for all three temporal 
elements ts, d, and te) was evaluated second-best for booking of flights. This evaluation 
may be based on the paradigm of recommending to give users as much freedom in 
communication with the system as possible. However, we are not sure whether the 
experts really were aware of the integrity problems resulting from allowing direct 
changes of all three temporal elements. If, for instance, the user entered ts and d and 
the system computed te, how should the system react if the user changes ts in a suc-
ceeding step: Should d or te be adjusted? In this context it is remarkable that the 
evaluation of Option 4 for Feature 1 showed the highest standard deviation of all eval-
uations (cf. Table 2).   
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Fig. 2. Evaluations for Date Entry differ between Hotel and Flight Reservations. 

Table 2. Options with Low and High Standard Deviation (Flight Reservations) 

Feature Option Mean usability indicator
value 

Standard deviation of 
usability indicator value 

15 2 6.73 0.59 
9 2 6.60 0.74 
7 2 6.67 0.82 

…    
12 3 4.07 2.09 
11 1 4.87 2.23 
1 4 3.60 2.38 

 
Feature 4: Display of Date Format: The experts favored a representation in which 

the months are abbreviated by letters (e.g., 05-Sep-2011), thus avoiding the problems 
related with pure numerical date representation (cf. [29, 30]). Such a representation is 
rarely used; it has the advantage that the intercultural differences of sequencing days 
and months [31] become irrelevant but may be difficult to interpret if the user has not 
sufficient skills in the language used on the Web site. 

Feature 5: Display of Calendars: The experts preferred sites in which calendars 
are displayed without user action. Thus, they did not give too much weight to aspects 
of brimful pages and the potentially related information overload. Most websites do 
not present calendars immediately.  

Feature 6: Representation of and Access to Temporal Data: The direct access to 
the month (Option 3 of Feature 6) is clearly evaluated best but also not realized too 
often. Direct access can be provided by dropdowns or by a clickable element of the 
calendar. 

Features 7 to 9: Temporal Integrity of Start Date, of End Date, and of Date Rela-
tionships: With respect to the 3 temporal integrity features the experts favor repre-
sentations that do not allow entering infeasible dates. If the user enters, e.g., a return 
date which lies before the outward date, the experts clearly refuse automatic adjust-
ments without warnings.  
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Feature 12: Error Messages: In accordance with ISO 9241 but in contrast to the 
results presented in [32] the experts favored an immediate system reaction to entries 
that violate temporal integrity. However, if the user plans to correct both the start date 
and the end date of a reservation, an immediate error message may be inconvenient. 

Features 13 and 14: Travel Day Flexibility on Entry Page and/or after Search: 
With respect to temporal flexibility on the entry page the experts prefer user-defined 
intervals (Options 4 and 3 of Feature 13) and give a high priority to showing several 
travel options around the originally selected dates after the search (Options 3 and 2 of 
Feature 14). 

Feature 15: Temporal Data after “Major Changes”: The loss of temporal data if 
the user changes, e.g., travel destinations is seen as inadmissible (Option 1 of Feature 
15). If a system provides an explicit “go back” button, we used this button for back-
tracking; in other systems we had to use the Browser’s back button or even return to 
their homepages. Some of the losses of temporal data are based on “breaking the back 
button”, which is regarded as a perpetual usability problem of Web systems [33].  

Table 2 shows the standard deviations for the three options with the lowest and the 
three options with highest standard deviations. Least consensus between the experts 
exists with respect to the option of entering three temporal elements, of providing no 
nontrivial default values, and whether an error message should be delayed until a user 
action (such as Search). Most individual evaluations coincide quite well and their 
aggregates seem to be suitable as a basis for evaluating reservation systems. 

When we look to the relevance indicators in the right column of Figure 1 we find 
that, on average, the experts evaluated all features at least with 4 on the {1..7}-point 
scale. The features considered most relevant are (in descending order) 

 
 showing alternatives to the originally selected dates, preferably also with price 

information (Feature 14), 
 the user-friendly definition of travel dates (Feature 1), 
 immediate error messages (Feature 12),  
 keeping temporal data in case of “major changes” (Feature 15), and 
 (avoidance of) nontrivial default values (Feature 11). 

5   An Empirically Based Evaluation Method 

5.1   Defining Usability Indicators 

For each option j of feature i we determined the average value      /  (1)

where  is the evaluation value assigned by expert k to option j for feature i and K 
is the number of evaluators. Furthermore, we computed the average value for relev-
ance of feature i as 
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     /  (2)

and the relative relevance of feature i as     ̃ /  (3)

The sum of the ̃  values adds up to one; we use these values as weights for the scores 
determined for Feature i.    

In Figure 1 the options j for each feature i are positioned according to their  
values. If the profile lines for two systems differ and no point of the profile line for 
system X is left to any corresponding point of the profile line for system Y, system X 
dominates Y and is in all features evaluated as better or at least equally usable than 
system Y. However, when considering 15 features the dominance criterion will rarely 
hold.  

We have no hints that the experts interpreted the scales used in the evaluation as 
nonlinear. Therefore we suggest computing a usability indicator  for system s 
which is determined as     ̃ 1 / 6 (4)

where ij(s) symbolizes the option j realized by system s for feature i. The subtraction 
of 1 in formula (4) is necessary to transform values 1 to 7 to values 0 to 6; this trans-
formation and the division by 6 lead to standardized usability indicator values 
between 0 and 1.  

Even a system which realizes for each feature the best evaluated option would not 
receive an indicator value =1 because this value can only be obtained if for each 
feature all experts prefer the same option and evaluate it with 7. Such consensus is 
highly unlikely. In our study the best evaluated options did not obtain average values 
of 7 but received values between 5.40 (Option 3 of Feature 11) and 6.73 (Option 2 of 
Feature 15).  

An alternative scale results if we take the score of the best evaluations for each fea-
ture into account. Let  be the highest score obtained for feature i on the {1..7} scale. 
We can define an alternative usability indicator  for system s as    ̃ 1 / ̃ 1  (5)

which has the advantage that the maximum value 1 is achievable and, thus, may be 
more motivating in practical applications. The relative attractiveness of the systems is 
not influenced by this transformation because of the linear function 

                                                                            (6) 

When comparing selected systems with respect to their implemented options we used 
the indicator values ′ . 
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5.2   Comparison of Selected Web-Based Reservation Systems 

We selected the reservation systems of airlines to be analyzed with reference to 
several data sheets which define different classes of airlines (Table 3). The selection 
looks a bit arbitrary but is affected by the availability of data sheets. We were, e.g., in-
terested whether very big airlines or highly rated airlines provide reservation systems 
that are more user-friendly with respect to handling temporal data than the systems of 
other companies. We had to adjust some of the lists; e.g., the list of the Top 10 Air-
lines in the USA and Canada (Class 3) mentions Skywest, which does not operate an 
own reservation system, and ExpressJet, which focuses on customized offerings for 
corporate clients and does not allow online booking. In the list of European Budget 
Airlines Scanderbeg seems no longer to exist and Eurofly was acquired by Meridiana 
fly. Pacific Blue is member of class 5 but its reservation system switches to Virgin 
Blue’s system, which is also a member of class 5. 

Many airlines belong to more than one class. For instance, Delta Air Lines is mem-
ber of classes 1, 2, and 3; Emirates belongs to the classes 2, 4, and 5. Altogether we 
rated 60 airlines mentioned in at least one of the 6 classes defined in Table 3 for our 
statistics. However, additional evaluations were also conducted and some observa-
tions are mentioned later. 

For each of the 60 airlines we analyzed its reservation system with regard to its 
treatment of temporal data. Whenever an English site was available, we evaluated this 
site. Because parallel sites of an airline sometimes do not always behave identical, 
this may introduce a bias against an airline which considers a site in its local language 
as its main site. 

We found some cases which do not allow a unique marking in the Morphological 
Box. For instance, Delta’s system shows a calendar as well after clicking into the date 
entry field as after clicking on a calendar icon (Feature 5). The Qantas system imme-
diately adjusts the month if the user enters a return month prior to the departure month 
but does not immediately react if the return day entered is before the departure day of 
the same month (Feature 9). Temporal integrity may be checked after clicking calen-
dar entries but not if the user changes the entry via the keyboard (Features 7 to 9). In 
such situations we split the assignments, in the case described with 0.7 for controlling 
temporal integrity for calendar entries and with 0.3 for neglecting it for keyboard 
entries. The effect of such splits can be seen, e.g., in Figure 3 where for Feature 7 the 
profile line for Delta Air Lines does not pass through a circle. 

A dropdown usually impedes keyboard entry; but if a user of, e.g., Easyjet’s sys-
tem enters “J” in the month field via keyboard several times, the system switches 
between January, June, and July; if he enters, e.g., “2” in the day field, the display 
switches between 2, 20, 21, …, 29. With respect to displaying the date format (Fea-
ture 4) we found that Asiana Airlines displays the date (on its English site) in one 
field as YYYYMMDD, without any separator. Even if we would have anticipated 
such effects before designing the Morphological Box it would make no sense to de-
fine and evaluate rather implausible options. We even found differences in handling 
date relationships when we used different Browsers.  

Table 4 shows the usability indicator values  in descending order (as of March 
31, 2011) for the 5 airlines which are ranked best, the 5 airlines evaluated least favor-
able, and for the airline which obtained an average evaluation with respect to treating 
temporal data.  
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Table 3. Classes of Airlines analyzed 

# of 
class 

Class Link # of  
airlines 

Average 
 

1 Scheduled Passengers 
Carried (as of 2010) 

http://www.iata.org/ps/ 
publications/Pages/ 
wats-passenger-carried.aspx 

10 0.776 

2 Scheduled Passenger - 
Kilometres Flown  
(as of 2010) 

http://www.iata.org/ps/ 
publications/Pages/ 
wats-passenger-km.aspx 

9 0.811 

3 Top 10 Airlines in the 
USA and Canada 
(Number of passengers) 
(as of 2010) 

http://airtravel.about.com/od/
basedinnorthamerica/tp/ 
top10na.htm 

8 0.800 

4 The World’s Top 10 
airlines (2010 World 
Airline Awards) 

http://www.worldairline 
awards.com/main/ 
2010Awards.htm 

10 0.746 

5 Official World Airline 
Star Ranking  
(5 and 4 Star Airlines) 

http://www.airlinequality.com
/StarRanking/ranking.htm 

36 0.732 

6 Low Cost, Budget 
Airlines in Europe 

http://airtravel.about.com/od/
basedineurope/tp/lowcost 
budgetairlineseurope.htm 

17 0.729 

Table 4. Usability Indicators for selected Reservation Systems (as of March 31, 2011) 

 
 
 

Reservation 
system of  

Link Member 
of classes 

 

Delta Air Lines www.delta.com 1, 2, 3 0.934 
American 
Airlines 

www.americanairlines.ch/intl/ch/ 
index_en.jsp 

1, 2, 3 0.904 

Virgin Atlantic www.virgin-
atlantic.com/en/eu/index.jsp 

5 0.884 

Lufthansa www.lufthansa.com/de/en/Homepage 1, 2, 5 0.883 
Jet Blue Airways www.jetblue.com 3, 5 0.871 
…..    
Finnair www.finnair.com 5 0.738 
…..    
Aer Lingus www.aerlingus.com 6 0.660 
Hongkong 
Airlines 

www.hongkongairlines.com/eng 5 0.659 

Hainan Airlines global.hnair.com/en 5 0.604 
Eva Air www.evaair.com/html/b2c/english 5 0.576 
China Southern 
Airlines 

www.csair.com/en 1, 5 0.526 
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Figure 3 shows a detailed comparison of three reservation systems. We present the 
profile lines for the system which was evaluated best (Delta Air Lines), worst (China 
Southern Airlines), and for a system which represents average usability (Finnair). 
However, the “poorer” systems are not dominated by the “best” because of Features 
5, 7, and 13. 

According to our evaluation, Delta’s system would achieve a usability indicator M  =1 if it would enhance the displays of the date and the calendar (Features 4 and 5), 
support temporal integrity also for keyboard entries (Feature 7), and offer travel day 
flexibility already on its entry page (Feature 13). Thus, even the system which was 
evaluated best did not realize the best evaluated options in 4 of 15 features. 

The last column of Table 3 shows the average indicator values  obtained by the 
airlines that are members of a certain class. Reservation systems of large carriers 
(Classes 1 to 3) obtain better average usability indicator values than those of less 
powerful carriers. Companies gaining awards (Classes 4 and 5) do not receive better 
evaluations than the large carriers. North American-based companies are evaluated 
better than those located in other regions. 

It is worth mentioning that major differences between the usability values of sys-
tems exist even if the owners belong to the same group. For instance, Lufthansa owns 
Swiss and Austrian Airlines but the usability of their reservation systems differs. 
Table 5 summarizes the realized options and shows for which features we had to use 
split values. Only in 3 of 15 features all three systems realize the same option. None 
of the three airlines realized the best evaluated options for Features 5, 10, 11, and 13. 

Table 5. Options realized by Airlines belonging to the same Group 

Feature                            Options realized by 
 Lufthansa Swiss Austrian “Best” option 

1 1 1 1 1 
2 4 4 5 4 
3 4 4 5 4 
4 3 3 4 4 
5 3 2 3 4 
6 3 3 2 3 
7 2 1 or 2 2 2 
8 2 1 or 2 2 2 
9 1 or 2 3 3 2 

10 2 2 2 1 
11 1 1 or 2 2 3 
12 2 or 3 1 or 3 1 2 
13 3 3 1 4 
14 2 3 1 3 
15 2 2 2 2 

Usability 
indicator  

 
0.883 

 
0.774 

 
0.687 
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6   Summary and Conclusions 

In this paper we enhanced previous research on usability aspects of handling temporal 
data by an empirical study in which usability experts were asked to evaluate the 
options defined in a Morphological Box. We discussed the results of the empirical 
study and used them to define usability indicators that allow evaluating the proce-
dures implemented in different systems from a usability viewpoint. We computed 
usability indicator values for 60 reservation systems and developed profile lines for 
easy comparisons of systems. In all systems some improvement potential exists. The 
best results with respect to handling temporal data reach the systems of Delta Air 
Lines, American Airlines, Virgin Atlantic, Lufthansa, and Jet Blue Airways. We also 
showed that the systems provided by Lufthansa, Swiss, and Austrian Airlines differ 
remarkably in handling temporal data.   

Even today information engineering concepts like temporal patterns or the reuse of 
existing services still seem to be widely neglected by the developers of Web-based 
reservation systems. The approach suggested in this paper may help system designers 
in selecting appropriate options for handling temporal data. It could also contribute to 
better conformance in properties where individual system design does not improve the 
market position of service providers but may prevent potential customers from book-
ing if unfriendly interfaces annoy users. 
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Abstract. Currently the Web is a platform for performing complex tasks which 
involve dealing with different Web applications. However users still have to 
face these tasks in a handcrafted way. In this paper we present a novel approach 
that combines concern-sensitive adaptation and navigation history to improve 
the user experience while performing a task. We have developed some simple 
though powerful tools for applying this approach to some typical tasks such as 
trip planning and house rental. We illustrate the paper with a simple though 
realistic case study and compare our work with others in the same field. 

1   Introduction 

One of the interesting facets of Web evolution is the end-users interaction with Web 
content [2]. At first, users could only browse through contents provided by the web 
site. Later, users could actively contribute with content by using tools (e.g. wikis) 
embedded into the web site. Recent technologies provide users with tools for 
changing the way Web content is displayed. For example, visual Mashups [7, 17], 
support the integration of content hosted by diverse web sites and Greasemonkey 
scripts [10] allow users to change third part web applications by adding content and/or 
controls (e.g. to highlight search results in Amazon.com which refer to Kindle).  

These tools follow the concept of Web augmentation [4] by extending what users 
can do with Web content. However, they provided limited support to tasks requiring 
navigation of many Web sites. For example, a user planning a holiday trip to Paris 
might ultimately visit several web sites such as expedia.com for flights, booking.com 
for hotels, wikipedia.org for general information about the city and parisinfo.fr for 
points of interest, current events or expositions in Paris... From the users’ point of 
view, the navigation of all these web sites is part of the same task. The existing 
augmentation techniques are of little help in this case. GreaseMonkey scripts can 
adapt the content on a specific Web site but it will require much effort to make it 
generic enough to integrate information provided by different applications. Mashup 
for expedia.com will not necessarily integrate information from users’ preferred web 
sites (e.g. airfrance.fr, venere.com...). If Web sites provide public APIs, Mashups can 
be extended but it does not prevent users to learn how to do it beforehand. Quite 
often, users’ tasks are associated with opportunistic navigation on different Web sites, 
which is difficult to predict [14]. In this context, effective Web augmentation should 
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overcome to main barrier: i) to take into account the different web sites visited by 
users; and ii) to adapt target web sites accordingly to unpredictable user needs. 

This paper investigates the use of a tool support for creating flexible, light-weight 
and effective adaptations to support users’ tasks during the navigation of diverse Web 
applications. Our goal is to support users’ tasks by keeping his actual concern (and 
related data) persistent through applications. For example, allow the reuse of dates 
provided on expedia.com for booking a flight to search hotels at booking.com. 
Another example, allow the inclusion of new links letting users to navigate from 
parisinfo.fr to related articles at wikipedia.com whenever he needs further explanation 
about a topic. Hereafter we present the tools we have developed to solve this kind of 
problem. Section 2 shows a view at glance of our approach for Client-Side Adaptation 
(CSA) of Web applications. Section 3 presents the tools we have developed. Section 4 
presents how we have validated our approach with end-users. Section 5 discusses 
related work and section 6 presents conclusions and future work.  

2   The Underlying Approach  

Our approach is based on concept of concern-sensitive navigation. We say that a Web 
application (or specifically a Web page) is concern-sensitive (CS) when its contents, 
operations and outgoing navigation links can change (or adapt) to follow the actual 
situation (concern) in which it is accessed [9]. Concern-sensitive navigation is 
different from context-aware navigation, where other contextual parameters (location, 
time, preferences) are considered. The main difference is that concern-sensitive is 
driven by a specific user goal, quite often volatile and difficult to generalize. 

Figure 1 shows an example of concern-sensitive navigation across two 
applications: Google Maps (as the source of navigation) and Wikipedia (as the target). 
The left-side of Figure 1 displays Wikipedia links in the map of Paris; once selected, 
these links trigger the exhibition at the right-side of Figure 1 the corresponding map 
and a set of links to those Wikipedia articles in the surroundings of the current one.  

 

Fig. 1. Inter-application CSN between Google Maps and Wikipedia 

We assume that concern-sensitive navigation simplifies the user’s tasks by 
providing him sensitive information or options according to his current needs. For that 
purpose, the adaptation of a page P requires that: (a) the actual user’s navigation 
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concern (i.e. pages previously navigated, e.g. Google maps), (b) the set of relevant 
information from previously visited pages that are needed for adaptation (e.g. the 
current map), and (c) the capacity for enriching P with contents or links related with 
(a) and (b) by intervening in P’s DOM. 

3   Tool Support 

The tool presented hereafter was implemented as a Firefox plug-in that provides 
components called augmenters. In our approach, users need to run adaptations (using 
augmenters) on different Web sites they are visiting to perform their tasks. This 
implies that users must to collect information during the Web sites navigation. A set 
of tools called DataCollectors work as a memory for user data. The other augmenters 
will then use information stored by DataCollectors to perform the adaptations.  

3.1   Data Collector and Other Augmenters 

Two types of DataCollectors have been implemented: Untyped Pocket which 
implements a copy & paste behaviour for simple text (e.g. “Paris”); and Typed Pocket 
which allows users to label data (e.g. “Paris” is “City”). In both cases, selected 
information is placed into a temporary memory called Pocket. Data collection is 
supported via the contextual menu options “put it into pocket” (i.e. Typed Pocket) and 
“put it into volatile pocket” (i.e. Untyped Pocket). Figure 2.a illustrates the collection 
of a piece of information (i.e. “Place de la Concorde”) using the option “put it into 
pocket” which has been labelled “PointOfInterest”. Collected information become 
available into the Pocket as shown by Figure 2.b (yellow box at the upper-left side).  

 

 

Fig. 2.a. Information collection from Wikipedia using 
a DataCollector 

Fig. 2.b. Resulting adaptation for the 
Pocket memory 

The Pocket is more than just a simple post-it as the information it stores can be used 
by augmenters to adapt Web sites. Currently available augmenters include:   

• Highlight: it colors the occurrences of the data received by parameter.  
• CopyIntoInput: it pastes the value received as parameter into an input form 

field. Once executed, CoopyIntoInput adds a listener to the click event which 
is removed after the first time that the target is an input. 

• WikiLinkConvertion: it creates links to wikipedia.com pages using as input any 
occurrences values received as parameter. For example if the parameters is 
“Paris” then the link would be to the Wikipedia article about Paris. 
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An example of how the augmenters work is provided by Figure 2. At Figure 2.a the 
user has used a DataCollector augmenter to capture information at the web site 
wikipedia.org. When the user opens the Google Maps web site (Figure 2.b) the 
information collected in previous Web site (i.e. wikipedia.org) is available at the 
Pocket (the yellow box at left in Figure 2.b). Now, the contextual menu at Figure 2.b 
offer new augmenters based on the previous collected information, CopyIntoInput, 
Highlight and WikilinkConvertion. However which augmenters are available depend 
on the current site because augmenters can be generic enough to be applied to any 
page (e.g. highlight). These augmenters are illustrated by the scenarios below. 

3.2   Scenario for Performing Adaptations 

The scenario presented in this section aims at fulfilling users’ needs described at 
section 1. While booking flights to Paris, the user collects data (cf. Figure 3.a) which 
will help him in the next steps to find a hotel. Relevant information is labelled by the 
user as departDate, arriveDate and destination. Figure 3.b shows how the form field 
destination is filled in with the information previously collected. This scenario is 
executed once the user reaches the page booking.com (either by following a link or 
entering a new URL). Notice that the scenario can be instantiated because the 
information needed is available into de Pocket. So far, automatic form filling can only 
be done for a particular Web application (in our case for booking.com) but this feature 
can be extended using tools like Carbon [1]. This use of concern-sensitive information 
improves the user experience by allowing him to “transport” critical data among Web 
applications and use these data to adapt them. 

Data Collection in Expedia.com Form filling in Booking.comwith data collected previously 

depart
Date

arrive
Date

destination

 

Fig. 3.a. Information extraction from 
expedia.com 

     Fig. 3.b. Form filling in booking.com with 
      information collected in previous web sites 

Figure 4 exemplifies the use of the augmenter WikiLinkConvertion. In this 
scenario, we assume the user has previously visited the web site Wikipedia.com and 
selected his PointOfInterest. Then the user opens the web site Parisinfo.com. It is 
worthy noting that the Pocket features all information previously collected at the web 
site Wikipedia.com. Now, the user right clicks over PointOfInterest, a contextual 
menu offer the option “Convert to Wiki Link” that, once selected by the user, will run 
the augmenter WikiLinkConvertion, thus creating new links on the current page of the 
web site ParisInfo.com allowing the navigation to the web site Wikipedia.com to the  
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corresponding page associate to the information PointOfInterest. The augmenter 
Highlight works in a similar way but it changes the colour of the text instead of 
created links. Due to space reasons, the augmenter Highlight is not illustrated here. 

 

Fig. 4. Text plain converted into link to add personal navigation 

4   Evaluation of the Approach 

To validate our approach and actual usage of the tools, we have conducted a usability 
study with end-users. The goal of this evaluation was to investigate if CSA is usable 
for solving common tasks whilst navigating web. The adaptations investigated in this 
study explored the following augmenters: Highlight for changing color of important 
information, WikiLinkConvertion for creating new links to Wikipedia, DataCollector 
for recording information for later usage, and CopyIntoInput for automating filling in 
forms.  

The study was run with 11 participants (6 males and 5 females, aged from 23 to 46 
years old).  All participants were experienced Web users (i.e. > 5 years using the web) 
that browse the web as part of their daily activities (in average 4,1 hours of navigation 
on the web per day, SD=2,4 h). We have focused on experienced users because we 
assume that they are more likely to formulate special needs for adapting Web pages 
than novices with the Web. Participants were asked to fill out a pre-questionnaire, 
following they were introduced to the system (i.e. 2-5 minutes training) and asked to 
conduct five tasks at their workplace, followed by a final interview and a System 
Usability Scale questionnaire (i.e. SUS, [5]). The SUS has been as a complement to 
user observation as it is widely used in comparative usability assessments in the 
industry.  

The five user’s tasks concern a trip planning to Paris for visiting the art exhibition 
“De Stijl et Mondrian”. The initial setup was a Web page advertising that art 
exhibition. The tasks were: 1) to collect required data for planning the trip including 
dates, keywords and locations; 2) to book a hotel in Paris near the exposition for the 
week-end of February 18th 2011; 3) to select a hotel in the neighborhood of “Les 
Marais”; 4) to record information about the hotel; 5) to create a relationship between 
the actual Web of the exhibition and the Web site wikipedia.com.  

Usability was measured in terms of time to accomplish tasks, number of tasks 
performed successfully, and user satisfaction (via a questionnaire). Users were also 
asked to rate every task from 1 to 5 (from very easy to very difficult). 

All participants used the tools presented during the training period to perform the 
tasks. Users completed the tasks in approximately 37 minutes (SD=9 minutes). The 
results show that, generally, participants appreciate the concept of CSA and the tool 
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support. In the pre-questionnaire, when asked if they would like to modify the web 
pages they visit, 2 of 11 participants said no because “it could be very time 
consuming”. Notwithstanding, all participants said that our tools for client-side 
adaptation are useful and that they are willing to use it in the future. Adaption across 
different web site was described as “natural” by 7 participants and a “real need” by 5 
of them. The tool DataCollector was the most successful applied by all participants; it 
was considered the very useful and a “good substitute for post-its”. However, success 
rate varied according the augmenter employed: CopyIntoInput was considered very 
easy to use by participants and employed successfully by 10 of them (90,9%). The 
augmenter Highlight (72% of success rate, 8 participants) was considered easy to use 
but 5 users blamed it because they only can be applied to the exact word previously 
selected and users cannot choose the color and/or the policy used to highlight 
different pieces of information. Participants were very impressed by the augmenter 
allowing links to Wikipedia from concepts, i.e. WikiLinkConvertion; despite the fact it 
was considered extremely useful, the success rate with this augmenter was the lowest 
in the study, i.e. 18%, due to two main issues: the fact that links can only be created 
from typed information; lack of visual feedback (i.e. an icon) indicating where that 
action was possible. Nine participants (81,8%) mentioned that using the augmenters 
improve their performance with tasks, one user said it could be faster without the 
augmenters and the other one didn’t see any difference. This user perception has been 
confirmed by the time recorded during task execution using augmenters 
WikiLinkConvertion and CopyIntoInput.  

This study also revealed some usability problems that motivate further 
development in the tool. For example, users requested to have a visual indicator 
allowing them to distinguish where augmenters have been applied (ex. links on the 
web site x links created with the augmenter WikiLinkConvertion). Users intuitively 
tried to activate some of the augmenters using Drag & Drop which is an indicator for 
further research of more natural interaction with augmenters. The most frequent 
suggestions for new augmenters include “automatic filling forms”, “create links to 
other web sites than Wikipedia”, and “automatic highlight at the web page of 
information previously collected”. This positive analysis is confirmed by a SUS score 
of 84,9 points (SD = 5,5), which is a good indicator of general usability of the system.  

5   Related Work  

The field of Web applications adaptation is broad; therefore, for the sake of 
conciseness we will concentrate on those research works which are close to our intent. 
The interested reader can find more material on the general subject in [6]. As stated in 
the introduction we can identify two coarse-grained approaches for end-user 
development in Web applications: i) mashing up contents or services in a new 
application and ii) adapting the augmented application, generally by running 
adaptation scripts in the client side. 

Mashups are an interesting alternative for final users to combine existing resources 
and services in a new specialized application. Visual and intuitive tools such as [16] 
simplify the development of these applications. Since most Web applications do not  
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provide Web services to access their functionality or information, [11] proposes a 
novel approach to integrate contents of third party applications by describing and 
extracting these contents at the client side and to use these contents later by 
generating virtual Web services that allow accessing them. 

The second alternative to build support for their tasks is Web augmentation [4], 
where applications are adapted instead of “integrated” in a new one. This approach, as 
indicated in [2] is very popular since it is an excellent vehicle for crowdsourcing. 
Many popular Web applications such as Gmail have incorporated some of these user-
programmed adaptations into their applications like the mail delete button (See 
http://userscripts.org/scripts/show/1345). GreaseMonkey [10] is the most popular tool 
for Web augmentation, and its scripts are written in JavaScript. The problem with 
these scripts is their dependence on the Document Object Model (DOM) used to 
organize the Web page; if the DOM changes the script can stop working. In [8] the 
authors propose a way to make GreaseMonkey scripts more robust, by using a 
conceptual layer (provided by the Web application developer) over the DOM. 

While we share the philosophy behind these works, we believe that it is necessary 
to go a step further in the kind of supported adaptations. In [9] we showed how to use 
the actual user concern (expressed in his navigational history) as an additional 
parameter to adapt the target application. By using the scripting interface we managed 
to make the process more modular and by defining adaptations for application 
families (e.g. social networks) we improved the reuse of adaptation scripts. In the 
following sections we show how to broaden the approach allowing end users to select 
which concrete information can be used to perform the adaptation, therefore 
improving the support for his task and providing support for building more complex 
adaptations. Some tasks are repeated several times and then users make the same 
process each time. This problem has been tackled in [3,13] with the CoScripter tool. 
CoScripter is a Firefox Plug-in which allows users to record his interactions with a 
Web Site, and then, they can repeat the process automatically later. The approach is a 
bit flexible, for example, the whole process can be repeated with other information in 
form inputs that those used in the original recorded execution, but always using the 
same fixed Web sites. In this way, CoScripter is not useful when users need to change 
slightly the process, for example by changing which is the target Web application. 
However, both CoScripter’s goals and our approach’s goals are different, because 
with CoScripter Web applications are not adapted (not further that fill forms with 
values) and volatile requirements are not contemplated.  

Other near work is [15], which is other Firefox plug-in addressed to improve user 
experience by empowering his browser with commands with different goals. With 
MozillaUbiquity users execute commands (developed by themselves) for specific 
operation, for example to publish some text from the current Web page in a social 
network. Anyway, these commands are executed under user demand, and adaptations 
are not made automatically. Although MozillaUbiquity makes short the distance 
between two distinct Web Applications, to move information from one of them to 
another is not fully exploited. 
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6   Conclusions and Future Work 

In this work we have presented a novel approach of CSA driven by the integration of 
information through the navigation of several web applications. The underlying idea 
is to support concern-sensitive adaptations on Client-Side in order to improve users 
experience while they are doing tasks in many web sites. The tools presented in this 
paper are based on a framework (not presented here) that allows the development of 
augmenters beyond those presented. The present study allows us to investigate new 
strategies of Web augmentation with end users. A user testing experiment was 
performed to demonstrate the feasibility of the strategy of CSA. Despite some 
usability problems found with the actual tools, the preliminary results show that 
approach is very promising and can indeed help users to solve complex tasks that 
require information exchange between different web sites. We observe an increasing 
interest in the development of tools that can make users more active with respect the 
way they access content provided by Web applications. Notwithstanding, there is a 
few empirical studies that investigate the user experience of user driven CSA, in 
particular when adapting third-party web sites. As far as the adaptation across 
different web sites is a concern, we haven’t found in the literature any other tool 
allowing users to freely adapt web pages accordingly to previously navigation of web 
pages. The results presented here remains preliminary but it provides many insights 
for discussions, including: users’ needs for performing complex tasks among different 
web sites, development of new strategies of end-user programming of the web, impact 
of user-driven adaptation of web site. Our next steps include the investigation of CSA 
beyond a single user session, for example, when navigation of different web sites 
occurs in a long period of time.     
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Abstract. Usability evaluation of Web sites is still a difficult and time-
consuming task, often performed manually. This paper presents a tool that 
supports remote usability evaluation of Web sites. The tool considers client-side 
data on user interactions and JavaScript events. In addition, it allows the 
definition of custom events, giving evaluators the flexibility to add specific 
events to be detected and considered in the evaluation. The tool supports 
evaluation of any Web site by exploiting a proxy-based architecture and enables 
the evaluator to perform a comparison between actual user behavior and an 
optimal sequence of actions.  

Keywords: Tools for Usability Evaluation, Remote evaluation, Log analysis. 

1   Introduction 

Although usability has long been addressed and discussed, when people navigate the 
Web they often encounter a number of usability issues. This is also due to the fact that 
Web surfers often decide on the spur of the moment what to do and whether to 
continue to navigate in a Web site. Usability evaluation is thus an important phase in 
the deployment of Web applications. For this purpose automatic tools are very useful 
to gather larger amount of usability data and support their analysis.  

Remote evaluation [2] implies that users and evaluators are separated in time 
and/or space. This is important in order to analyse users in their daily environments 
and decreases the costs of the evaluation without requiring the use of specific 
laboratories and asking the users to move. In addition, tools for remote Web usability 
evaluation should be sufficiently general so that they can be used to analyze user 
behavior even when using various browsers or applications developed using different 
toolkits. This work presents Web Usability Probe (WUP), a tool that follows a proxy-
based architecture, performs remote evaluation, and considers client-side logs as data 
source. We prefer logging on the client-side in order to be able to capture any user-
generated events, which can provide useful hints regarding possible usability 
problems. Moreover, WUP allows the usability experts to analyze through some 
graphical representations of the logged data how users interacted with the user 
interface (UI). 
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Ivory and Hearst [4] provided a good discussion of tools for usability evaluation 
according to a taxonomy based on four dimensions: method class (the type of 
evaluation); method type (how the evaluation is conducted); automation type (the 
evaluation aspect that is automated); and effort level (the type of method required to 
execute the method). According to this classification, the WUP solution for usability 
testing involves: capturing logs generated at client-side, supporting automatic analysis 
and a number of visualizations to ease the identification of the usability issues, and 
only requiring that users perform some predefined tasks specified by the evaluators. 

Google Analytics [1] has the potential to be configured to capture custom events at 
client-side and it offers a number of statistics information and reports, but it is rather 
limited in terms of number of events that it captures for each session. Model-based 
approaches have been used to support usability evaluation. An example was 
WebRemUsine [6], which was a tool for remote usability evaluation of Web 
applications through browser logs and task models. Propp and Frobrig [7] have used 
task models for supporting usability evaluation of a different type of application: 
cooperative behavior of people interacting in smart environments. A different use of 
models is in [5], in which the authors discuss how task models can enhance 
visualization of the usability test log. In our case we do not require the effort of 
developing models to apply our tool. We only require that the designer provides an 
example of optimal use associated with each of the relevant tasks. WUP will then 
compare the logs with the actual use with the optimal log in order to identify 
deviations, which may indicate potential usability problems.  

2   The Approach Proposed 

The approach proposed is based on an intermediate proxy server whose purpose is to 
annotate the accessed Web pages in order to include JavaScripts that will carry out the 
logging of the actual user behavior (see Figure 1). WUP does not require use of plug-
in installation or specific client configuration. The scripts used by the tool are stored 
in the proxy server and thus there is no security conflict when the page is accessed 
from the client since the page appears as coming from the proxy server.  

 

Fig. 1. Overview of the approach proposed in the Web Usability Probe 
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The WUP’s server also acts as a usability server in which the evaluator can enter 
information useful to guide the usability test, such as the list of tasks to perform, what 
events to log, etc. Once users have carried out their test tasks, the logs can be accessed 
by the evaluators who can customize their representations by selecting what actions to 
be represented in the reports in order to ease the identification of usability issues. 

When a new user test is to be started, the evaluator can access the tool to provide 
users with the information required to carry out the test (task descriptions, etc.). The 
evaluator then plays the role of user by performing the tasks in an optimal way, 
without errors (which are actions useless for the current task). The optimal task is 
defined during the planning phase of user test and the evaluator has to perform it 
according to tasks’ descriptions, considering natural usage, and without useless 
actions. Users only need to start using the Web site to be evaluated through the proper 
link available at the proxy. Then, when users start the user test they are informed 
about the task to accomplish. When they complete it, they have to indicate this by 
accessing the dialogue box automatically generated with the controls related to the 
task. Next, a new task to perform will be indicated until the end of the test is reached. 

The scripts that are injected by the server in order to log usage data and always 
redirect navigation through the proxy are implemented in JavaScript and use jQuery1. 
All the logged data are sent asynchronously to the server while the users move from 
one page to another. 

This approach satisfies a number of requirements about evaluation tools [8]: it 
works in different configurations of hardware and software; it does not depend on 
specific configurations; it does not impact on the Web site usage; and it does not 
interfere with the Web page. 

The development of a proxy-based tool considering client-side data encounters 
different challenges regarding the identification of the elements that users are 
interacting with, how to manage element identification when the page is changed 
dynamically, how to manage data logging when users are going from one page to 
another, among others. The following are some of the solutions we adopted in order 
to deal with these issues. 

When logging data at the client-side, identification of the target element is an issue 
if the target element of a certain event does not have a name or the id attribute. In this 
case, two main approaches can be followed: either ignore events involving 
unidentified elements or assign an id attribute according their position in the Web 
page structure, i.e., DOM (Document Object Model) Tree. The first approach does not 
allow the evaluator to know exactly the elements referenced by the trigged events if 
any usability problem is identified, which complicates its correction. The second 
approach, on the other hand, can cause some overhead. The approach used in the 
WUP generates ids according to the XPath2 syntax, and thereby allowing the id 
attribute to be computer and human readable. This provides the possibility of mapping 
back an id to the Web page element being analysed. 

Another challenge that a client-side logging tool should address is how to inform 
evaluators that only a certain part of the page has been changed dynamically. This can 

                                                           
1 http://jquery.com 
2 http://www.w3.org/TR/xpath/ 
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occur, for instance, via AJAX, which can result in new UI elements. In this case the 
event is triggered when the DOM Tree is changed, and it can be reported in the 
timeline, allowing the evaluators to verify where and when it occurred, helping 
evaluators to deal with the issue of identifying UI elements users interact with. 

3   Setting Up a Remote Usability Test 

The evaluators can create the settings for a remote usability test at any time. In the 
administrator part of the usability tool there is an item for each test indicating the 
name, the description, the evaluator who created it, and the number of tasks that 
should be performed. The tool provides dynamically the indication of the number of 
sessions that have been logged for that test.  

Associated with each test there is an editable list of tasks (an example in Figure 2). 
For each task there is the indication of the name, the description, the indication of the 
URL where the task should be started, whether it is skipable, and if its performance 
depends on some other task. A dependency means that the other task should be 
performed first than the current one. 

 

Fig. 2. An example of task list for a user test 

These features aim to allow a remote participant to freely perform tasks. The name 
and description are the texts that users will see through automatically generated 
dialogue boxes. The starting URL provides flexibility in the evaluation setup, since 
allows evaluators to define that certain tasks have to start in different parts of the 
evaluated Web site, or even start in another Web site, allowing evaluations to perform 
comparison among Web sites.  

Finally, the dependency feature among tasks is provided in order to make possible 
to define evaluations where one tasks is mandatory (e.g., login) in order to perform 
others (e.g., creation of content in a login protected Web site). 
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The vocabulary of events supported by WUP is one of our contributions, since it 
captures any standard event3, jQuery Events4, touch, gestures, and accelerometer 
events present at the Safari API5. The set of events observed by WUP is shown by 
grouping them by their type (defined according to the device that generate them), for 
instance: accelerometer, keyboard, mouse, touch. We also consider form-related 
events (e.g., change, select, and submit), system related events, and customizable 
events. The evaluator can define custom events, which can be various types of 
composition of basic events in terms of their ordering or standard events on specific 
parameters (e.g. a pageview event is triggered when a Web page is shown to the user), 
and it is possible to associate them with specific events names that can then be 
visualized in the reports. Moreover, the pageview custom event allows WUP to log 
information commonly present at server logs, since this custom event counts with 
URL path and its parameters. 

4   Analysis of a Remote Usability Test 

Once some users have actually performed the user test, the evaluator can access 
graphical representations of such logs. Hilbert and Redmiles [3] indicated that 
timelines can be useful for this purpose. We follow this approach: there is one 
timeline for each task performed by a user (see Figure 3). The first timeline is 
dedicated to the optimal log. The graphical representation is interactive and allows the 
designers to line up logs according to some important event under the ‘lock scroll’ UI 
control. In this way the evaluator can compare the optimal behavior with those of the 
actual users in order to see whether there was some particularly long interaction, due, 
for example, to the difficulty to understand how to proceed, or some errors that 
indicate some usability issue. In addition, the zoom level of timelines can be 
interactively set in order to identify the more adequate representation scale of the 
timeline. 

 

Fig. 3. Example of timelines generated by the tool in order to represent usage data 

                                                           
3 http://www.w3schools.com/jsref/dom_obj_event.asp 
4 http://api.jquery.com/category/events/ 
5 http://developer.apple.com/library/safari/#documentation/ 
 appleapplications/reference/safariwebcontent/ 
 HandlingEvents/HandlingEvents.html 
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Our proposal for representing event streams in timelines uses also the height of the 
time markers present in the timeline to represent the repetitions of a certain event in 
an element. This attribute is an indicator that allows evaluators to identify useless 
actions as well as to check repetitive mouse movements over bad designed link, 
misguided clicks on a non-clickable element, among others. 

When visualizing the timelines of a certain task it is possible to zoom in and out in 
such representations and visualize them at the very basic event level or at the 
categories level. In the case of the categories visualization, the timeline uses different 
colors for different sets of events.  

5   An Example Application 

In this section we illustrate an application of our tool and show how an evaluator can 
infer usability issues from the visualizations provided by the tool. We report on a 
usability test of the Mobipocket6 Web site, a known Web site for buying e-books. The 
tasks to be performed at the Mobipocket Web site, which were specified in the 
configuration of the WUP, were the following: 

1. ‘Search for books written by Jules Verne. Then, at the result list, add first Jules 
Verne's book to the cart.’  

2. ‘Browse the author list to check books available written by Umberto Eco.’ 
3. ‘Access the cart and proceed to checkout. You don't have to login nor insert credit 

card information.’ This task was dependent on the first task. 
4. ‘Find the contact form in order to send a message to the website. You don't have to 

send a message. Just reach the contact form.’ 

 

Fig. 4. The application considered in the case study 

This usability evaluation involved 10 users. All of them were used to use Internet 
and were potential buyers of e-books, thus making part of the set of target users. 
Examples of results obtained from the timelines are the following: 

                                                           
6 http://mobipocket.com 
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• During the task of adding a book of a certain author to the cart, the Mobipocket 
Web site showed as the first result a promotion of a packet of 100 authors. Figure 5 
(timeline A) presents that one user was in doubt on clicking on the first result, 
moved the mouse over the result list and finally clicked on the correct book related 
to the task. It was possible to verify this issue by analyzing the timelines and 
checking that one participant performed the task in a different way from other 
participants. Thus, after zooming in the indicated timeline region it was possible to 
check details about events, for instance, mouse enter and mouse leave events over 
the first result of the search (indicated by the generated id) and then mouse enter 
event followed by a click on the add to cart button at the second result; 

A

B

 

Fig. 5. Visualization of timelines; A) Repeated mouse move events indicating the doubt of the 
user in selecting the first search result; B) Resize events triggered by the popup blocker 

• When adding a book to the cart, the feedback presented to the user was via a popup 
informing “This e-Book has been added to your shopping cart”. Figure 5 shows 
page resizing events just after adding the book to the cart. After noticing this result 
in the timeline and mapping back to the UI it was possible to verify that when 
some browser’s popup blocker message was presented, a sequence of resize events 
was then triggered; 

• For the browsing authors list task it was possible to identify that some users tried to 
find ‘Umberto Eco’ under the letter ‘U’ page instead of the letter ‘E’ page, 
indicating lack of user guidance referring to the index, since users found unclear if 
the letter index refers to names or surnames; 

• Considering the task of accessing the contact form we detected one usability issue: 
when users try to access the contact form via the ‘contact us’ link located at the 
footer of the Web site, they are sent to a Web page with another link to the contact 
page. This link in turn is an anchor to forum topics located at the middle of the 
contact Web page, making hard to users to find the contact form at the top of the 
page. Figure 6 presents the scrolling and mouse movements to find the link and 
then the same after accessing the page with forum topics and the contact form. 
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Fig. 6. Timelines referring to the access contact form. Arrows indicate mouse movements and 
scrolling deviation from other timelines. 

6   Conclusions and Future Work 

This paper presents WUP, a tool that allows evaluators to decide what tasks users 
should perform, and gather many types of data related to user interaction. The tool 
provides some graphical representations, which allow evaluators to analyze the data 
collected from a usability perspective. WUP also allows the end users to freely access 
the Web applications with any browser-enabled device without any constraint 
regarding where and when to perform such accesses during the test sessions. The case 
study reported indicated that the visual reports provided by the tool in form of 
timelines summarize event streams and highlight useless actions, allowing evaluators 
to identify usability problems, easing the task of mapping back events to actual 
actions occurred during user sessions. The experiment reported provided us with 
encouraging feedback, even if more validation will be carried out in the near future. 

As future work we plan to extend the application of the Web Usability Probe 
considering the mobile Web, exploiting the flexibility in the definition of the events 
vocabulary in order to consider events related to mobile technologies.  
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Abstract. Character facial animation is difficult because the face of a character 
assumes many complex expressions. To achieve convincing visual results for 
animation, 3D digital artists need to prepare their characters with sophisticated 
control structures. One of the most important techniques to achieve good facial 
animation is to use facial control interfaces, also called facial user interfaces, or 
facial UI’s. But facial UI's are usually dull and often confusing, with limited 
user interaction and no flexibility. We developed a concept and a working 
prototype of a dynamic facial UI inside the Blender [1] open-source software to 
allow their large community of digital artists to better control and organize the 
facial animation of a character. Our interactive system is running stable in the 
latest version of Blender and we started to build a full-face dynamic UI to show 
its interactive potential in a character's face. 

Keywords: Accessibility and Usability, Novel User Interfaces and Interaction 
Techniques, Adaptive Interfaces, Dynamic Interfaces, Facial Interfaces, Facial 
Rigging and Animation, Digital Artists. 

1   Introduction 

Facial UI’s [2] are GUI’s (graphical user interfaces) with panels and controls that are 
used to facilitate the animation of a character’s face. Facial UI’s are usually placed 
side-by-side to the face of a 3D character in order for the animator to have easy access 
to its controls. The panels of a facial UI have a fixed position in space and generally 
each panel has a controller centered in the panel. The 2D spatial transformation of a 
control in a given panel affects the transformation of a corresponding locator in the 
skeleton of the character’s mesh. The controls in the facial UI allow manipulating the 
character rig structure (the skeleton's bones) which in turn deforms the mesh. 

The number of panels in the facial UI usually corresponds to the number of facial 
regions that need to be animated. The controls are grouped based on the anatomical 
areas of the face. There are references to help the digital artist build the animation 
controls for the face, such as the Facial Action Coding System [3]. 

The main benefit of a facial UI is the fact that it facilitates the understanding of the 
facial controls a character needs to have in order to simulate facial expressions [4] 
accurately. A facial UI enables the digital artist to interact with 2D controls that in 
fact report to 3D controls which are rigged to the mesh of the face of the character. 

In essence, facial UI's prevent the visual confusion of the usual controls laid on top 
of the skin of the character. They also allow the user to have a better understanding of 
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how each control is used, because the controls are constrained to the UI's panels. This 
prevents digital artists from doing unexpected manipulations of the controls which 
could result in awkward skin deformations and inaccurate facial animation. 

But the common facial UI's also have considerable limitations. For instance, they 
occupy fixed positions on space. Also, the digital artist responsible for doing the UI 
generally places it side-by-side to the face of the character and the animator cannot 
change this. Also, facial UI's offer pre-established layouts with no flexibility for re-
organization and re-dimensioning. This constrains and disorients the animator. 

In general, a facial UI is a very complete system but is not straight forward enough 
nor it is the most user-friendly method, because the interactive abilities it offers are 
insufficient when compared to the flexibility of controls placed in the skin. 

2   Our Solution: A Dynamic Facial UI 

We developed a concept and a prototype of a dynamic facial UI in the Blender [1] 
software to help the large community of Blender digital artists do better animations 
for their characters faces. Our method improves the interaction of digital artists with 
facial UI's. It is an innovative technical solution for the 3D digital artist based on an 
extension of the features found in common facial UI's. 

We already have a working prototype with very interesting features, such as the 
ability for the animator to easily relocate and re-dimension the panels in a facial UI. 
The animator can customize the limits and rearrange the layout of the facial UI, 
gaining more control over the animation of the several facial regions. It is possible to 
re-position the entire UI and/or a specific panel, transforming it to fit in the facial 
region as desired. The option to configure each panel provides more 2D space for 
manipulating the controls and a much better visualization and interaction. 

Our prototype is able to join the abilities of the controls placed over the skin of the 
character to the abilities found in common facial UI's. With our prototype the digital 
artist can animate the face using the best of both worlds: having the flexibility of the 
controls placed directly in the skin and the benefits of using a facial UI. 

Our concept has rendered us an article in the BlenderArt magazine. But we haven't 
yet had the opportunity to show it as a running demo. We would like to show it to an 
audience for the first time in the Interact2011 conference, with new improved 
functionalities and with the prototype applied to the several regions of the face. 

We are also working to fully automate the process and make it compatible with any 
facial style the digital artist may need to animate. We attach a video to the submission 
of this document showing our results at the current development stage. 
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Abstract. This research explores the potential of tangible tabletop technology 
for motor skills training of children with Cerebral Palsy. Therapists have 
emphasized the importance of customization of therapy programs to the needs 
of each patient. Five customizable games for the TagTiles tangible interactive 
gaming board are presented. These games have been developed based on 
feedback from 11 therapists from two clinics in the Netherlands, 9 children with 
Cerebral Palsy as well as 14 healthy children. The design process and the 
potential of this solution are briefly outlined. 

Keywords: Cerebral Palsy, Motor Skills, Rehabilitation, TagTiles, Therapeutic 
Games, Design. 

1   Introduction 

Cerebral Palsy (CP) is a term describing a set of neurological disorders that cause 
physical disability, mainly affecting body movements and muscle coordination. In 
additional to traditional means of therapy, tabletop interactive surfaces offer a lot of 
potential. The TagTiles board [1] is a programmable grid of RFID sensors, able to 
provide visual and sound feedback, which is triggered by objects with attached RFID 
tags. The use of TagTiles in training for children with CP has been explored in the 
past [2] resulting in a series of games that support the training of arm-hand skills.   

However, that work did not address several requirements that relate to the use of 
the games in actual therapy. Interviews with therapists emphasized the importance of 
supporting customization to each child’s needs, and flexibility: therapists need to 
interrupt games and switch to other ones fluently during a therapy session. 

2   CP Game Design 

Input collected over 4 sessions with 11 therapists and 9 children with upper 
extremities CP from 2 different Dutch clinics resulted in the design of five new games 
and accompanying objects. These train different hand movements; grasping, wrist 
supination, and finger, shoulder and wrist extension. Objects of varying shapes, sizes,  
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Fig. 1. The TagTiles board (left), the stars earned (top left), the game menu (bottom), the game 
speed indication (extreme left), the repetitions indication (middle), some of the objects designed 
(top right) and a child with CP interacting with the board (right) 

textures and weights have been used along with adjustable Velcro tags (see Fig.1). All 
objects have been designed so as to prevent compensation. 

The interaction in all games involves matching the flashing squares on the board 
with the objects in the child’s hand. Every game uses an engaging background story 
(e.g., feeding a hungry monster or playing the piano). The therapists can control the 
difficulty level (i.e. game speed and number of repetitions) through a specially 
designed menu. To maintain motivation, encouraging feedback is provided through 
sounds and music. At the end of the game, feedback regarding performance is 
provided in terms of ‘stars’ earned by the child. 

An evaluation session with 14 healthy children was performed as well in order to 
assess the very important fun aspect of the games. The games are now fully functional 
and ready to be embedded in a therapy setup. 
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Abstract. This paper describes a demonstration of an open source Total 
Conversation client for the Android mobile phone platform. It also explains the 
rationale for Total Conversation and gives a brief overview of the open 
standards on which Total Conversation is based.  
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1   Introduction 

Mobile phones have been a natural part of our life for, at least, the last 15 years. 
Mobile phones allow everyone the convenience to communicate with anyone 
anywhere, well not quite everyone after all. For those whose native language is a sign 
language this has not been the case. These individuals have been confined to using 
SMS or in some cases 3G video telephony. Not having equal access to telephony is 
clearly in violation of the United Nations Convention on the Rights of People with 
Disabilities [1], still the convention has been ratified by 99 countries [2]. This 
demonstration intends to showcase how mobile Total Conversation enables equal 
access to mobile telephony. 

2   Total Conversation 

The purpose of Total Conversation is to enable communication for all. Mobile phones 
and modern telecommunication networks have advanced to the point where it is now 
possible to deploy Total Conversation on most high end phones. The simultaneous 
use of audio, video and real-time text allows all users to find a suitable method for 
communication.  

Video can be used for sign language or lip-reading for those who are deaf, hard of 
hearing, deaf-blind or late deafened.  

Audio can be used for voice conversation according to the user’s capabilities. 
Real-time text can be used by everyone to convey information that is tedious to 

convey in other media. It can also be used to support other media in the call for 
example; through a captioned telephony service or in some cases to type a word 
instead of speaking it for someone with a speech impairment. For deaf blind users it 
could be used to receive text while the response may be sent in sign language. 
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Total Conversation is based on open standards and is defined in [3]. As in most 
open IP telephony systems today the Session Initiation Protocol (SIP) [4] and RTP [5] 
is used. H.263 [6] and H.264 [7] should be supported for video. H.263 is widely 
implemented and the newer H.264 offers better video quality with less bandwidth. 
G.711 [8] is recommended for audio since it is widely supported and offers good 
quality. Real-time text should be implemented by T.140 [9]. It provides character by 
character transmission, giving the user a sense of a real conversation.  

For good communication in sign language the video resolution should not be below 
QCIF (176 × 144) and 20 frames per second (fps) is recommended [10].  

3   Demonstration Description 

The demonstration will showcase the benefits of Total Conversation being added  to 
the  open source mobile Total Conversation client linphone [11] running on Android 
mobile phones. Calls to and from this client to other proprietary and open source 
clients Total Conversation will demonstrate the importance of open standards for 
interoperability. 

During the demonstration lessons learned will be presented, for example regarding 
CPU and network requirements. 
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Abstract. This demonstration presents a storytelling application specifically 
designed for older adults to share stories and thoughts. Studies claim that older 
adults commonly have difficulties in engaging with on-line social networks [1], 
but increased social inclusion and sense of well-being has been observed in 
those who engage [2]. While following a user-centered design approach, we 
have developed an HTML5 device-independent and intuitive social web 
application which addresses older adults' specific needs and age-related 
impairments, allowing them to connect to their friends and family through 
storytelling. 
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1   Introduction 

Unlike a few decades ago, today's households no longer have more than two 
generations [4], resulting in older adults living by themselves. Distance from family 
can result in feelings of loneliness and can limit their ability for sharing their legacy, 
something which is paramount for them. Furthermore, transportation and 
communication problems are known constraints due to the decline of their physical 
and mental conditions, resulting in a general decline of their well-being and happiness 
[1]. While they can be positively influenced by the use of online social networks [2], 
younger people are the mainstream audience of these services [3]. Feature-rich 
services and web pages with large amounts of information are common and difficult 
to use by those lacking computer skills; this results in a general inhibition towards the 
exploration of technology from the elderly. To address these problems and to fight the 
social exclusion of older adults, we developed a prototype of a storytelling 
applicationthat leverages an existing onlinesocial network (Facebook) for connecting 
older adults with their relatives. 

2   Cross-Platform Storytelling on the Social Web 

2.1   Application Design 

The prototype application was implemented using a set of novel web technologies 
commonly denominated as HTML5, taking into account special design constraints 
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identified through user-centered design, which highlighted common impairments and 
difficulties of older adults' interaction. Several observations and usability tests were 
pursued with a sample of 15 older adults to inform the design. We have used the test 
results to accommodate a small learning curve, as well as a pleasant experience for 
any older adult user. Those studies provided us with our main goals which were to 
enable text and image sharing, as well as to allow follow-up comments on them. The 
inclusion of meta-data in each story (for example the user's mood or location) 
appeared as interesting, but secondary. 

2.2   Prototype Implementation 

The implementation of this storytelling application followed a user-centered design 
approach, in order to create an easy to adopt application by senior users. This 
demonstration aims at showing how the application enables older adults to share 
stories through online social networks, specifically Facebook. Our target users consist 
of older adults without any prior experience with information and communication 
technologies. As such, the client application only provides access to a small subset of 
all Facebook's features, those identified as the most relevant for the older adults, while 
also keeping the application easy to use. Despite primarily aiming at older adults, any 
individual with a Facebook account will be able to use the storytelling application as 
well as to interact with story-tellers through the Facebook service itself. The prototype 
uses elements from the recent HTML5 specification, such as localStorage for keeping 
local data. This guarantees seamless portability between compatible browsers, 
enabling the user to choose her preferred device to use the application. 

3   Conclusions and Future Work 

Our application provides an alternative communication channel between olderadults 
and their friends and family, hoping to increase their well-being throughthe 
elimination of feelings of loneliness. 

Due to the fast-paced evolution of the HTML5 standard, extra features mightbe 
included in the project before the date of the demonstration. While sharingtext and 
images are the initial features, video and audio capture should also beintegrated into 
the application as soon as they are available in web browsers(already described in the 
current HTML5 specification). 
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Abstract. In this paper, we present Tablexcel, a tabletop interface to Microsoft 
Excel. Single-user, desktop-based computer applications are pervasive in our 
daily lives and work. An application like Microsoft Excel, a widely deployed 
spreadsheet application, is used by a large number of businesses and users. 
Often, several users will collaborate on the creation of a spreadsheet, for 
example exchanging Excel files by e-mail. A multi-user, multi-touch interactive 
tabletop could create better working conditions, but Excel is not compatible 
with tabletop interfaces. Tablexcel use the scripting capabilities of Excel to 
extract live data from Excel files, and display them in a tabletop-appropriate 
way. Multiple users can interact with the Tablexcel interface using tabletop 
interactions, like gestures or rotating windows. Tablexcel manage the 
collaborative aspect of the interaction and send the resulting modifications to 
the original Excel application, which update the formulas, graphs, macros, etc.  

Keywords: Interactive tabletop, legacy application, spreadsheet, scripting. 

1   Introduction 

Single-user, desktop-based computer applications are pervasive in our daily lives and 
work. Being able to use these applications with novel interactive systems, like multi-
touch tabletops, is a requirement for a large deployment of these systems in a 
production environment. Indeed, these applications, whether they are widely used or 
specialized business applications, are essential to their users. 

Microsoft Excel, a widely deployed spreadsheet application, is used by a large 
number of businesses, either for its own value or as a platform for third-party 
applications programmed with its macro language. Often, several users collaborate to 
create a single spreadsheet. This author had received and sent back Excel file by e-
mail for such diverse purpose as cooperatively making a planning, drafting a list, or 
filing forms. Excel files are also edited during face-to-face meeting, for example to 
tweak the weight given to the various grades during an academic jury. Often, a 
meeting leader will modify the master file on his or her laptop, while the other 
participants try to follow and make the same modification on their own laptop. A 
multi-user, multi-touch tabletop could create better working conditions in both 
situations. 
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Researchers have created new applications, designed for interactive tabletops, to 
fill the role of existing applications. For example, a spreadsheet application [4] was 
programmed with the T3 tabletop toolkit. But it is not compatible with existing  
file formats, and offer only basic functionalities. In addition, it doesn’t offer a  
rich, collaborative multi-user experience, as it uses an off-the-shelf single-user 
component. 

This lack of real-world applications limits the appeal of tabletop computing for 
businesses and end-users, but it also limits our ability, as HCI researchers, to conduct 
long term studies and field studies on tabletop usage. The only such study we are 
aware of was conducted using a single user in a desktop environment using a tabletop 
to emulate a mouse [5]. 

 

Fig. 1. Prototype of the Tablexcel user interface. Each user can have their own focus point. 

2   Implementation 

Several technologies have been indentified to use existing applications with 
innovative interactive systems [1]. In this paper, we describe our implementation of 
Tablexcel, a tabletop interface to Microsoft Excel. Excel exposes a scripting interface. 
Its purpose is to facilitate tasks automation and applications interactions. For example, 
a third-party a word processing application might ask a spreadsheet application for 
some data to create a mailing. Scripting allows Tablexcel to access Excel raw data 
without formatting for a particular viewport, with the burden of presenting the data in 
a visual way delegated to our interface. 
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Fig. 2. Tablexcel MVC architecture delegates the Model part to the actual Excel application 

Excel exposes its data model with Automation objects. Automation is an inter-
process communication mechanism based on the Microsoft Component Object Model 
(COM). It provides an infrastructure whereby applications called Automation 
Controllers can access and manipulate (i.e. set properties of or call methods on) 
shared Automation Objects that are exported by other applications [2]. The Excel 
Automation Object Workbook represents a file. It contains Worksheet objects, which 
contain Range objects representing a cell. Each cell has several properties: the 
numeric value of the cell, the formula used to compute it, its size, font, color, etc. 

We implemented an Automation Controller, called Tablexcel, in C++ and Java, 
which uses the Automation Objects exported by Excel as its data model (Figure 2). 
Tablexcel uses the Model-View-Controller (MVC) architecture. The Model is 
composed of Automation Objects exported by Excel. Excel synchronizes theses 
objects with its internal state. The Controller and View are implemented using the 
DiamondSpin tabletop toolkit [3]. For maximum speed, the rendering is done in 
OpenGL using a custom algorithm created specifically to display Excel spreadsheets. 

3   Interacting with Tablexcel 

Tabletop spreadsheets prototypes developed so far have retained the desktop 
metaphor, using windows, scrollbar and similar widgets to interact with their users. 
We think this metaphor is not the most efficient when several users are working on 
the same spreadsheet. Our inspirations for Tablexcel were the interactions one can 
have with a large map (which is an area frequently studied on tabletops). 

The spreadsheet is displayed on the whole table. Is can be translated and rotated 
with a finger touch, and zoomed with a pinch gesture. The translation and rotation use 
a kinetic relation between the finger movement and the spreadsheet movement rather 
than a direct mapping: the movement starts slowly and then pick up speed. As the 
spreadsheet is shared by all the users, it can disturb a user work if another user 
suddenly moves it. A slow initial speed allows for easy cancellation of the movement 
in its initial phase. A user can cancel the movement by putting their whole hand on 
the table to metaphorically hold the spreadsheet in place. 
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This view of the spreadsheet cannot be modified. The size and resolution of most 
current tabletops doesn’t allow small enough widgets to interact directly with this 
view, which need to be broad enough that all the users’ centers of interest fit in the 
tabletop surface. Instead, users can open an interactive secondary view (two such 
views are opened in Figure 1), by delimiting an area of interest between the side of 
their hands. These views are then managed like windows in other tabletop 
applications: they can be rotated, moved, zoomed, etc. Each user has their own focus, 
and a formula bar on the tabletop border next to them (not visible in Figure 1). The 
focused cell is editable using a physical wireless keyboard per user. 

4   Conclusion 

We presented Tablexcel, a multi-user, multi-touch tabletop interface to Microsoft 
Excel using the scripting capabilities of Excel to extract live data from Excel files. In 
future works, we plan to use Tablexcel to study users’ interactions with an interactive 
tabletop in field studies using users’ actual data and work processes. 
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Abstract. This thesis discusses an evaluation approach for assessing social 
acceptance of short-term HRI in public space with special emphasis on robots 
seeking information from pedestrians. 
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1   Context and Motivation 

In recent years the research on Human-Robot Interaction (HRI) started moving from 
highly-controlled laboratory experiments to field studies in natural human 
environments. However, despite increased interest in spontaneous and time limited 
(short-term) HRI, due to lack of common benchmarks and theoretical concepts being 
evaluated by researchers, it is not possible to compare the results of these studies [4]. 
Moreover, the context of public space is challenging for conducting reliable studies, 
as new methods are needed in order to address the problem of less controlled 
environment compared to laboratory studies [2, 9].  

There is little doubt that successful integration of robots in human environments 
can accelerate the speed of further development of that technology. High usability of 
robots is required so that people will be eager to use them. Furthermore, there are also 
two other key aspects which must be addressed in order to accelerate that process: 
social acceptance and user experience. HRI, as a relatively young discipline, suffers 
from lack of reproducibility of studies and comparability of results since currently 
they are often platform specific. However, Bartneck [1] pointed out that the field 
reached the stage when it is necessary to conduct studies in a consistent manner in 
order for it to progress further.  

The work presented in this paper was developed and is being evaluated as part of 
the EU funded FP7 project Interactive Urban Robot (IURO). The scenario explored in 
this project involves development of a robot that is capable of navigating in densely 
populated human environments using only information obtained from encountered 
humans. As an alternative to GPS enabled and Internet access provided robots, the 
IURO must find its way to a destination located in another part of a city by asking 
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pedestrians for directions. A robotic system must be socially accepted so that it 
receives help from strangers. Therefore, it is necessary to create a platform 
independent set of benchmarks and methods suitable for evaluation of robots which 
are interacting with bystanders.  

2   Background and Related Work 

Human-Computer Interaction (HCI) and HRI have provided several evaluation 
methods to assess various aspects of human interaction with social robots. However, 
there has been relatively little work done which aims at providing a holistic evaluation 
approach for short-term HRI. Weiss [12] proposed an evaluation framework for 
human-robot collaboration that included four main factors: Usability, Social 
acceptance, User experience and Societal impact (USUS). Each of these factors was 
then operationalized by several indicators, which were linked with suitable research 
methods for addressing them.  

In many aspects HRI in public space differs from interaction in other areas 
investigated in the field. Usually such interaction is only short-term and people spend 
limited time with a robot [10]. Therefore, their ability to adapt to a robot is reduced. 
Furthermore, since interaction in public space is spontaneous, there is no extensive 
preparation on a person’s side, such as reading manual. As a result using natural 
human interaction channels is critical for robots operating in public space [10]. In 
addition, specific aspects of this context require adapting HRI evaluation frameworks 
and providing new methods for addressing them during studies in natural human 
environments. As Weiss [11] noted the USUS evaluation framework needs to be 
adjusted for different contexts of HRI. 

Human beings are a reach source of information in rapidly changing environments, 
such as public space. Since modern robots do not have human capabilities yet, and 
even if they had, it will be often necessary for a robot to approach strangers in order 
to obtain information required for successful accomplishment of various tasks. This 
will be only possible if people accept robots as social actors. 

There is strong evidence under the Computers are Social Actors paradigm that 
human interaction with technology is basically social, e.g. [3, 7]. Furthermore, 
compared with other interactive technologies humanoid robots encourage more 
anthropomorphic mental models [5]. Therefore, it seems appropriate to expect that 
people providing help to robots will base their decision on similar criteria as when 
other human requests help. Latané and Darley [6] proposed the Five Stage Model of 
Helping, which a bystander goes through before help is provided for a person in need. 
Each stage represents an important decision and if at any point the outcome is 
negative, it will result in no help being provided. The stages proposed by them are:  

1. Noticing the situation  
2. Labeling the situation correctly as emergency  
3. Assuming responsibility for helping  
4. Deciding how to help  
5. Implementing the decision  
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Furthermore, they identified factors, which can influence the decision at various 
stages. The model begins before the interaction is initiated (pre-beginning sequence 
[8]) and ends when help is being provided. Therefore, if pedestrians’ mental model 
will be similar for human strangers and robots alike, it would be possible for robots to 
impact people’s decision for providing help.  

3   Research Hypothesis and Methods 

My assumption is that if the Five Stage Model of Helping is also applicable for HRI it 
should be possible to increase a robot’s chances of receiving help from strangers by 
addressing critical benchmarks on each of the stages. Therefore, the main goal of my 
dissertation is to create an evaluation approach for assessing social acceptance  
of short-term HRI in public space with special emphasis on robots seeking 
information from pedestrians. It should constitute of two parts: theoretical and 
methodological.  

The theoretical part of the evaluation approach is based on the described above 
Five Stage Model of Helping [6]. However, compared with a human being, usability 
of a robotic system can affect whether help will be provided completely and 
successfully. Hence, an additional sixth stage (Process of helping) has been added to 
this model. This extended framework called the MOdel of HElping Robots (MOHER) 
should allow evaluation on all stages from noticing the situation until a person 
finishes providing help to a robot. Robot benchmarks, which are important in order to 
increase probability of bystander passing to the next stage, are assigned to each stage 
of the MOHER. There are multiple indicators identified at each stage and the same 
benchmark can be important at various stages.  

The USUS evaluation framework [11] is used as the starting point for identifying 
social acceptance indicators. Only benchmarks which are meaningful in the new 
context are used and some of them had to be redefined. Furthermore, based on broad 
literature review from Psychology, HCI and HRI new indicators were added. 
However, it is not possible to obtain full picture of short-term HRI without analyzing 
the relevance of two other factors: usability and user experience. Thus, they are also 
incorporated in the MOHER.  

The methodological part provides means for the evaluation of the MOHER. An 
evaluation plan has been created and each stage of the model is explored in a 
dedicated case study. The methods used include qualitative and quantitative studies, 
such as: field trial, heuristic evaluation or focus troupe. In addition to existing HRI 
practices, various methods from HCI and Ubiquitous computing, such as Co-
discovery or Bluetooth device scanning, will be utilized in order to address the 
theoretical concepts. The first video-based case study on approach trajectories with 30 
participants has just been conducted and the results are promising for feasibility of the 
proposed evaluation approach. Moreover, SoAc and UX questionnaires developed by 
Weiss [11] will be adjusted and validated in the IURO project’s scenario in order to 
learn more about HRI in public space. 
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4   Expected Contributions 

Based on these 6 case studies, guidelines, which will indicate what methods are 
suitable for different stages and what benchmarks should be evaluated, will be created 
for fellow researchers. As a result, it is believed that the evaluation process of short-
term HRI in public space will be simplified and identification of the stage at which a 
robot’s performance has to be improved will be aided. The PhD research should also 
improve reproducibility of studies as the same benchmarks can be used for various 
studies and the results could be compared.  

As an exploratory work, the conducted case studies will not be able to guarantee 
holistic evaluation of the concept. However, identified stages, benchmarks and 
validated methods for evaluating them, together with the guidelines for other 
evaluators can have positive impact on HRI design process. 
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1   Introduction 

During the last decade software companies have increased their focus on introducing 
usability engineering into their development processes. However, one challenge 
experienced by companies is the sheer lack of usability specialists in the industry, 
which leads to missing competences and ultimately problems of incorporating 
usability [10]. However, small companies do not even have the privilege of staffing 
usability specialists as these have to cope with the constraint of low budgets. In 
practice this means that small software companies do not have the funds to pay for 
comprehensive consultancy or staffing of usability specialists [7] as they are 
expensive to hire [9].  Another known problem, denoted the “developer mindset” [1], 
regards attitudinal aspects such as missing acceptance or low prioritization from the 
side of the developers. This is also a hindrance to future usability work within a 
company. Thus, small software companies wanting to focus on usability engineering 
face these three barriers: Missing competences, high resource demands and developer 
mindset. 

If usability specialists are in scarce supply and small companies cannot afford to 
hire these, who, then, could undertake the usability work? This project explores the 
solution of letting the developers themselves and the end users apply usability 
engineering methods instead of a specialist, which in turn may reduce the three 
barriers. 
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2   Theoretical Foundation and Hypotheses 

Before moving on, the following question should be answered: Why is it that, by 
letting developers and end users apply usability engineering methods, the barriers of 
missing competences, high resource demands and the developer mindset will be 
reduced? To answer this we may turn to Mao Zedongs cultural revolution in China in 
the 1960’s. One vision behind this revolution was to bring better healthcare services 
to farmers living in rural areas. The problem at the time was the existence of an urban 
bias of doctors leading to scarce medical competences outside the cities. To counter 
this problem, Mao transferred medical knowledge from urban doctors to rural areas 
by letting farmers receive training in basic medicine such as the delivery of babies, 
how to ensure better sanitation etc. [6]. Thus, some of the farmers would work part 
time in the rice fields walking around barefooted and part time as doctors in the local 
area. According to the World Health Organization these so called “barefoot doctors” 
reduced the amount of resources required, which was observed as reductions in 
healthcare budgets. These savings were caused by the preventive and tertiary care 
provided [6]. An additional advantage was that rural farmers perceived the barefoot 
doctors as peers hereby respecting their advice [11]. 

Although finding ourselves in a domain differing considerably from Chinese 
healthcare, we today face a similar challenge as before Mao’s Cultural Revolution. 
Caused by missing competences, high resource requirements and developer mindset, 
small software companies, in a usability sense, have become the modern rural areas 
not being able to focus on usability work. This parallel challenge may be met by a 
parallel solution, i.e. by providing basic training in usability engineering methods, 
developers and end users could potentially act as barefooted usability personnel. This 
obviously could reduce the barrier of missing competences and could potentially ease 
the problem of scarce supply of specialists. Additionally, resource requirements may 
be brought down as usability engineering is preventive in avoiding expensive projects 
failures [2] and because the need to employ usability specialists is lessened. Also, 
other software developers may perceive barefooted usability personnel as peers, 
hereby accepting the advice given and reducing the barrier of developer mindset. 

Thus, based on the notion of barefoot doctors the following hypotheses are 
derived: 
 

• H1: Barefooted usability engineering reduces the barrier of missing 
competences. 

• H2: Barefooted usability engineering reduces the barrier of resource 
requirements. 

• H3: Barefooted usability engineering reduces the barrier of developer 
mindset. 

3   Research Questions 

Up until this point the term “usability engineering” has been applied, which covers 
several methods for analysis, design and evaluation activities. During my Ph.D. I do 
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not have time to train developers and end users in all methods, which is why I focus 
on training these in evaluation methods, and more specifically in conducting user 
based usability evaluations (as opposed to inspection based). User based evaluations 
have proven effective in convincing developers of the importance of usability work as 
they provide first hand insights in difficulties experienced by end users [8] and may, 
thus, ease the introduction of usability engineering into software companies. 

The following two research questions are addressed in the thesis: 
 

• RQ1: What are the previous experiences and future research needs on 
training developers and end users in conducting usability evaluations? 

• RQ2: How do usability evaluations conducted by developers and end users 
help in reducing the barriers of missing competences, high resource demands 
and developer mindset? How do developers and end users perform in 
comparison? 

 
No previous studies have examined how usability evaluations conducted by 
developers and end users help in reducing all of the three barriers. A recent literature 
review identifies future research needs regarding training of software developers. The 
review shows that empirical studies of training developers in user based evaluation 
methods in general are needed [4]. 

Additionally, previous studies have shown that evaluations conducted by end users 
are possible, e.g. by applying remote asynchronous methods without the presence of 
an evaluator, see e.g. [5]. However, these studies focus on users’ performance versus 
specialists’, which leaves room for comparing user performance with that of 
developers. 

4   Research Method 

In this project my aim is to intervene by training developers and end users in applying 
usability evaluation methods and to study how these subjects apply methods in a 
natural setting. These characteristics call for the action case as a research method [3]. 
To ensure data validity, multiple data collection methods will be employed: 
 

• Observation: E.g. observations on correctness in conducting evaluations, 
amount of resources required (hours, money etc.) and how usability 
problems are prioritized and observations on product improvements.  

• Surveys and interviews: For instance asking developers and other 
stakeholders how results from usability evaluations are used, how 
evaluations should be prioritized, what they perceive as barriers for doing 
more usability engineering etc. 

• Document analysis: Analysis of usability reports with respect to no. of 
problems identified, quality of problem descriptions, reflections on the 
usability evaluation procedure etc. 
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5   Research Contribution 

This project will contribute to the HCI research community by providing 
understanding of the barefooted theory as a driver for reducing the most significant 
barriers in incorporating usability engineering. This understanding emerges through 
reference studies in which the theory is applied to create changes in industrial 
practice. Thus, understanding and change are the types of outcomes this Ph.D. will 
bring to the research community and industrial practice respectively [3]. 
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Description of the research topic: Evaluation of Speech Dialog Systems that 
make use of collaborative strategies from human conversations by providing 
continuous and appropriate feedback whilst showing dynamic interaction-
structures. 

1   Research Problem 

One of the main challenges of today’s speech dialog systems (SDS) is that they fail to 
provide appropriate feedback about status and capabilities of the system. Until now 
they lack any representation of comprehension. Immediate acknowledgements or 
back-channels, known from everyday conversation with people [1] are missing. This 
leads to high uncertainty of users about what the system is up to. Operation errors like 
talking too early or entering input again while the system is still processing are due to 
state confusion which demonstrates the users’ need for process indicators. These op-
erating errors consequently lead to recognition errors followed by a low user satisfac-
tion. In addition, there is substantial evidence that counter-intuitive system interaction 
leads to high cognitive workload [2], which is a severe problem especially in the in-
vehicle dual-task context.  

Another challenging issue is the perceived length of dialogs. Inflexible interaction 
structures of current systems lead to low user satisfaction with the efficiency of in-
vehicle SDS. Analogous to Grice’s maxim of manner [3] the least long dialog is pre-
ferred. Rather than the number of words used per speech output, length here refers to 
situation-appropriate system responses. In particular, dispensable dialog loops de-
manding the user to confirm his input are often misinterpreted as recognition errors 
and eventually lead to poor ratings of the system. Moreover, these redundant confir-
mations provoke specific operating errors (talking to early), hyperarticulation and 
frustration on the part of the users. Latter goes back to a mismatch with existing  
mental models of interpersonal communication. Here the amount of effort that both 
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partners dedicate to a dialog step before moving on is determined by their grounding 
criteria [4] and is highly context-sensitive. The higher the grounding criterion is set, 
the more evidence conversational partners will require before concluding that an ut-
terance is accepted [5]. The problem postulated here is that the systems grounding cri-
terion is inflexible and so at most of the turn-takes too high. 

Until now, the process of grounding, which entails people systematically seeking 
and providing evidence about what has been said and understood does not sufficiently 
take place with SDS. It can be shown that this lack of grounding reduces the intention 
to use and the joy-of-use experience. Therefore, transparency is an extremely impor-
tant precondition in order to create user acceptance for new speech interfaces.  

Traditional approaches mainly focus on improving the correctness of the underly-
ing speech recognition. The presented experiments employed here establish dialog 
strategies from human conversation to investigate whether these strategies can reduce 
the amount of misrecognition and have an impact on system usability ratings through 
reducing frustration and operating errors. 

2   Research Hypotheses 

The overall hypothesis is that, adapting the system to existing communication strate-
gies and facilitating grounding processes should lead to improved user satisfaction. 
By testing systems, which use collaborative strategies known from human conversa-
tions against systems which do not, differences in usability ratings (efficiency, effec-
tiveness, satisfaction), frustration indicators (hyperarticulation) and objective data 
(operation errors) are expected to be found. It is not expected that the on-demand vis-
ualization or the flexible grounding criterion affects neither gaze nor driving behavior.  

In particular, the first study was set up to evaluate additional graphical visualiza-
tions, to test design alternatives and to discuss distraction potential in the dual-task 
context.  

Transparency of the speech interaction process through state feedback should help 
the user avoid seeking for evidence and thus reducing the operating errors. Providing 
visual acknowledgment about what has been said and understood should give the user 
a better sense of system capabilities.  

Regarding the dynamic dialogs, the purpose of the second study was to see whether 
the flexible grounding criterion can enhance the efficiency and effectiveness of the 
interaction by reducing the amount of turn-takes. Moreover, the reduction of redundant 
confirmation questions should reduce the operating errors and misrecognitions. Both is 
expected to lead to better ratings of system usability.  

3   Methods 

Using a deductive research approach two empirical user studies were conducted to 
examine the impact of visual feedback and of the flexible system grounding criterion. 
A control-group design was chosen in order to evaluate the effects of the innovations. 
While driving the simulator the probands where using the SDS for severals task con-
cerning the adressbook (e.g. making a call, starting navigation to a contact). The 



380 L. Hackenberg 

tested SDS differed in visualizations (none, states, content) and dialog behavior 
(static, dynamic). Each usability construct was measured by at least one objective and 
one subjective variable. In both studies gaze behaviour and driving dynamics were re-
corded to analyse the impact on distraction. The system's responses were logged and 
the dialog behavior, such as amount of turn-takes, hyperarticulation and misrecogni-
tions were coded by two qualified raters. In order to examine the mental  
models, methods like free recall and recognition tests were employed. Subjective data 
were collected through standardized usability questionnaires (SUMI, SUS) and  
interviews.  

4   Solutions 

The grounding process requires partners to be able to find incremental evidence of 
each other´s understanding. There is substantial evidence that “feedback from a spo-
ken language system need not be in the form of speech […] it can be graphics.“[5]. 
Accordingly, an obvious first step was to implement a system that provides a supple-
mentary visualization of the system status and dialog results. In addition to the latter, 
the following system states are shown; Ready, Receiving, Processing and Speaking.  
These visual indicators should spare users the effort of guessing about system status 
and dialog intentions [6]. Given the fact that this work is set in an in-vehicle  
context, the visual applications for SDS have been adjusted to demands of dual-task 
contexts.  

The results of the first simulator study clearly indicate the positive effect of 
visualizations, which are showing processing information and also representing the 
recognized slots by the system. Furthermore it could be shown that visual feedback 
can trigger turn-takes and increase the perceived system transparency. It was found 
that an abstract presentation of the system state does not cause significant increase in 
the head-down time when compared to a control group without visualization. In 
addition to these and other findings about usability and distraction, extensive design 
recommendations can be stated.  

Another area of action concerns the adaptation of the system behavior to the cur-
rent dialog situation. By implementing a flexible grounding criterion the system will 
only ask for confirmation if it is insecure, similar to what humans do. In consequence, 
the system demands confirmation only when an increased user effort is justified. This 
is the case, if the previous dialog turn was difficult (low accuracy), ambient noise is 
present or if a misunderstanding would have serious consequences. For each dialog 
step, a predefined function computes, whether a confirmation request is necessary at 
this point of the dialog. Trimming the dialogs in this specific way can lead to efficient 
and satisfactory speech interaction despite the persisting shortcomings of the speech 
recognizers. By reducing the amount of turn-takes one automatically reduces the pos-
sibility of recognition errors. Also, it can be shown that avoiding redundant confirma-
tions also reduces the occurrence of operating errors and hyperarticulation, which has 
a positive impact on system evaluation. 
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5   Contributions 

Primarily a feedback model and a grounding criterion function for human-computer 
speech interaction is presented, which is based on a collaborative theory of human 
communication [7]. The model is used to systematically provide additional visual 
feedback from a SDS, thus improving and expanding the cognitive model of the user 
with respect to system functionality and capabilities. Additionally the grounding crite-
rion function realizes a system that shows confirmation requests only, when necessary 
and reduces thereby operating errors and misrecognitions.  

Results from extensive system evaluation show that it reduces both, the uncertainty 
of the user about the skills of the system and, in consequence, the reservations 
towards the voice control interface.  
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Abstract. Quality in use is comprised of two seemingly different though 
interlocking concepts: usability and user experience. Consequently, 
complementary evaluation of pragmatic and hedonic attributes could 
significantly affect the acceptance of software applications. However, in the 
context of Web 2.0 applications this topic has still not attracted enough 
attention from the HCI community. Therefore we present a research aimed at 
developing a methodology that would facilitate the analysis and comparison of 
evaluated Web 2.0 applications.  
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1   Introduction 

Quality in use is considered to be one of the most important factors that affect a wide 
acceptance of software applications. It is comprised of two seemingly different but 
rather complementary concepts [6]. Usability refers to the product-centred evaluation 
of pragmatic attributes through the use of both subjective and objective measuring 
instruments. On the other hand, user experience (UX) consists of applying subjective 
measuring instruments on the assessment of hedonic attributes [5]. HCI literature 
contains a number of different models, methods, and standards aimed at evaluating 
the quality and usability of software applications like information systems, web sites, 
web portals and alike. However, the existing research related to the evaluation of Web 
2.0 applications in general is fairly scarce. We strongly believe that this is accounted 
for by the inadequacy of current approaches for their evaluation, as confirmed by 
several recent studies. According to the research in Hart et al. [4], the popular social 
networking site Facebook should not be an example of a success story because it 
complies with only two of ten heuristics originally proposed by Nielsen [7]. Hart et al. 
also reported that attributes such as ease of use, usefulness and playfulness have a 
major impact on user behavioural intentions. A study into usability evaluation [11] 
revealed that YouTube had also met only two heuristics. Thompson and Kemp [14] 
argued that the emphasis on user experience is one of the main reasons why Web 2.0 
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applications such as Flickr, Wikipedia and YouTube have a large number of active 
users. Moreover, they extended the Nielsen’s set of traditional heuristics with two 
additional heuristics although the validity of that modified set has not been 
empirically confirmed. The findings stated above motivated us to initiate a research 
on the development of an evaluation methodology that would extend the concept of 
quality in use in the context of Web 2.0 applications.  

2   Research Questions 

In line with the above, we outline the following research questions:   
 

a. What are the most important subjective and objective quality attributes 
that contribute to users’ satisfaction and loyal behaviour?  

b. How can these quality attributes be measured? In particular, are the 
existing measuring instruments suitable for evaluating the quality in use 
of Web 2.0 applications?  

c. Can these quality attributes be translated into a set of heuristics that 
would facilitate the assessment of Web 2.0 applications?  

d. Can these quality attributes be converted into a set of guidelines that 
would contribute to improved design of Web 2.0 applications and their 
testing? 

e. Which methods, techniques and procedures should constitute an 
evaluation methodology that simplifies an analysis and comparison of 
Web 2.0 applications?  

3   Methodology 

Our research is divided into three parts: theoretical background, pilot study and main 
research. Until now, the theoretical part and the pilot study have been completed. 

In the theoretical part, a literature review was prepared according to the 
methodology proposed by Webster and Watson [15]. An analysis of recent relevant 
research in the field of web quality and usability assessment resulted in a set of 
attributes that may have a significant role in the evaluation of the quality in use of 
Web 2.0 applications [10]. Based on their theoretical similarities, the attributes were 
initially placed into six different categories: system quality, service quality, 
information quality, performance, effort, and acceptability. In addition, based on the 
type of the measuring instrument to be used for data collection (a questionnaire or a 
tool for logging actual use), the attributes were grouped into subjective and objective 
quality attributes. The validity and reliability of questionnaire items was evaluated 
according to the guidelines suggested by Straub et al. [12]. 

The aim of the pilot study was to test the suitability of the measuring instruments 
for evaluating the quality in use of Web 2.0 applications. The participants in the pilot 
study were students who used Web 2.0 applications to perform various educational 
activities. In the first experiment, two methods were employed in order to gather both 
quantitative (questionnaire) and qualitative (retrospective thinking aloud, RTA) data 
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about the perceived quality of cloud based applications for collaborative writing [9]. 
In the second experiment [8], the research methodology was extended with the 
logging actual use method. The subjective assessment of Web 2.0 applications for 
mind mapping was conducted with the use of a questionnaire and RTA while the 
objective data about mouse movements, mouse clicks, keystrokes and time on task 
were gathered by means of the Mousotron tool [1]. An analysis of the data obtained 
from both experiments revealed a list of matching attributes that influence users’ 
satisfaction and loyal behaviour regardless of the type of application used, including 
ease of use, effectiveness, reliability, interactivity, customizability, and navigability.  

The remaining part of the research is structured as follows. Firstly, two different 
groups of experts (HCI researchers and web developers) will categorize quality 
attributes using the Q-sorting method [13]. Secondly, a scenario-based evaluation of 
Web 2.0 applications with different functionalities will be conducted. Data will be 
collected using a questionnaire (perceived quality in use) and a tool for logging actual 
use (estimated quality in use). Participants in the study will be recruited from different 
departments of two Croatian universities. The data obtained from the experts will be 
used in the development of a conceptual model that will be composed of two sub-
models: a measurement and a structural model, respectively. The former will take into 
account relationships between each latent variable (category) and corresponding 
manifest variables (attributes), while the latter will take into account the relationships 
among the latent variables. The validation of the conceptual model will be carried out 
with Partial Least Squares (PLS) path analysis in accordance with the catalogue of 
criteria discussed in [3]. Measurement models will be assessed by means of content 
validity, indicator reliability, construct reliability, convergent validity and 
discriminant validity. On the other hand, the structural model will be evaluated in 
terms of its effect size and predictive validity. Based on the outcomes of the Q-sorting 
and the PLS analysis, a tree with logical relationships between categories and 
attributes will be specified and elementary criteria for each attribute will be defined. 
The final estimate (score) of quality in use will be calculated using a stepwise process 
of logic aggregation of preferences [2].  

4   Expected Contributions 

The scientific contribution of the research is two-fold. From a theoretical perspective, 
the knowledge and experience in the field of quality and usability evaluation of Web 
2.0 applications will be systematized. The most important quality attributes that 
significantly affect users’ satisfaction and loyalty will be identified. Moreover, it will 
be determined whether the weight of each attribute varies depending on the Web 2.0 
application type and the context of use.  

From a practical point of view, the new methodology will offer a number of 
benefits. Firstly, it is expected to enable the evaluation of Web 2.0 applications using 
both subjective and objective measuring instruments, which may alleviate possible 
shortcomings of their separate use. Secondly, through the combination of several data 
collection methods, the process of detection of problems in Web 2.0 application usage 
will be facilitated and accelerated. It is noteworthy that, apart from the HCI experts 
and users, web developers (programmers, designers, architects) will also take part in 
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the research (which so far, to our knowledge, has been rather rare). Thirdly, based on 
the results obtained from the practical use of the methodology, a new set of heuristics 
aimed for the evaluation of Web 2.0 applications will be created. In addition, the 
research will result in a series of guidelines and recommendations for the 
development of Web 2.0 applications. Finally, the afore-described methodology will 
enable the “transformation” of a lot of quantitative data into a single score, which 
would facilitate the analysis and comparison of evaluated Web 2.0 applications. 
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Abstract. Using sketching as the application domain, this research compares 
current distortion techniques for enlarging content. The goal is to develop a 
distortion lens which allows for a natural and uncomplicated drawing and 
writing experience on an electronic device.  

Research Area: Distortion techniques to enlarge interaction spaces for ink. 

1   Introduction and Motivation 

The problem of limited display size on devices such as mobiles and laptops is well 
known and studied. Techniques that allow users to get a better overview or see more 
details such as pan and zoom (commonly referred to as overview and detail 
techniques) are very popular and widely applied [1], but are unsuitable for tasks 
where the complete content has to be visible at all times. By using distortion effects, 
focus and context techniques don’t occlude content while showing zoomed parts in 
more detail [2].  

The main problem when enlarging one area of a display is the additional space 
required for the enlarged part – perhaps occluding other parts. To avoid occlusion, 
focus and context techniques distort the content to generate the required space. For 
example, fisheye lenses [3, 4] use a central focus region for the detailed view with a 
distorted transition region surrounding it. The transition region generates the 
additional space required while providing a visual transition between the focus and 
context regions. Another distortion technique is sigma lenses [5] which use 
translucency to create a transition between the focus and context region. Sigma lenses 
do not require a separate transition region as the transition happens in the focus region 
thus saving valuable canvas space.  

Distortion techniques have been the subject of studies for some time and have been 
proven useful, despite their disadvantages, in various domains such as viewing maps, 
selecting targets, and steering tasks [2, 7]. However, these distortion techniques have 
been evaluated for passive tasks, where content is viewed and selected, but not for 
active tasks of creation and editing. For the remainder of this paper the term ‘active 
use’ refers to creating and editing content and the term ‘passive use’ refers to viewing 
and selecting content. 
                                                           
* This dissertation work is supervised by Beryl Plimmer and John Hosking. 
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The practicality and effectiveness of applying zooming techniques for active use 
for sketching has been shown by Agrawala and Shilman [8]. In their interface a region 
of the document is magnified to allow annotations to be written at the same size as the 
document’s content. Their evaluation showed that zooming was useful when editing 
and writing in areas where space was limited, but participants found it less useful 
when sketching long gestures such as underlines and circles. 

While Agrawala and Shilman [8] used a zoom region which covered parts of the 
content, Lank and Phan [9] employed a fisheye lens to avoid hiding context. Due to 
limited hardware performance Lank and Phan’s lens remained at the position where it 
was activated rather than following the pen. Their use of a static lens helped them 
avoid the problems faced by movable lenses. Although their work is a first step 
toward the successful utilization of distortion techniques for active use, the static lens 
was found to be heavily constraining. It was identified in their evaluation study as the 
prototype’s major drawback by a number of the participants [9]. Yet, the lens was, 
overall, perceived positively and despite this key limitation participants preferred the 
fisheye lens over having to scroll the canvas for their drawing tasks.  

In summary, previous work has shown the usefulness of distortion techniques to 
tackle problems of limited space for passive use. Additionally, it indicates the 
potential for supporting interaction where content is created and edited although the 
realization is somewhat limited. These findings, in addition to my own experience in 
sketching[10, 11], led me to believe that new/novel distortion techniques can be of 
great benefit to better utilize limited canvas space for active use. 

2   Working Hypothesis 

Distortion techniques have potential for active use. In particular, the active use of 
distortion techniques is perceived positively by potential users and it results in 
performance gains. Additionally, the increased mental workload caused by distortion 
techniques does not hamper the user’s creation and editing activities. To achieve this, 
current distortion techniques such as [3, 5-9] may have to be adjusted or a new 
technique developed such that their shortcomings for active use are resolved. 

3   Methodology and Conducted Research 

In this research we use digital sketching to investigate distortion techniques and their 
impact on the creation and editing of content. Sketching is an excellent application 
area as it provides users with an intuitive way to express and explore ideas. When 
designing a lens for more than just viewing and selecting content, there are many 
different aspects to consider. As distortion already puts additional mental workload 
onto the user we want to avoid using techniques that add to that workload. For 
example, we want to keep the distortion applied to a stroke being drawn to a 
minimum, especially the parts of the stroke close to the pen tip. For this research a 
sketch tool prototype has been implemented including different distortion lenses and 
several overview and detail techniques.  
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Fig. 1. Three different lenses showing a noughts and crosses game. Lens (a) is a magnifier. 
Lens (b) and (c) use a distorted transition region to generate the space required by the enlarged 
region. Lens (b) has a flat enlarged region while lens (c) has only a point at maximum 
magnification. Lenses (a) and (b) show the undistorted ink using translucency.  

To determine which distortion techniques are suitable for active use and whether 
the current techniques have to be optimized or completely reworked, there are several 
steps to be taken. First, the task categories involved for active use have to be 
investigated to see whether each category requires a different lens; previous research 
indicates that different lenses are preferred by users when drawing and writing [8]. To 
study the different task categories, an evaluation study will be conducted where the 
participants are given drawing and writing tasks.  

Second, distortion lenses and their configurations have to be developed for drawing 
and writing. Lenses can use different distortion techniques such as fisheye and sigma 
lenses. Within each technique there are a variety of options to choose from, such as the 
focus region being a single point or a flat area. The distortion function influencing the 
transition between the focus and context regions is another configuration decision. 
Once determined, many of these options can be fixed, though some options such as 
zoom level and size must be dynamically adjustable by the user. As there are complex 
relationships between the different options, a series of evaluation studies is necessary 
to answer these questions. Ultimately, the analysis of current distortion techniques may 
result in existing techniques being revised for active use or requiring a novel technique. 

Third, having identified and implemented the preferred lenses, the lenses need to 
be compared to non-distortion techniques such as pan & zoom and radar. The results 
will answer the main research question whether and which distortion techniques are 
suitable for active use. Therefore, a comparative study will be undertaken examining 
the performance of the different techniques in detail. Fourth, once the appropriateness 
of distortion techniques is confirmed, the lenses and their interplay have to be 
investigated and optimized. This includes the transitions between the lenses (e.g. 
when the user switches between drawing and writing) as well as how the lens is best 
operated (e.g. target acquisition) to optimize usage.  

Since there is a considerable amount of work until we can answer our main 
research question we have conducted an informal study to see whether distortion 
techniques, even if not optimized, can compete with other techniques. We have asked 
students in our research group to complete a series of writing and drawing tasks using 
one lens as well as the radar and pan & zoom techniques. Overall, they preferred 
using the fisheye technique but mentioned that the lens was less suitable for writing 
because it was too small. When parts of the word reach the transition region, these 
parts are distorted before one finishes writing the word, which users found confusing. 
These findings are similar to Lank’s evaluation [9]. 
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4   Proposed Solution 

The lens will be designed according to the requirements described in the previous 
section. Specifically, the lens we propose will enlarge a part of the canvas while 
providing a transition between focus and context regions so that the complete content 
is visible at all times. Therefore, the lens may use newly developed distortion 
techniques or an optimized combination of already existing techniques. The lens will 
be optimized for active use and employ effective transitions between modes. 

5   Expected Research Contributions 

Our main research contribution will be to show the suitability or unsuitability of 
distortion techniques for active use. This includes known distortion techniques as well 
as novel techniques that may be developed in this research. We hope to show that the 
additional mental effort to comprehend the effect of distortion does not have a 
negative impact. Furthermore, we believe the methods used to transition between the 
distortion lenses, as well as the mode changes to control zoom and lens size will be 
applicable in other domains. Ultimately, the goal is that our lens toolkit will allow 
users to create and edit content faster and more conveniently than traditional overview 
and detail techniques on canvases where interaction space is limited. 
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Abstract. The structure of information classification has an important role in 
the usability of websites. A majority of cross cultural studies have emphasized 
on localized elements of interface design and termed them as cultural markers 
However, not many studies have pointed out on how the classification of 
information on the websites can be similar or different, especially for those 
communities who have recently joined the global community of the Internet. 
This research aims to investigate the information classification of users in 
different countries and compares it with information classification of  a website. 
The study will evaluate how different demographical properties impacts on the 
information structure of websites. The study will also evaluate to what extent 
users’ performance and productivity changes, when the information 
classification of website matches with the end users mental model. 

Basic information of PhD research  

PhD Supervisor: Torkil Clemmensen, Department of Informatics, Copenhagen Business 
School, Denmark. Email: tc.inf@cbs.dk 

The Research area of my work:  The research area of my work is usability and sub-area of 
my work is website Information classification using card sort in cultural context. 

Brief description of research Topic:  This research investigates the information classification 
of websites from a cultural perspective and compares the website information classifications 
with the users’ mental model. 

1   Introduction 

Due to the abundance of information, it has become a challenging problem to track 
and retrieve information from institute, university or e-commerce websites. The 
challenge may however not be the same in different countries. One of the key issues 
in the design of websites is the information classification on websites. With the global 
penetration of the internet, especially into regions where computer use has hitherto 
been scarce, the diverse needs and perceptions of quality place a special demands 
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upon the web page design and how information is placed [1]. The information 
organized in the correct location speeds up the information retrieval for the users and 
provides a good user experience of the website. In the cross cultural studies of 
websites, much of the work has focused on similarities and differences between Asia 
and the West and little work appears to have been done to investigate the usability, 
language bias, and structure of websites in those communities who have recently 
joined the global community of the Internet [2]. 

Our research adds the body of knowledge in the domain of information structure 
on the website and users’ understanding with the information structure on the 
websites especially in those countries where there is not much research done. The 
research proposes how the information classification in the different countries has the 
properties that do not resemble to each other, despite the similarity of participants’ 
years of study and age.  

1.1    Research Problem 

With the access of large amount of information on corporates, institutes and e-
commerce websites, it is often a challenge to retrieve information on these websites. 
The challenge may, however, not be the same in different countries. A key issue in a 
good website design is the classification of the information on the website. If the 
website information is classified in a manner that fits well with the user’s perception 
of the topic, then information retrieval on the website is efficient and may even be 
satisfying. Most of the cross-cultural studies of websites have focused on the 
usability, language biases, and structure of Asian and Western websites. Little work 
appears to have been done investigating the structure of the websites in communities 
that have recently joined the global Internet community. Furthermore it is not the 
technical aspects that are cumbersome but the mental model of the end users in a 
group that can be different from the information classification of the websites.  In 
order to improve the information findability and performance of users, demographic 
diversity and its influence on information classification for the websites should be 
acknowledged.  

The prior research addresses the issue by emphasizing on the interface design 
aspect of websites and cultural markers but did not stress on the classification criteria 
of contents. A few of the researches talk about the classification models on websites. 
The studies of Choong [3] shows how the users from two different locations have 
different mental models and conceptions about the classification of information. The 
studies address the cultural aspect of information classification but only highlight the 
Chinese and American perceptive on information classification.  

1.2    Research Question 

1. How is the perception of website structure similar and/or different in the 
countries that have recently joined the global community of internet? 

2. How does the fit between the users’ mental model and the website’s 
information classification affects the information findability on the websites? 

3. To what extent does the information literacy of technology interaction 
influences the perception of information classification on websites. 
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2    Method 

The research for my PhD is conducted in two stages. In the first stage, I collected the 
data from the users of a university website in Pakistan and Denmark. The first stage 
of the research helped me to identify the important and interesting factors of the 
research. I used brainstorming and card sorting technique to understand the users’ 
mental model. Card sorting is a technique aligned with the Kelly’s personal construct 
theory [4]. It assumes that people make sense of the world by classification and 
people can describe their own classification of the world with reasonable validity and 
reliability [4, 5]. Card sorting is a useful way of involving users with the classification 
of information into groups. It provides an insight into users’ mental models, 
illuminating the way they often tacitly group, sort and label tasks and content within 
their own heads[5]. The supplementary activities included information findability 
activities and surveying the users’ satisfactions in each group. The 1st stage of the 
research facilitated in understanding the factors related to the website structure and 
understanding the users’ mental models.   

The results of 1st study showed interesting results from the Pakistani groups of 
users. The results of the study showed how the end users perceive university websites 
bilingually in a different way. Two websites were used for information findability. 
The brainstorm card sort session also reviled interesting results. The primary results 
provided the culturally specific preferences to with the university website in both 
countries. For the Pakistani group, the participants of the 1st study intended for 
bilingual website with bilingual contents presentation on the same webpage which 
was not present in their university website. The result of the study also showed 
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Study 2:  In the second stage of the research, the card sorting activities will be revised 
with learning from study 1 of first stage of data collection but this time with the same 
website across groups. The experiments on a website for home appliance will be used 
to manipulate the information structure of these websites in Denmark, Pakistan and 
Malaysia.  

2.1   Theoretical Lenses for the Research 

In many studies, it is argued that the collective or interdependent nature of Asian 
society takes the contextual view of the world and believes that events are highly 
complex and determined by many factors such as thought process, language and 
cultural background [6]. On the other hand, the individualistic or independent nature 
of western society seems consistent with the western focus on particular objects in 
isolation from their context and with westerns’ belief that they can know the rules 
governing objects and therefore can control the objects’ behaviour. The difference in 
their approach of has an influence on the resulting product. Martine & Rugg [7] 
measured the perceived similarity of webpages using a card sort technique. The card 
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sorting method appears particularly well suited for a comparative and knowledge 
representation oriented study of information classification on a website.     

3    A Sketch of Proposed Solution 

From my PhD research, I intend to propose a list of factors that are involved in the 
information classification of websites.  The study will list the factors that affect the 
performance of users and how they can be minimized to increase performance. The 
outcome of the study will provide the suggestion to avoid the bias in the interface 
design and information structure of the websites that is brought by the different 
understanding of users towards websites. This research will be helpful for software 
designers and web developers who are designing and developing websites and 
applications for Pakistan, Malaysia and Denmark. It will also be helpful for the 
companies who are localizing their applications in other parts of the world.  
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Research Topic. The main research topic of the thesis is to explore the possibilities 
of automated clustering and machine learning techniques for developing new 
approaches in information visualization.  

Research Problem. The main goal of information visualization is to present data to 
the users in a way that optimizes intelligibility of the data and support the detection of 
relevant patterns in the data, where the application context defines what qualifies as 
‘relevant’. Many different approaches typically tailored to a specific problem have 
been developed within the past years. At the same time the application of 
mathematical methods for data analysis and identification of patterns has substantially 
increased, and is typically referred to as data mining. Different visualization 
techniques are used in data mining, however the systematic and dynamic integration 
of data mining techniques with visualization approaches is only in its beginning. 

The main research problem tackled in the thesis is how to best integrate approaches 
from traditional data mining and information visualization domains to achieve more 
usable and helpful analysis tools for large amounts of data. The basic visualization 
approach explored is tag clouds, and especially concepts in displaying them according 
to a semantic structure as proposed e.g. by [2,3,1] are further developed. The overall 
research problem can be divided into sub-problems which need to be addressed in 
order to develop actually useful approaches: 

• Develop new approaches and concepts for integrating data mining and 
information visualization techniques 

• Develop a detailed understanding of the human perception and analysis 
process involved when interacting with these systems 

• Develop a understanding on the impact of errors, artifacts and 
imperfection in the data analysis on experienced quality and usefulness  

• Define quality benchmarks that are needed to be met to provide real value 
and benefit to the user when using such systems 

• Evaluate the developed concepts and prototypes in realistic scenarios, to 
be able to estimate their value and applicability in real-world contexts. 
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Relevance of research. We think research on this topic is highly important. The 
information society is producing more and more data, and better means to make sense 
of the available data are urgently needed. Also, new visualization approaches can help 
to communicate complex affairs in an intelligible manner, which is relevant in ever 
more context. Examples that illustrate this increasing need to understand complex 
data even in everyday situations are e.g. home control units in smart grid applications 
or interfaces for the specification of security, firewall and privacy settings. 

The research hypothesis (claim). The overall research hypothesis is that utilizing 
automatically calculated relations between data elements and visualizing these 
identified relations in a proper way can help to develop a deeper understanding of the 
data. We also expect such approaches to support the user in performing different 
types of typical tasks such as data exploration or specific searches more efficiently.  

Within the thesis work I plan to research this overall hypothesis and the related 
sub-aspects in a series of prototypes which explore the possibilities and potentials of 
different approaches. As of now the following design approaches already have been 
explored (a and b) respectively are planned (c to f): 

a) Semantic layout of data elements: data elements are placed according to a 
calculated semantic layout based on the similarity of elements 

b) Bottom-up clustering: Data elements are clustered automatically, and no label for 
the identified clusters is available. 

c) Top-town categorization: Categories are defined a priori, and learned using 
standard machine learning algorithms using manually labeled training data. 

d) Differential placing of elements: data elements are placed according to their 
similarity with a predefined bipolar concept. 

e) Non-exclusive grouping: Data elements are cluster automatically into groups, 
however in contrast to b) the grouping is non-exclusive i.e. the categories do 
overlap. 

f) Time-series visualization: The development of data structures across time is 
visualized 

We hope to identify further promising approaches as part of the discussion in the 
doctoral consortium. 

Methods used. The research approach follows a standard process consisting of the 
design of new approaches, a prototypical implementation of these approaches, 
optimization of these prototype implementations through fine-tuning of parameters 
based on informal user tests and a formal empirical evaluation with real end users in a 
realistic application context. 

Empirical evaluation will target three main areas: performance, subjective 
satisfaction and analysis of the perception process. Performance will be 
operationalized as task completion time and error rate, subjective satisfaction with the 
approach will be explicitly asked in a questionnaire and analysis of perception process 
will be done using eye tracking technology. The main evaluation methodology will be 
similar to the approaches applied in the already performed evaluations as reported in 
[5] and [7].  

A sketch of the proposed solution. In detail the following test prototypes have been 
implemented respectively are planned as of now: 



396 J. Schrammel 

a) Semantic placing of elements [5]: A thirst approach was to use semantic placing 
of data elements in a tag cloud. We used the getrelated-function of flickrs API to 
retrieve a list of the tags most related to each word within the tag cloud. Then based 
on the number of co-occurring related tags a measure for the relatedness of two tags 
was calculated. An alternating least-squares algorithm to perform multidimensional 
scaling (ALSCAL) was used to compute a two-dimensional arrangement of the tags. 
In the third step we used the value on the y-axis to form 7 groups of 11 resp. 10 tags 
each. Next tags within each group were sorted according to their value on the x-axis. 
The result provided an 11 times 7 arrangement that was used to generate the tag 
cloud.  

 

b) Clustered tag clouds (related submission #232): Here we calculate tag similarity 
using a well proven method known as Jaccard coefficient. Similarity between tags is 
measured by the intersection divided by the union of the sample set. Based on this 
similarity measures clusters of tags where calculated using the bisecting k-means 
approach. For a discussion of different clustering approaches and their pros and cons 
see Steinbach et al. [8]. The clusters were calculated using the CLUTO-Toolkit 
provided and described by [4]. Basically the N-dimensional similarity matrix of tags 
was used as an input for the clustering algorithm. The target number of clusters to 
calculate was specified as 20. This number was chosen to form clusters of about 5 
tags, which informal pre-test showed to be a good size for clusters. 

 

c) Categorized tag clouds (under construction): The clustering process used in b) 
doesn’t identify the topic of a cluster but only groups similar items together. To be 
able to also study the effects of labeled groups we plan to apply machine learning 
algorithms for the classification process, in which a subset of the data is categorized 
and labeled manually and used as training data.  

d) Differential tag clouds (planned): Within this approach the idea is to use the 
calculated similarity to predefined bipolar concepts (e.g. work versus leisure) to 
arrange the items on the screen. Similarity is expected to be calculated by the same 
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method as in c), however more extensive training data on the bipolar concepts are 
needed. We also plan to use interactivity in this approach, i.e. to allow the user to 
select different concepts and to directly adapt the display. 

e) Non-exclusive grouping (planned): In this approach we plan to apply non-
exclusive clustering algorithms to the data set and to develop different visualizations 
for the users. A possible approach is to implement a slider, which dynamically 
changes the threshold above which the groups are displayed, or to show the related 
items only on mouseover to minimize visual clutter. We also plan to explore the 
possibilities of automatic drawing approaches for Euler graphs [5]. 

f) Time-series visualization (planned): Here we plan to introduce a dynamic 
element. The basic idea is to use the developed automated classification and 
placement algorithms to visualize the development across time within a field. For 
example, when using a differential tag clouds approach (compare item d) with the 
concept work – leisure and items are arranged horizontally regarding their distance to 
the concept (e.g. work-related displayed left, leisure related displayed right) and to 
also indicate the allocation to one of these concepts using color. One then could 
analyze chronological data sets (e.g. articles in a newspaper per day) and show a 
dynamic display of the development of the topics over time. 

The expected contributions of the PhD research 

a) New methods for displaying data that combine data mining and information 
visualization approaches that allow developing a faster understanding of 
patterns within the data and support users in complex analysis tasks. 

b) Improved understanding of perception processes in information visualization 
especially with regard to the perception of modified tag clouds 
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Abstract. Serendipity is generally characterized as a sagacious, unsought 
discovery. Innovations and advances in science and engineering such as 
penicillin and Teflon as a result of interactions with tangible engineered and 
natural phenomena are often labeled serendipitous. Serendipity also results 
from more conceptual interactions with information, knowledge, and ideas. But 
how does serendipity emerge when the discovery is predominantly conceptual? 
What conditions in the digital environment would help facilitate less tangible 
but similarly unexpected and fortunate interactions for knowledge workers? The 
objective of my research is to approach the study of serendipity as a process 
involving precipitating conditions, interacting internal and external factors that 
either hinder or facilitate serendipity, to understand how to best facilitate 
serendipity in a digital, information-rich environment. This research will 
contribute to an emerging field of study – support for serendipity in information 
systems – that is striving to make our experiences in digital environments richer 
and more meaningful.  

Keywords: Serendipity, precipitating conditions, information systems. 

1   Introduction 

Serendipity is an unexpected experience characterized by an anomalous observation 
and valuable outcome and dependent on an individual’s strategic insight [1]. 
Primarily associated with scientific and engineering discoveries and developments, 
serendipity also results from more conceptual interactions. Serendipity, in 
management, for example, sparks ideas and new opportunities that drive strategic 
decisions [2]. In education, serendipity facilitates new and interesting entries to 
educational material and learning [3]. Despite research indicating serendipity’s 
significance across a number of fields [4] and the pervasive and persuasive anecdotal 
documentation of its importance [5], information-rich environments such as digital 
libraries primarily support targeted search interactions. Absent are features that are 
intended to guide users to interactions with divergent though potentially useful 
content. As well, research to date has primarily focused on the need to deliver 
unexpected, surprising, and novel content to the user, often neglecting other 
precipitating conditions – factors, for example, influencing the receptivity of users to 
this potentially serendipitous content such as affect and motivation [6] and 
affordances in the environment [7].  
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2   Research Problem and Hypothesis 

The process of serendipity in knowledge work (Figure 1) illustrates the movement of 
an individual through the stages of serendipity. This model, adapted from Cunha’s [2] 
model of the process of serendipity in organizational management has five main 
elements and unfolds as follows: 1) an individual experiences an information 
encounter [10] or makes an anomalous observation [1] (the trigger) 2) and an 
association between the object and the individual’s knowledge and experience or a 
bisociation between ideas is made. The individual 3) follows-up on the 
association/bisociation 4) and a valued outcome is the potential result. This process, 
however, is influenced by the fifth element of the process: the convergence of 
precipitating conditions. Precipitating conditions influence each stage of the process, 
impacting, for example, whether associations/bisociations and follow-up are 
dismissed or delayed, leading to an incubation period [8] or negative serendipity [9] 
in which the opportunity for a valuable outcome is taken by someone else.  

 

Fig. 1. Serendipity in knowledge work (adapted from [2], [8]) 

Precipitating conditions of serendipity may have a positive or negative impact on 
the process. They are conditions that influence an individual’s ability and inclination 
to become aware of, respond to, and follow up on a potentially serendipitous 
experience, and ultimately impact the outcome. Precipitating conditions include A) 
external and B) internal context. External context may include, for example, the 
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design of an information space such as a library [7], other people who may help spark 
a bisociation [8], or an imposed task that leads an individual to ignore useful but not 
immediately relevant information [10]. Internal context refers to the actions and 
characteristics of the individual.  Internal context includes, for example, misleading 
preconceptions that may impede serendipity [9], divergent behaviour that leads to 
information encounters [7], and feelings of frustration at work that prompt follow-up 
on an anomalous observation [9].  

The precipitating conditions that converge to facilitate or hinder serendipity are 
just beginning to be understood, but an understanding of these factors is critical to the 
development of digital environments that support serendipity. Given this, how can we 
better understand how to support serendipity in a digital environment? I hypothesize 
that serendipity in information search systems may be facilitated through the design 
of a system sensitive to external and internal context. Some precipitating conditions 
are hypothesized to exert more influence on the process of serendipity than others: 
knowledge, motivation, behaviour, task, environment, and other people. Of these, 
knowledge, motivation, and behaviour may be observed and measured while task, 
environment, and other people may be controlled and manipulated.  

3   Methods and Sketch of Proposed Solution 

My research is being conducted in two main stages and with multiple methods: 
 
Phase 1: My objective is to understand the process of serendipity in knowledge work 
and specifically a better understanding of the precipitating conditions. To date, I have 
conducted semi-structured interviews with 12 knowledge workers from a variety of 
fields such as journalism, education, and science. Transcribed interviews were coded 
using NVivo. Analysis suggests that while precipitating conditions drive serendipity 
forward, the context is not always positive. There are multiple factors that affect how 
we move through our days and these factors push and pull us in different directions. 
For example, similar to Barber and Fox’s [9] observation, a frustrated individual may 
be more aware of anomalous information, more motivated to make unexpected 
associations and follow-up on them in order to satisfy a current problem or task.  
 
Phase 2: The objective of the second phase is to understand which precipitating 
conditions enable people to break from normal thought processes in unexpected ways 
in a digital environment. While there have been some attempts to support serendipity 
through useful/surprising embedded links [10] and an ambient intelligence system 
that draws attention to interesting/surprising content [11], there have been few studies 
exploring which factors of the external context are more likely to encourage 
serendipity. In this stage I plan to observe participants using different and contrasting 
information search systems. In this experiment, the interfaces will be tested using a 
between and within subjects study design. Motivation and knowledge will be 
measured while user behaviour will be observed. Participants will be given directed 
and undirected tasks to test their interactions with the systems and compared. Post 
session interviews will provide a source for understanding information interactions. 
One possible direction with regard to interface design is the inclusion of a Twitter 
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widget with tweets engineered to relate to the user’s search context. Another possible 
direction is the development of a scale to measure the user’s perception of the 
potential of a system to facilitate serendipity.  

4   Expected Contributions 

The results of my Ph.D. research will provide guidelines for the development of 
digital environments to support serendipity. Namely, this research will indicate ways 
in which some precipitating conditions such as task and other people interact in a 
digital information search system to facilitate or hinder serendipity. The main goal 
and potential outcome of my research is to foster creativity in information interaction 
such that novel connections are made and useful and interesting paths pursued. 
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Abstract. Assessing the cognitive engagement of a user while seeking and 
consuming information over the World Wide Web is a key challenge for 
studying the quality of interactions. Indicators of cognitive engagement are 
useful for enhancing usability of interfaces, designing adaptable systems but 
also for analysing user behaviour  and performance. For this purpose, we aim to 
adopt the multifaceted concept of Human Mental Workload, mainly applied in 
psychology and cognitive sciences, to study individual performance and user 
engagement in the context of Web. We aim to design a framework in which 
mental workload can be measured, analysed and explained. This will lead to 
analysis of individual and mass behaviour, guidelines and recommendation for 
interaction design, usability of front-end web applications and proposal of 
adaptive systems. 

Keywords: Human-Computer Interaction, Human Mental Workload, User 
Engagement, Artificial Intelligence, Web-mining, Human Factors.  

1   Introduction 

The proliferation of web applications and the explosion of the Internet as an 
accessible data resource is rapidly changing the way users access, publish, seek and  
consume information, and knowledge working in general. Interacting with Internet 
technologies and surfing the WWW is a complex cognitive activity that involves 
visual, auditory and tactile human modalities  rather than physical channels: in these 
activities human cognition is engaged at multiple stages. Analysing user behaviour 
while seeking and consuming information over the Web and designing user-centered 
web applications are becoming  key topics in the last few years in the field of HCI. As 
a consequence, indicators of cognitive engagement are increasingly needed for 
studying the quality of the user experience while interacting with web resources. 

Each action a person performs over the Web can be routinely monitored and stored 
in web-interaction logs. Existing methodologies for knowledge discovery from such 
sources are mainly focused on statistical and quantitative analysis. They mainly deal 
with data such as requested URLs, time properties, the provenance, the type of 
operating system and browser of a web-user. However, a more fine-grained set of web 
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activities such as clicking, scrolling, keyboard usage, mouse movements, that better 
describe the user's physical interaction with web interfaces, can now be gathered 
using new Internet technologies. 

Although logs turn out to be detailed sources of information, prior research, both 
academic and industrial, did not prove useful in interpreting logs from a cognitive 
perspective that links objective web-actions to cognitive theories of task execution. 
Reading and interpreting interaction logs, from this perspective, is a non-trivial 
problem:  it is extremely difficult to identify  users'  original intention, goal, degree of 
attention and interest from these footprints. 

Our proposal is to develop an executable framework, inspired by the concept of 
Human Mental Workload, large-scale applicable in the context of Web, to measure, 
assess, study and explain users' attention and cognitive engagement [1]. Models of 
human mental workload, in other fields, have been proven useful in the design of 
adaptive interfaces and in the study of individual performance. However, the explicit 
and invasive way of conducting experiments towards indexes of human mental 
workload, generally laboratory-driven, have not had a large-scale success. 

2   Research Question 

To what extent can the Human-Computer(Web) interaction be automatically captured 
and interpreted towards automatic assessments of  Human Mental Workload? 

What are the factors that contribute to define human mental workload in the World 
Wide Web. 

3   Approach 

Our aim is to define a framework in which the concept of human mental workload can 
be measured, analysed and explained. The adopted approach is holistic and 
convergent, and it follows a general progression: 

• analytical/empirical exploration of human mental workload characteristics; 
• resolving and correlating these characteristics to reliable objective measures; 
• definition of an extensible context-aware computational model for the Web; 
• validation of the designed prototype with reliable subjective measures. 

 
The research agenda includes the following stages:  

 
1. implementation of a technique that allows non-invasive monitoring of web-

users' activity without influencing their experience while consuming 
information over the World Wide Web; 

2. implementation of a technology, large-scale applicable, capable of gathering 
a more fine-grained corpus of interaction fingerprints such as clicking, 
scrolling,  mouse movements and keyboard usage, closer to the physical 
human-computer interaction; 

3. identification of interaction patterns and development of human mental 
workload characteristics for the Web; 



404 L. Longo 

4. designing an extensible computational model for aggregating human mental 
workload characteristics; 

5. validation and justification  of generated indexes of human mental workload 
by comparison with existing psychology and cognitive measures [1, 2]; 

6. application of generated indexes for designing engaging technologies and 
web applications.  

The first 2 stages are aimed at developing a transparent non-invasive technology for 
gathering detailed human-computer interaction patterns while surfing the Web.  The 
third aims to identify and objectively assess the factors that influence human mental 
workload in the context of Web. The fourth includes the design of a computational 
prototype, scenarios-aware, able to aggregate the factors individuated in 3 for a 
certain web-scenario. The fifth stage is aimed at validating the computational model 
via comparisons with subjective existing measures, successfully applied in 
psychology or cognitive science. The last gives practical means to deploying metrics, 
definitions and techniques for designing adaptable and engaging web applications. 
The research stages are not independent, rather they are related aspects that inform 
and influence the entire approach towards the measurement and definition of human 
mental workload The ongoing work is at stage 3 and 4. The monitoring technology 
has been deployed and the human mental workload characteristics along with the 
parallel definition of the computational model, are investigated. 

4   Sketch of the Solution 

Our framework is composed by 5 functional-based macro-levels. The human-
computer interaction level underlines the process in which users interact with web-
interfaces seeking and consuming information. Their interaction is monitored at the 
technology level: a designed technology aims to mine detailed signs of interaction 
such as mouse movements, keyboard usage and web-browser events over time. Here a 
raw interaction log is produced and subsequently consumed at the pre-processing 
level. Row data is pre-processed using machine learning techniques towards the 
identification of web-interaction sessions and tasks within each session.  Each task is 
then recognised to be of a certain typology,  thanks to an abstract high-level task-
taxonomy. This carries information about task demands in terms of cognitive 
resources and difficulty.  At the computational heuristic level characteristics of 
human mental workload are individuated, computed and aggregated towards a unique 
index for a given task. Example of characteristics that may influence the mental 
workload are task interference, cognitive resources overlapping between multiple 
tasks, task concurrency, time sharing as suggested by the multiple resource theory of 
attention proposed by Wickens [3, 4]. Individual skills and traits are important 
characteristics that undoubtedly moderate levels of workload as well as time and 
richness/control of online activity. The human mental workload characteristics relate 
to specific scenarios and how they can be calculated by adopting state-of-the-art 
metrics in psychology, IR or novel metrics. The last application level is represented 
by the practical use of indexes of human mental workload  towards the design of user-
centered technologies and user engagement aware web-applications. 
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Fig. 1. Anatomy of a framework based on Human Mental Workload assessments 

5   Expected Contribution of the Research 

The research will contribute to the field of Human-Computer Interaction within 
several areas, proposing a novel  large-scale executable paradigm capable of human 
mental workload automatic assessment in the context of Web.  The expected 
outcomes  of the line of research  are to produce an applicable framework able to lead 
to generalisable  design recommendations and strategies along with examples and 
guidelines employable by other researchers or designers. Our contribution will 
provide reference and case studies for the application of a theory useful for promoting 
user-engagement aware applications and interactive design contributing to the 
appreciation and support of design practice in HCI. 
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Brief Description. This short paper highlights the interaction between security 
and usability in e-banking security and presents objectives and difficulties for 
studies in this field. 

Research Area: Human-Computer Interaction for Security (E-Banking). 

1   The Role of Security and Usability in Current EU E-Banking 

E-Banking has undoubtedly become a key element in every modern bank's service 
portfolio during the last two decades. With its initial focus primarily on transactions, 
e-banking has now progressed towards an advanced online sales channel for financial 
products and most of today's e-banking platforms will be able to reproduce almost all 
services offered in bank branches [1]. But not only the strategic and commercial sides 
of e-banking have developed very far, also the e-banking security countermeasures 
employed have passed through several development stages, e.g. from simple 
password systems to sophisticated two-factor authentication approaches [4].  

While the described innovation should generally be viewed as a positive one, 
current e-banking systems still show large failings in terms of their security and 
usability. These weaknesses are for example evident in a persistently high number of 
fraud cases for online banking, accounting for £46.7 million in 2010 (2009: £59.7, 
2008: £52.5 [2]) solely in the UK [3]. The risk posed by banking fraud may also lead 
to a growing negative public perception or fear shown by customers. Alongside these 
security issues, some severe usability drawbacks can be observed in modern e-
banking systems. While some of these may be related to the actual user interface 
design, a range of problems arise at system stages such as registration or business 
continuity. System lock outs or erroneously blocked transactions, like Barclaycard's 
fraud detection system flagging payments for London 2012 Olympic tickets as 
suspicious and declining them, are incomprehensible and frustrating to users. There 
are a range of similar cases, such as mentioned in [5] where card reader usability 
impedes security or in [6] where users prefer less secure solutions due to their 
apparently higher usability.  
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Security problems in this context may lead to substantial monetary losses or 
damage to reputation. However, usability shortcomings may also result in higher 
operational costs, for example when additional customer support is required through 
call centres or customers stop using the e-banking functions offered and revert to 
branch-based services. Furthermore, customers may prefer other financial institutions 
if their e-banking system seems to be more usable, e.g. if the bank forces the user to 
purchase a certain type of card reader. Due to the relative importance of e-banking for 
financial online product sales [1], usability may also directly affect revenue.  

Considering the impact of security and usability as well as the examples and fraud 
statistics mentioned, the difficulty of combining the roles of security and usability in 
the context of e-banking becomes obvious. Although modern e-banking systems 
certainly provide sufficient protection levels and fulfil most functions expected from 
an internet-based bank branch, there is still a significant potential for improvement in 
the field of usable security. While the best possible protection against potential attacks 
and mitigation of threats is desirable from a security point of view, the proposed 
solution still has to be as usable as possible, which may ultimately require accepting a 
trade-off in security [7]. A range of security and usability problems in e-banking 
systems can be attributed to a conceptual mismatch of threats and countermeasures 
within the individual system - either at the cost of security when threats are not 
mitigated adequately by the employed countermeasures or at the cost of usability due 
to overly strict, hindering security measures not in line with the level of risk 
encountered. In addition, usability is often viewed as a separate entity and not 
considered at every stage of development, which may ultimately lead to decreased 
security or usability levels. Factoring in risk is crucial at this point as the risk level 
willingly accepted by a bank will influence the selection and design of their security 
countermeasures. Accepting certain calculated risks in this context may also be of 
benefit for usability, for example when allowing users to view their account balance 
after login in with a username-password combination and only enforcing complex 
security measures for higher-risk services such as transactions. Viewing security and 
usability purely as antagonists would be too one-dimensional [8], it is their interaction 
that needs to be understood and further defined for improving e-banking security. 

There is a high degree of freedom in selecting countermeasures and designing 
systems in the context of e-banking and only a limited amount of regulatory 
guidelines on the issue. This is also underpinned by a large variation of different e-
banking security systems currently observed across the European Union (EU) [1]. 
Although financial institutions are protecting themselves and their customers against a 
common global threat landscape, the systems currently in existence in the EU vary in 
terms of countermeasures employed and their respective usability.  

Banks as well as academic researchers would therefore greatly benefit from more 
insights into the relationship between usability and security in the context of e-
banking, particularly if these results could be translated into guidance applicable to 
real-world systems. Research in the area of usable security is generally limited due to 
the relative youth of the discipline [8]. In addition, there have been no academic or 
commercial efforts to create a comprehensive overview of the current e-banking 
security landscape in the European Union. 
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2   Benefits and Objectives of Research in the Field  

To enhance usability in e-banking security, overcome current usability or security 
flaws and to ultimately improve e-banking systems, the understanding of the 
relationship between security and usability in this context needs to be further 
deepened, formalised and related to a real-world context. A lack of dedicated research 
methods for the field of usable security as well as the highly diverse sample of e-
banking security solutions with different levels of security and usability in the current 
EU banking landscape indicate the potentially high value of a study in this area. 

For research in this field, the following three main objectives can be identified: 

1. creating a comprehensive overview and categorisation of e-banking security 
systems currently in real-world use throughout the EU, 

2. understanding the relationship between security and usability in the context of e-
banking as well as the potential influence of other factors such as cost and 

3. extending the knowledge in the field of research methods for usable security as 
well as threat modelling with an applied example (e-banking). 

3   Research Methods for Usable Security in E-Banking 

For the case of security research, it needs to be understood that most organisations 
will not allow external researchers to access all details related to their security 
policies, specific solutions or products. This applies particularly to the very secretive 
banking sector, where publicised security flaws can translate into substantial financial 
losses, decreased trust or reputational problems. The expectation to work with real-
world data on security within the organisation, e.g. number of security breaches 
encountered, investment on e-banking security or plans for future implementations, is 
therefore not entirely realistic. Ways to overcome this difficulty include using system 
analysis, e.g. of e-banking applications, customer or employee interviews and 
questionnaires or using data collected by professional or governmental organisations.  

Secondly, research methods in the field of usable security have not fully matured 
yet and while various key publications [7] [8] in the area have hinted towards certain 
approaches such as threat modelling [9][10] or user testing, these need to be extended 
further and tested in various applied contexts. It is argued here that current usability 
evaluation methods do not fully account for the special nature of secure applications 
and software. This applies in particular for the example of e-banking, where a highly 
secure infrastructure has to provide simultaneously a high level of usability to its large 
number of non-expert users. This view is supported by key materials in this area, 
which criticise the adoption of usability methods by researchers in human-computer 
interaction for security (HCISec). Kainda et al. [7] notes that “the extent to which 
these apply to the field of HCISec is arguable given the fine balance between 
improving the ease of use of a secure system and potentially weakening its security”. 
Additionally, Cranor et al. [8] highlight the importance of “contextual information 
[...] in assessing the cost of the countermeasure to the system as a whole—this 
includes financial, organizational, and user costs”. This is by no means to say that  
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usability evaluation methods should not be employed in a security context, since they 
may be beneficial through improving users’ effectiveness, efficiency or satisfaction, 
but hints towards an integration of threats and vulnerabilities and surrounding factors.  

4   Original Contribution and Future Work 

A number of innovation factors valuable to banks will be included in this study. A 
framework for evaluating existent and future implementations of e-banking security 
will be devised for practical employment. Furthermore, the bank’s position with all its 
related challenges will be taken into account rather than assessing the situation in a 
theoretical, unrealistic environment. In contrast to earlier studies, the interplay of 
security and usability without a separation of factors will be analysed, enabling the 
bank to understand the effects of changes in security or usability. In addition to 
introducing a new focus of user-centered design to e-banking security, this study will 
also give a detailed overview of the status of EU e-banking security. 

Future work in this area could include exploring the mismatch between the 
customer’s and the bank’s perspective on e-banking security, further examining the 
data collected on e-banking security in Europe, learning more about the internal 
reasons that banks prefer certain countermeasures over others as well developing 
usability evaluation models specific to e-banking security. 
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1   Introduction 

Despite the Semantic Web was proposed ten years ago [1], it hasn’t been until 
recently when it has started to become popular. In the last years, the amount of 
semantic data available in the Web has increased in a spectacular way, especially 
thanks to initiatives like Linked Open Data (LOD). The objective of this initiative is 
to motivate the publication of Open Data in formats that are more easily integrable, 
queryable and that facilitate its reuse. The cloud of interrelated and open datasets 
included in the LOD cloud has rapidly evolved, from the 2 billion statements and 30 
datasets one year after its creation in February 2007, to more than 25 billion 
statements and 200 datasets in September 20101. 

The potential of this huge amount of data is enormous but in most cases it is very 
difficult for users to explore and use these data. The problem is that most of this data 
is available as raw data dumps or SPARQL [2] semantic query services, being it 
complicated to realise what the data is about, which are the main kinds of things, how 
are they interrelated, etc. Moreover, it requires some experience in Semantic Web 
tools and, in any case, the results are not very usable. Therefore, the challenge is to 
structure all this information making it more usable and accessible. 

Information Architecture (IA) is a discipline that focuses its efforts in this problem, 
especially in complex systems and situations with great amounts of information. IA 
describes the structure of a website, how its information is grouped, navigation 
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methods and terminology used. A good IA can improve the quality of a website and 
users can find more easily the information they are looking for. 

The proposal of this project is to draw from the experience accumulated in the 
Information Architecture domain [3] and adapt existing IA components to these 
situations with large amounts of heterogeneous semantic data. The rest of this paper is 
structured as follows. In Section 2 we present the state of the art and other approaches 
to this problem. Section 3 is about our proposed approach and in Section 4 we explain 
the methodology we will follow during this PhD and evaluation methods. Finally, in 
Section 5 we present our conclusions and future work. 

2   State of Art 

The best approach to make a semantic dataset more usable to a wider range of users is 
to use a Web data publishing tool or a Semantic Web browser, e.g. Disco [4]. These 
kinds of tools provide an HTML rendering for each resource in the dataset, listing all 
their properties and values. HTML pages are interlinked based on the connections 
between resources in the underlying dataset. However, this feature is only useful if the 
user has some a priori knowledge of the data structure. There is no way to get an 
overview of the kinds of resources in the dataset, e.g. person, address, etc. 

Explorator [5] is another tool that makes it possible to browse a dataset combining 
search, facets and operations on sets of resources. However, it is also difficult for 
users to get a broader view on the dataset. Other tools also provide faceted views but 
not as a generic browser, i.e. just for a specific dataset like the case of the DBPedia 
Faceted Browser [6] or \facet [7]. 

Consequently, existing tools make very difficult for users to explore a dataset, 
realize what kind of resources there are, what properties they have and how they are 
related. 

3   Proposed Approach 

As the volume of information in the Semantic Web increases, interacting with 
information becomes a more difficult task. To interact with these amounts of data, 
users use different ways or strategies depending on their goals.  

Starting from the fundamental set of tasks for data analysis proposed by 
Schneiderman [8], we have explored the most appropriate Interaction Patterns to 
perform these tasks in the context of the Semantic Web: 

1. Overview: The goal of this task is to get a full view of the entire collection. 
We propose to apply the Global Navigation interaction pattern. In the 
context of IA it corresponds to navigation menus. 

2. Filter: To select items of interest and filter out uninteresting items through 
exploratory search. The proposal is the Faceted Navigation pattern, which in 
the context of IA corresponds to facets. 

3. History: To keep a history of actions and support undo and replay actions. 
We propose to apply the Breadcrumb Navigation pattern. In the context of 
IA it corresponds to breadcrumbs. 
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We have chosen these IA components because they are simple and very common in 
websites, so users are comfortable with them. Besides them, we are exploring other 
IA components such as sitemaps and search systems. 

The drawback of all these IA systems is that they are quite expensive to develop 
and maintain, even more with the large amount of heterogeneous semantic data we 
are dealing with. Fortunately, when these IA systems are built on top of structured 
data and formal languages, it is possible to automate most of this development and 
maintenance work.  

Concretely, the Semantic Web, with the use of ontologies and semantic languages 
like RDF, allows the automatization of these components. The Semantic Web 
provides methods and tools to model the Information Architecture for a domain with 
much more detail and in a formal way. It is possible to define concepts, properties and 
relations between them. This allows the use of automated tools to process these 
formal descriptions, create and maintain the Information Architecture. 

The main goal of this PhD is to define a methodology and develop the necessary 
components to assist during the definition and maintenance of the Information 
Architecture of websites from a formal description of the site’s domain. It is also intended, 
in parallel, to improve the usability and accessibility of the generated Information 
Architecture. By using these components, the final users will be able to easily explore 
semantic data, which at this moment is not usable and accessible for them. 

4   Methodology and Evaluation 

The methodology to follow in this project is based on the MPIu+a [9] development 
process, which integrates the disciplines of Software Engineering, Human-Computer 
Interaction and Accessibility. Besides the traditional Software Engineering lifecycle, 
MPIu+a has two other main blocks, prototyping and evaluation, which are also two 
main parts of this project.  

We plan to develop prototypes for each of the identified Information Architecture 
components, test and evaluate them with users. The evaluation will be conducted with 
common evaluation methods such as user tests, card sorting or heuristic evaluation. 
The objective of the evaluation is to test and compare the generated Information 
Architecture with a traditional one. 

Although this project has just barely started, a prototype2 has already been tested 
with end-users in order to evaluate its functionality and usability. The goal of the tests 
conduced so far was to do a preliminary evaluation of the menu and facet 
components, to check if they are understood and they improve user performance when 
looking for a specific piece of information. The results so far show that LinkedData 
can improve the user experience, providing more ways to interact with data [10]. 

5   Conclusions and Future Work 

In this paper we have presented our vision of this doctoral thesis in the context of the 
Semantic Web and Information Architecture. We have started developing generic IA 
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components that can be reused in websites with totally different domains as long as 
they are based on Semantic Web technologies.  

The identified IA components are able to use the semantics captured by ontologies 
and semantic data, providing users different ways to access and interact with the data. 
Those components, which are automatically generated and maintained, facilitate 
publishing and browsing a dataset without requiring a priori knowledge of it or 
experience in Semantic Web tools.  

The short-term future work focuses now on implementing the improvements 
detected during the user tests, basically those that affect the navigability between 
resources in the dataset. The main problem detected is that the user interaction is 
currently too constrained by how the underlying data is structured. The objective is to 
improve IA flexibility and obtain implicit properties and relations, for instance 
reverse properties, in order to provide users with alternative paths. 

Then, we also plan to develop prototypes for the other identified IA components, 
test and evaluate them with users. 
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Abstract. This paper summarizes the first nine months of progress on my Ph.D. 
project. The research focus of the project is on investigating microinteractions. 
a sub-topic of HCI and gesture research. The project will develop a framework 
for applications that use microgestures to support everyday tasks through 
invisible and context-aware appearing interface layers underneath object-
grasping hands. In an expert study that has been accepted as a full paper at 
INTERACT 2011, I explore the motor limitations and opportunities of 
microgestures while grasping objects and valued manual dual-task scenarios by 
walking through three tasks that involve grasping objects. The outcome of the 
study is a generic microgesture set for different grasp types and a collection of 
parameters that have a relevant effect on the choice of the grasping tasks. A 
further user study in progress is investigating the effect of grasped objects, such 
as handheld devices, on the feasibility of performing microgestures. Users are 
asked to perform finger-tip and drags on the front and/or back of a handheld 
device. The device is two-sided and touch-sensitive, it is made by stacking 2 
pads together in a sandwich-like prototype. This allows tracking users’ finger 
gestures through a camera as well as through front and touch screens. The 
outcome of the two mentioned studies will describe a design space for out-of-a-
grasp microgestures. At the INTERACT doctoral consortium I aim to present 
this design space and discuss how this can serve as a basis for developing a 
framework of out-of-grasp microinteractions that are subtasks of grasping tasks. 
The microinteractions will be developed to support the grasp tasks with regard 
to their perceived ergonomic and hedonic qualities. 

Keywords: Microinteraction, gestures, dual-task, multitask, interaction style. 

1   Research Focus 

Human actions in the real world are usually a set of tasks solved in parallel and 
people have the ability to multi-task with respect to motor and cognitive resource 
handling in many everyday situations. Normally, human-computer interactions are 
designed as separate tasks and synchronous tasks are understood as multitasking 
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situations with two competing tasks when considering their motor and cognitive 
resource requirements. Microinteractions are a promising technique that can be done 
in parallel to manual actions with less competitive motor resource effort. 

Ashbrook defines microinteractions as short-time interruptions of primary tasks for 
controlling mobile devices [1]. These interaction techniques have the beneficial 
potential of allowing mobile application control in parallel with ongoing everyday 
tasks. This could significantly enrich the quality of tasks that we could perform on-
the-go and fundamentally alter the way we view ubiquitous computing [6]. In this 
context a microinteraction can be designed as a support or subtask of an everyday task 
or contextual independent, like mobile communications. 

I aim to investigate the potential of microinteractions that are a subtask of a 
primary interaction. In this field several research projects have recently been 
conducted to develop tracking interfaces [1, 2, 5, 6] and a few projects have been 
conducted that are driven by the human side of interaction [3, 4, 11]. I see a research 
gap on the human-centric side of microinteractions, my motivation is to investigate 
the design space of these interactions; mainly their affordances and constraints 
regarding usability aspects, such as ergonomic and hedonic qualities. This work will 
guide the next step of my research, developing a framework for sub-tasking 
microinteractions that support grasp tasks. Subtasks in this context could include 
automotive control interactions such as stopping a turn signal or opening the window 
while driving. Realizing these subtasks through microgestures allows for performing 
them in parallel to steering a car while keeping the steering wheel fully grasped. 

I believe that synchronous microinteractions allow for the possibility of supporting 
every-day tasking in an ergonomic and hedonic manner. Therefore my hypothesis is: 
Microinteractions have the potential to increase the perceived ergonomic and hedonic 
qualities of contextually related tasks that are performed in parallel. 

2   Understanding Microinteractions 

To help understand microinteractions, I did an expert evaluation [10]. I asked sports 
therapists and physiotherapists to use props (as shown in figure 1) while performing 
given microgestures, but also they could use any new gestures that they created 
spontaneously. The gestures should be easily performable without interrupting the 
primary task, without needing high cognitive effort, and without taking any risk of 
being mixed up with natural movements. 

 

Fig. 1. The participants are testing the feasibility of finger gestures while (1) holding a steering 
wheel (2) targeting a cash card, and (3) drawing with a pen 
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Fig. 2. The expert-defined and evaluated gesture set. The experts found 17 gesture types for the 
driving scenario (A). The card targeting scenario (B) and the stylus scenario (C) just contain 2 
gesture types each. Most gesture types have several sub-types by performing them with 
different fingers (index, middle, ring, and little finger). Moreover the same gesture results in a 
different sub-type (e.g. touch, tab, or press), if it is performed with different acceleration or 
duration. 

From the expert interview results I developed a taxonomy (see figure 2) for 
classifying these gestures according to their use cases and assessed their ergonomic 
and cognitive attributes, focusing on their primary task compatibility. I defined 21 
gestures, which allow for microinteractions within manual dual task scenarios. In 
expert interviews I evaluated the gesture’s level of required motor or cognitive 
resources under the constraint of stable primary task performance. 

This study was supervised by three researchers (one psychologist and two 
computer scientists) of the research group I am associated with at the Quality and 
Usability Laboratories of TU Berlin and that are named as co-authors. 

3   Research Plan and Status Quo 

My Ph.D project is planned to consist of three parts and I am currently working on the 
first one. This part investigates the fundamental understanding of microinteractions. 
Within the second part, I will – based on the expertise of part 1 – develop novel 
microinteraction techniques and evaluate them regarding their usability, such as 
ergonomic and hedonic qualities. The third part will be dedicated to develop a 
framework for microinteractions that will serve as seamless sub-tasks to support in 
parallel continued grasp-based tasks.  

My first experiment [10] serves as an initial analysis basis for understanding 
microinteractions and will be continued to generate a fundamental description of the 
design space for out-of-grasp microgestures. In this initial study, attributes that have a 
relevant effect on the gesture performance are defined. These are the grasp type, the 
grasped objects, ergonomic and bio-mechanic aspects, as well as the cognitive effort 
that is required for the pure gesture performance. The benefit of microinteractions on 
the usability of the grasp tasks was valued by experts as useful augmentation for 
many grasp-based tasks but they also brought up the fact that the degree of benefit 
might be influenced by pragmatic aspects, such as the task length and by ergonomic 
parameters of the grasped object. 

Guided by the conclusion of the expert study, I currently plan a user study to 
investigate how users grasp an object like a pad and the effect of physical object 
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attributes (use, size, and shape) on the way users grasp it and on their finger gesture 
feasibility. The expected outcome of this study is a deeper understanding about users’ 
naturally chosen grasp for holding a pad (e.g. iPad) while performing certain device 
interactions as well as an evaluation of users’ ergonomic skills of performing gestures 
while grasping the device. To measure the limitations of the grasp performance I will 
choose certain tasks that have to be done under different conditions (with one or two 
hands / with or without releasing other fingers). A generic set of finger gestures that 
are performable by a grasping hand are given by the Taxonomy of Microinteractions 
[10]. To measure the specific gesture limitations while grasping an object, we ask 
users to perform guided gestures while holding an iPad sandwich. 

4   Contribution and Expected Benefit of the Doctoral Consortium 

Within the student consortium I will present my previous research [8], [9] and the 
results of my first study [10] shortly for explaining my current work in greater detail. 

In my actual project I measure objective and perceives pragmatic qualities as well 
as perceived hedonic qualities of microinteractions using SMEQ, NASA TXL, and 
AttrakDiff. In the student consortium I would appreciate to discuss this approach. 

Because I aim to develop a framework for microinteractions, another question to 
ponder would be how to get valid measurements that are scalable for various grasp-
based task types and for grasped objects with different parameters. 
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Abstract. The need of enhancing design and evaluation of user experience 
exists. We propose a resource which helps to semi automate the design and 
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1   User Experience  

The concept of User eXperience (UX) includes more facets than traditional ones 
related to usability. According to Peter Morville [1], UX includes useful, usable, 
valuable, desirable, findable, credible and accessible. Moreover, other authors also 
consider aspects such as communicability, cross-culture, emotions or playability. 

Facets help us to improve the quality of use in interactive systems and, 
consequently, to increase UX. Despite the new tendency in UX, currently there is no 
specific technique to evaluate UX when users interact with an Interactive System (IS) 
[2]. Certainly, UX experts can use usability evaluation methods for evaluating UX, 
because the “oldest” and the most traditional facet used when evaluating aspects 
related to the quality of use is usability. Nevertheless, a consensus about what is the 
best methodology to evaluate UX still does not exist [2].  

The project which I am involved in with my PhD is contextualized in UX 
evaluation but focusing our efforts on exploiting the capabilities of one of the 
methods used most: the heuristic evaluation (HE). HE, as it is known in HCI field, 
was spread by Nielsen and Molich [3] but HE had been discreetly created by Ravden 
and Johnson in [4]. It is one of the most challenged and successful methods for 
evaluating the usability of interactive systems. Nevertheless, HE presents barriers that 
induce a slower and more expensive evaluation process that could lessen all its 
advantages. The first deficiency is that the whole evaluation process is based on 
considered heuristics. A review of this set, to adapt it to specific features of 
interactive systems is always essential despite the fact that experts have done many 
efforts to provide a whole set of heuristics and apply them to different interactive 
systems. The second deficiency is in the evaluation result. Usually, the method 
provides qualitative results. And more often than not, qualitative results are not 
enough if these results do not allow us to take decisions in an objective way like it 
happens with quantitative results. In this context, the following sections explain our 
ideas to go a step beyond to provide solutions for the mentioned above problems. 
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2   OPEN-HEREDEUX 

OPEN-HEREDEUX is the short name which we use to refer to the project called: 
“OPEN HEuristic Resource for Designing and Evaluating User eXperience in 
interactive systems”. It will enable UX experts to design and evaluate UX in a semi 
automates way. Its four components are detailed below.  

2.1   Open Repository of Heuristics 

The main goal of this component is to manage information. We should provide a 
repository with all the information needed to achieve a complete and minimum set of 
heuristics and to consider all aspects of UX either in its design phase or evaluation 
process for a specific IS.   

Therefore, the repository will have all information such as a whole IS classification 
[5], essential facets to evaluate UX in any IS and a complete set of heuristics related 
to all the facets mentioned previously. 

Once we have all this information, next step will be data modeling; we will model 
information through ontologies. Finally, all information will be stored with the most 
convenient technique to be able to extend, modify or delete this information later. All 
this information will be used as input for the next component, the heuristics adviser. 

2.2   Adviser of Heuristics 

The main goal of the heuristics adviser component is to propose the most convenient 
list of heuristics to be used (for the specific system to be analyzed), such as 
recommendation principles in a design phase or such as evaluation principles in a UX 
evaluation based on heuristics. 

The adviser considers for its suggestion different factors according to the type of IS 
and other factors such as economics, etc. About the type of IS the adviser should at 
least regard the facets considered in this IS and the minimum but complete set of 
heuristics of each facet according to the user profile that needs these heuristics 
(designer or evaluator). In reference to economical factors, the heuristics adviser 
should consider the time that designers or evaluators have to take into account for the 
set of heuristics and the money invested in the project. These factors should determine 
the minimum number of heuristics that the adviser should suggest. This component 
has an important advantage when choosing the best heuristics for a specific IS: 
turning a manual process and process based on UX expert experience to semi 
automate process where UX experts will only review the set of heuristics suggested.  

Finally, heuristic suggestions can be used either as a list of recommendations to 
design a specific IS or as an input of a scoring interface. 

2.3   Scorer of Heuristics 

If we want to use the adviser’s set of heuristics to evaluate UX, we can carry out the 
evaluation using this component. It helps UX evaluators in their scoring of heuristics. 
It should have a control of user profiles to identify if the user is connected to the 
system as an evaluation administrator or as an evaluator; the interface provides users 
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with two parts according to each user profile. The first part is the administration part 
where administrator should review the heuristics suggested by the adviser, and should 
choose the evaluators and the severity factors. The second part is the evaluation part 
where evaluators should score every heuristic. In addition, this component stores all 
the information to make the extraction of qualitative and quantitative results easier. 

2.4   Results Analyzer  

The last component waits for the extraction of quantitative and qualitative results. In 
reference to qualitative results we will try to create a list of improvements according 
to evaluators’ observations and heuristics scored incorrectly. They are ones which 
designers should apply to interactive systems. Apart from qualitative results, we want 
to obtain quantitative ones because these will try to show the degree of UX that an IS 
has. If quantitative results are achieved, UX experts will have a standard method or a 
possible certification to compare evaluations and see which IS provides users with the 
best experience. Quantitative results will get an objective measure that we cannot 
achieve with the subjectivity of qualitative results. 

3   Research Already Conducted 

In reference to the evaluation planning, all these ideas started when we had to carry 
out an evaluation of physical devices called CIPs (Citizen Information Point) [6]. We 
realised that we could not use some well-known heuristics such as Nielsen’s. These 
were GUI-focused and, they did not cover our evaluation goals and all the features of 
CIPs. We started researching as much as possible all general usability heuristics 
defined since 1986 and we detected 16 repeated categories. They are applicable in 
simple websites or desktop applications [7].  

Apart from this review, we achieved a classification of IS components that 
permitted us to know what parts of the IS should be assessed and to choose the best 
heuristics for each part [5]. Then, we validated these 16 categories making a 
comparison between two sets of heuristics to detect which set can find more usability 
problems and to detect improvements in their definition [8]. And in addition these 
heuristics might work in semantic applications, now we are working in it. In reference 
to the results, we have already made an effort to achieve a mathematical formula in 
usability HE [8], we do not rule out our option but we know that we have to do more 
research on it. 

4   Current State of Study and Future Research 

Currently, we are working on different areas of this project. The first one is modeling 
dates to be able to achieve the first version of the adviser. Second, we are working on 
the design of the second component of our resource: the heuristics scorer component. 
In addition, while all this work is being done, we are also doing research on all the 
information needed for our open repository although we know this information about 
heuristics, facets and new interactive systems can increase (for this reason our 
repository is an open repository).  
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In the future we will primarily work on quantitative results to achieve a statistical 
or mathematical formula towards UX standardization. 
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Research Area 
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Research Topic 

This research aims at understanding the challenges involved in running Wizard of OZ 
experiments and searches for an optimal software interface supporting the actions of 
the wizard. 

Research Description 

Combining novel speech and language technologies into systems across diverse 
domains poses significant software engineering challenges. Assuring the usability of 
the resulting applications is an important, and somewhat under-researched, issue in 
this area. The use of Language Technology Components (LTC), i.e. Automatic 
Speech Recognition, Machine Translation and Speech Synthesis, has significantly 
increased in recent years as their performance has improved. Examples include 
speech-based interaction in cars to keep a driver’s attention on the road and the use of 
web-based translation tools such as Google Translate and Yahoo! Babel fish, to 
understand text that is written in a foreign language.  

Due to the fallible nature of the technology involved in such applications, one must 
ensure that usability and human factors are adequately accounted for. As with 
applications based on a Graphical User Interface (GUI) software using LTCs needs to 
be tested early in the design process. While low-fidelity prototypes assessing GUI 
applications such as sketches and wireframes can be built relatively quick and 
inexpensively, the development of prototypes evaluating the use of LTCs tends to be 
both cost and time intensive. An easier and more efficient way of creating those 
prototypes is desirable. One technique that has been used to test applications 
involving LTCs is Wizard of Oz (WOZ). In a WOZ experiment a human wizard 
mimics some of the functionality of a system. Since the technical requirements for 
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such a prototype can be reduced to a minimum, this technique is particularly useful 
for early stage evaluations and therefore can be seen as a good candidate for 
addressing the lack of low-fidelity prototyping methods supporting the use of LTCs. 
An important difference between prototyping GUI based applications and conducting 
a WOZ experiment is, however, that the latter depends on the actions of the human 
wizard. Whereas with GUI commands a specific system behavior can be defined in 
advance by referring to concrete events like mouse-clicks and keyboard-entries, with 
language technology this clear binding is missing. Here the interaction rather depends 
on the way a user’s input is interpreted. In a WOZ experiment the wizard is 
responsible for this highly demanding cognitive task [5]. Supporting this role with a 
usable wizard interface seems therefore crucial.  

While several wizard interfaces have been built to date (e.g. [4], [2], [3] and [1]), 
most of them were designed with specific experiments in mind. The more general 
issue of understanding the task of the wizard, in order to develop a generic WOZ 
interface that can be used across different experiments and settings, has remained 
largely unexplored. The goal of this research is therefore to create a WOZ prototyping 
framework that aims at a template-based generation of wizard and client interfaces for 
different application scenarios. Besides providing an environment that offers an easy 
way of prototyping LTC-based software it is further an important goal of this work to 
understand and optimally support the task of the wizard. 

Research Questions 

Based on the stated goals the following research questions arise:  
• What is the design space for applications using LTCs and for which of those 

scenarios can WOZ realistically be used as a low-fidelity prototyping method? 
• What are the various aspects of the wizard task and especially what kind of 

problems does a wizard need to deal with when designing and running an 
experiment?  

• Can the function of the wizard be supported and if yes what features can be 
implemented into a WOZ prototyping framework that would disburden this task? 

Research Hypothesis 

The main hypothesis for this research is that by providing an optimal interface for the 
wizard the complexity of the wizard task can be reduced and that this improvement 
would increase the wizard’s overall performance in terms of consistency and 
machine-like behavior. It is furthermore assumed that it is possible to structure and 
classify WOZ experiments, and that this helps to build a software framework, which 
allows for a somewhat generic creation of wizard and client interfaces. 

Research Methodology 

In order to fully understand and optimally support the design and conduct of WOZ 
experiments a User-Centered Design (UCD) methodology is followed. UCD 
encompasses the following steps that iteratively lead through the planning, design and 
development of a new product: 
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• Specify the context of use: This first stage of UCD focuses on identifying the 
people who will use the future product, the conditions under which it will be used 
and the reason why it is used. For the proposed research this contextual 
information will on the one hand be drawn from analyzing the literature, and on the 
other hand be obtained through talking to wizards and observing their actions. 

• Specify requirements: Based on the context of use the second stage of UCD 
defines requirements that need to be met for the product to be successful. 
Requirements can be separated into business requirements e.g. the functionality of 
the product and user requirements e.g. the usability of the product. In the case of 
WOZ the basic requirements will be derived from existing WOZ tools. Additional 
aspects will materialize whilst talking to wizards and analyzing their demands. 

• Create design solutions: After defining the product requirements, different possible 
design solutions should be implemented. With the WOZ framework it is planned to 
employ various prototyping methods that reach from basic sketches on paper to 
more elaborate functional designs based on web technologies. 

• Evaluate designs: As with most product development processes the evaluation 
phase is crucial for the quality of the product. Testing the different design 
solutions with actual users ensures appropriateness and applicability of the 
design and fosters its usability. In order to evaluate the different aspects of the 
proposed WOZ framework small user studies with different wizards, as well as 
longer lasting studies that look at the performance of a single wizard over time, 
are planned. 

Research Plan 

Up to this point all of the above mentioned steps have undergone at least one 
iteration. The context of use was explored through testing and comparing existing 
prototyping products. A literature review highlighted several application scenarios 
and helped to define concrete requirements for a WOZ prototyping framework. 
Finally, a first prototype was developed and evaluated. Valuable results were 
produced and published in two conference papers (cf. [6] and [7]). In order to further 
proceed with the research the following steps were identified: 

• Run several WOZ experiments in different experimental settings in order to 
understand the task of the wizard and find common problem patterns. 

• Address these problems and define a modular wizard interface that optimally 
supports the wizard and allows for the testing of different application scenarios. 

• Find a configurable software architecture that on the one hand supports the creation 
of wizard and client interfaces and on the other hand allows for a flexible 
integration of LTCs. 

• Design and implement a WOZ prototyping framework based on the defined 
software architecture and evaluate its quality of supporting the wizard task. 

• Evaluate the process of creating wizard and client interfaces for specific 
application scenarios and the efficiency of preparing, conducting and analyzing 
WOZ experiments. Finally, evaluate the diversity of application scenarios that are 
supported i.e. the amount of scenarios for which the framework can be used. 
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Expected Research Contribution 

This research focuses on WOZ from the perspective of prototyping LTC-based 
software applications. As such it involves the analysis and comparison of existing 
prototyping tools, looks at their usability and assesses their support for different 
LTCs. A second aspect of the research looks more specifically at WOZ experiments 
in order to investigate the task of the wizard and the challenges a person in this role is 
facing. By doing so the goal is to identify supportive factors to be implemented in a 
novel WOZ framework that allows for prototyping, testing and evaluating software 
applications, which employ different kinds of LTCs.  

In summary the overall contribution of the anticipated research outcome is to 
expand the body of knowledge on WOZ prototyping, specifically on the challenges of 
planning, designing and running WOZ studies, and to use this insight to create an 
application framework that offers an easy way of building WOZ prototypes that make 
use of different LTCs. Sub-contributions include the definition of a categorization 
model for WOZ experiments, the identification and classification of problems 
influencing a wizards performance, and a software architecture that allows for the 
flexible combination of differ LTCs. 
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1   Introduction 

Recent interconnections of physical movement and communication systems are 
increasingly detaching geographic locations from underlying concepts of distance and 
co-presence [5]. As handheld devices allow a large number of activities to be 
performed on the go, individuals are encouraged to undertake longer hours of travel, 
and distance becomes ever more irrelevant. As a result, networks start to be structured 
more around individuals than around places, homes and contexts [6]. Daily schedules 
can be negotiated dynamically and become increasingly desynchronised from work, 
community and place, and hence from each other [15]. Technological developments 
not only contribute to free networks from geographical boundaries, but also set less 
utilitarian roles for spatial cognition [4] - as GPS-devices specifically and general 
automated travel technology enable people to navigate in completely unfamiliar 
settings with no prior planning [14]. 

Mobility thus is less constrained by geographic distances and is increasingly 
detached from spatial cues. It is however still and increasingly bound to individuals’ 
schedules and personal relation to time [6]. Though there has been a lively debate 
among social scientists [17] on possible new notions of time provided by new 
technologies, there has been little research on relations between time perception and 
human mobility, and even less on the practical consequences of such notions for the 
design of new technologies. In HCI, supporting physical mobility is mostly associated 
to improving mobile infrastructure (e.g. accessibility [12], privacy [16] and services 
[13]), or to facilitating wayfinding e.g. [10]. While the first focuses on setting up the 
context of ubiquitous computing, the second approaches only one immediate aspect of 
physical mobility. As asserted by sociologist John Urry [1], demand for travel and 
movement tend to be treated as “either self-explanatory or exogenous to the system”. 
Therefore, the present research intends to extend the current HCI discussion by 
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considering physical mobility within a broader context. In particular, it will 
investigate the social ecologies around time perception and how it influences 
individual movements. 

2   Research Hypothesis 

The main hypothesis of this research is that physical mobility patterns in ubiquitous 
technological contexts are more strongly influenced by perceived time affordances 
than by geographic constraints. The idea is that, in highly technological contexts, 
individuals’ movements are triggered, delayed and paced, not by notions of 
geographic distances nor by difficulties in localising routes, but by the perception that 
a schedule can be negotiated, meeting times can be squeezed, or that a place can be 
reached within a certain period of time. Technologies provoke multidimensional 
practices of time and new meanings of temporality [8], which consequently influence 
movement. 

The challenge of this research is to harness technology that not only recognises, but 
celebrates the fact that perceived time affordances can vary greatly according to 
different social backgrounds and access to different technologies.  

3   Methodology 

The chosen methodology can be divided in four different phases as follows: 
 
1) Development of demonstrators. Based on literature review and ethnography-
based methods [11], major influences of current technological devices on physical 
mobility have been initially identified. By emphasizing time as the main driver for 
physical movement, mobility was then speculatively projected [9] into different 
scenarios, which did not intend to fit or present an accurate account of reality. Instead, 
it attempted to exaggerate critical aspects of pre-defined subjects in order to stimulate 
discussion. Such speculations were then translated into concrete products [18] that 
embodied these critical aspects in order to let participants experience alternative 
situations and later discuss their experiences. The design process consisted in 
exploratory and playful experimentations [7] with different kinds of hardware and 
information technology services, in which methods such as experience prototyping [3] 
and the already cited scenarios [2] were included. I will now present two examples of 
demonstrators developed in the context of this research. 

a) The Family Clock speculates on the increasingly temporal flexibility provided by 
handheld devices. A family shares a clock whose rhythm is set collectively by its members 
according to their individual pace of life. The physical clock is placed in a common room, 
while its time is sped up or delayed throughout the day via family members’ mobile 
phones until it reaches equilibrium. The clock allows families to choose their own 
temporal state, which can be slightly slower or faster than universal time. 

b) The Transportation Clocks address issues of distance and social attachment. A 
pair of clocks constantly displays the time necessary to reach each other based on 
pubic transportation schedules. Serving as a dynamic souvenir of the person, its aim is 
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not to fulfil utilitarian purposes, but to present a more personal way of perceiving time 
and distance, which in turn is expected to prompt discussion on the way these 
dimensions are generally perceived.  

2) Experience evaluation. The developed design demonstrators will be presented to 
groups of users in order to discuss the relevance of each embodied subject. Though 
the circumstances of such assessment vary according to each demonstrator, 
participants will be asked to carry the artefacts or keep them at their homes for 
extended periods of time. During this period they will be asked to keep a written, 
visual or spoken diary of their impressions. Prompts developed based on ethnographic 
practices [11] will be provided to support the records. These practical experiments 
will be followed by focus groups or semi-structured interviews, which will allow us to 
understand the rationale behind methods adopted to record impressions, as well as 
formal features, potential for raising discussion, and the relevance of issues embodied 
by each designed artefact.  

3) Refinements. It is expected that the evaluation phase will provide insights for 
refinements or for the development of new demonstrators, in an attempt to increase 
the complexity of proposed subjects. These refinements, in turn, will lead to new 
evaluations, in an iterative process. 

4) Guidelines definition. Based on the insights gained at the evaluation phase, a set 
of guidelines will be defined to allow future researchers to either reproduce or apply 
the knowledge generated in the process. 

4   Expected Contributions 

This research will provide design-led evidence to support speculations on the future 
of physical mobility. By looking beyond the solving of problems related to mobility, 
towards an approach that explores the opportunities presented by existing and 
emerging technologies, the research expects to expand the scope of current HCI 
analysis on spatial mobility, generating new knowledge for mobility technology 
through: a) discursive accounts of user experiences of artefacts that play with 
perceptions of time and movement, b) a design based lens for looking deeply at 
mobility opportunities, c) a series of prototypes and artefacts that demonstrate and 
enable discussion on these opportunities, d) a set of design guidelines for 
implementing a future that has a rich and ubiquitous use of mobility technology. 
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1   Description of the Background to the Research Topic 

Usability evaluation is one of the core usability activities, defined in the ISO 9241:11 
standard and in the ISO 13407 standard [5, 6]. During usability evaluation the 
evaluator actively defines the status of the usability of the system being evaluated. He 
or she often uses methods or techniques to focus the activities. Usability evaluation 
has proven to be a difficult task for the evaluators [9] so understanding how different 
the results are when various usability evaluation methods are used, understanding the 
context which evaluators work in and the hindrances they are experiencing is 
important. 

Researchers have been interested in estimating the effectiveness of using various 
usability evaluation methods since early 90’s see for example [2, 7, 8] to be able to 
advice software developers which method to use. The effectiveness of using a 
particular evaluation method has been measured by comparing the number of 
usability problems found by using various methods. 

Comparing usability evaluation methods by counting usability problems that are 
found by each method was criticized by Wixon [15], were he states that research 
results on evaluation methods fails the practitioner, meaning people working actively 
on software development. Wixon [15] states that: “the development of real products is 
the only context sufficiently rich to produce the kind of nuanced examples that are 
needed to develop a differentiated and contextualized understanding of methods and 
techniques needed by practitioners”. Some researchers have responded to his claim 
and have done studies that have the goal of supporting practitioners better, for 
example Uldall-Espersen and collages [14] where they study how useful usability 
evaluation results are to the practitioners.   

                                                           
  * Short Paper for the Doctorial Consortium at INTERACT 2011. 
** Supervised by Jan Gulliksen, The Royal Institute of Technology, Lindstedtsvägen 5, 10044  
    Stockholm, gulliksen@kth.se 
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Agile processes for software engineering evolved to address perceived limitations 
of more established, plan-driven approaches for software development and have 
shown their worth in quickly developing reliable software [1]. The most widely used 
are XP and Scrum [11]. In Scrum the projects are split up in two to four weeks long 
iterations called sprints, each ending up with a potential shippable product. In Scrum 
self organizing and well compounded teams are heavily emphasized, typically with 6 
– 8 interdisciplinary team members [12].  

One of the benefits of using agile development processes was claimed to be that 
customers needs are taken more into account than when developing software using 
more traditional processes [12]. Traditional Scrum has been criticized for not 
involving real users in their software process and for not adequately address their 
usability needs, for example in [13]. Evaluation of the success of deploying user 
involvement methods in Scrum has so far only been anecdotal [11]. 

2   Description of the Research Topic and My Contribution 

My first research question is: Does the use of different usability evaluation methods 
give different results when evaluating the same software system?  

Through this question I have explored if the results of doing usability evaluation 
with users using the think aloud method and the results of using the inspection 
methods, heuristic evaluation and cognitive walkthrough are different. I have done 
two experimental studies on this subject, where the quantity of usability problems 
found by evaluators using these methods is compared [3, 4].  Furthermore, the 
quantity of serious problems found was studied. The reason for comparing these 
methods even though these could be used in different purposes is to understand how 
different the results are and what the strengths and weaknesses are of using these 
methods. That understanding will help practitioners to choose an evaluation method 
when evaluating a system they are developing and academics could use the results to 
be able to suggest new methods or techniques for evaluation [10].   

My results from the first study show that the think-aloud method is the most 
effective method when comparing the results of using the three methods. Similar 
quantity of problems were found using the think-aloud method and using the heuristic 
evaluation, but a large extent of the problems found by using heuristic evaluation 
were false positive, meaning that these were not found during the think-aloud 
evaluation. In the second study one third of the problems found by using the think-
aloud method were found by using the heuristic evaluation and again a fair amount of 
problems were false problems.  

Through my second question: How do practitioners integrate usability evaluation 
in the Scrum development process? I explored how usability evaluation is conducted 
by software developers using the Scrum process in Iceland. By using a survey I 
studied how often developers evaluate usability, how that compares to other activities 
like testing and what the hindrances of doing usability evaluation are. The main 
findings show that unit, functional, system and acceptance testing are done to a wide 
extent [9]. Usability, security, performance, alpha and beta testing are much less 
emphasized. Interviews were conducted to exemplify how practitioners conduct 
usability testing and what they describe as the difference of usability and acceptance 
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testing. Many of the respondents said that usability testing can only be done once or 
twice a year. The respondents did not have time for more frequent evaluation. Some 
examples from the interviews show that practitioners are willing to do formal 
usability testing on extensive parts of the system, but because the iterations in Scrum 
are short and the changes to the system in each iteration are small, formal usability 
testing does not fit into the project work. 

Furthermore through my third research question: What are the challenges for 
practitioners to integrate usability activities in Scrum development projects? I have 
studied how other usability activities are integrated into the Scrum process to 
understand if the challenges of integrating usability evaluation are similar to the 
challenges integrating other usability activities. To do this we have conducted an 
interview study with 21 informants from Swedish software companies that use the 
Scrum process. The analysis of this study is still in progress, but the first results show 
that formal usability evaluation is not much emphasized. Instead more informal ways 
of evaluation are used, like observing users, getting feedback on the usability from 
users through group meeting, blogs or chats. Furthermore informal expert evaluations 
like peer reviewing are conducted by a number of the informants and evaluation with 
user representatives. The main obstacle for evaluating the usability formally with 
users more frequently than once a year is that the team does not have time. Non-
functional requirements like usability are rarely stated or written. Some informants 
mention that it is hard to know when the usability of the system is good enough; it is 
always possible to extend the level of the usability. Furthermore the practitioners have 
different opinions on who is responsible for that the software system is usable, 
mentioning the whole team as being responsible, the project leader, the usability 
expert or actually no one as possible options.   

To summarize, my research topic is usability evaluation, which is explored by 
comparing the effectiveness of using different evaluation methods and by studying 
how usability evaluation is conducted by practitioners using the software 
development process Scrum. This research topic is important, because even though 
usability evaluation methods are widely known in the research community of HCI, the 
methods are not widely used by the practitioners using the Scrum development 
process. Understanding how different the results of using various evaluation methods 
and how practitioners are evaluating their systems is of great importance for the HCI 
research community to be able to suggest new methods or ways to evaluate the 
usability of software systems that fit the practitioners. 
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Description: Website customization is important to better fulfill the needs and 
wants of individual customers. Tags assigned to web resources are suitable to 
facilitate website customization. 

Area: Website customization, online banking, tags. 

1   Problem 

This research addresses the problem of website customization in online banking, 
particularly in the Australian context. Australia has the fourth highest online banking 
adoption rate among developed nations (behind Canada, US and UK)1 and Australian 
consumers prefer online banking over ATM, phone and branch2. The existence of 
large number of users who use online banking services on a regular basis presents a 
wide opportunity for customization. A recent study by Rahim and JieYing [11] on 
online banking customer satisfaction in the Australian context highlighted website 
customization as an imperative dimension, particularly among the younger 
generation, however, this dimension is poorly addressed.  

This research is significant because website customization can enable online 
banking to be more responsive to the individual needs of each user [11]. 
Customization helps to bind customers into a long-term relationship despite a short-
term discomfort [2]. Such relationships are vital as they directly translate into on-
going profits [8]. In the banking context, customers are more likely to purchase a new 
product or service from their existing bank compared to a new bank [5]. For this 
reason, it is significant that online banking providers incorporate website 
customization as part of the offerings. 

Prior research on website customization indicates that customization approaches 
can be grouped into two categories: static and dynamic [2]. Static approaches are 
typically user-based, where the user is responsible for initiating and carrying out the 
customization (e.g., content and feature selection during registration). Static 
approaches are simple, straight-forward and put users in control. However, they 
overlook the impacts of dynamic approaches such as the ability to predict what a user 
                                                           
1 http://www.comscore.com/Press_Events/Press_Releases/2008/07/Can 
ada_Online_Banking 

2 http://au.nielsen.com/news/20070426.shtml 
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might find interesting or useful [2]. Also, users do not like to spend time configuring 
complex customization features [6]. Dynamic approaches, on the other hand, are 
system-based, with the system entirely responsible for initiating and carrying out 
customization (e.g., web usage analysis and collaborative filtering). They require 
minimal effort from users but are complex and sophisticated. Some of the known 
issues with dynamic approaches include expensive computational cost, technical 
issues and ethical concerns [9]. Additionally, dynamic approaches are likely to fail in 
dynamic settings [6]. 

This research proposes tags as a suitable technology to facilitate website 
customization. Tags, part of Web 2.0, represent Web resources (e.g., photo, video, 
people, etc) in ways familiar to individual users, primarily for personal information 
management (PIM). Tags are largely personal and contextual [6], and considered as a 
potential source of knowledge [1]. Recognized as an easy-to-use, dynamic and 
engaging technology, tags aid users to recall and retrieve information content [7] and 
when represented as tag clouds they facilitate visual information retrieval [3]. Also, 
the underlying meanings of tags may be discovered through semantic analysis to form 
associations between like-minded individuals [10]. These characteristics of tags make 
them suitable for customization and offer a valuable alternative approach.  

In the financial space, tags assist personal financial management via tools such as 
Mint (http://www.mint.com) and Yodlee (http://www.yodlee.com), where a user can 
assign tags to transactional data for budgeting, expense tracking, etc. These tools, 
however, only allow tags to be assigned to financial transactions at a high level as 
category or description, but not at a lower level for details such as bank account or 
biller. This research explores the use of tags at a granular level in a broader context of 
personal financial management to facilitate customization in online banking. The 
types of customization proposed by Fung [2] (remembering, comprehension and 
associative) is used as a basis. 

2   Claim 

Tags are suitable to facilitate website customization alongside personal financial 
management. The proposed tag-based approach is user- and system-based with users 
as active participants of the customization process and the system providing 
customization based on user input (tags). The inclusion of both user and system in the 
customization process is advantageous for a complete customization. Such an 
approach will allow users to drive customization and simultaneously enable dynamic, 
system-based customization features.  

Tags and tag clouds can offer a more intuitive and interactive website design.  
Since tags represent resources in a personal manner, tags can be used to personalize 
website interaction and comprehend user intentions via simple tag selections. Possible 
actions may be inferred on two tags based on their tag-resource association, which 
can enhance website interaction and experience. Also, based on semantic relations of 
tags across the community, relevant information can be aggregated and provided to 
users.  
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3   Methods 

A mixed-method approach is proposed for this research, which includes a case study 
and software-based prototyping.  

A case study has been conducted to identify the range of taggable resources found on 
online banking websites (mobile banking inclusive). The case study focused on two 
leading banks in Australia: Commonwealth Bank and Suncorp Bank. The personal 
banking websites of both banks were examined for potential taggable resources. Five 
resources were identified: account, reference, biller, application and message. 

Software-based prototyping using an iterative approach is proposed to evaluate the 
suitability of tag-based website customization. This will allow users to provide 
feedback based on their ‘real’ experience that can be integrated into the prototype in 
the next iteration. A total of three iterations will be executed with each iteration 
comprising of three phases: design, development and evaluation. The prototype to be 
developed will be scenario-based where two key banking tasks, namely fund transfer 
and bill payment will be customized through tag integration. The prototype will be 
evaluated via an experimental design using pretest-posttest control group design [2]. 
A posttest questionnaire will be used to gather experiential feedback from participants 
on the utility and usability of the customization provided, as perceived by them.  

The experiment results will be analyzed using ANOVA and interpreted by drawing 
on relevant literature in the space of HCI and ecommerce / banking customization. 
The results will be presented to the user-interaction and ecommerce research 
community. 

4   Solution 

The goal of the proposed tag-based approach is to simplify online banking activities, 
provide an intuitive interaction and offer personalized information to banking users. 
Online banking users will be able to quickly access and manage previous banking 
tasks (e.g., fund transfer, bill payment, etc) or resources (e.g., account, messages, etc) 
represented as tags; carry out banking activities by simply selecting appropriate tags 
(e.g., “Savings” + “Dad” to transfer money from savings account to dad’s account); 
and discover related services and their popularity (usage) through associations with 
like-minded individuals based on tag similarity (e.g., “Vodafone” is semantically 
related to “Telstra” and “Optus”, which are Australian telecom companies). 

The outcome of this research will be a set of guidelines for designing and 
implementing tag-based customization. The guidelines will be akin to interaction 
design patterns in that offering solutions to different customization types and 
explaining when, how and why to use it (by quoting examples off the prototype). 

5   Contribution 

The contribution of this research will be the design and implementation of tags, 
expressed as interaction patterns, to facilitate website customization in online 
banking. This is expected to benefit financial institutions and system designers. 
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Abstract. Well-designed animations can improve the usability of graphical user 
interfaces for business software. It is crucial in this area that the user considers 
animations to be helpful and that they do not decrease perceived work 
efficiency. Thus, both the acceptance of animations and the selection of an 
appropriate animation speed are of high importance. We investigate those 
aspects in three explorative studies. Results show that animated interactions are 
considered to be useful by a considerable majority of participants. The observed 
settings for the animation speed show that quite fast animations are generally 
preferred. We demonstrate that for some of these animations the observed 
settings for animation speed can be explained by cognitive modeling. 

1   Introduction 

Well-designed animations can improve the usability of an interface. They can be used 
effectively to catch users’ attention [1]. Animations can visualize changes on the user 
interface as a continuous transformation. This reallocates cognitive load to the visual 
system [2] and creates the impression of a direct manipulation of objects [3]. In 
addition, animations can improve the visual attractiveness of an interface [4]. 

Especially in the context of business software it is important that animations do not 
interrupt the work flow by being too fast or too slow. Thus, an appropriate setting for 
the speed of animations is very important in this domain. In addition, users should 
perceive animations as helpful in their daily work. Therefore, user acceptance is an 
important factor. 

2   Investigations 

We conducted three studies to investigate users’ preferences concerning the speed of 
animations as well as the acceptance of the tested animations. In all three studies a 
quite similar procedure is used. First, the context of the current animation was 
explained to the participants. This should enable them to choose a suitable animation 
speed and to decide if the animation makes sense in this context. Second, the handling 
of the animation speed adjustment was explained by a short text and a video. After 
these instructions participants could switch to the adjustment of the animation speed. 
The upper part of the corresponding screen showed the initial state of the animation. 
Participants could start it by an instructed action (like clicking a button). Animation 
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speed could be set by moving a slider on the bottom of the same page. Participants 
could adjust the speed and try out the animation as often as required to come to a 
decision. When the speed was considered to be adequate, the current setting could be 
confirmed by pressing a button. The initial speed of the animation was randomized 
per participant. Additionally, in studies 2 and 3 after confirming their setting, 
participants were asked if the animation was desirable in the described context 
(answer categories Yes, No, Not Sure). Here a lower animation speed implies a longer 
time until the animation ends. Thus, we report in the following the duration of an 
animation as a measure for the animation speed. 

2.1   Study 1 

This study scrutinizes an animation in the context of ecommerce. The animation is 
designed to provide feedback that a product chosen from the product catalogue in a 
web shop has been added to the shopping cart. After selecting the product, an overlay 
is opened that shows the current content of the cart, highlighting the new product with 
a green out-fading background. 

Participants were recruited via email. The study was started by 52 persons. The 
data of 36 persons (average age: 34.42 years, 72% male, 22% female, 6% unknown) 
were complete and could be used in the analysis. In average the setting for the 
animation duration was 1838 ms (SD = 1492 ms). This observed value could be 
described by cognitive modeling. In the considered scenario the user had to move the 
visual focus to the shopping cart, perform a cognitive operation (‘Think’ [5]; ‘Mental 
Operator’ [6]) and had to process the product info in the cart (read 3 words). If we 
model this sequence, for example, with CogTool [5] this yields an estimated duration 
of 1850 ms, which is quite close to the observed value of 1838 ms. 

2.2   Study 2 

This study examines five different animations in a Customer Relationship 
Management (CRM) system: 

• Animations 1 - 3: Participants should collapse three tables of differing sizes 
sequentially by clicking on an icon in the table header. Collapsing didn’t occur 
instantly, but progressed stepwise so that the table seemed to get squeezed. The 
number of rows of the table was varied to scrutinize the influence of this parameter 
on the preferred animation speed.  The three tables contained 5, 15, and 25 rows 
respectively. 

• Animation 4: This animation visualized hiding a block of information on a page. 
After clicking a corresponding icon in the header of the block, the block faded out 
until it completely disappeared.  

• Animation 5: Lines in a table can be removed by clicking on a delete icon in the 
line. After this icon has been clicked, the content of the line first faded out 
completely and then the row collapsed until it wasn’t visible anymore. For this 
animation two sliders were offered to set the durations for the two components of 
the animation separately.  
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A link to the study was placed in a newsletter of a German university. The experiment 
was started by 60 persons. The data of 54 persons (average age: 22.58 years, 68.5% 
male, 29.6% female, 1.9% unknown) were complete and could be analyzed.  

Table 1 shows the observed values for the animation duration and desirability 
ratings. For animation 5, the entry 5a refers to the time to fade out the content and 5b 
refers to the time for collapsing the line. 

Table 1. Observed durations and evaluation of usefulness 

Animation 
 Duration (ms) 

Mean (SD) 
 Animation desirable? (%) 

  Yes No NA 

1  261 (199)  70.4 16.7 13.0 

2  297 (173)  72.2 16.7 11.1 

3  336 (314)  70.4 16.7 13.0 

4  341 (223)  88.8 5.6 5.6 

5 a  289 (222) 
 88.9 1.9 9.3 

5 b  245 (192) 

 
The attitude towards the animations was very positive. All investigated animations 

were considered to be desirable by more than 70% of the participants, while durations 
of the animations were set to quite small values. 

2.3   Study 3 

This study investigates again an animation in the context of a CRM system. When 
users make errors in entering data, a corresponding error message is displayed at a 
specific location on the user interface. To increase salience of this message an 
animation is used. The error message first fades-in with a red background, then stays 
constant for a certain time and fades-out after that. Hence, this animation consists of 
three parts that participants can adjust with three separate sliders. 

Participants were recruited via email. The study was started by 61 persons. The 
data of 51 persons (average age: 28.7 years, 77% male, 23% female) were complete 
and could be used in the analysis.  

In total 60.8% of the participants considered this animation to be desirable in the 
described context, 17.6% found it not desirable, and 21.6% were unsure. Thus, also 
this animation is quite highly accepted. Concerning animation speed we observed the 
following mean values for the three components of the animation: Fade-in 652 ms 
(SD = 560 ms), staying constant 2672 ms (SD = 1013 ms), and fade-out 924 ms (SD = 

607 ms). If we add the average durations of the single components we get a total of 
4248 ms for the whole animation. Again this observed value for animation duration 
can be described by cognitive modeling. First, the user had to set the visual focus to 
the message and to read the message text (11 words). Under the assumption of a 
common reading speed of 300 words per minute [7] a cognitive model predicts 4750 
ms to complete this cognitive sequence. Again this is close to the observed value. 
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3   Conclusion 

A considerable majority of participants rated the investigated animations as desirable. 
But because of interindividual differences, differences in the acceptance of various 
animations, and general accessibility requirements there is a need of providing users 
with an option to disable animations in a software product.  

There are substantial interindividual differences concerning the preferred 
animation speed as can be seen from the high standard deviations. This requires that 
users not only have to be allowed to disable animations, but also to adjust the speed to 
some degree. It is conceivable that there are differences because of users' age. 
However, an additional analysis didn't reveal such a result. 

The investigated animations can be grouped into two categories. First, there are 
animations that visualize changes in the state of the user interface (expand/collapse 
areas, fade in/out content). Second, there are animations that guide the user’s attention 
to a certain screen area and trigger a cognitive process (shopping cart, error message).  

For animations of the first type, rather small durations are preferred (around 300 
ms). For animations that trigger cognitive processes cognitive modeling helped 
predicting the animation durations quite accurately. This indicates that animations 
should run approximately as long as the cognitive processes triggered by the 
corresponding situations. Thus, we can hope to estimate the optimal duration of future 
animations that require thinking with the help of cognitive modeling.  
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Abstract. Many real-world collaboration scenarios involve a helper remotely 
guiding a worker performing a task requiring the manipulation of physical 
objects/devices. Systems currently available for remote guiding have limitations 
for industrial use, particularly in terms of supporting the mobile aspect of work. 
To meet these needs and as part of our work for the mining industry, we have 
developed two systems. These systems use a wearable computer and a wearable 
display to support the mobile aspect of the remote collaboration. In this paper, 
we review existing work in remote guiding and state their limitations in relation 
to industrial needs. We then present two mobile remote collaboration systems 
that we have designed and developed to support the maintenance of mining 
equipments. Designing for real world use is challenging, systems need to be 
easy to use and be able to operate in various environmental conditions. Systems 
also need to support the mobility aspect of work and support different roles of 
the collaborators.  

Keywords: Remote collaboration, mobile collaboration, remote gestures, 
augmented reality, usability. 

1   Introduction 

There are a range of real world situations in which remote expert guidance is required 
for a local novice to complete physical tasks. In maintenance, for example, an expert 
may be guiding remotely a technician into repairing a piece of equipment. There is a 
growing need for systems or platforms that support collaboration between a worker 
and a helper, ensuring the effective delivery, just in time, of remote guidance. 

Prior research on remote collaboration has demonstrated that providing access to a 
shared visual space and supporting the richness of hand gestures are critical to the 
success of remote guiding [2, 6, 7, 9]. However, existing systems either confine 
collaborators in fixed desktop settings (e.g., [2, 9]), or support only the pointing 
gesture (e.g., [8]). This limits their use in real world applications. For example, in the 
mining industry, when a sophisticated machine is not operational, onsite maintenance 
technicians require urgent input from a remote specialist/expert, as the  time lost in 
the machine not being used translates into a loss in productivity. In addition, on-site 
technicians are highly mobile workers; in order to repair a machine, they are often 
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required to go to the location of the machine, move around the machine, fetch tools 
and inspect equipment. This in turn requires that the systems be wearable and 
wireless, and that the systems function in various working conditions.   

To meet these mobility requirements, we developed two systems: HandsOnVideo 
for a fixed remote helper guiding a mobile on-site worker [1, 4] and HandsInAir for a 
mobile remote helper guiding a mobile on-site worker [3]. These two systems were 
developed as part of our Human System Integration project within the CSIRO’s 
Minerals Down Under (MDU), a National Research Flagship Program.  

2   HandsOnVideo 

Workers in mine sites wear helmets for safety. HandsOnVideo uses the helmet as a 
support for mounting a camera and a near eye display (see the left image in Figure 1). 
This setup supports the mobility of the worker. It is also hands free, hence allowing 
the worker to use his/her hands for maintenance operations. The near eye display is a 
small device with two small screens at the top of the worker field of view. By looking 
up, the worker can see what is displayed on a virtual screen, that is, the video of the 
workspace overlaid with the helper gestures (pointing to objects and showing 
orientation). With this setup, the worker is also able to be aware of his/her workspace 
and the surrounding environment.  

The helper station is a large touch-display table located in an office or a workshop. 
It consists of three components: 1) a shared visual space that displays the video of 
what the worker sees (captured by the camera on the helmet of the worker); 2) a 
panoramic view of the worker’s workspace, which the helper can use to maintain 
situation awareness; and 3) four storage areas on both sides of the shared visual space, 
which allow the helper to store specific scenes of the workspace for future use.  

The right image in Figure 1 illustrates how the system works. First, the video of the 
worker’s camera is sent to the helper side and displayed on the shared visual space 
(arrow 1) of the touch table. The helper uses his/her hands over the shared visual 
space to show/explain how a procedure should take place. The helper hand gestures 
are captured by a camera mounted on top of the display (arrow 2). The captured hand 
gestures are then sent to the worker side and displayed on the near eye display  
(arrow 3).  

     

Fig. 1. Left: helmet with camera and near-eye display. Right: system work flow 
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3   HandsInAir 

Expert helpers may be out of the office and on the move. HandsInAir was developed 
to explore the feasibility of supporting the mobility of the helper while using an 
interface/system similar to the one worn by the worker. The collaborators have the 
same hardware configuration as shown in the left image in Figure 1. This 
configuration not only allows the helper to move around, but also allows him/her to 
point to remote objects and use more complex hand gestures on a virtual display of 
the workspace, removing the need for a large physical display. 

 

Fig. 2. Camera captures and hand gestures showed on the near eye displays 

Figure 2 illustrates how the system works. Once a connection between the helper 
and the worker is established, the system initializes two video streams between the 
two sides. First the video of the worker camera is sent to the helper side and displayed 
on the near eye display. The helper sees the workspace of the worker and uses his/her 
hands to support instructions. The helper’s hand gestures are captured by the helper 
camera and overlaid on the local videos of both the worker and helper (see Figure 2). 
Initial testing of HandsInAir suggests that it is easy for the users to point to remote 
objects using the virtual display, and that it is easy and natural to perform gestures on 
the virtual display in order to show, for example, how two pieces of Lego toys should 
be assembled in a specific way. 

4   Designing for Real World Use: Some Issues 

Designing for real world use is challenging, systems not only need to be easy to use, 
but also need to support the mobile and the flexible aspect of work.  

Supporting mobility of the helper comes with a price. The helper unit in 
HandsOnVideo provides a panoramic view of the workspace of the worker; this 
allows the helper to point to the area of attention outside the field of view of the 
worker. However, this awareness support is no longer available in the current setting 
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of HandsInAir. Research is needed to explore how awareness of the worker’s 
environment should be provided to the helper.  

Supporting the flexibility of work means that the systems for real world use should 
be able to operate in various environmental conditions, specifically lighting 
conditions. Previous work has demonstrated the value of unmediated gestures. For 
example, the projection of hand gestures into the workspace may lead to a gain in task 
performance [5, 6]. The display of the workspace with an overlay of the hand gestures 
may lead to an increase in satisfaction with the collaborative effort [9]. We 
investigated the option of projecting the hands using Augmented Reality as well as 
the option of using a see through system. The dependence on the right lighting 
conditions for the projection option and the limitation of the field of view for the see 
through system resulted in disregarding these options. 

Both HandsOnVideo and HandsInAir make use of a near eye display. The use of 
the near eye display allows these systems to operate in various lighting conditions. 
However, this comes at a price. In both systems, the hand gestures are displayed on a 
small virtual screen, in which the workspace plus the hands of both the worker and 
the helper are displayed. Our users playing the role of the worker reported that 
sometimes they had to remove their hands from the workspace in order to leave some 
space for the hands of the helper.  

In summary, we have presented two systems that we have developed to support the 
mobility aspect of work. These two systems draw on the latest research in remote 
guiding systems. While they are designed to be suitable for industrial use, some 
research effort still remains for further improvements and refinements. 
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Abstract. This paper describes an online co-creation study done via an online 
co-creation platform Owela as well as shares industrial experiences and lessons 
learnt about the study. The Owela study was conducted in order to provide a 
deeper understanding of users’ perceptions of cloud services and their security. 
By utilising the online co-creation platform it was possible to get quick and 
easy contact to geographically distributed cloud service users. For the company 
Owela offered an efficient way to apply online user participation while for the 
end users Owela enabled convenient participation in various co-creation 
activities regardless of time and place. As an end result of the study the voice of 
the cloud service users was turned into several new business ideas. 

Keywords: Online co-creation, Owela, Cloud services, End users. 

1   Introduction 

Cloud phenomenon is one of the main global trends washing through the ICT industry 
[1]. Today the cloud is also reality in consumers’ life as typical web users use cloud 
services daily whether they know it or not [2]. This novel way of offering software, 
platforms and infrastructure as a service via the internet opens up new possibilities 
and advantages for companies such as F-Secure, a provider of consumer cloud 
security and storage solutions. 

In order to create new business opportunities within the cloud security domain there 
is a need to understand what the user perception of cloud services and their security is, 
and how it is formed. However, reaching geographically distributed cloud service end 
users via traditional user involvement methods is challenging. To overcome this 
challenge, we used an approach where co-creation with cloud service end users was 
done via an online co-creation platform Owela (http://owela.vtt.fi/owela/introduction). 
Owela is an online living lab that builds on social media features for co-creation 
activities and open innovation [3]. It was launched in April 2007 and is administrated by 
VTT Technical Research Centre of Finland. The conducted four week-long Owela 
study involved a use of various online co-creation tools enabled by the platform such as 
discussions, commenting, blog posting, idea posting, and chat sessions. In this paper we 
are presenting how the study was conducted as well as sharing experiences and lessons 
learnt from it. 
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2   Background 

Advances in information and communication technologies give companies new 
opportunities to include users to their processes [3]. According to Swahney et al. [4] 
online based virtual environments allow a company to engage a larger number of end 
users without significant compromises on the richness of the interaction. Virtual 
environment also increase the speed and persistence of user engagement and the 
episodic and one way interaction with end users can be transformed into a continuous 
dialogue [4]. Through online collaboration users can also be involved in co-creation 
activities regardless of time and place. 

3   Description of the Owela Study 

The purpose of the Owela study was to discuss with the cloud service users about how 
they actually use the services and how the existing services could be improved as well 
as to co-create ideas for new services. The participants were selected based on their 
responses to an online survey carried out in June 2010 [2]. A total of 128 end users 
were invited to join the Owela workspace. From them 47 registered within one week 
from the invitation. Also 4 representatives from F-Secure participated actively in 
Owela during the whole study. The company representatives were separately 
identified so that the users were all the time aware which actions were made by other 
users and which by the company representatives. In addition, two VTT researchers 
facilitated the online co-creation. Table 1 gives more information about the study. 

Table 1. Details of the Owela study 

Length 4 weeks (24.9.-22.10.2010) 

Participants 
47 end users 
4 company representatives 
2 researchers 

Tools for 
communication 

Discussions (320 postings) 
Blogs (60 comments) 
Idea posting and commenting (14 ideas, 80 comments) 
Chat sessions (5 x 2 hour sessions)  

Schedule for 
participation 

Schedule for participation was optional (users could participate 
anytime) except for the chat sessions for which the time was announced 
beforehand 

Motivation and 
rewarding 

Activity points and rewards 
Active participation of F-Secure and VTT representatives 
Weekly email reminders 

 
In the Owela workspace designed for the study, several specific features were 

used to achieve continuous communication between the end users and company 
representatives. First of all, Owela enabled active online discussion. The discussions 
revolved around predefined theme questions which were given to the participants 
each week. The participants answered these questions and were able to comment each 
other’s answers thus creating discussion. Also F-Secure’s and VTT’s representatives 
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were actively involved in the discussions to steer them and to probe emerging 
interesting topics. Secondly, in the Owela blog section users could write down their 
daily experiences with usage of cloud services according to each week’s theme. The 
participants were encouraged to e.g. share negative and positive experiences with 
cloud services, compare different services, consider their network identity, and talk 
about situations that made them feel insecure. Thirdly, the participants had the chance 
of posting ideas about new cloud services. When posting an idea the participants were 
asked to write down both the idea that they had in mind and the problem that the idea 
would solve. This way also other participants had the opportunity to give solution 
ideas for the stated problems. Finally, five two-hour chat sessions were organized. 
The purpose of the chat sessions was to promote the direct and synchronized 
communication between the participants and the company representatives. 

Activation and motivation of participants was considered very important in order 
to receive as good research results as possible. The primary way of activation was the 
active company representative participation in the discussions by asking questions 
and commenting the participants’ postings. Another way of activation was to send 
weekly emails to the participants. The emails included current issues such as the 
theme and tasks for the week as well as a reminder of the chat session schedule and 
collecting the activity points. The third way to activate the participants was 
rewarding. The participants earned activity points for their actions at the Owela 
workspace and these points could be used as lottery tickets in a weekly movie ticket 
lottery as well as for earning a product gift in the end of the study. 

4   Experiences and Lessons Learned 

From F-Secure’s point of view, online co-creation was seen to be a fruitful new way 
of interacting with end users. Compared to traditional end user research methods such 
as focus groups, interviews and usability testing used by F-Secure, this method turned 
out to be much more flexible, which was a benefit to both the end users and the 
company. It allowed participating end users to give their input whenever they had a 
few minutes of extra time, without having to leave their home or office. For F-Secure, 
it enabled defining various research goals during the study, reacting to feedback, and 
modifying the goals accordingly. Moving focus to new topics that may emerge from 
the user community during the study is usually hard to do with traditional, often quite 
rigid forms of end user research. Online co-creation thus enabled a continuous and 
rich dialogue between the company and end users. 

However, it is important to note that Owela or any other online co-creation tool 
alone cannot ensure the success of a consumer research project. In order to reach the 
goals, commitment from the company as well as skilful facilitators, for keeping the 
discussions going and stimulating participants, were essential. Key factors for 
achieving success were: 1. active participation of all the parties in online 
conversations, 2. maintaining an active and encouraging atmosphere throughout the 
whole duration of the study, which motivated users to login frequently, and 3. 
enabling users to freely share their creative thoughts without the fear of ridicule or 
pressure to conform. 
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For F-Secure, the study produced immediately actionable results. It provided 
valuable insights into consumers’ usage and perceptions of cloud services. It also 
generated 14 new consumer product ideas, which were entered into F-Secure’s idea 
funnel for further development and evaluation. Some examples of the general themes 
of the product ideas are 1) providing a more secure online shopping and browsing 
experience, 2) allowing users to control their privacy online, and 3) securing users’ 
cloud based data in various ways. Furthermore, the study provided a way for F-Secure 
to obtain feedback on upcoming products from mainstream end users, who may not 
have enough interest in technology to take part in traditional beta testing communities 
or company-specific, often quite technical, discussion forums. 

5   Conclusions 

The online co-creation study conducted via Owela provided F-Secure with a deeper 
understanding of users’ perceptions of cloud services and their security. By utilising 
the online co-creation space it was possible to get quick and easy contact to 
geographically distributed cloud service users. Owela acted as a continuous 
communication channel between the company representatives and the cloud service 
users. Active online participation by all parties and energetic and encouraging 
atmosphere created in Owela were the key factors for achieving successful results. 
For F-Secure Owela offered an efficient way to apply online user participation while 
for the users Owela enabled participation in various co-creation activities anytime 
anywhere. The voice of the cloud service users was turned into several new business 
ideas that are further explored within the company. 
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Abstract. Breakthrough innovation can be interpreted as research translated 
into products that the market accepts. The process of market translation of sev-
eral products developed by WowSystems, a Portuguese company specialized in 
novel interaction paradigms, is explained in this paper as a case study shedding 
some light into how innovation centers can better promote innovation, in the 
form of well-succeeded products. We describe two paradigmatic “tales from the 
trenches” and conclude with some guidelines that were outlined on the basis of 
more than three years delivering fifty interactive installations. 
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1   Introduction 

Designing interactive installations for diverse venues and different contexts has be-
come increasingly popular [1]. Science centers wish to exploit the interactive, often 
surprising, element to bring more visitors and to explain difficult scientific concepts 
in a more appealing way. Museums wish to attract visitors from all ages and promote 
collaborations between them. Retail stores and shops have also started to embrace 
interactive installations as a way to improve their relationship with existing clients as 
well as capture the attention and interest of new segments, exploiting installations 
featuring the so-called “wow!” effect. Moreover, the speedy evolution in computing 
power available, as well as the decreasing cost in display technologies, such as projec-
tors and LCD displays, has also led to an increased level of interest from retailers 
wishing to improve their stores’ attractiveness, museum curators wishing they had a 
nicer way to display the rich-ness of cultural heritage, science centers’ managers who 
are simply technology enthusiasts and thrive with the idea of refurnishing their cen-
ters with the latest innovations. And the list goes on and on. Success seems almost 
certain in such a context. But sometimes the client says the project fails to deliver the 
intended effect. So, what went wrong? 

This question is timely and, therefore, very relevant: what risks and opportunities 
do designers and developers face when delivering real world innovative interactive 
installations? By defining breakthrough innovation as research prototypes translated 
into products that the market accepts, we describe our own experience in bridging 
research prototypes developed at the University of Madeira and at INESC-ID Lisbon, 
and studying how they were translated into real world applications in different  
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contexts. We have been lucky enough to work around several practitioners’ issues and 
risky situations in this field, and we have been working towards compiling sets of 
guidelines based on both successful and not so successful projects. While some of the 
more than fifty interactive installations already deployed were solely created as expe-
riential activities, providing an increase in the level of learning by adding facts to an 
already well-formed conceptual model, others were designed to enact a reflective 
activity, thus supporting a restructuring learning where new conceptual frameworks 
need to be built. Based on this experience, we have summarized into a set of guide-
lines some ways to help interaction designers survive and perform well when the 
expectations are increasingly getting higher. 

2   From the Interactive Installations’ Trenches 

It has been argued that the identification of breakthrough ideas at the very forefront of 
the innovation process is a key factor towards the creation of substantial innovation 
[2]. However, the managerial process of breakthrough innovations, as well as their 
inhibitive factors, remains far from being understood [2].  

In this paper, we briefly describe our own experience with WowSystems, a Portu-
guese company specialized in new digital media, novel interaction paradigms and 
interactive installations. Because of the very nature of its core business, innovation is 
– and should continue to be – a main concern of the company. Founded in early 2008, 
WowSystems’ main focus has been to professionally create useful and usable inter-
faces that make people go “Wow!”. 

Two tales from the trenches we selected are a cultural interactive exhibition and an 
interactive shoe store. WowSystems designed a set of sensor-based installations in a 
cultural exhibition organized by the Direction of Cultural Affairs, which aimed at 
showing the visitor the cultural richness that formed the streets of Funchal (Portugal). 
The concepts of the exhibition revolved around promoting awareness about, and fos-
ter a better understanding of, the cultural tourism that can be performed by simply 
walking through strategic streets and watching certain buildings, sites, and heritage. 
To better complement the exhibition’s traditional large-format printed panels, the 
organizers wanted to have the interactive factor as a means to add value to the visi-
tor’s experience. The left photo in Fig. 1 illustrates an installation in this exhibition. 

In a similar project, we designed and installed and interactive mirror for a shoe 
shop, illustrated in the right photo in Fig. 1. The client’s expectations included: That 
the shoe shoppers would step inside an RFID-tagged shoe and watch themselves in-
serted into a real time virtual scenery related to the type of shoe they were trying on. 
Our design had the following characteristics: As a shopper walks around the experi-
menting floor, the shoe’s RFID tag is read by the reader, then the model’s attributes 
are fetched from the product database, sent to the multimedia server which displays 
two synchronized scenarios: one for two top-down projections (left photo) and one for 
the front, “mirror-like” view (right photo).  

The “mirror-like” front view displays the shopper in real time and places her on a 
virtual scenery by using a motion detection and silhouette extraction algorithm. This 
algorithm is adaptive regarding the different lighting conditions at the shop – usually 
brighter during the day and darker at dusk and night. Top-down projections feature 



452 P. Campos, M. Campos, and J.A. Jorge 

views of the streets or sidewalks that are typical of the city that the virtual scenery 
replicates. For instance, the photo shows a shopper trying a shoe model that had a 
design inspired by modern life in Tokyo. Therefore, our interactive mirror displays a 
scenery based around Tokyo’s neon signs and bright buildings. Simultaneously, the 
floor projections display a Tokyo sidewalk with Japanese signs and warnings, as well 
as other visual elements, and add interactivity by displaying neon lights over the floor 
according to the shopper’s position. 

  

Fig. 1. Two examples taken from the trenches: an interactive cultural exhibition (left) and a 
virtual mirror for a shoe store 

The first interactive exhibition project went very well and post-project analysis 
suggests that good communication with museum curators, artists and designers was 
crucial to its success. A good mapping of the interaction styles into the installations 
and the exhibitions’ theme was also important to grab the visitors’ attention. 

Upon the final installation of the shoe store, however, the solution didn’t fulfill the 
client’s expectations. Post-project analysis suggests one of the reasons this happened 
was simply because the expectations were put too high. Contrarily to other projects 
delivered to this client by other companies, however, our solution fitted the consum-
ers’ profiles very well, and the high satisfaction levels that shoe shoppers expressed 
were crucial in helping us defend the project’s solutions. 

3   Conclusions 

Because of today’s diversity of possible technological combinations for any interac-
tive installation, the solution space has become too large. This, we argue, is an issue 
that contributes to increasing risks in interactive installations’ development. And it’s 
one of the reasons why it is surprisingly easy to create bad designs. 

Secondly, experience has shown that during an economic crisis some clients start 
focusing on finding excuses for not admitting a project’s success—and therefore not 
paying. The problem with frontline interaction design is that it’s fairly easy to debate 
or discuss the final results of an installation: People’s tastes are highly subjective and 
vary a lot. Requirements engineering as a discipline has many principles, techniques, 
and methods devoted to traditional software development. However, in terms of vali-
dating interaction design requirements, research literature is somewhat scarce. More 
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effort should be put into how we can more effectively work collaboratively with 
stakeholders in order to better define the interaction design aspects of any given pro-
ject’s requirements. 

The guidelines we identify on the basis of our experience are our own way to deal 
with the difficulties, risks and opportunities that come up in this field. They could 
prove useful for other interaction designers, business managers, and even clients, as a 
way to design, develop and install better products. These guidelines include, but are 
not limited, to the following. 

Making the Vision Stand Out. It is a good idea to hang exhibition posters that feature 
interactive installations, photos of the visitors, and, for instance, give away free tick-
ets, whenever applicable, so that engineers and designers can experience the installa-
tions the exact same way clients and users do. 

Know the customer from the client. Interactive installations are meant to be fun, en-
riching, and enticing to everyday customers. A successful installation will attract 
more customers and more business, therefore making your client happy. The focus 
should be on your client’s customers and not on your clients. A good defense mecha-
nism to support design decisions is to convincingly and accurately document the cus-
tomers’ satisfaction and deliver that documentation to your client with a partnership 
attitude. Collecting evidence such as happy customers’ photos, videos of people inter-
acting with the installations, even surveys or informal interviews, can be useful to 
convince your client, especially if cross-checked with sales or other business figures. 
Please your client’s clients. 

Carefully manage client expectations. One way to achieve this is to present the client 
with architectural designs of how the interactive installation will look at the end of the 
project. If we provide the client with a visual scale and 3-D layout, the idea can be 
conveyed in a way that gives all stakeholders a feel of how the physical space will be 
used for the installations, just like in architectural programs. 
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Abstract. Awareness is defined as the perception of the activities being carried 
out by members of a team in a given context. The use of awareness support 
techniques reduces the effort needed to realize communicative and collaborative 
tasks. Therefore, this leads to an increase in group work productivity. In this 
article we propose a conceptual framework which improves upon the process of 
building interactive collaborative systems as proposed by CIAM (a 
methodological framework for designing interactive applications for group 
work) by taking the dimension of awareness into consideration. 

Keywords: Awareness, Meta-modeling, Groupware. 

1 Introduction 

The use of technologies for awareness [1] support in collaborative systems allows 
users to stay informed about the activities that are being carried out by other users, as 
well as in which parts of the shared working area they are working and how those 
activities are being carried out. Therefore, the incorporation of elements for awareness 
support makes it possible to reduce the meta-communicative efforts which are needed 
to carry out collaborative activities oriented towards promoting real collaboration 
between group work members. Other proposals [2, 3, 4] in the field of awareness 
modeling in collaborative systems usually focus on the domain of awareness design in 
interactive systems, but do not take into account any specific technological 
implementation. 

Molina et al. [5] have reviewed the different existing proposals in the field of 
model-driven specification of collaborative interactive systems. We can conclude that 
none of them provides a proper specification for users’ needs regarding awareness 
much less any systematic or computational support for modeling this characteristic. 
One of these proposals is the CIAM methodological framework [6]. Its related 
notation, called CIAN [7], provides support for modeling collaboration, interaction 
and shared context. Shared context is defined as a set of objects where both the 
objects and the actions performed on them are visible to a set of users [8]. In group 
work tasks with a shared context (collaborative tasks), awareness mechanisms are 
very important because they provide a noticeable improvement to group work 
productivity. Therefore, the main objective of our work is: to incorporate the 
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modeling of these awareness aspects into the modeling of collaborative tasks in the 
context of CIAM. 

In the next section we briefly show our framework for modeling awareness 
mechanisms, and in Section 3 we present the conclusions and future lines of work 
derived from this work. 

2   A Conceptual Framework for Designing Awareness Support in 
Collaborative Tasks 

To specify which group awareness concepts should be included in the CIAN notation 
we started by defining a meta-model (Figure 1) which includes the concepts and 
groups them into different views: 

 

 

Fig. 1. The Proposed meta-model  
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Table 1. Definition of Widgets for Awareness Support 

Widget  Type  Description 
Radar View  Session Awareness 

Widget 
Widget that shows the area in which users are 
working and the activities they are undertaking. 

Telepointer Domain Awareness 
Widget 

Graphical cursor that indicates the position of the 
mouse pointer of a user who is interacting with 
the shared context. 

Authorship 
Property 

Domain Awareness 
Widget 

Widget that shows, for each object in the shared 
context, the user who created it. 

Interactions List Session Awareness 
Widget 

Widget that shows, textually, the interactions 
taking place during a work session. 

Multi-User 
Scroll Bar 

Domain Awareness 
Widget 

Widget that shows the location of each user in the 
work area according to the position of the scroll 
bar. 

Annotation Session Awareness 
Widget 

Brief text note which a user can publish in order 
to share messages asynchronously. 

Session Panel Session Awareness 
Widget 

Widget that shows the actors who are involved in 
a session, with additional information about them. 

Remote 
Selection 

Domain Awareness 
Widget 

Widget that shows objects in the shared context 
that have been selected by other users. 

 
The Organizational view (Figure 1.f) includes concepts related to the group work 

members; the Data view (Figure 1.e) includes concepts related to the domain and to 
the data manipulated within the shared context; the Technological view (Figure 1.c) 
considers the implementation of awareness mechanisms and interactive activity 
issues, such as the components and workspaces which may go into making up the 
application's GUI; the Collaboration support view (Figure 1.b) includes the concepts 
related to communication and coordination support; the Interaction view (Figure 1.g) 
includes the concepts related to the modeling of interactive issues in the application; 
the Business view (Figure 1.d) includes the entities involved in the design of tasks, 
regardless of the technology used; and, finally, the Awareness view (Figure 1.a) 
includes those concepts which are directly related to awareness support. 

Awareness support at the implementation level results in the inclusion of graphical 
elements (widgets) in the user interface. Table 1 shows the widgets for awareness 
support considered in our proposal, along with a brief description of each of them. We 
have classified the awareness support widgets into two different types: Session 
Awareness Widgets and Domain Awareness Widgets. These widgets and the 
classification, which considers what kind of information is handled in each case, are 
part of the Awareness view in the meta-model (Figure 1.a). 

3 Conclusions and Future Work 

In this paper we have introduced a meta-model which allows for the identification of 
those concepts related to awareness which should be considered in any proposal for 
the modeling of interactive groupware systems, such as the proposal we ourselves 
have worked with: that of the CIAM approach. Once these concepts had been 
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identified, along with the relationships between them, the next step was to define a 
graphical notation for modeling them. In our case, we opted to take the CIAN 
graphical notation as our starting point. 

Our work in the future will be to define the visual appearance of the notation and to 
implement a software tool with support for modeling related to our meta-model. This 
implementation will be developed using meta-model-based graphical editor 
technologies. Specifically, these will be technologies such as EMF1 (Eclipse 
Modelling Framework) and GMF2 (Graphical Modelling Framework). By using these 
technologies, it will be possible to test the semantics of the generated models, and to 
validate the proposed meta-model. This tool will support the semi-automatic 
generation of collaborative interfaces from CIAN models and interaction models, both 
enriched with awareness support elements. 
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Abstract. This paper describes an evaluation of a mobile exertion application, 
developed to promote physical activity among adult users.  To extend previous 
work, we aimed to identify changes in walking behavior over time, and to 
determine the efficacy of non-visual cues presented via the phone.  Data was 
gathered using three methods: automated logging, participant-maintained 
diaries and interviews.  Findings revealed that participants were able to respond 
most effectively to multimodal icons to modify their pace over a two week 
period.  However, their preferences were noted to change depending on the 
situational context.  The study has also highlighted the complexities associated 
with data collection techniques for mobile evaluations. 

1   Introduction 

Mobile persuasive applications, such as MPTrain [4] and StepMan [1] have been 
developed to address the challenges faced remaining motivated to keep fit. However, 
these are often evaluated at one fixed point in time, under controlled conditions (e.g. 
lab-based).  In contrast, longitudinal studies can provide a more comprehensive 
overview of usage and an insight into behavioral patterns. Examples include the three-
week evaluation of Ubifit Garden [3], where the researchers were able to monitor the 
type and duration of activities conducted, and how these varied over time.  Reis et al. 
[6] were able to identify the contexts in which modalities were selected for use when 
using mobile technologies.  User preference was found to change depending on the 
environment, and other factors such as lightning, movement, and hand usage.  

In this paper, we briefly describe the development of a mobile exertion application 
designed to aid users to maintain and modify levels of pace, through the presentation 
of non-visual icons.  To extend previous work [5], and as a first step towards 
understanding user behavior, a pilot study was conducted where participants used the 
application over a two week period in locations of their choice.  The aim was to 
identify the following: 

• Which types of feedback are most commonly used to maintain levels of physical 
activity when walking in uncontrolled environments? 

• Does choice of feedback vary depending on environment and/or context? 
• How do participants behave in response to signals rendered via different 

modalities? 
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2   Design of Mobile Application and Pilot Study 

A pedometer-style application has been developed for the Nokia N95 mobile 
telephone.  The device is strapped to the waist using a belt.  As the user walks around 
his/her environment, the number of steps are calculated using data gathered from the 
built-in accelerometer. An optimal level of pace is determined, based on the user’s 
step rate.  Auditory, tactile or multimodal (composed of both auditory and tactile 
effects) prompts (all played at 158 Hz) are presented via the phone, to assist the user 
in maintaining his/her desired rate of pace by encouraging him/her to modify pace as 
appropriate.  To move faster, the user is presented with icons lasting for 200ms, while 
to move slower, 800ms icons are played.  The non-visual cues are presented every six 
seconds until the user reaches their target rate of pace.  All auditory information was 
presented at 65dB.  To extend our previous work, a study was performed to determine 
the efficacy of non-visual cues over a two week period while traversing a variety of 
terrains, rather than being constrained to a controlled environment, such as in [5].  We 
also aimed to identify whether over time, users would react faster to modify their 
level of pace. 

3   Methodology 

Three adults (2 male, 1 female), aged between 50 and 60, were selected from a local 
community center.  No difficulties were reported with levels of hearing or mobility.  
All participants classified themselves as moderately physically active.  However, 
the time spent weekly on walking would depend on work schedules and other 
commitments.  Participants were each provided with thirty minutes of training with 
the application, during which time their pace was recorded when walking at a 
comfortable speed (N).  This enabled us to determine a desired level of pace (N * 
120%).  Non-visual icons would be presented by the application, if participants 
were unable to maintain their individual target paces.  Participants were then asked 
to use the mobile application at any point over the two week period, and record 
their walking goals and experience of using the application in an online diary.  The 
distance and time taken for each journey, rate of pace, and how effectively users 
were able to maintain this pace was automatically logged by our software.  We 
envisaged that recording data in a diary would aid us in gaining a deeper 
understanding of their walking behavior, by providing an insight into key events 
within the journey and reasons behind the selection of feedback.  It would also 
reduce the risk of problems associated with recalling past events, as these would be 
noted immediately after each trial.  Online diaries could also be monitored by the 
evaluator without disturbing the users.   

At the end of the first and second week of use, the participants were interviewed to 
follow-up on events logged within the diaries and to obtain step rate data stored on 
each mobile handset. The interviews focused on which types of feedback had been 
used, key events that disrupted any walk, frequency of use, levels of workload 
experienced, and if participants had faced any difficulties with the application.    
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4   Results and Discussion 

Ten trials were logged by the three participants, lasting between seven to thirty-five 
minutes in duration (Table 1).  All trials were conducted in outdoor environments, 
where visual distractions were present (e.g. traffic) on a range of terrains including 
both flat and uneven ground (e.g. grass, inclines etc).   

Table 1. Results from Study 

Trial Duration (Mins) Cue Terrain 
1 30 Multimodal Forest trail 

2 35 Tactile Uneven terrain  

3 10 Multimodal Near home environment 

4 10 Multimodal Uneven terrain 

5 7 Multimodal Uneven terrain 

6 9 Multimodal Uneven terrain 

7 15 Tactile Uneven terrain 

8 20 Audio Near home environment 

9 20 Multimodal Near home environment 

10 20 Multimodal Near home environment 
 

Multimodal icons were self-selected for presentation in seven out of the ten trials. 
When asked to discuss reasons behind the selection of these cues, participants 
suggested that combining auditory and tactile feedback together was found to offer a 
more “noticeable” alert in inclement environments.  Participant #1 suggested as the 
sound of traffic became louder, the audio was more difficult to process, but he was 
still able to perceive the tactile cues presented while keeping his eyes free to monitor 
the presence of cars in close proximity to his route.  When in quiet environments (e.g. 
back yard), Participant #3 suggested that she was able to use auditory feedback.  
However, she suggested in unfamiliar surroundings more feedback would be needed, 
as more concentration would be spent navigating the paths.  It appeared that context 
and awareness of the environment played a role in selection.  

In order to identify how effectively participants were able to react to the non-visual 
feedback presented, the number of instances when icons were played were calculated 
for each trial. A total of 120 instances of feedback were presented (11 audio icons, 31 
tactile icons and 78 multimodal icons).  The majority of feedback was presented 
towards the beginning of each trial (>85%), mostly aiming to prompt participants to 
walk faster.  This was expected, as participants noted that they would try to walk 
faster than their comfortable pace, but it was difficult to gauge from memory, what 
this rate would be.  To determine the accuracy of responses to feedback presented, the 
number of correct responses to the cues, was divided by the total number of six 
second intervals within each journey. For all walking trials, response accuracy rates 
were higher than 97%, demonstrating that participants were able to react to all forms 
of feedback effectively.  Due to the small sample of participants, it is difficult to draw 
conclusions as to whether perception improved during the time period.  In all ten 
trials, the participants walked faster than their desired target pace for certain periods 
of time. When asked for the reasons behind walking faster than necessary, 
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participants suggested that in order to divide attention between the non-visual cues 
and the surrounding environment, it was thought to be less cognitively intensive to 
walk faster. Participant #1 mentioned that he tended to walk faster deliberately to 
avoid the delivery of signals.  However, no participants reported experiencing levels 
of overload from presentation of the icons. 

While participants did not make as much use of the application as initially 
envisaged, results provided us with awareness of the contexts and environments in 
which different forms of feedback proved to be useful. In a future study, we aim to 
enhance the application, to modify the type of feedback presented during each trial, to 
provide more flexibility when environments change (e.g. when moving from quiet to 
noisy surroundings).  We will then use the longitudinal study to evaluate how users 
respond to the feedback presented over time.   

5   Practicalities of Conducting the Pilot Study 

While laboratory-based studies offer an effective way to gather data, conclusions 
derived from studies may only pertain to performing tasks under constrained 
conditions. Diary studies were selected as one method to gather data when performing 
mobile tasks, as it was thought that participants could undertake activities in the field, 
and would be able to describe their goals and actions with minimal intervention from 
the evaluators.  By being able to view online diaries, it was noticeable that few entries 
were made.  It also required effort to understand the meaning associated with the 
comments made. As a result, the evaluators needed to contact the participants to 
follow-up on certain points. It also proved challenging to cross-reference entries from 
the diary with the steps taken, as comments were not as extensive as anticipated.  
Certain events were omitted as they were thought to be trivial by participants, also 
mentioned by [2].  Findings from our study suggested that follow-up interviews 
provided a richer representation of events, than relying on the diary study alone.   
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Abstract. This paper presents a collaborative experience designed to support 
learning in two remotely located museums sharing a common exhibition. A 
remote collaborative multi-touch experience offers an additional channel for 
museum visitors to explore the exhibition and increase the sense of 
connectedness and awareness between the two spaces.  The experience flow 
includes stages offering opportunities for exploration, negotiation and 
cooperation. The paper describes the design and implementation of a system 
that allows simultaneous collaborative interaction and communication through 
two multi-touch surfaces augmented with videoconferencing. The system 
allows museum visitors to communicate with remote participants and with their 
peers. Finally, the paper discusses preliminary observations of end-users, and 
cultural organizations using the prototype. This work provides a use case for 
social interactive experiences that could draw museum visitors to further 
explore an exhibition and share their views and interpretation with others.  

Keywords: Computer supported collaborative learning, multi-user interaction, 
informal learning, serious games, remote awareness, interactive surfaces. 

1   Introduction 

This project is framed within the context of two Spanish museums that exhibit an art 
collection simultaneously in Figueres and Barcelona cities. Each museum exhibits 
part of a collection with the intention to allow visitors to freely explore and 
experience the collection. These conditions offer interaction designers a unique 
opportunity to explore different ways for inter-connecting museums and its visitors 
using a common exhibition to build the discourse. This paper presents the design and 
implementation of a prototype designed to support collaboration and learning in 
remote museum environments. The prototype facilitates simultaneous collaborative 
interaction and communication through two multi-touch surfaces and a 
videoconferencing system; similar to the DigiTable project [7]. 

1.1   Related Work 

Several museum guides, tools, and games have been developed to support location-
aware collaboration, cooperation and interaction using devices that could be located 
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anywhere within a museum [3][4]. However, few have been specifically designed for 
inter-connecting two remote museum spaces, e.g. [2]. On the other hand, online 
collaborative systems include videoconferencing and digital sharing capabilities that 
are already used in educational and cultural settings [10][9]. Additionally, tabletops 
have also been used to facilitate face-to-face collaborative learning. These tools allow 
simultaneous collaboration between multiple remote participants, which facilitate the 
provision of learning [5], support online collaboration activities [6] [7] and improve 
the cognitive proximity and identity decoupling of participants. Our work 
incorporates several technologies to make explicit the relationship between two 
“partner” museums hosting a common exhibition through a system composed of two 
stations placed in two remote locations. 

2   Remote Multi-touch Experience 

Together, with museum stakeholders, we designed a system targeted to students 
groups visiting a museum during a coordinated activity in two distant cities. The 
system seeks to offer an additional channel for museum visitors to explore the 
exhibition and increase the sense of connectedness between the two spaces by 
allowing museum visitors to interact and collaborate. Each station includes two 32’ 
screens: one horizontal multi-touch screen, and a vertical screen (Fig. 1). The 
horizontal screen incorporates a multi-touch table that allows for direct manipulation 
of up to 32 objects and displays content related to the exhibition that can be seen and 
accessed simultaneously from both stations. The vertical screen displays a video feed 
from each location and complementary information related to the learning experience. 

 
 

Fig. 1. The system includes two remotely located stations. Participants interact on a horizontal 
surface while sharing the same workspace with their remote partners. Left) co-located 
participants interacting simultaneously. Right) a vertical screen shows a video feed of the 
remote location facilitating communication between the two locations.  

2.1   Experience Description 

Groups of participants are invited to play a “game” with other groups also visiting a 
museum at a different city. The game is related to the objects presented in both 
museums. During the game, groups of participants interact with each other as each 
group holds key information related to the exhibition in their own cities that will help 
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the other group complete the game tasks. The experience flow is modeled in three 
stages that offer different opportunities for exploration, negotiation and cooperation 
and that guide and facilitate discovering and exploring the installation materials. The 
first stage provides useful information for completing the other stages and it promotes 
negotiation by requiring participants to coordinate the material to be explored.  The 
other two stages include focused collaborative tasks [1] that can be solved by 
collaborating with other participants and encourage information sharing between 
visitors. The system supports simultaneous manipulation over a shared collaborative 
workspace for users located remotely and users co-located. Remote users share the 
same visual perspective using a what you see is what I see interaction metaphor [8]. 
Several visual cues help participants understand the user actions in the remote 
museum. Finally, the system includes a videoconference service to promote 
communication and reflection between remote groups [1]. The aim is that museum 
visitors will use the videoconference to explain, and justify their actions over the 
virtual shared space.  

3   Preliminary Evaluation 

The experience went through an iterative design process where high school and 
university students informally tested several prototype versions. The experience has 
also been presented to several cultural and governmental organizations in two public 
events. The game lasted less than 10 minutes on average and we observed a learning 
curve regarding simultaneous interactions; on the first stage participants exhibited a 
turn-taking behavior, while on the second stage they interacted with the objects 
simultaneously and independently. We also observed a similar curve in regard to 
remote collaboration, which decreased as the game advanced. The videoconferencing 
proved useful as participants used it in a natural way to communicate with remote 
participants. Visual cues used to facilitate remote awareness proved useful in 
supporting simultaneous remote interaction; however, some participants claimed that 
the workspace seemed chaotic when all participants were moving items. Finally, we 
also found that individuals wanted to experience the installation by themselves 
without having a remote partner on the other end. This can be easily addressed by 
offering single and collaborative modes of interaction in future iterations.  

4   Conclusion and Future Work 

We have presented an informal learning experience designed to connect two remotely 
located museums sharing a common installation on. Our system allows museum 
visitors to communicate between and with their peers around a multi-touch tabletop 
through videoconferencing. We have validated that the system supports natural 
interaction and allows multiple visitors to interact simultaneously on a tangible shared 
space while also facilitating face-to-face collaboration among participants within the 
same location, and among remote participants. This project illustrates one possible 
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way for inter-connecting museums and its visitors using a common exhibition. Future 
work includes evaluating several usability and interaction aspects of the system, 
identifying collaborative tasks suitable for this type of settings, and improving 
reliability issues required for everyday use. 
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Abstract. This short paper contains a summary of work that is currently in 
progress towards the development of an intelligent, personalised tool for 
diabetes management. A preliminary part of the development process has 
consisted of a systematic evaluation of existing applications for mobile phones. 

Keywords: Efficiency, effectiveness, keystroke level modelling, heuristics. 

1   Introduction 

The combined technologies of mobile phones and cloud computing have huge 
potential to improve health care services [1], but a crucial factor in the adoption of 
such services is the usability of the software [2, 6]. Previous studies have been 
conducted to evaluate the effectiveness of mobile phones for assisting with diabetes 
self-management, eg [12], and standards are beginning to emerge with regard to the 
design of mobile applications in general [14] as well as mobile medical applications 
in particular (eg ISO/IEC 62366), but research into the usability evaluation of 
applications for mobile devices is still a relatively new area [7]. Some issues that 
affect the usability of mobile applications include mobile context, connectivity, screen 
size and resolution, limited processing power and data entry methods [15], and these 
issues remain broadly the same despite recent advances in mobile phone technology. 
The purpose of this study is to uncover usability issues in order to know what pitfalls 
to avoid in the design of an application for diabetes management, and also to 
determine what functionality is typically included in such applications. 

Type 1 diabetes (T1DM) occurs when the insulin producing cells of the pancreas 
are destroyed leaving the body unable to control its blood glucose levels.  People with 
T1DM have to take insulin regularly to try to keep their glucose levels within a safe 
range. The vast majority of patients with T1DM in the UK administer their insulin 
through multiple daily injections, and the remaining proportion use insulin pumps. 
Modern insulin pumps include dose calculators to help patients determine how much 
insulin to administer, but people on multiple daily injections do not usually have this 
support, and tend to do the calculations themselves. The resulting need for electronic 
decision support, combined with the recent growth in smart phone use has led to the 
development of a plethora of diabetes management applications, despite the many 
barriers that have inhibited the adoption of electronic systems for diabetes 
management in the past [3,8]. One of the key barriers has been usability, and another 
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has been the economic implications for healthcare providers, but the standardisation 
of controls and rigid human interface guidelines imposed by the providers of most 
phone platforms has already had a huge impact on usability, and the ease with which 
software applications for mobile phones can now be developed and distributed helps 
to mitigate against the economic factors. The usability issues listed in [15], are all 
applicable to systems for diabetes management, but in addition, common 
complications of diabetes, such as retinopathy and peripheral neuropathy, could affect 
a patient’s ability to view data or use a touch screen respectively. 

2   The Evaluation  

The protocol used here to analyse the applications is fairly general and has also been 
applied to mobile spreadsheets [9]. The results given below are limited to the iOS 
platform, but work is in progress to extend the evaluation to other platforms. The 
number of spreadsheet applications available for iOS is only a fraction of those for 
diabetes management, but some similar issues emerged with data entry and 
visualisation for example. The following steps were performed: 

1. Identify all potentially relevant applications: this involved a search on the iPhone 
app store using the keyword diabetes which returned a total of 231 applications. 

2. Remove light or old versions of each application. There were 9 light versions of 
applications which were removed from the list, leaving 222 apps. 

3. Identify the primary operating functions and exclude all applications that do not 
offer this functionality. The key functionality was mapped to corresponding tasks 
which are shown in Table 1. Only 8 applications had all of the functionality. 

Table 1. Tasks to evaluate primary functionality 

Task Description Task Description 

1 Set measurement units 4 Log insulin dose 

2 Log blood glucose level 5 Display data graphically 

3 Log carbohydrate intake 6 Export data via email or similar 
 
4. Identify all secondary functionality. A full list of additional functionality that was 

offered by the various applications was compiled to be assessed by patients and 
clinicians in the second phase of this study. 

 
5.  Construct tasks to test the key functionality using each of the methods below:  

a. Keystroke level modelling [4,13] was performed on the final 8 applications 
using the tasks from Table 1. The number of times the screen was touched in 
order to complete each task was recorded, where a touch might refer to a single 
touch or a swipe of the finger. The results are shown in Table 2. 
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Table 2. Results of KLM 

Application                                       Task: 1 2 3 4 5 6 Total 

RapidCalc Insulin Dose Manager 10 2 1 3 2 1 19 

GluCoMo 5 5 4 4 1 3 22 

Diabetes Diary 5 3 3 2 3 6 22 

Diabetes Personal Manager 3 7 4 3 3 6 26 

DiabetesPlus 2 7 6 6 1 6 28 

LogFrog DB  6 5 6 5 1 7 30 

Diabetes Buddy - Control your Blood Sugar 3 9 10 7 1 8 38 

Diabetes Pilot 5 5 7 3 3 27 50 

 
This analysis excluded the actual time taken to complete tasks, which will be 
measured in the study on patients. The KLM process highlighted a number of 
key differences between the applications that could have a significant effect on 
usability. For example, the data logging occurs so frequently that it is essential 
for it to be as efficient as possible, and yet a number of different methods were 
in use including sliders, pickers and various styles of keyboard. Some 
applications also made much more effective use of default settings than others. 
 

b. Heuristics [10] were then used to identify more usability problems. The four 
applications that scored the best in the KLM were subjected to heuristic 
evaluation by five expert evaluators, using guidelines that take into account 
specific issues associated with mobile systems [3]. Each heuristic was ranked 
using Nielsen’s five-point Severity Ranking Scale (SRS) [11].  

Table 5. Average heuristic ranking 

Heuristic: A B C D E F G H Tot 

RapidCalc 1.1 0.9 0.4 0.4 0.8 1.3 1.3 2.0 8.2 

GluCoMo 0.6 1.4 1.2 1.7 0.8 1.3 1.3 1.7 10 

Diabetes Diary 0.5 0.8 0.9 0.5 0.9 0.7 1.4 0.8 6.5 

Diabetes Personal Manager 0.6 0.8 0.9 1.1 1.1 0.9 1.6 2.3 9.3 

 
Each evaluator provided evidence for each ranking, and this exposed some 
problems that had not been shown by the KLM. For example, there were problems 
with visibility of battery status, and limited ability to restore data if the device was 
lost. There were some navigation problems too, but some of these were only 
learnability issues. Some apps were over-crowded but most offered some degree 
of personalisation. There were some serious problems with error management and 
security: it was not easy to edit records on most apps, and data transfer was 
typically done via unencrypted email, which is not appropriate for healthcare 
information. Unfortunately it is beyond the scope of this paper to give a thorough 
analysis of the heuristic evaluation, but that will be the subject of a future paper. 
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3   Conclusion and Future Work 

This short paper has described a systematic evaluation of diabetes management 
applications for the iOS platform. The KLM evaluation highlighted a number of 
usability issues associated with data entry and personal settings, and the heuristic 
evaluation exposed further problems associated with loss of the device, learnability, 
aesthetics, error management and security.  Future work includes a usability study on 
patients using additional mobile platforms, and the ultimate goal is to design an 
application for diabetes management with a decision support engine and secure data 
transfer taking into account the associated legal implications.  Further work is also 
planned on keystroke level modelling of mobile applications, in order to standardise 
measurements such as what constitutes a single touch or swipe. 
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Abstract. In this poster we present InterMod, an approach that combines Agile 
Methods, Model-Driven Developments and User-Centered Design, which are 
widely accepted in the development of interactive software. The planning and 
project organizing are based on User Objectives (user desires). The project is 
organised as a series of iterations and the work is distributed in different 
workgroups according to some developmental and integration activities. The 
requirements are incrementally collected and validated with models based on 
user-centered design. To speed up this validation, we put forward the SE-HCI 
model, which enriches a human-computer interaction model with the semantics 
of the application and some basic characteristics of an abstract prototype.  

Keywords: User-Centered Design, Agile methods, Model-Driven Development, 
Software Engineering. 

1   Introduction 

Agile methods (AM), model-driven developments (MDD) and user-centred design 
(UCD) are three approaches widely accepted by the community and share a common 
objective of efficiency in the resulting software. However, none of them alone 
achieves success without encountering problems during application development. 
Because of that, efforts are being made to integrate these techniques so that the 
advantages of one mitigate the problems of the others [1][2][3][4]. However, due to 
the fact that a majority of software engineering development processes focus on 
software architecture, satisfactory integration has not yet been achieved. Therefore, 
we focus our efforts on a new approach to improve software development that 
combines agile characteristics, MDD and user-centred techniques. 

2   InterMod, an Integrated Proposal 

InterMod [5] is a methodology whose aim is to help with the accurate development of 
interactive software. Although it is suitable for use with web design, its utility is not 
restricted to just that area.  

Our proposal, shown in Fig 1, is to organise the project as a series of iterations, just 
as the agile methodologies do, and distribute the work in the iterations according to 
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different developmental activities of the User Objectives (UO). A User Objective is a 
user desire e.g. “buying a t-shirt” or “reserving a meeting room in a workplace”, that 
can be achieved by one or more user functionalities. 

 

Fig. 1. InterMod process and development activities 

The new UOs are in turn objectives to be refined in subsequent iterations. Project 
progress is reflected in the activities done to achieve these UOs current and the 
resulting models. 

2.1   InterMod Activities and Models 

InterMod has two kinds of Activities: Developmental Activities and Integration 
Activities. We represent graphically Activities as shown in Table 1. 

Table 1. InterMod Activities 

Development Activities Integration Activities 

A1. Analysis & Navigation Design   I1. RM Integration 

A2. Interface Building    I2. Interface Integration  

A3. Bus.-Logic Coding    I3. Code Integration & Refactoring  

 
The Developmental Activities (DAs) associated with each UO are strongly related: 

A1.Analysis and Navigation Design, A2.Interface Building and A3.Business-Logic 
Coding. Each UO requires the three DAs to be developed but a prerequisite relation 
must be done A1<A2<A3 (‘<’ means prerequisite). Just as UCD recommends, before 
coding a relevant UO, its interface must be validated. However, unlike UCD, it is not 
required that the complete application interface be developed before moving to the 
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implementation of the business logic; instead this approach stays framed in the 
development of one or several UO groups. Furthermore, to assure a correct 
incremental progress of the project, some Integration Activities (IAs) are needed: 
I1.Requirement Models (RM) Integration, I2.Interface Integration and I3.Code 
Integration & Refactoring. A restriction is necessary for controlling the correct 
development of an IA. Thus, it is possible to carry out an IA Ik (K=1..3) for a concrete 
UOj (j=0..n) if and only if the UOj is the fusion of two UOs belonging to the UO List 
and the DAs Ak of these fused UOs are already made. To ensure consistency in the 
final application, evaluations of the incrementally obtained products as well as 
heuristic and metric evaluations are included in all activities. 

All iterations are guided by the same action plan that divides the work according to 
the activities of different UOs, in such a way that each DA will be next driven by 
models and all the integration processes can lead to the revision and modification of 
these models. Even during final integration of the software there may be revisions of 
all models and new UO can be created. The activities of analysis and navigation 
design and RM integration deals with the Requirements Model (RM), which 
includes the Semantically Enriched Human-Computer Interaction (SE-HCI) model. 
The SE-HCI Model, that incorporates information from the User and System Models, 
is an abstract description constructed over the Task Model. It also incorporates three 
essential aspects: a) The description of both the actions that users and the system can 
carry out at the user interface level during an interactive session [7], and their possible 
temporal relations, b) The descriptions of the correct and incorrect interactions that 
represents the semantics of the application and c) The basic visual characteristics, 
such as colours, sections, button types, etc. We propose the evaluation of the 
requirements involved in the SE-HCI with an abstract prototype created automatically 
by transforming the SE-HCI model. From this point, the evaluation can be carried out 
jointly by the designers, customers and developers.  

In the Interface Building activity, the Presentation Model is created for a UO 
previously designed and evaluated, and the Interface Integration activity fuse 
together the Presentation Model of some UOs. The Presentation Model of a specific 
UO settles the graphical elements and others characteristics gathered from the 
Requirements Models. There are several languages for modeling user interfaces 
widely used and tested, as XIML[7] or UIML [9], and they may be used to reflect this 
model. Finally, the Business–Logic Coding and code Integration & Refactoring 
activities deal with the Functionality Model that guides the implementation in a 
particular programming language. This model inherits the behaviour characteristics 
from the UO Requirements Models evaluated in the first activity. UML or SysML 
[10] are alternative languages typically used to represent this model. 

2.2   InterMod Process Steps 

InterMod has four main steps (see Fig.1), i.e. the initial Analyse Overall step, and then 
an iterative process with three steps follow: Build User Objectives List, Plan Parallel 
Iteration and Perform Iteration Activities.  

At the beginning of the project, InterMod proposes the Analyse Overall Project 
step in order to determine: (a) what the starting UOs are, such as those most important 
or needed, that provide the initial global view of the application, and (b) the System 
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Model and User Model that help to collect the defining characteristics of the system 
type (e.g. device type, security, window size, colour, logo, etc) and those of the user 
(e.g. colour preferences, font, size, some limitations as colour blindness, deafness, 
vision loss, etc). All developments in the project will inherit or extend these models in 
order to guide and to ensure coherence throughout the entire application. 

The application requirements are incrementally collected during the progressive 
UO List construction. Each iteration begins with a revision of the UOs list. The Build 
User Objective List step updates the list with the new UOs derived either from the 
previous UOs developments or from the new needs of the project. That is, the UOs 
included in the list may be modified, in the sense of agile methodologies [5], through 
the different evaluations undertaken by developers and users, or by the continuous 
meeting among members of the same and different teams. In order to achieve an UO, 
different activities must be realized. The next step, Plan Parallel Iteration, decides 
for the current iteration: (a) what UOs to develop, (b) what activities to make for 
those UOs and (c) how to distribute these different activities to the workgroups (if 
there is more than one). The iteration ends with the Perform Iteration Activities step. 
Each workgroup performs the activities established in its plan.  

A snapshot of a Project Progress State and the Plan obtained for the Parallel 
Iteration after some iterations (iteration i) are shown in Fig 2. Three aspects 
characterize the state of the project: the UO list, the UOs fusion list and the UOs 
progress according to theirs Activities made. In this iteration, the Parallel Iteration 
Plan has been the follow: The first team takes responsibility for two activities: A1 
activity for UO6 and I1 for UO4. As it is shown, UO4 is the fusion of the OU 2 and 
3.The team 2 must build the interface (A2) for the UO1 whose prerequisite is reached 
(UO1 is in the A1 list). Meanwhile, team 3 must integrate and refactor the code 
referred to UO10 that is composed of the OU 0 and 5 that have been already coded. 

 
Project Progress State Parallel Iteration Plani 
 

 
 
 
 

 

 

 

Fig. 2. A Snapshot of the Project Progress with InterMod 

3   Conclusions and Future Work  

In this poster we present a new vision of the InterMod methodology, a proposal 
integrating three philosophies: UCD, MDD and AM. From the point of view of agile 
methods, our work is organized in a series of iterations in which the user objectives to 
be dealt with are developed. This iterative process speeds up the development and 

UO list ={UO0, UO1, UO2, UO3, UO4, UO5 ,UO6, … ,UO10} 
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gets results of the project progress. InterMod proposes some developmental and 
integration activities driven by models to achieve the UOs. The possibility to 
distribute the work in parallel increases the speed of resolution, although the process 
itself requires integration points to ensure consistency.  

This process allows gather and validate the requirements incrementally. Because of 
this agile approach, InterMod, unlike UCD, does not require the complete 
development of the application interface before the implementation of the business 
logic, but assures usability. The SE-HCI model is the core of our proposal models 
architecture. It is involved in a Model Driven Process that obtains an abstract 
prototype created automatically by transforming the SE-HCI model. This prototype 
allows the evaluation of the requirements and facilitates the end user's participation, 
as recommended by UCD and AM. Early evaluations of the requirements reduce the 
number of the corrections further on in the process and therefore, reduce its cost.  

The new InterMod methodology has been refined in parallel with the development 
of a demonstrator. A small initial set of UOs has evolved to a complex system. This 
make us think of the scalability and practicability properties of the proposed 
methodology. However these aspects have not been treated in this paper as a deeper 
work needs to be done. 
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Abstract. We have conducted an fMRI research using virtual reality to study 
the level of presence that subjects experience during the navigation through a 
virtual environment, in comparison with the presence felt during a video or a 
photograph viewing task. The fMRI results have not been analyzed yet, but 
responses to presence questionnaires have been analyzed. Presence levels are 
similar to those obtained while monitoring with other brain imaging techniques. 
The highest values are obtained for navigation tasks followed by video and 
photographs tasks.  

Keywords: fMRI, presence, virtual reality, navigation, SUS questionnaire. 

1   Introduction 

Virtual environments can evoke in the subject the feeling of “being there”, commonly 
known as presence, despite your body is physically located in another place [1, 2]. 
The traditional way of measuring presence has been using questionnaires [2, 3]. 
Objective techniques have also been proposed, mainly based on psychophysiological 
measurements, such as skin conductivity and heart rate [4]. Neurological measures 
such as EEG or Transcranial Doppler (TCD) have also been used for this purpose. 
Regarding TCD, two recent studies [5, 6] found that the major cerebral arteries 
showed changes in blood flow velocity associated with different levels of presence in 
different immersive and navigation conditions.  

Functional magnetic resonance (fMRI) has been used combined with VR for 
different purposes. Pine et al. [7] analyzed the brain areas activated during the 
performance of a navigation task without explicitly measuring presence. Hoffman et 
al. [8] measured by questionnaires the level of presence experimented during an fMRI 
scan, observing that, despite the constraints of the fMRI machine, the illusion of 
                                                           
* Corresponding author. 



476 M. Clemente et al. 

presence was possible. Baumgartner et al. [1] used fMRI to analyze brain activation 
associated to presence during a video of a virtual experience.  

Our current research is trying to find the brain areas associated to the sense of 
presence during a virtual reality paradigm where the participants can navigate freely, 
in comparison with less immersive conditions, using fMRI. The main hypothesis of 
our research is that brain activation would be higher in a navigation task than in a 
video or photographs one. Although the fMRI data have not been analyzed yet, we 
will present the level of presence evaluated by means of a validated questionnaire [3]. 
These questionnaire results will be compared with those obtained in a previous work 
developed with TCD using the same SUS questionnaire [5].  

2   Methods 

This study has been conducted among 14 right-handed women, between 19 and 25 
years old (mean 21.643 ± 2.098), all without any medical or psychological disorder. 
Hand dominance was tested by the Edinburgh Handedness Inventory [9].  

The virtual world has been developed using GameStudio software. It consisted in a 
common bedroom. Each of the experimental conditions is six times repeated in a 
counterbalanced order, to avoid effects produced by the order of the tasks. A 
searching task (key counting) has been introduced to avoid that the subjects remain 
still during the period. The total time of the whole experiment is 12 minutes 52 
seconds. Tasks were trained before the experiment. As can be observed in Figure 1, 
each repetition of the experimental condition (20 seconds) is preceded by a label 
indicating the condition and followed by a question about the key counting task. 

 

Fig. 1. Diagram of the experimental task 

All subjects were scanned during exposure to the different experimental conditions 
in a 1.5 Teslas Siemens Avanto Magnetic Resonance scanning device (General 
Hospital, Castellón, Spain). For showing the environments, we used special MRI 
glasses, VisualStim Digital; and, for the navigation, we used an adapted joystick. First 
of all, sagittal T1-weighted structural images were acquired, and then the functional 
scanning was launched synchronized with the virtual environments. Functional 
images were obtained using a single-shot echo-planar imaging (EPI) sequence.  

After the scan, subjects are required to answer six 7-point Likert type questions of 
a SUS questionnaire [3] to evaluate the level of presence that they have felt during 
each of the three tasks. The SUS questionnaires [3] were analyzed using SPSS 17.0. 
We calculated an additional measurement: SUS mean, which is the mean score across 
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the six questions. We applied the nonparametric Friedman Test to compare between 
SUS responses (dependent variables) in the different experimental conditions 
(independent variable). Post-hoc tests were made with a Wilcoxon Signed-Rank test 
with Bonferroni correction. 

The results have been compared with the SUS questionnaires responses from 9 
women obtained in a similar TCD study [5] that also evaluated differences between 
two conditions: free and automatic navigation. In that case, the environments were 
visualized in a CAVE-like system. We applied a repeated measures ANOVA to 
evaluate the influence on the dependent variable (SUS mean) of the within-subjects 
factor ( navigation versus video) and the between-subjects factor (fMRI versus TCD). 
The homocedasticy was evaluated with the Levene statistic.  

3   Results 

We applied the non-parametric Friedman Test to the questionnaire answers, obtaining 
significant differences between the three experimental conditions in all the questions 
except question 5. The summary of the questionnaire results for each task and the 
Friedman results for each question can be seen in Table 1. We conducted Post-hoc 
analyses based on Wilcoxon Signed-Rank Tests over the SUS mean results with 
Bonferroni correction (p<0.016). We found no significant differences between the 
photographs and the video tasks (Z=-1.174, p=0.241). However, there was a 
statistically significant increment in SUS mean in the navigation vs. photographs trial 
(Z=-2.805, p=0.005) and the navigation vs. video trial (Z=-2.550, P=0.011).  

Regarding the evaluation of the influence on SUS mean of the kind of technique 
used for monitoring brain activation (TCD versus fMRI), we found no significant 
effect for this factor (F(1,21)=2.701, p=0.115). A significant effect was found for the 
navigation factor (F(1,21)=11.598, p=0.003<0.005) and no effect was found for the 
interaction between navigation and monitoring technique (F(1,21)=0.751, p=0.396). A 
power analysis using the G*power3 program [10] showed that a total sample of 42 
subjects would have been required to obtain the recommended 80% power in a t test 
comparison between fMRI and TCD, with alpha set at 0.05 and Cohen’s d at 0.8 
(large effect size). 

Table 2. SUS responses (mean value and standard error of the mean) to the questionnaires and 
results of the Friedman Test for each question and the mean 

Question Photographs Video Navigation χ2 p 
Question1 3.1429±0.3902 3.7857±0.4470 4.4286±0.4286 16.000 <0.001 

Question2 2.7857±0.4824 3.1429±0.4788 3.5000±0.5000 6.750 0.034 

Question3 2.0000±0.3145 2.5000±0.4160 3.1429±0.4901 10.903 0.004 

Question4 3.1429±0.3759 3.1429±0.4901 4.0714±0.4505 6.450 0.004 

Question5 3.4286±0.4412 3.5000±0.4160 4.0000±0.4570 5.250 0.072 

Question6 2.7143±0.3696 3.0000±0.5027 3.5000±0.5320 6.067 0.048 

SUSmean 2.8693±0.3303 3.1788±0.4037 3.7733±0.4256 12.293 0.002 
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4   Conclusions 

We have analyzed the presence questionnaires results in different experimental 
conditions (navigation, video and photographs) during a virtual reality scan. We have 
observed that the maximum experience of presence occurred during the navigation 
task, with lower rating for the video and minimum for the photographs. Comparing 
our results with those obtained in a previous research about presence using TCD, we 
found similar presence levels in both studies, presenting a similar trend between both 
tasks. In fact, we found significant differences between the conditions for both 
groups, but no differences between the groups were observed. There is only a trend 
(that does not reach significance) to higher presence ratings in the TCD research, 
probably due to the more immersive environment (the CAVE-like configuration) and 
the less intrusive machine (the TCD probes). The magnetic resonance is noisy, 
requires you to be still and laid and makes difficult the feeling of “being there”. 

Our research is the first designed using fMRI to analyze the differences in the 
sense of presence between navigation, video and photographs. We expect that the 
fMRI analysis will provide information about the brain areas that are activated during 
the presence experience associated to a free navigation in a virtual environment.  
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Abstract. With the recent spread of computing systems the need to enhance 
interactions between users and systems is evident. Conversation systems have a 
key role to play in achieving this. However, further efforts are needed to 
enhance conversation systems that use text to interact with users. This paper 
presents a text conversation system that includes user emotion recognition and 
generation, with the aim of achieving a more natural communication. The 
Affinto ontology is used to perform these tasks.  

Keywords: Conversational System, Affective Computing, Ontology. 

1   Introduction 

With the spread of computing systems in recent years, there is a growing need to 
enhance interaction with these systems. The main problem when interacting with 
these systems is the need to take into account the affective values transmitted by 
users. In addition, a system has to make decisions based on these values and it has to 
transmit its own emotions. However, this is not an easy task because there are a lot of 
practical issues to resolve.  

In this paper, a text-based emotional conversation system has been developed using 
the techniques employed in Affective Computing [1]. This involves the development 
of emotion recognition and generation processes. These processes are developed 
using an ontology called Affinto [2].  

The next section reviews related work, while section 3 describes the components of 
the conversation system and presents an interaction example. The final section 
contains the conclusions that can be drawn from this work and the future work. 

2   Related Work 

There are a huge number of conversation systems that provide information and 
several services to users. In most of these systems the user has to transmit messages 
via speech and has to be able to receive speech signals transmitted by the systems [3]. 
Moreover, the majority of conversation systems found in the literature do not take 
into account the affective values of messages.  

With respect to Affective Computing, Baldassarri et al. [4] have developed a 
conversation interface to enable communication between the user and a real-time 
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virtual actor. This communication is performed using natural language and a speech 
synthesizer that allows the changing of parameters in order to generate affective 
speech. Unlike Baldassarri et al., in this paper we present a conversation system that 
recognizes emotions from text. The system also gives text-based affective responses. 
The abovementioned Affinto ontology is used to associate words with their 
corresponding affective values. Furthermore, user interactions with the system are 
gathered in the ontology in order to compile a correctly labelled sentence corpus for 
conducting further studies in the area of text-only emotion recognition.  

There are several methods and techniques for recognizing emotions in texts. In our 
work we use the technique based on affective dictionaries [5], since the others require 
a large labelled corpus.   

3   Prototype of an Emotional Conversation System 

3.1   System Description 

A global architecture has been created based on the Affinto ontology [2]. The main 
objective of this architecture is the development of multimodal affective resources. A 
more specific architecture has been created for the system presented in this paper. 
This specific architecture implements the affective interactions between the user and 
the system by means of text; i.e. verbal information [2]. This architecture has been 
useful in creating a prototype conversation system that is able to recognize a user’s 
affective states starting from the verbal information channel.   

The Affinto ontology represents the concepts involved in the interactions between 
people and systems. Moreover, it groups the instances of those concepts to infer the 
information required by the applications that use this ontology. Affinto also provides 
the option of representing emotions via different classification theories and the option 
of indicating whether a stimulus is created internally by a person or is a reaction to an 
external stimulus. This ontology has been created in the OWL language [6].  

A method based on affective dictionaries has been used to develop the text 
emotion recognizer included in the conversation system. This method is based on 
searching the affective words of a given sentence on an existing dictionary. These 
dictionaries store the affective values associated with each word. The ANEW 
dictionary [7] has been selected for this purpose. 

With regard to emotion representation, the system uses a dimensional 
classification incorporating the SAM (Self-Assessment-Manikin) tool [8]. SAM is a 
non-verbal pictorial assessment technique that consists of three scales corresponding 
to three dimensions: Valence, Activation and Dominance.  

Depending on the emotion estimated by the recognizer, the system will create an 
affective response that will also be represented using the abovementioned SAM 
scales. However, instead of using the images of the three scales to display emotions, 
the system shows the values of the three dimensions integrated in a single image.  

The interpreter used in the presented prototype is RebeccaAIML [9], from the 
ALICE Project [10]. Several changes have been made in its categories to give 
responses based not only on the text but also on the user emotions. These categories 
also incorporate affective values within the responses generated by the interpreter.  
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3.2   Architecture of the Text-Based Emotional Conversation System  

The system able to recognize a user’s affective state has several modules. Their 
functionality is described below:  

The system starts the conversation by displaying a greeting message to the user. 
The user answers with a message typed on the keyboard. Then, the Affective 
Communication Channel module (i.e. the Verbal Channel) receives the text and sends 
it to the Information Extraction module. This module performs a syntactic analysis of 
the message to enable the Interpretation and Response Engine module to emotionally 
label nouns, adverbs, adjectives and verbs. This task is made possible by using the 
affective dictionary integrated in the Affinto ontology. To this end, an ontology 
inference engine is used to extract information about the affective values of words and 
those that are negation dependent are inverted. Then, the average value of the 
sentence is calculated in order to obtain an estimate of the user’s emotion. This 
estimate is shown to the user on a form via a SAM image which integrates the three 
dimensional values. It is possible for the user to correct the values shown, if 
necessary. In this way, real and corrected data are stored in the ontology.  

The ALICE dialogue system has been used to generate answers, changing some of 
the sentences to incorporate semantics about emotions. Thus, the AIML interpreter 
will find an appropriate affective response and will make it known via the verbal 
communication channel on the screen, next to the SAM image that corresponds to the 
system emotion.  

4   Conclusions and Future Work 

In this paper we have presented a prototype conversation system that uses the verbal 
communication channel. The method used to recognize affective values is based on 
the ANEW affective dictionary, by obtaining the average value of the entire sentence 
after emotionally labelling each word. Thus, a large corpus to classify emotions is not 
required. Since the message transmission is via text, this type of conversation system 
may be useful to people who are unable to speak or hear. 

Moreover, using the Affinto ontology as a knowledge base that describes 
interactions through several modalities makes it easier to incorporate other types of 
affective recognition or synthesis, such as via speech. However, using this type of 
dictionary for text emotion recognition may have some disadvantages. For example, 
certain adverbs are used to emphasize or change the superlative grade of following 
words and thus the global affective emotional value of the sentence could change. 
Therefore, future work will include a more exhaustive syntactic analysis to detect 
these types of words. 

As well as validating the Affinto ontology, another reason for developing this 
prototype was to create a small corpus based on the conversations between the users 
and the system. Since the users emotionally validate the sentences they transmit, it is 
possible to build a corpus of emotionally labelled sentences. Therefore, the corpus 
created could be used by a text emotion recognizer that uses other techniques.  

At the present time, we are evaluating the affective text recognizer with an 
experiment with volunteers. In this way, we can analyze the concordances between 
the volunteer results and the estimates provided by the emotional recognition system. 
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Abstract. In this paper we present a virtual character controlled by an actor in 
real time, who talks with an audience through an augmented mirror. The 
application, which integrates video images, the avatar and other virtual objects 
within an Augmented Reality system, has been implemented using a mixture of 
technologies: two kinect systems for motion capture, depth map and real 
images, a gyroscope to detect head movements, and control algorithms to 
manage avatar emotions. 
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1   Introduction 

In the field of HCI, combining the real world with virtual information and introducing 
virtual characters interacting with a real audience are elements that add richness and 
complexity to presentations and public events.  

In this context we have developed an Augmented Reality (AR) application that 
allows the audience to interact and talk with a virtual character through a large screen 
called augmented mirror. The avatar movements are controlled by an actor in real-
time using a Motion Capture (MoCap) system. That avatar, together with video 
images from the real world and other virtual objects, are integrated in a system that 
also incorporates the voice of the character and the manipulation of virtual objects. 

In a review of the literature we find different MoCap systems used for the 
animation of virtual characters. The MoCap devices use different technologies to 
acquire positions. Thus, in Waldo C., a virtual puppet, a mechanical system was used 
to track body joint angles using an exo-skeleton structure [1]. Other systems use 
electromagnetic sensors [2], or optical systems with markers and cameras. Finally, 
some use optical systems without markers using an image recognition algorithm to 
detect positions and movements [3]. 

Within AR applications, MoCap devices are also used to control the interaction 
between the user and the virtual objects. Sometimes optical systems with markers [4] 
are used to detect positions but, in other cases, more complex systems are utilized that 
are based on ultrasounds or inertial sensors that detects movements in a wide range of 
use [5, 6]. 

Aiming to achieve a system that captures the actor’s movement in terms of limited 
space and lighting conditions, including facial expressions and lip movements, we 
used a combination of technologies: a Kinect device for MoCap, a gyroscope for head 
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movements, and a WiiMote with control algorithms for facial expressions. Moreover, 
it has been necessary to create an augmented video image blending the avatar and the 
real environment, using another Kinect depth map for that purpose. However, Kinect 
presents some restrictions that we have solved with different solutions described in 
the next section. 

2   System Description 

The proposed system is composed of two main parts, called scenarios (see Figure 1). 
In the first one, the control scenario, the actor tracking is performed using a MoCap 
system. In the second one, the augmented scenario, the audience can interact with the 
avatar and other virtual objects. These two scenarios are connected using a Client-
Server model, via an Ethernet connection, so that the avatar can be remotely 
controlled.  

With regards to the control scenario, a number of input devices are combined into 
an enhanced MoCap system (see Figure 2) which serves the actor to control the avatar 
movements, facial expressions, lips movement and also some predefined virtual 
objects. Moreover, input data from these devices is received and processed by a server 
application to control the augmented scenario (the avatar and the virtual objects).  

 The main MoCap device is a Kinect camera that controls the avatar movement. By 
using OpenNI (Open Natural Interface) SDK, Kinect performs actor tracking in real 
time, with an 11 bones avatar structure (see Figure 1). In our system, this control was 
not enough to obtain a realistic avatar and, therefore the tracking was enhanced in 4 
different ways: head orientation, lips movement while talking, facial expressions and 
automatic gestures (blink, hands, feet, etc.).  

         

Fig. 1. General system structure (left); Kinect avatar skeleton (right) 

Head orientation is estimated using a mobile phone attached to a cap. This can be 
achieved with an android application that computes heading, pitch and roll from the 
phone sensors data (accelerometer and compass) and send it to the server application 
through a Wi-Fi connection. This global information, referenced to the earth gravity 
and North Pole, is computed to calculate head orientation according to the actor 



 Augmented Mirror: Interactive Augmented Reality System Based on Kinect 485 

orientation. For lips movement while talking with the audience, the actor is provided 
with a wireless microphone. An amplitude based algorithm has been developed to 
calculate, lips aperture values (horizontal and vertical), which simulates the real 
mouth movement while talking. A WiiMote is used to control avatar facial 
expressions and 3D virtual objects. The actor can easily choose the avatar facial 
expression, using the WiiMote buttons, from five different predefined emotions. In 
the same way, 5 virtual animated objects can be shown or hidden. Finally, other 
avatar movements are computed automatically. Blinking velocity is controlled 
depending on the selected emotion; hand and finger movements are calculated from 
the arm movement. All this information is sent to the augmented scenario in real time, 
making possible a live interaction between the real actor and an audience. 

 

Fig. 2. Scheme of the overall application 

The augmented scenario is where the audience interacts with the avatar and the 
virtual objects via the augmented mirror. The audience can talk with the avatar or 
walk around him and the virtual objects while they can see themselves in a large LED 
screen (Figure 4). An important element of our augmented visualization is the correct 
occlusion between real and virtual information. This augmented images displayed on 
a 4x3 meter LED screen provide a more immersive multiuser augmented reality 
experience. A Kinect camera is used to capture the real image of the audience which 
is used in both scenarios. In the control scenario the real actor can see the audience to 
interact with them, while this image is merged with the avatar and the virtual elements 
to generate the augmented mirror image. The occlusion handling is implemented on a 
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GPU shader, which takes the real image and the depth information captured by 
Kinect, mixing it with the virtual scene. The implementation of the augmented 
visualization is based on OpenSceneGraph, Cal3D and our own developed libraries. 
The avatar skeleton (see Figure 3), has been designed to perform all the gestures and 
facial expressions desired. 

     

Fig. 3. Augmented mirror (left); avatar skeleton (right) 

3   Conclusions 

This paper has presented an augmented mirror where a virtual actor interacts with an 
audience. Kinect motion capture capabilities have been used and enhanced with other 
3 input devices to perform a MoCap system which allows the actor to control the 
avatar movements, facial expressions, lips movement and also some predefined 
virtual objects. The system has been successfully used in a real marketing 
presentation involving touristic contents (FITUR’11), where nearly 100 person 
enjoyed the augmented mirror experience. 
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Abstract. We perform a user study to investigate the psychological 
consequences of adding interaction techniques to the interface. In a between-
subjects experiment (N = 143), we explore how (i) variations in sheer number 
of interaction techniques and (ii) addition of a novel technique, i.e., 3D 
carousel, influence the volume of users’ actions, their memory, perceptions of 
interactivity, as well as their attitudes and behaviors toward a website. Power 
usage is examined as a potential moderator. First-cut findings from self-reports 
and log data indicate that the 3D carousel feature has a strong impact on user 
experience, both positive and negative. It also moderates the curvilinear effect 
of adding traditional interaction techniques to the interface.  

Keywords: Interaction Techniques, 3D carousel, user experience, user 
engagement. 

1   Introduction 

The range and richness of interaction techniques on websites offer users 
unprecedented variety and choice in interacting with an interface. For instance, the 3D 
carousel is fast becoming a common feature on websites, joining a growing cadre of 
interaction tools. However, little is known about the user experience created by these 
techniques. Does the increased number of calls for interaction necessarily enhance 
user experience? How does this feature combine with other techniques on the 
interface to influence higher-order outcomes? With this in mind, the purpose of our 
study is twofold: (1) to examine the effect of the addition of interaction techniques to 
user experience, their memory, attitudes and behaviors, and (2) to specifically explore 
the effect of the 3D carousel technique, and how it affects user experience?  

2   Effects of Interaction Techniques 

We define interaction techniques as any feature embedded in the website that offers 
various modes of interactions to users, based on the tripartite model of interactivity 
effects proposed by Sundar [1], which distinguishes between modality interactivity, 
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websites for all eight conditions were elaborately pretested for usability. Based on 
literature which identifies browsing as the quintessential interaction task [6], we 
instructed our study participants to browse the stimulus website fully and completely. 
To make the task as realistic as possible, no time constraints were imposed, nor were 
the participants told that their memory for site’s content would be tested later in the 
study. All questions were measured on a 7-point Likert scale, except for recognition 
and recall memory measured through multiple-choice and open-ended questions. 
Power usage was measured via 12 items about the degree of participants’ liking of 
technology and their extent of use [7] (α =.83). Perceived interactivity was measured 
by 3 items (for e.g., the degree to which it allows them to perform lots of actions) (α = 
.76) based on [8]. Perceived ease of use was measured by 3 items (α = .74) adapted 
from [9]. Behavioral intention toward website was measured by 6 questions (α = .93) 
[10]. We collected log data using jQuery to measure user actions (average frequency 
of page visits and average number of user interactions per hotspot). 

4   Results 

An interaction effect showed that the addition of interaction techniques to the interface 
served to enhance user perceptions of interactivity only in the absence of 3D carousel, 
F (3, 134) = 4.11, p < .01. The relationship between the number of interaction 
techniques and perceived ease of use assumed an inverted-U shape when the 3D 
carousel feature was present on the interface, F (3, 134) = 4.39, p < .01 (see Figure 2). 
The analysis of behavioral intentions (e.g., forwarding and recommending the site to 
others) yielded a similar inverted-U interaction, F (3,134) = 3.01, p < .05 (Figure 3).  

  

Fig. 2. Perceived ease of use 
(C: Click, S: Slide, D: Drag, M: Mouseover) 

Fig. 3. Behavioral intentions 
(C: Click, S: Slide, D: Drag, M: Mouseover) 

A significant main effect revealed that 3D carousel served to degrade aural 
recognition memory of the guitar riffs, F (1, 134) = 6.17, p < .05. In terms of user 
actions, users were most likely to interact with information hotspots when 3D 
carousel was present, F (1, 131) = 11.62, p < .001. However, users tended to visit the 
homepage (i.e., the main page with the guitars) less frequently when 3D carousel was 
present, F (1, 132) = 3.98, p < .05. Power usage positively predicted perceptions of 
interactivity, F (1, 134) = 8.14, p < .01, and behavioral intentions toward the site, F 
(1, 134) = 3.95, p < .05. As a moderator, power usage was positively associated with 
recall memory for content in the 3rd and 4th conditions, but inversely related to recall 
when only two basic interaction techniques were present, F (3, 135) = 3.68, p <. 05. 
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5   Discussion 

Taken together, the 3D carousel boosted perceptions of interactivity, so much so that 
it overrode common interaction techniques such as click, slider, and drag. It also 
stimulated user interaction. However, this appeal of 3D carousel came at a cognitive 
cost, degrading users’ memory for audio that accompanied the guitars and inhibiting 
their tendency to visit the homepage. It negatively affected perceived ease of use and 
behavioral intentions when the study website was saturated with four interaction 
techniques, even when users reported that a site with 3D carousel was easier to use 
and were likely to recommend it. This parallels previous findings [11] that the 3D 
carousel is more suitable for aesthetic appeal than task efficiency. In addition, more 
interaction techniques aided the information uptake for power users, encouraging us 
to consider individual differences relating to technology competency when predicting 
user experience with new as well as multiple combinations of interaction techniques. 
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Abstract. Personas are results from user studies and viewed as a design and a 
communication tool in user-centered design processes. There were many 
studies addressing how to create good personas but what types of personas and 
how personas could help in ideation processes were less discussed in past 
works. In this paper, we conducted a comparative study to explore effects of 
personas on the ideation process and idea qualities in a brainstorming setting. 
The results indicated that personas could enhance the ideation process and 
design deliverables on two aspects: personas could help both individual 
designer and a group of designers focus on the target user group during the 
ideation process; and the delivered ideas or concepts were viewed more relevant 
to the user groups and were more comprehensive.  

Keywords: Comparative study, Persona, Ideation, Brainstorming. 

1   Introduction 

Persona is a method introduced by Cooper to describe user profiles [1]. A well-cited 
definition of it is that personas are fictional archetypical characters that represent 
distinct groupings of behavior, goals and motivations identified in a study [2]. There 
were two different applications of personas in existing design practices: as a 
communication tool or a design tool [3]. However, little research has been done to 
prove the benefits of persona as a design tool.  

In this research we aimed to investigate whether persona can facilitate ideation as a 
design tool in the early stage of a user-centered design (UCD) process. We first built 
three personas for middle school students in top cities of China by following 
Nielsen’s ten steps to personas [4]. The user data that our personas were built on were 
from the Youth Study project. The purpose of the project was to understand their 
lifestyle and usage of information and communication technologies (ICTs) of urban 
youth in China.  Based on the three personas, we conducted an exploration on effects 
of persona in the early concept design phases in the UCD process. Design students 
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were invited to a brainstorming session and they were either presented with personas 
or not. We observed and coded the design process and idea qualities from the 
brainstorming sessions. Our results found that proper personas can help designers to 
deliver ideas that are more appropriate for the target user group. The study and results 
are presented in the rest of the paper.  

2   A Comparative Experimental Study 

Fourteen participants took part in the brainstorming session and they were divided to 
two groups with respectively seven people. All of them were undergraduates in 
industrial design and information design in a top university. For Group A, we present 
both three personas and raw materials including user study transcriptions and 
dialogues during their brainstorming session and for Group B, only raw materials 
were presented. The assigned topic was “Mobile solutions for senior middle school 
students” for both groups. And two relevant tasks were assigned at the same time. In 
the first task, participants were given an hour for reviewing the user study materials 
and generate ideas individually. In the second task, participants were asked to join a 
cooperative ideation session for one hour. Two final concepts needed to be sketched 
and delivered by each group.  

Shah [5] proposed two approaches for evaluating the effectiveness of ideation: 
process-based measures that measure the process of ideation, and outcome-based 
measures relating to the results. During the experiment, all ideas created in both 
design tasks were recorded and analyzed. Based on the idea evaluation framework 
introduced by Barki [6], ten design experts were invited to evaluate ideas based on an 
11-point Likert scale on a few aspects: novelty, uniqueness, perfectness, value, 
relevance with user needs, suitability for the users and an overall score. Since the 
ideas produced in the first task were quick ones with little elaborated descriptions, 
only novelty, uniqueness, relevance with the user group and suitability for the users of 
them were evaluated. About the process of brainstorming sessions, observations was 
conducted to track when the first idea was generated and the usage of materials.  

3   Results 

3.1   Ideation Process 

We analyzed our observation notes in both groups. From the results, we found that the 
group A with personas spent less time in producing the first idea than the group B 
without personas. All participants in Group A generated their first ideas in the first 
half hour, however only two participants in Group B generated their first ideas. About 
the usage of materials, all participants in Group A shifted the usage of personas and 
raw materials to generate ideas. They thought that both of them were important to 
inspire novel ideas. Typical usages of personas included that they were used to get 
overview to target users, inspire novel ideas from the features and refine final 
concepts. Participants in Group A reported that details and distinct features in 
personas were important to inspire ideas. In Group B, several participants complained 
that twelve pages’ raw materials were too long to read. Some of them gave up 
reviewing raw materials and generated ideas form their own experiences. 
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Table 1. The t-test of idea quality in first task between Group A and Group B 

Category  Group A Group B t p 
M 6.09 5.57 

Is it novel 
SD 0.79 0.46 

1.50 0.159 

M 5.97 5.47 
Is it unique 

SD 0.74 0.48 
1.49 0.162 

M 7.13 6.10 
Is it relevant with user need 

SD 0.54 0.57 
3.49 0.004* 

M 6.74 5.81 
Is it suitable for user 

SD 0.37 0.51 
3.89 0.002* 

M 6.41 5.75 
Overall score 

SD 0.64 0.42 
2.24 0.045* 

3.2   Idea Quality 

In the first task, participants in Group A generated an average of 6.29 new ideas per 
person and an average of 8.00 new ideas in Group B per person. Although Group A 
produced less ideas than Group B, there were significant difference on quality of 
ideas between the two groups according to the expert evaluation results. The t-test 
results indicated that idea quality of Group A is better than that of Group B on a few 
characteristics: relevance with user (t (12) =3.49, p<0.005), suitability for user (t (12) 
= 3.89, p<0.005) and overall scores (t (12) = 2.24, p<0.05) (see Table 1). The 
significant differences revealed that participants in Group B inclined to produce ideas  
that were not suitable for the design topic. No significant difference was found on the 
qualities of “novelty” (t (12) = 1.50, ns) and “uniqueness” for ideas from both groups 
(t (12) = 1.49, ns). The results from the first design task showed that engaging 
personas in individual ideation could help participants focus on the assigned topic.  

Table 2. The t-test of idea quality in second task between Group A and Group B 

Category  Group A Group B t p 
M 6.67 5.94 

Is it novel 
SD 0.71 0.88 

1.92 0.073 

M 6.39 5.67 
Is it unique 

SD 0.96 0.94 
1.62 0.126 

M 7.17 5.33 
Is it perfect 

SD 0.71 1.32 
3.67 0.002* 

M 6.67 5.94 
Is it valuable 

SD 0.66 0.77 
2.14 0.048* 

M 7.00 6.06 
Is it relevant with user need 

SD 0.79 1.01 
2.20 0.042* 

M 6.67 5.83 
Is it suitable for user 

SD 0.71 0.87 
2.24 0.040* 

M 6.94 5.53 
Overall score 

SD 0.68 0.87 
3.84 0.001* 
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In the second design task, the two final concepts contributed in each group were 
evaluated. The quality of the concepts from Group A was ranked higher than that 
from Group B: significant difference were found on perfectiveness (t(12) = 3.67, p < 
0.005), value ( t (12) = 2.14, p <0.05), relevance with users (t (12) =2.20, p < 0.05), 
suitability for users (t (12) = 2.24, p < 0.05) and the overall scores (t (12) = 3.84, p < 
0.005) (see Table 2). The results showed that personas could facilitate the group 
ideation session and enable designers create complete concepts.  

4   Conclusion and Further Work 

In this research, we explored the usage of personas in early ideation processes. A 
comparative study proved that personas enhanced the effectiveness of brainstorming 
on two aspects: it helped designers to stay on the assigned design topic during the 
individual brainstorming session and it also helped a group of designers to agree on 
the topic for the group concept and delivered comparatively complete concept 
proposals. Moreover, personas could also potentially improve idea qualities especially 
on measures to indicate relevance to target users.  

Although benefits of personas in brainstorming sessions were discovered, 
limitations of our personas have been identified too. Some designers complained our 
personas were lack of detailed information and they had to switch between personas 
and with the raw materials. How to create comprehensive personas with detailed 
information of users for ideation processes need to be considered in our further work.  
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Abstract. In this paper a comparison of the same computer game with two 
interaction styles is achieved: through tactile interaction in a digital board or 
using tangible interaction on a tabletop. Tests were carried out with children 
with special needs, who have different degrees of disability. The aim of the 
paper is to compare usability and accessibility of each interface, as well as the 
experiences of children playing with them. Preliminary results indicate the 
necessity to provide feedback continuously, both hearing and visual, in order to 
facilitate the understanding of each task and its progression. In addition, the 
outcome obtained from a questionnaire show a significant preference for the 
tangible version of the game. 

Keywords: Tactile, tangible, digital board, tabletop, special education, game. 

1   Introduction 

Computer games are very valuable education-learning tools for children, because they 
allow users to learn through active participation, to promote problem solving and to 
emphasize exploration and self-discovery. Also, games are an entertainment for 
children without perceiving that, at the same time, they are learning.  

In recent years, children have gained role as users of interactive technologies. 
Consequently, there has been a growing interest in adapting and validating different 
evaluation methods to the cognitive and social development of children [1]. Also, 
depending on the children’s disability, it is necessary to adapt the system’s interaction 
style to their capabilities. Graphical User interfaces (GUIs) based on mouse and 
keyboard interaction are the most used today, although more natural and physical 
interaction models are becoming increasingly popular [2]. Natural interaction 
methods, including tactile interaction and tangible user interfaces (TUIs), have been 
explored as a way of bringing children to the digital contents. In particular, TUIs 
combine physical and virtual objects in interactive and physical environments [3] and, 
therefore, they are more exploratory, collaborative and expressive [4].  

In this paper, we carry out a comparison of the same game with two kinds of 
natural interaction: tactile interaction in digital board and tangible interaction in 
horizontal tabletop.  Children who participate in the evaluation tests belong to special 
education school in order to learn how to fit these two interaction styles to the needs 
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of children with cognitive problems [5] [6] [7]. Consequently, the evaluation methods 
have to be chosen and adapted according to their capacities, with the purpose of 
obtaining information about usability, accessibility and user experience (UX) of both 
interfaces.  

2   The Farm Game with Different Interaction Styles 

We compare the same video game for children in two different devices: horizontal 
tabletop based on tangible interaction (Fig. 1 left) and a digital board based on tactile 
interaction (Fig. 1 right), as both enable small groups of children playing together.  

 

Fig. 1. Tangible (left) and tactile (right) interfaces 

The tangible interface is composed of a horizontal tabletop (NIKVision) specially 
designed for children [8]. The interaction with the games is through physical 
manipulation of toys on the table. The device has an active output image on the 
tabletop and on a monitor next to it. 

On the other hand, the tactile interaction on the digital board is achieved by 
pressing on an image which is projected onto a vertical screen (TouchIT model). 
Also, the board is situated near to the ground in order to children can touch easily 
everywhere. 

For both interactive devices, it has been designed the same game: a Farm game, 
which consists of a final goal, several sub-goals, characters controlled by the player, 
an autonomous characters and interactive objects. The ultimate goal of the game is to 
help the farmer to make a cake for his son’s birthday. To achieve this goal, children 
must complete three sub-goals: get three strawberries, four eggs and a bucket of milk. 

The players can control several characters: a hen, a cow, a sheep and a pig. 
Strawberries can be picked up with any animal, while eggs and milk can only be 
obtained with the hen and cow, respectively. The farmer is an autonomous character, 
which gives hearing feedback (instructions about who, where and how pick up the 
ingredients). In addition, there is different visual feedback in both versions: 
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• Tabletop: The projection on the table indicates where to place the animals, 
where strawberries are and how many eggs or milk have been achieved.  

• Digital board: At the top of the screen, a box indicates the object where the 
animal must be placed. At the bottom, several boxes indicate the amount of 
strawberries, eggs or milk already picked up and the amount that is still 
needed. 

Finally, the interactive objects are: plants (with or without strawberries), the nest and 
the bucket. Every animal can be moved or placed on these virtual objects and it can 
perform an action on them, giving back feedback about task’s progress (farmer’s 
instructions). 

The sequence of actions to perform in order to complete a task varies in each 
interaction style: 

• Tangible: first, a toy animal is placed on a virtual object on the table surface 
and then, the toy can be shaken in the plants to get a strawberry, or jumps 
can be done with the hen and cow toys to lay an egg in the nest or to give 
milk in the bucket respectively. 

• Tactile: it requires a sequence of touches on the board to complete an action: 
first, an animal is touched to activate it, then an object is touched and the 
animal moves to it and, finally, the object is touched again to trigger an 
action. 

3   Comparative Test 

An evaluation session has been carried out involving special education children who 
have different degrees of cognitive and/or physical disabilities. In particular, eight 
children with ages between 6 and 11 years, participate in couples.  

As has been said before, the evaluation methods used are intended to get usability, 
accessibility and UX problems in both interaction styles. Specifically, the evaluation 
methods selected for these test sessions, are the following: usability test (evaluators 
write observations relating to children’s interaction with both interfaces), video 
analysis, LOG (automatic record of events and actions that happen in the game), 
likeability questionnaire (to obtain the preference of children) and SEEM 
questionnaire (Structured Expert Evaluation Method) in order to capture experts’ 
view of the interaction problems of the children.  

We present the preliminary outcomes and results from our observations and 
questionnaires, but a more thorough analysis from the videos and LOGs must be still 
carried out. 

The observation reveals that children interact following the instructions in the same 
order they receive them (data obtained from LOGs).  

The results of the questionnaires mainly address to the need to provide more 
feedback, both visual and hearing. In particular, in the tangible version of the game, it 
is necessary to provide back visual or hearing feedback to show children how many 
objects are still needed. Also the major goal of the game (to make a cake) must be 
clearly represented so that children can understand the aim. The tactile version of the 
game, on the other hand, has to provide more visual feedback, especially on those 
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positions where children have to trigger an action. In addition, farmer’s instructions 
must be given continuously and must be as simple as possible. 

A widespread problem is the difficulty for children to complete the task of picking 
up strawberries, because they don’t perceive clearly where the strawberries are 
placed. Therefore, it is necessary to give back visual feedback in these plants. 

Finally, regarding to the answers given in the likeability questionnaire, 5 out of 8 
children prefer tangible version and only one person prefer the tactile version (2 
children didn’t say anything).  

In summary, this study shows us the differences between both versions and the 
importance of giving back visual and hearing feedback so that children can 
understand the game’s progress. In tactile version, hearing feedback must be 
simplified and visual feedback must be displayed in the interactive object (not in other 
place), while in tangible version feedback should be given to show how many actions 
are in the task. Regarding to the answers of the likeability questionnaire, 5 out of 8 
children prefer tangible version and only one person prefer tactile version (2 children 
didn’t say anything).  
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Abstract. We present an adaptation system whose goal is to provide users with 
interaction experiences tailored to their current physiological status and 
performance. The system captures emotion, motion and application related 
metrics to proactively adjust the available interaction patterns. Interacting in 
different environments – stationary/mobile – or under different emotional status 
– relaxed/stressed– can affect performance, engagement and enjoyment. This 
contribution describes the initial design steps in the creation of an interaction 
adaptation engine.  
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1   Motivation 

Physiological user interfaces are typically employed to perceive real body signals 
from users, while utilizing that information during the interaction period [7]. These 
interfaces are mainly used to determine motion [2] (through muscle tension detection, 
video capture or accelerometers) or emotion [6] (through skin conductivity or heart 
rate variance). Human beings are capable of expressing both observable (e.g. 
blushing, frowning, etc.) and concealed (e.g. increasing heart beat rate, altering body 
temperature, etc.) reactions to certain events. While analysts and the most recurrently 
used mechanisms are able to retrieve a significant amount of data with traditional 
assessment techniques (e.g. camera recording, ethnography, questionnaires, etc.), 
these are considered highly subjective and possess an interesting negative effect for 
the former [3]: they typically fail to address complex interaction patterns. On the 
other hand, Rowe [5] states that some of the advantages of these interfaces are linked 
with being multi-dimensional, proving to be capable of providing alternative views on 
different issues. Lastly, physiological signals are typically continuously gathered, 
enabling a faster and more accurate detection of emotional or workload shifts. 

However, one domain in which physiological interaction mechanisms have failed 
to prosper in is mobile environments. There are multiple examples of studies on the 
use of such interaction mechanisms in desktop or stationary settings in a diversity of 
areas, ranging from entertainment to healthcare. The most recent examples of the use 
of physiological mechanisms in mobile settings stem from the NikeRunning [4] 
program and from a system which collects physiological data from users with the aim 
of improving positive emotions in their daily lives [8]. Nevertheless, neither of these 
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approaches addresses some of the most important challenges of mobile environments: 
constant transitions to/from different settings, interaction with peers, the device’s 
characteristics, to cite a few.  

Taking these factors into account and based on a set of experiments we have been 
performing to assess user behavior and interaction patterns using physiological 
indicators [1], we envisioned an adaptation engine for both stationary and mobile 
settings, which combines application log data with physiological measures to better 
tailor interaction styles and user interfaces to the operators’ current status. 

2   Adaptation Engine 

The adaptation engine encompasses the use of physiological assessment mechanisms 
to evaluate user performance. Our approach comprises the following components: 

 Emotional Activity Module: is related with shifts in determined biological 
signals, such as heart beat rate or skin conductance. Since these are two of 
the most researched metrics, the purpose is to identify periods of increased 
stress or anxiety. With this module we intend on providing the necessary 
mechanisms to pro-actively improve user experience and provide users with 
a balanced interaction. 
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Fig. 1. Adaptation Engine’s architecture 

 Motor Activity Module: is concerned with the identification of user 
movement. In particular, it identifies whether a user is walking, if he/she 
waved his/her arms, etc. The coupling of such module with the emotional 
one allows us to partially differentiate motor activity which is related with 
interaction patterns from that which results from user locomotion or other 
external variables. 

 

 Interaction Logging: collects relevant data of user interaction with the 
application. The module encompasses metrics which may range from 
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number of clicks on a specified interval, idle time to number of hops to reach 
a certain feature. Coupling these metrics with physiological data is 
paramount to identify emotional or motor fluctuations which are a result of 
interacting with applications or devices, from those which stem from 
external interventions. 

 

 Adaptation Core: composed by data structures which store gathered data 
and a set of indexes and weights for each source, indicating how influential 
the data source is to the application or a control. 

 

 Event Manager: provides a set of services which ensure the separation 
between all engine logic from the user interface, by using the Windows 
Message Queue as a channel. 

3   Envisioned Scenario 

The following example is a mere possibility of applying the engine in domains with 
widespread popularity. Entertainment, and in particular videogames, is a well suited 
thematic for adaptation examples. 

3.1   Motion Game 

Let us imagine a game in which players need to perform a series of gestures in order 
to accomplish certain tasks – a common setting with the increased popularity of 
motion-based interaction controls from major manufacturers. In this game, John, 
needs to perform the gesture in a fixed time window (see Figure 2) to cast a spell and 
defeat an enemy. 
 

 

Fig. 2. Adaptation Engine’s architecture 

However, John is feeling tired from work and is currently struggling to achieve the 
desired motion in the appropriate time frame. While his accuracy is being recorded, 
the adaptation engine was capable of checking that his heartbeat rate has significantly 
increased since he started attempting to perform the gesture. Given the overall setting 
of a high biological signal being verified and diminished user accuracy, the game 
adapts itself to allow for simple gestures to be inputted.  
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This is a simple example of an adaptation process which encompasses user 
physiological data and interaction logging to change the way an individual interacts. 
Other possible scenarios may include difficulty adaptation, automatic scaling of 
interaction controls, interactive alternatives to the primary input methods, etc. 

4   Future Work 

It is our belief that as, a few years ago, accelerometers and other sensors were 
integrated into our everyday lives’ devices, so will physiological interaction 
mechanisms in the future. The contribution from this ongoing work is far from 
accurately identifying emotions or exploring how to integrate physiological sensors 
into cell phones, but rather exploring scenarios and understanding user behavior and 
interaction patterns so that application design is tailored to our needs.  

Future work encompasses finalizing the implementation of the adaptation engine 
and carrying our various experiments to assess how users interact in order to provide 
more realistic and tailored adaptation procedures in the engine.  
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Abstract. In an interdisciplinary context with regards to the experience of 
interaction in virtual reality art installations, we propose an analysis from the 
point of view of exchanges between the user and the art installation, which is 
produced by a dual-flow:  data flow and scene flow. This dual flow is defined 
as a double layer which in parallel has a physical component and an abstract 
one, the division is between a physical interaction considered as external and 
the virtual as internal. The purpose is to identify and focus the relationship 
between materials and components of the interaction experience. 

Keywords: Art installation , virtual art, interaction, physical interface, virtual 
reality, space, scenic, scene flow, participation, spectator-user presence. 

1   Introduction 

This communication is part of an interdisciplinary research effort involving work 
between artists and engineers on fields and areas we have in common. That is why we 
tackle the issue of materials and terminology, which may very well be defined in 
engineering and have a less prosaic use in the arts. In the field of art installation, the 
incorporation of technology has led to interest in participation and interaction, and has 
produced, among others, new concepts such as open book or dematerialization of art. 
In this paper, we show a diagram of the proposed relationship between these two 
areas, with different objectives and language, to reorganize aspects and components 
of the interaction experience. 

1.1   Duality User-Spectator 

The evolution of media and artistic expression has been responding to a natural 
demand by the spectator, who engages in the artistic event. His demand is 
implemented as an intervention in the production with the intention of being part of a 
work of art through a meaningful event leaving open the work of art in the process. 
He wants to interact and exchange his role with the artist.  

1.2   From Representation to Participation 

In the field of contemporary art, conceptual art in its reductionism, leads to  
the dematerialization of art where the object is voided for the live experience where 
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space and time take center stage. The artistic practices of conceptual art pioneers 
reflected proposals with a clear attitude towards the environment and audience 
participation [1]. 

Frank Popper links the term environment to the intervention of the spectator, where 
time determines the spectator's participation [2].Participation as a possibility of 
intervention in order to alter, manipulate and transform everything. This experience is 
progressively built as a result of our actions in the environment. In the words of 
Piaget intelligence should not contemplate but instead, transform [3].From the point 
of view of constructivist psychology the world of experience is always, exclusively a 
world constructed with the concepts we produce [4]. For Peter Weibel the interactive 
nature of media art consists of three elements [5]: virtuality, variability and viability 
which correspond to how information is stored, user modification, and how 
everything is modified according to image behavior.  

1.3   Contextualization 

In this paper, we focus on the interaction that occurs in art installations with Virtual 
Reality, but understood in a broad sense [6]. We do not want to focus on the concept 
of the classic 3D Virtual Reality environment with which it interacts by browsing, 
selecting and manipulating objects [7]. We understand that this model is applicable to 
any art installation where, in one way or another, the spectator interacts with a 
physical space that has an abstract equivalent.  

During the research of contrasting empirical aspects in these art installation forms 
we rethink the issues related to participation in the work of art and presence in the 
interaction. 

2   The Dual-Flow Interaction 

In the process of interaction, in addition to the physical aspect there is an element of 
abstraction, which is symbolic and semiotic, related to the information the user 
carries, what we would call cultural baggage similar to that mentioned by David 
Nuñez in the sense of presence in a virtual environment. David referred to it when he 
speaks of the user, to the extent that when the user feels he is in the virtual 
environment he is influenced by two things: first what comes to him through  
the physical stimuli and second, the life experiences he already has, his cultural 
baggage [8]. 

These two elements are present throughout the whole course of the interaction 
experience, through what we consider Dual Flow is composed of: 

1. Data flow, which is information and data at the physical level. 
2. Scene flow which moves at the abstract level. 

2.1   Scene Flow 

In the interaction experience, we believe that on the superfluous level there is a load 
of abstract content which we lay as a superimposed layer. In this layer of abstraction, 
aspects of language art and semiotic language are referenced. We defined scene flow 
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as the catalyst between the user and the physical installation, which is presented 
through this layer of abstraction, on a psychological level. Scene flow would be the 
communication of abstract information. 

We assume the fact that the communication between layers is straightforward, it is 
not necessary to be aware of the process of encoding, transmitting and decoding. It is 
a virtual communication, unlike data flow, that provides neither encryption or 
decryption, or physical transmission as direct communication, such as telepathy, 
between abstraction layer and the upper level which houses the physical installation 
and the user. 

A further analysis of the same idea is done by E. Couchot, who describes the 
difference between internal and external interaction, external to the human-machine 
interaction and internal to the relationship with the virtual world elements [9]. 
Depending on the place of reference for the user, we can define two kinds of 
interaction, an internal (virtual world) and external (physical world). 

Virtual reality has always sought to promote the internal interaction and minimize 
the external. Its classic paradigm is based on tricking the user to perceive the virtual 
environment as the real world. Minimizing the user’s perception that this is an 
external interaction, its goal is to ensure that he does not realize he is interacting with 
devices. With that objective, a dramatic protocol is created inviting spectators on a 
journey to engage them in the experience [10]. In this process we must incorporate 
metaphors and empirical models to the artistic approach, where we discuss the use of 
empirical methods in the field of art. 

2.2   Data Flow 

Data flow operates in a similar way to the physical level of network protocol towers, 
sending packaged information that is encoded and decoded from one side to another 
in the process. Such codification would be the process of communication between 
different layers. Once coded and divided into smaller packages, information passes 
from one layer to another. When this information reaches the destination, it is 
decoded again to reach the next level. 

3   The Layers of Abstraction 

In this paper we proposed a diagram showing the location of the concepts and 
materials relating to the interaction. In our diagram, art and technology are at the 
ends, one on each side, separated by the interface which in turn divides the experience 
between physical interaction (external) and virtual interaction (internal), these two 
interactions are of two spaces : physical and virtual. Dual flow would function in the 
opposite way as the interface, the interface as its name says is between two sides but 
the flow is that which flows from one side to the other of the interface, is what flows 
from one space to another. 

The abstraction layer is a superimposed structure where communication is on a 
more abstract level, speaks more of art, psychology concepts that are at a higher 
abstract. 
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4   Conclusions 

In summary, in this paper we intend based on the interdisciplinary subjects shared by 
both artists and engineers, to identify the transfer and exchange relations present in 
the experience of interaction and physical interaction, which are combined as follows: 
user – installation, physical interaction – interaction virtual, real space – virtual 
environment, abstract information – information data, data flow – scene flow. 

Our proposal is presented through the relationship diagrams where dual flow is 
between the installation and the spectator, data flow moves at the reality level and has 
a physical and technological nature, whereas scene flow moves at the virtual level and 
is abstract in nature. 
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Abstract. The purpose of this study was to investigate how touch screen 
response time affected user’s psychological state and task performance. Ten 
male participants performed numeric entry task on the touch screen under six 
different conditions by crossing speed of touch screen response for pressing 
buttons and of switching pages. Results suggested that the touch screen with the 
faster response time would be accepted more favorably than that with the 
slower response time. However, with regard to the results of task performance, 
opposite trend was obtained. 

Keywords: touch screen response, psychological state, task performance. 

1   Introduction 

Touch screen technology has become highly popular in our everyday life. It has been 
adopted not only for personal use such as home computer and audio equipment, but 
also for public use such as vending machine and automated teller machine. To 
improve user’s psychological comfort in touch screen use, appropriate response time 
of touch screen for user’s input is one of the essential issues. Time delay is a major 
source of annoyance with computing [1]. Much technological effort has been 
concentrated on shortening response time with computing. However, few studies have 
been conducted to investigate the negative effects of short response time of tough 
screen on user’s psychological states and task performance. Therefore, the purpose of 
this study was to examine how touch screen response for pressing buttons and 
switching pages affected user’s psychological state and task performance.   

2   Methods 

2.1   Participants 

Ten male undergraduate students aged from 21to 24 years participated in this study. 
All participants were right-handed and had previous touch screen experience. They 
had normal or corrected to normal visual acuity and had no history of musculoskeletal 
diseases. Before enrolling in this study, written informed consent was obtained from 
all participants.  
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2.2   Experimental Task  

Participants performed the numeric entry task on the touch screen, using the 
forefinger (Fig. 1). The task was a 10-digit input with numerical keypad on the 17-
inch LCD touch screen (NT-7106, Nippon tect, Ltd.). 10-digits were displayed in the 
field on the top of the screen (Fig. 2). Participants were required to input the displayed 
digits with the numerical keypad. Actual digits that participants entered were 
displayed in the field in the middle of the screen (Fig. 3). Each trial was completed by 
pressing the button of the field (dotted line; Fig. 3). Six conditions were created by 
crossing speed of touch screen response for pressing buttons (1sec and 2sec), and 
speed of switching pages (1sec, 5sec, and 10sec). Participants completed whole 
conditions, each consisting of 10 trials.  

2.3   Measures 

Performance: To evaluate task performance, entry time for 10-digits of each trial was 
calculated by reducing touch screen response time from the time to complete the trial.  
Correct rate was also calculated for each condition.    

Subjective time estimation: Previous study suggested that errors in estimation of 
durations could indicate the mental workload of the task [2]. Therefore, to evaluate 
mental workload while manipulating touch screen, subjective time estimation was 
conducted. Before the first condition and after each condition, participants were 
required to press a button of the stopwatch for a time period subjectively equal to 10 
seconds.   
 

 

Fig. 1. Participant conducting entry task 

 

 

Fig. 2. Layout of the touch screen 

 

Fig. 3. An example of entered digits on the 
screen 
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Behavioral observation: Behavioral observation is one of the useful methods for 
evaluating usability [3]. Participants’ behavior while the task was recorded by the 
digital video camera (PCR-TRV70k, Sony Corporation) to investigate participants’ 
psychological state such as irritation and hesitation.  

Questionnaire: To evaluate participants’ preference for each condition, SD method 
(semantic differential method) was conducted with 14 items, which was used in the 
previous study [4]. Responses were made on a 7-point scale from 1(strongly non-
preferable) to 7(strongly preferable).      

2.4   Experimental Procedure 

Following a brief training session, participants conducted subjective time estimation 
as a baseline. Then, they completed the numeric entry task under the six conditions. 
At the end of each of condition, they conducted the subjective time estimation and 
filled out the questionnaire. The order of condition was randomized for each 
participant.  

3   Results 

Performance: Entry time under different speed conditions for touch screen response 
time and the switching pages is presented in the Fig. 4. There was a significant main 
effect for speed of touch screen response (F = 42.19 [1, 9], p<0.01). The entry time 
for 2sec touch screen was faster than that for 1sec touch screen. No significant main 
effect and interaction was found for correct rate. 
Subjective time estimation: Subjective time estimation under different speed 
conditions of touch screen response time is presented in the Fig. 5. There was a 
significant main effect for speed of touch screen response (F = 8.90 [1, 9], p<0.05). 
Participants estimated the time longer after the condition of 2sec response time than 
that of 1sec response time.  

 

 

Fig. 4. Entry time for each condition. The error 
bars represent ± standard error of the mean. 
 

 

Fig. 5. Subjective time estimation after each 
condition. The error bars represent ± standard 
error of the mean. 
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Questionnaire: Preference score was 
obtained by averaging the total score of 
14 items. Fig. 6 shows the preference 
score for each condition. Higher scores 
indicate greater preference. Friedman 
test was conducted to analyze data. 
There was a significant differences in 
preferred speed of touch screen response 
time and switching pages. Participants 
preferred touch screen response time 
with 1sec to that with 2sec (p<0.01), and 
preferred switching page speed with 1sec 
to other two speed conditions (p<0.05).  
 
Behavioral observation: Statistically, there 
were no significant differences in the conditions. However, it was observed that some 
participants sighed or expressed restless behaviors such as tapping toe and shaking 
upper body slightly while response time and/or switching pages of touch screen were 
slow. 

4   Discussions 

Results from time estimation and questionnaire suggested that the time delay of touch 
screen button may negatively affect user’s psychological state. Participants could 
have accepted more favorably the touch screen which responds in a shorter duration. 
However, task performance of the touch screen which responds with 1sec was worse 
than that with 2sec. Under the faster response time condition, participant had no 
enough time to move their fingers to the location of the button to be pressed although 
the system had been ready for accepting the entry. Changing of the layout of 
numerical keypad and/or adjusting the sensitivity of the touch screen would solve this 
problem. In the further study, the number of participants should be increased to 
confirm the reliability of results obtained from the current study. 

References 

1. Branaghan, R.J., Sanchez, C.A.: Feedback preference and impressions of waiting. Human 
Factors 51, 528–538 (2009) 

2. Lind, M., Sundvall, H.: Time estimation as a measure of mental workload. In: Harris, D. 
(ed.) HCII 2007 and EPCE 2007. LNCS (LNAI), vol. 4562, pp. 359–365. Springer, 
Heidelberg (2007) 

3. Huang, H., Lai, H.-H.: Factors influencing the usability of icons in the LCD touchscreen. 
Displays 29, 339–344 (2008) 

4. Komatsubara, A., Yokomizo, Y., Yamamoto, S., Noro, K.: Analysis of work load by 
computer system response time in different type of VDT tasks. The Japanese Journal of 
Ergonomics 21, 211–217 (1985) 

0

1

2

3

4

5

6

7

1sec 5sec 10sec

Speed of switching page (sec)

P
r
e
f
e
r
e
n
c
e
 
s
c
o
r
e

1sec 2sec

Speed of touch screen response

Fig. 6. Preference score for each condition. 
The error bars represent ± standard error of 
the mean. 



P. Campos et al. (Eds.): INTERACT 2011, Part IV, LNCS 6949, pp. 511–514, 2011. 
© IFIP International Federation for Information Processing 2011 

Elaborating Analysis Models with Tool Support 

Gregor Buchholz and Peter Forbrig 

University of Rostock,  
Institute of Computer Science,  

Albert Einstein Str. 21, 
18059 Rostock, Germany 

{gregor.buchholz,peter.forbrig}@uni-rostock.de 

Abstract. Integrating models as essential elements into the software 
development process is supported by numerous methods and tools but the 
creation of such models still bears a considerable challenge. This paper 
proposes a structured modeling of tasks and activities during the requirements 
analysis in order to pave the way for the very early utilization of models. A tool 
implementation demonstrates the elaboration of models based on scenarios. 
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1   Introduction 

1.1   Motivation 

A considerable number of methods and tools for the integration of task models into 
software development and usability testing can be found. The underlying paradigms 
(model-based and model-driven development) include the use of models in all 
development stages [4]. Models for design have to be deduced from requirements 
analysis results which would be much more convenient if the analysis stage itself 
purposed the formalization of its output as a model. While it might be a feasible 
objective to model user intentions, goals and tasks at a high level it becomes more and 
more difficult and laborious as the level of detail grows [7]. We will introduce a tool 
supported method to create such models during the requirement analysis phase.  

1.2   Related Work 

Deriving descriptions of user and system tasks from recorded scenarios has been 
conducted and documented before. The CelLEST process [9] reconstructs a navigation 
model of an existing application as state graph with screenshots as states and user 
inputs as state transitions, aiming at the documentation of existing systems. In [5] 
ActionStreams is proposed for the creation of task models based on user behavior. 
The users’ activities are observed and recorded for a comparatively long time (“a little 
more than a day”) and a grammar production represents the autonomous learning of 
the system. An example for the analysis of interaction sequences to deduce domain 
knowledge for learning systems via Sequential Pattern Mining (SPM) is the 
framework described in [3] that has been proved in the tutoring system RomanTutor. 
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The ProM framework [2] features a wide variety of algorithms to discover and mine 
processes and a lot more.  

In addition to the construction of a formal correct model our approach includes the 
semantic meaningful abstractions of actions to task.  

2   Collaborative Model Building as Learning Activity 

The goal of the analysis phase is to define the problem to be solved and the desirable 
outcome is a clear and precise description of tasks for which software support has to 
be built. That elaboration of a common understanding of the problem is challenging 
and methods and artifacts are needed that help to arrange the acquired pieces of 
knowledge, to reveal missing information and to support discussion.  

2.1   Gathering Domain Knowledge  

This work supports the idea of the employment of task models as domain-independent 
modeling technique during all phases of software development. The selection of 
techniques for the first requirements elicitation is rather unaffected by the intention of 
task modeling. As usual, functional as well as non-functional requirements are 
wanted. That includes the identification of user roles, business objects, context 
information, use cases etc. and also descriptions of scenarios.  

2.2   Structuring Domain Knowledge 

The formal specification is started with the main goal of the problem to be solved on 
an abstract level which is then refined into more concrete tasks. Temporal relations 
between tasks can be modeled with the operators known from CTT (Concurrent Task 
Trees) [8]; missing operators will be deduced later. Each model can be assigned to a 
role as a separation into distinct models for different roles may be useful. 

The requirements elicitation not only unveils abstract tasks but will also comprise 
more concrete actions. These actions can be assigned as sub-elements to tasks, so as 
to build groups and specify which section an action belongs to.  

2.3   Scenario-Based Exemplifying 

In the next step the models with tasks and actions are used to generate examples of 
scenarios. The developed tool supports the role-based recording of actions as well as a 
file import functionality to include traces produced by other systems, such as a log file 
from an existing software system.  

2.4   Construction of Detailed Models 

A tree with abstract tasks (“Manage account”, and “Use account” in Fig. 1), a set of 
actions assigned to these tasks, and a set of action traces exemplifying the fulfillment 
of the tasks (see Fig. 1) are the basis for model generation. The resulting tree structure 
is a candidate for suitable representation of processes the system is to support (see the 
tree in Fig. 1). The tool features three steps of model generation:  
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Pattern recognition identifies frequently occurring sequences of actions in the traces 
based on the assumption, that actions observed together may be steps of a more 
abstract task. For finding such patterns the Apriori algorithm, PrefixSpan, and BIDE+ 
are implemented. The recognition results in groups of potentially related actions. A 
reviewing of these groups comprises a reasonableness check and labeling.  

The goal of hierarchy creation is to combine the manually top-down decomposed 
tasks with the generated parts created bottom-up, only loosely coupled to the upper 
part. In short, this step merges analytic and synthetic parts using a LearnModel 
algorithm modification without objects assigned to tasks and with the notation and 
operators of CTT until all actions from the protocols are assigned directly (one edge 
connecting both nodes) or indirectly (one or more nodes between the nodes) to a task. 

In the process of identifying temporal relations initially all sibling nodes are 
considered to be in an enabling relation following their first occurrence in the first 
trace of the analyzed trace set they occur respectively. The protocol analysis corrects 
this assumption and order independence, iterations and concurrency are suggested. 
Each time an operator is modified all operators up to the root are modified, if violated. 

This process can be repeated any number of times, selecting different sets of task 
traces and with varying settings for operator detection. Thus, different rival model 
versions can be created and discussed. 

 

 

Fig. 1. Sample scenario traces and resulting model 

2.5  Evaluating the Progress and Starting of New Iteration 

The models can be simulated by the provided tool. Therefore, one or more clients 
connect to the server; a stored model is selected and opened in the simulation module 
with a specific role. Then, the execution of actions is simulated by activating the 
actions in the wanted order according to the previously detected scenarios. If any 
needed action is not accessible (that is, it is not in the enabled task set) or an action is 
enabled but known to be forbidden at that time, the model can be corrected. These 
simulations’ protocols can serve as input for the next model generation iteration. 



514 G. Buchholz and P. Forbrig 

3   Conclusion and Future Work 

This paper describes a method to establish models as an integral part of requirements 
analysis. Traces of scenarios can be combined with the structured knowledge about 
tasks to formalize the findings about the current situation. The approach employs 
modified data mining and association algorithms to derive relations between actions 
and tasks and build a hierarchical task structure. Results of the process have to be 
interpreted as a model of an existing situation. The approach and the tool support may 
help in simplifying the transfer of previously informal knowledge to structured and 
formal presentations.  

Next steps will be the improvement of tool for annotations and references to other 
artifacts. Furthermore, it has to be investigated in which way the implemented tool 
can contribute to test prospected scenarios. In this situation, not the generation but the 
validation of models will be in focus. 
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Abstract. Information Architects analyze conceptual models and descriptions 
concerning non-functional requirements that will be later on used by Analysts 
and Software Engineers to design software artifacts. However, this flow of 
information is sometimes difficult to automate due to conceptual knowledge 
differences in the information processed by each expert. To facilitate this flow, 
in this paper we propose a CASE tool called InterArch. Our tool bridges the gap 
between both professionals, and it automatically generates UML diagrams for 
Analysts from the conceptual diagrams created by the Information Architect.  

Keywords: Information Architecture, End-User Development, Analysis and 
Design of Interactive Web Systems. 

1   Introduction 

The Information Architecture (IA) is defined as the science of structuring, organizing 
and managing information, where labeling, findability and usability are specifically 
important for a good information performance [2]. Its main objective is to facilitate, 
as much as possible, the comprehension and assimilation of the information [1], as 
well as to execute tasks in user-defined information spaces [6]. 

The Information Architect attempts to find a bridge between the conceptual 
knowledge proposed by users in the problem domain and the design information that 
Software Engineers require to design the final interface in the solution domain. This 
gap frequently means that some degree of interoperability and alignment between the 
output generated by the Information Architect and the input expected by the Software 
Engineer is necessary in order to accomplish the whole software design. Furthermore, 
automating this flow of information could benefit from reducing both time and costs 
in software projects, also allowing each expert to focus on their own work and 
optimizing the transfer of knowledge among both professionals [5]. 

In order to address this problem, we have designed a CASE tool called InterArch, 
which allows experts in the problem domain to focus on content development and 
browsing. This way, our tool automatically generates UML content classes for 
Software Engineers from the conceptual models crated by Information Architects, 
thus automatically specifying the right elements for the solution domain. 
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2   Proposed Solution 

Most common products that Information Architects have to create to carry out the IA 
of an interactive web applications correspond to blueprints, wireframes, content 
models and controlled vocabularies [2, 6]. From all this products, content models are 
particularly important for Analysts and Software Engineers, and they are very likely 
to be automatically processed in order to generate content classes and objects that 
define the solution in the application domain. This is the reason why we have focused 
on these essential products in favor of an explicit automation to provide useful input 
for the Software Engineer. 

To address this challenge, our tool is based on two essential points: first, InterArch 
enables Information Architects to concentrate on conceptual-design tasks in the 
problem domain. Second, based on the initial analysis carried out by Information 
Architects, InterArch automatically generates UML diagrams for Analysts and 
Software Engineers, specifying elements that have a direct correspondence with the 
information content. UML information is generated in a transportable text-like format 
called XMI1 that improve interoperability and can be processed by a great deal of 
existing CASE tools in order to accomplish the rest of the phases in the software 
project lifecycle. 

2.1   A CASE Tool for the Information Architect 

InterArch comprises a set of processes that are responsible for the management and 
transformation of information models in a visual environment for the IA analysis. 
These processes include: visual modeling of the conceptual elements required by the 
information professionals, transformation of the visual model into an intermediate 
model, and textual-transportable generation of the analysis of the information using 
UML diagrams. In a nutshell, these processes aim to take the input – i.e., the visual 
diagrams created by the Information Architect, and generate the output comprising 
UML diagrams for Analysts and Software Engineers. 

The main idea behind these architectural components is to enable Information 
Architect to work in the visual processing of diagrams in a transparent way, but also 
featuring an interpretation overlay that recognizes the different correlations between 
such analysis diagrams and the UML classes required by Software Engineers. The 
transformation of the visual model is achieved through a set of relations and 
association rules which are applied to the conceptual model in order to generate the 
corresponding UML diagrams in XMI format.  

Figure 1 depicts the user interface of InterArch, whose main parts are labeled with 
A, B and C. Part A includes a tool bar that implements functionalities concerning 
files, edition, format and style and others. Part B represents the main authoring 
environment used by the Information Architect. Finally, part C shows the icon  
library to enrich the visual composition of diagrams developed by the Information 
Architect.  

                                                           
1 XMI is the OMG-defined standard for the exchange of UML diagrams, www.omg.org 
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Fig. 1. InterArch User Interface 

2.2   A Worked Example 

In order to describe our tool in detail, we provide a specific example using InterArch. 
Let us suppose that the Information Architect is working on a content model including 
information about the composition and prices of products in order to carry out the IA 
analysis of an on-line shop. This situation corresponds to the diagram depicted in 
Figure 1. 

 

Fig. 2. UML Class Diagram generated by InterArch 

To generate UML diagrams based on IA diagrams, transformation rules are applied 
in order to find out meaningful relationships. Carrying on with the example (see 
Figure 1), element Component will be first generated as a main class, also 
considering the descendant elements that will be processed by applying the following 
rule: terminal elements, and direct descendants from the main element, will become 
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attributes for class Component. If these elements also have descendants, they will 
directly become new classes related to Component. This rule is recursively applied 
for all descendant elements in order to generate new classes, attributes and 
relationships. This way the application of this rule generates, for instance, a class 
Component with five attributes: partNumber, partName, partType, description 
and price. As for the class methods, three methods for each attribute that represents 
an aggregate class are generated by default (get, set and new). Figure 2 shows the 
final visualization of the UML classes generated including all the elements. 

3   Conclusion and Future Work 

In this paper, we propose an approach that provides an automatic solution to bridge 
the gap between high-level conceptual representations of content and the UML 
analysis and design classes needed to implement such content.  

Our research is based on the EUD (End-User Development) paradigm [3, 5], where 
the main idea is to help end-users create or customize applications easily. More 
specifically, our work is based on EUSE (End-User Software Engineering), whose 
aim is to involve non-expert users, as often happens with Information Architects, in 
particular issues of the development process in software analysis and design [4]. 

As future work, we expect to provide new features, such as the generation and 
customization of rich design elements like design and content components. Also, we 
expect to carry out a usability evaluation, in order to study the trade-off between ease 
of use and expressiveness by involving professional Information Architects. 
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Abstract. One of the greatest challenges to the evaluation of UX in video 
games is to ascertain if the experience is appropriate for the game. Thus, it is 
necessary to know how to measure Playability in order to analyze, optimize and 
adapt it to the player’s preferences. However, it is also important to remember 
that the final satisfaction of the user depends on his or her emotional response, 
social and cultural influences and hedonic properties of the interaction process 
with a video game. In this paper we present a way to perform a UX evaluation 
based on Playability by adding hedonic factors. The aim is to easily and cost-
effectively analyze the UX in an agile video game development process. 

Keywords: Playability, UX Evaluation, Emotions, Cross-Cultural Factors. 

1   Introduction: Playability and UX in Videogames 

Player eXperience (PX or User Experience in Video Games) depends not only on the 
product itself, but also on the user and the situation in which he or she uses the 
product [1]. Due to the nature and design of videogames, user experience is enriched 
by recreational, cultural, and other subjective factors that make analysis and 
evaluation difficult using traditional methods commonly used in interactive systems 
Playability is a term used in the design and analysis of video is a live topic in the 
scientific community; it has been studied from different points of view and with 
different objectives. A comprehensive source of the most important references about 
playability and user experience in video games research works can be found in [2,3]. 
In this work we use the Playability Model to characterize the PX in Video Games, 
which attempts to unify the playability characteristics mentioned in the previous 
references [4,5]. This model proposes the following attributes for defining the degree 
of PX: Satisfaction, Learnability, Effectiveness, Immersion, Motivation, Emotion and 
Socialization. Playability is defined as: “a set of properties that describe the Player 
Experience using a specific game system whose main objective is to provide 
enjoyment and entertainment, by being credible and satisfying, when the player plays 
alone or in company”, Also, Playability represents the degree to which specified 
users can achieve specified goals with effectiveness, efficiency and, especially, 
satisfaction and fun in a playable context of use. 

The importance of the hedonic UX factor in video games justifies the need to 
enrich video game evaluation methods and game metrics with hedonic properties in 
order to analyze the degree of experience according to a social and cultural 
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background. In this paper we use the concept of Playability [4] as a measure of PX 
with the objective of performing an analysis based on “rich” evaluation, guided by 
facets of Playability. The aim is to enhance the overall game experience by 
completing information about the PX and determining which video game elements 
have more influence on the final experience through the emotional response, 
playability factors and social and cultural background. To illustrate these objectives 
we present a practical example of how to evaluate the PX by obtaining pragmatic and 
hedonic information about it and determining which game elements have more 
influence on the overall experience. To achieve this, we present an evaluation 
methodology which allows us to easily and cost-effectively perform a quantitative 
/qualitative and pragmatic/hedonic Playability analysis to apply it in video game 
playable prototypes in order to improve the overall experience during an agile video 
game development process. 

2   Practical Example of Rich Evaluation in Video Games 

To illustrate how the UX in video games can be evaluated we performed a videogame 
analysis taking into consideration the following objectives: analyze 
quantitatively/qualitatively the degree of PX in an easy and cost-effective manner; test 
the effect of different video game elements on the overall PX and complete the 
functional assessment and objectives of PX with hedonic evaluations (emotional 
response or social/cultural influence). The evaluation of playability was carried out in 
a laboratory, in order to observe how people actually play a game. The evaluation was 
divided into four stages. Pre-Test: Questionnaires and a short test to obtain 
information about player profiles. These were completed with emotional information 
and multicultural background influences. Test: We collected information in real time 
about player experience while users played a video game. We used observation 
techniques to measure facial and corporal expressions or biometric constants. Post-
Test: We gave players different questionnaires and interviews to complete with 
information, especially subjective information related to hedonic properties (hedonic 
properties are a crucial factor in motivation, emotion and satisfaction attributes). 
Facets of Playability guided these questionnaires. Reports: We obtained a number of 
reports about the PX with information about which playability attributes had more 
influence, or which type of elements were more valued by the players. We also 
obtained special emotional information and cultural information using Emocards 
(Emontional cards/emoticons).  The game chosen as an example for evaluation was 
“Castlevania: Lords of Shadow” by MercurySteam and Konami. To obtain the 
maximum information about UX we used different player profiles: ‘expert’ (a person 
who is a good player, knows the game platform perfectly and is comfortable with 
difficult game challenges) and ‘casual’ (a person who plays infrequently and looks for 
quick entertainment).  The experiment involved the participation of 35 student 
volunteers from different degrees courses students at University of Lleida, Spain.  

From the Pre-Test, we were able collect information about the profile of 
participants using multimedia questionnaires (images, pictures, music, videos, etc.). 
The most significant results about Pre-Test: The majority of participants were male 
(75%) between 19 and 22 years old (90%). They were considered to be casual players 
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(play approximately 5 hours per week, and have experience of only one games 
console or a mobile phone). They had knowledge of different gaming platforms, 
including a mobile and a desktop platform (90%).  The preferences for different game 
genres were: adventure (≈60%) and fighting (≈30%). 87% preferred to play in 
company. To identify emotional state, we reproduced a fragment of game OST 
(Original Sound Tracks). For 83% the music inspired “action” and made the user feel 
“energetic”. In analyzing the adequacy of the game hero and the context of the video 
game, 77% of students said that hero transmitted the feeling “honest”, 43% reported 
that the most valuable characteristic was the eye expression and 15% said the face. 
These factors represent hedonic properties that produce better immersion in the video 
game and socio cultural background influences. 

During the Test, users played the videogame. Their facial and body expression was 
recorded and their heart rate monitored [2,3,6]. The aim was to detect visceral and 
emotional reactions occurring during the interaction process. With the arrival of 
challenges at the climax of the level, stress increased, provoking surprise and 
agitation in the player (lifting of the eyebrows, ≈94%). The stress caused by the 
challenges increased the player’s concentration. Players pressed the pad quicker and 
more violently (≈89%) than at the beginning of the game.  At the climax of the level, 
two types of strategies were detected: a defense strategy, which was adopted by 100% 
of female users and 25% of men, who were intimidated by the game enemies and 
natural catastrophes. However, 75% of male users preferred a direct and violent 
confrontation. In both cases the degree of immersion was high, a factor, which was 
indicated by the increase in heart, beats per minute (≈18bpm at the climax of the 
level). Finally, stress became satisfaction, which was expressed as a slight smile or 
slight gasp (≈82%).  It is interesting to note that the strategy depends on cultural 
factors such as gender and other factors, which may be related to the survival instinct 
of the user when faced with real challenges.  

At the Post-Test we used informal interviews and questionnaires to obtain 
information about the player experience. The questions and heuristics are designed to 
extract information about the pragmatic and hedonic PX dimensions. This result was 
obtained thanks to the relation to the Playability Model, Facets and design of 
questionnaires [7]. One of the clearest results was that players were happiest with the 
game. This was reflected in the high values scored for the interactive facet, and ease 
of use of game controller (see learnability attribute). The positive result for ‘casual’ 
players meant a negative experience for ‘expert’ players, due to the excessive ease of 
play. Using the Emocards, we are able to analyze factors that are difficult to assess 
objectively using a number on a scale of values. However, at the same time, players 
are able to easily identify the emotional impact they have felt. Post-Test results 
reaffirm the positive feedback from users with regards to the setting and context as 
well as sound effects and music in general (high level of satisfaction, mainly 
characterized by a state of pleasure, which varies between excitation and neutral 
state). On a global level, the UX results were very positive, and the game satisfied 
players. From the results, we consider that enriching the PX analysis with 
multicultural and emotional factors (hedonic properties) helps us to establish 
information about player preferences and likes. The techniques demonstrated in this 
work can assist in the improvement of a video game as a product by enhancing the 
final experience, where the cultural or emotional impact can influence how a game 
should be designed or modified according to different player profiles or the market in 
a cost-effective manner. 
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3   Conclusion 

This work reflects the importance of analyzing the experience that players have with 
video games in a pragmatic and hedonic way. Understanding and evaluating the user 
experience in video games is important for developing more efficient and successful 
products in terms of entertainment where cultural influence and emotional impact are 
crucial properties. To acquire more information about the player experience, we 
propose the enrichment of tests with hedonic factors (techniques of emotional design 
and cultural analysis) to increase the efficiency of questionnaires and heuristics. An 
example of this includes the use of Emocards, tracking the player response in real 
time, and measuring biometric constants. The measurement and analysis process is 
considered to be easy and cost effective to perform, thus making it appropriate for 
agile development based on playable video game prototypes. Through a practical 
example, we have demonstrated the importance of this kind of evaluation for the 
development of a product that can incite better experiences or specific experiences 
depending on the target market and it is advisable to use in every interactive system. 
As a future work, user mental model will be incorporated in the evaluation process. 
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Abstract. Recently, considerable research has been carried out regarding three-
dimensional object manipulation on multi-touch surfaces. However, most 
current solutions were developed having in mind scenarios with a camera 
perpendicular to a scene axis, and cannot be easily used to manipulate three-
dimensional objects in unconstrained viewpoints. In this paper, we present and 
evaluate a set of object manipulation techniques. As a test bed for this study, we 
used an unconstrained virtual LEGO modeling tool, taking advantage of 
ongoing work and popularity of LEGO construction among people of all ages. 
From this evaluation we improved our understanding on how users prefer to 
manipulate 3D objects on multi-touch surfaces. 

Keywords: Multi-touch interaction, 3D object manipulation, rotation, 
translation, user evaluation. 

1   Introduction 

From mobile devices to tabletops or wall-sized interaction surfaces, multi-touch is 
becoming part of our everyday life. Nowadays it is possible to build low-cost 
prototypes that can detect multiple simultaneous touches. This kind of technology is 
becoming more and more popular among the general public. 

With the flourishing of these devices, new interaction paradigms are needed. 
Multi-touch interfaces can provide more natural and user-friendly interaction than the 
traditional WIMP interfaces. Indeed, studies show that multi-touch interfaces are also 
more efficient [6, 2]. Although new paradigms have already been defined in some 
scenarios, such as the manipulation of two-dimensional objects, other scenarios are in 
need of more work, such as the manipulation of three-dimensional objects. 

Most research in this context were designed for scenes with a camera perpendicular 
to one of the axis, making it difficult to apply the proposed techniques in scenarios 
which allows the freely manipulation of the camera and need to precisely position and 
orientate an object. To have such scenario and address this challenge, we used a 
prototype of virtual LEGO models in a multi-touch table. In this paper, we propose a 
set of translation and rotation techniques, adapted from existing approaches, and 
evaluate their suitability for unconstrained viewpoints, comparing them with each 
other and with existing solutions. 
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2   Related Work 

The research on object manipulation using multi-touch surfaces started with 2D 
objects. Hancock et al. [3] surveyed several techniques for both rotation and 
translation of this type of objects, using multi-touch based gestures. One of these 
techniques, the two-point rotation and translation, has become the de facto standard. 

When manipulating of three-dimensional objects, the challenges are different. The 
main difference is the lack of direct mapping from input to visualization. Instead, it is 
necessary to map the 2D input to a 3D view. Several approaches were proposed to 
tackle this challenge. Hancock et al. [4] presented a study about manipulating 3D 
objects using one, two and three touches simultaneously. The approach using three 
touches showed the best results when tested and was later denoted as Sticky-
Fingers [5]. Martinet et al. [7] developed two techniques to translate 3D objects: one 
extends the standard four viewports that can be found in many CAD applications, and 
another (Z-technique) uses only a perspective view of the scene. 

The work presented above, regarding interaction with 3D objects on multi-touch 
surfaces, were made having in mind scenes where the camera does not move, or at 
least does not rotate, since the basic movement of the objects is done in a plane 
parallel to the viewing plane. Moreover, scenes with a different camera, such as an 
isometric perspective, will require additional cognitive effort from the user to 
understand the plane in which the objects are moving or, in other words, what is the 
relation between the viewing plane and the scene referential. 

3   3D Object Manipulation on MT Surfaces 

The test bed for our study was a prototype of virtual LEGO modeling on table-sized 
multi-touch surfaces, presented in [8]. It allows touch-based manipulation of blocks, 
rotating and moving them freely, to build virtual LEGO models and uses an orbiting 
camera. The techniques used for 3D object manipulation are derived from approaches 
presented above and are described next. 

 

Fig. 1. Proposed 3D object manipulation techniques for unconstrained viewpoints. The green 
circles represent user touches and the gray arrows the movement of these touches. 
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3.1   Translation Techniques 

Orthogonal – is based on the two-point rotation and translation for 2D objects [3]. To 
apply it to 3D, we use a plane orthogonal to one of the scene axes, closer to the 
current view vector to move the object (Fig.1.a). To use a different plane, the user will 
have to rotate the camera. We display a blue square representing the translation plane. 

Horizontal-Z – derived from the Z-technique [7], but instead of moving the object in 
a plane parallel to the view, it moves the object in a horizontal plane. A second touch 
manipulates the depth of the object relatively to the camera (Fig.1.b,c). To improve 
the perception of object position, a shadow of the object being moved is cast. 

Plane-Switch – uses a concept similar to the first technique. Initially, the translation 
is done on a horizontal plane. Touching on the blue square, the translation plane 
becomes the vertical plane that has the closer normal direction to the view vector. 
Thus, the user can move the object in 3D without changing the camera. 

3.2   Rotation Techniques 

Camera-Defined-Axis (CDA) – is used with the Orthogonal translation technique. 
While a touch is used to move the object, another touch is used to rotate the object 
(Fig.1.d). It uses the translation plane normal as rotation axis and the first touch as 
rotation center. To rotate around other axes, the user will need to rotate the camera. 

User-Defined-Axis (UDA) – is similar to the Opposable Thumb [5]. The main 
differences are that the rotation axis is parallel to the X, Y or Z axis and the rotation 
center is the center of the object (Fig.1.e). The rotation axis used is the one closer to 
that defined by the two first touches. Thus, we can use the ease to define the rotation 
axis introduced by the Opposable Thumb and use a rotation axis easily discernible. 

Rotation-Handles (RH) – uses the concept of virtual handles [1]. When the user 
selects an object, three handles parallel to the scene referential become visible. One 
touch selects the handle corresponding to the desired rotation axis, and another touch 
rotates the object around its center, by dragging other handle (Fig.1.f). 

4   Comparative Evaluation 

We set out to evaluate the techniques for 3D objects manipulation described above 
using a virtual LEGO modeling prototype. To verify our assumptions regarding 
translation using a plane parallel to the view, we included the Z-technique in our 
evaluation. There were two different tasks, one for translations, where user had to 
move five bricks until their position were coincident with ones with the same color 
but translucent, and another for rotations, where the user had to rotate four blocks to a 
specific orientation. Tests involved twenty users with very distinct backgrounds and a 
large (greater than A0) multi-touch enabled tabletop surface. 

The times taken by each user to complete the tasks with the different techniques 
followed a normal distribution, accordingly to the Shapiro-Wilk test. We used the 
One-Way ANOVA test and the Post-hoc Tukey HSD multiple comparisons test to 
find out significant differences in the translation. The Z-Technique was significantly 
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slower than the Orthogonal and the Plane-Switch. These two approaches were also 
faster than the Horizontal-Z, which had a much higher rate of failure to complete the 
task within the available time than all approaches. Concerning the rotation, we 
applied the T-test to each pair of techniques and concluded that the RH was 
significantly faster than the CDA and the UDA. The RH was also the one with the 
lowest rate of failure. We asked users to classify each technique in a four-point Likert 
scale and, by applying the Wilcoxon Signed Ranks Test, we observed that their 
preferences reflected what was concluded with task time and rate of failure analysis. 

5   Conclusions and Future Work 

We believe that existing solutions to 3D object manipulation on multi-touch surfaces 
work poorly with free viewing angles. In this paper we presented techniques for 
manipulating objects with this kind of scenario in mind. We tested these techniques 
with twenty users, comparing them among each other and with the Z-technique. 

From this evaluation, we were able to conclude that users perform better with 
approaches that translate objects accordingly to planes perpendicular to one of the 
scene axes, instead of a plane parallel to the view. Even though a shadow of the object 
was casted to improve user perception of its location, some users initially thought that 
the gesture for depth manipulation was scaling the object, not moving, and found 
difficult to perceive the actual position of the object. We also observed that, when 
rotating objects, few users had some notions of what axis is needed to achieve a 
certain rotation. Most of them tried several axes until they identified the right one to 
use. We will address these issues in a near future. 

Despite the evaluation with a LEGO modeling tool, we believe that conclusions 
here presented can be applied in generic 3D modeling scenarios. Our next step is to 
devise a set of manipulation techniques from the results obtained in this evaluation. 

References 

1. Conner, B., Snibbe, S., Herndon, K., Robbins, D., Zeleznik, R., Van Dam, A.: Three-
dimensional widgets. In: Proc. of the 1992 Symposium on Interactive 3D Graphics (1992) 

2. Fiorella, D., Sanna, A., Lamberti, F.: Multi-touch user interface evaluation for 3d object 
manipulation on mobile devices. Journal on Multimodal User Interfaces (2009) 

3. Hancock, M.S., Carpendale, S., Vernier, F.D., Wigdor, D., Shen, C.: Rotation and 
translation mechanisms for tabletop interaction. In: Proc. Tabletop (2006) 

4. Hancock, M., Carpendale, S., Cockburn, A.: Shallow-depth 3d interaction: design and 
evaluation of one-, two-and three-touch techniques. In: Proc. CHI (2007) 

5. Hancock, M., ten Cate, T., Carpendale, S.: Sticky tools: Full 6dof force-based interaction 
for multi-touch tables. In: Proc. ITS (2009) 

6. Kin, K., Agrawala, M., DeRose, T.: Determining the benefits of direct-touch, bimanual, 
and multifinger input on a multitouch workstation. In: Proc. GI 2009 (2009) 

7. Martinet, A., Casiez, G., Grisoni, L.: The design and evaluation of 3d positioning 
techniques for multi-touch displays. In. In: IEEE Symposium on 3D User Interfaces (2010) 

8. Mendes, D., Ferreira, A.: Virtual lego modelling on multi-touch surfaces. In: WSCG 2011 
Full Papers Proceedings (2011) 



P. Campos et al. (Eds.): INTERACT 2011, Part IV, LNCS 6949, pp. 527–530, 2011. 
© IFIP International Federation for Information Processing 2011 

Evaluation of an Accessible Home Control and  
Telecare System 

Fausto Sainz1, Judit Casacuberta2, Marta Díaz2, and Jaisiel Madrid1 

1 Fundosa Technosite S.A., Albazans, 16 3ª planta B1 28037 Madrid, España 
2 CETpD Technical Centre for Dependency Care and Autonomous Living, Barcelona Tech 

Neàpolis Rbla. Exposició, 59-69 08800 Vilanova i la Geltrú, España 
{fsainz,jmadrid}@technosite.es 

{judit.casacuberta,marta.díaz}@upc.edu 

Abstract. The article presents part of the research carried out within a project 
aimed at procuring interaction of people with disabilities and elderly with their 
environment through the use of information and communication technologies. 
We present methodological aspects related to participation models, user 
experience, technology acceptance and peer training. Technology was designed 
to test the effectiveness of systems and interfaces developed. Evaluation was 
conducted in an automation environment with older people as users.  

Keywords: usability, accessibility, interactive system evaluation, evaluation 
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1   Introduction 

INREDIS [1] is a basic research project in the field of accessible and interoperable 
technologies aimed at developing basic technologies for communication and 
interaction between people with some kind of special needs and the environment. An 
architecture capable of adapting different types of interfaces to users’ needs and 
preferences, was designed and developed. This paper explains how within the home 
environment, two use cases were assessed: a prototype home automation control and a 
telecare service. The home prototype allows the control of different home devices, 
while the telecare prototype offers to make an appointment request to different 
specialists. 

1.1   Smart Home 

A smart home is defined as a residence equipped with computer and information 
technology that meets occupants’ needs, working to promote comfort, harmony, 
security and entertainment through the management of technology at home and its 
connections. Smart homes are also characterized by research focused on users [2]. 
Among essential factors considered to achieve a good experience are trust and 
perception of control. For trust to be relevant it should be two preconditions [3]: first 
there must be a dependency between the "truster" and "trustee", and this dependence 
must involve some risk, and further the risk must contain both uncertainty and 
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vulnerability. According to [4] a comprehensive definition of trust comes from the 
union of three elements: the function or element that has to inspire confidence, the 
belief that anticipated results will occur and the will to act on this trust. 

Conversely automation can be defined as the performance of functions by a 
machine agent (usually a computer), which have previously been carried out by an 
individual. Considering automation different ways of control were proposed [5] and 
applied in various technological areas: supervisory control, negotiated and shared. 

2   Methodological Background and Evaluation method 

In order to design a methodology adapted to the needs of the defined environmental 
assessment a study of two methodological approaches aimed assessing different 
products and services were conducted: Extended Technology Acceptance Model, and 
People Lead Innovation benchmark. The Technology Acceptance Model (TAM) [6] 
argues that attitudes towards the use of an information system is based on the 
perceived usefulness and perceived ease of use, it also suggests the link between 
perceived usefulness and intention to use in determining the use of the system. The 
Extended Model of Technology Acceptance [7] based on the original TAM and 
Innovation Diffusion Theory (IDT) [8], incorporates the dimensions of cost, and 
perceived risk. People Lead Innovation methodology [9] integrates users citizens in 
the innovation processes. The dimensions used in this methodology are: emotional 
approach, ergonomics, public innovation, sustainability and security management. 

The validation of the automation environment involved evaluating the smart home 
control and monitoring system as well as the devices used to control the system. For 
each of the proposed elements a methodological adjustment was needed in order to 
determine what dimensions to assess during the experience. All platform elements - 
home control and telecare systems and devices- were evaluated and validated focusing 
on all those dimensions and material features that conform the usability and accessibility 
from a system. Also measures were taken related to information transmission, 
navigation, configuration, training, fitness requirements, ethics and privacy. 

Information to assess the system was collected through post-test questionnaires 
(see Fig.1) measuring technology acceptance (comprise by perceived risk PR, cost 
COS, compatibility COM, perceived usefulness PU, perceived ease of use PEU and 
use intention UI), confidence CON (degree to which targeted users perceive the 
system as a reliable element for tasks’ achievement) and automation level 
AUT(degree to which targeted users perceive that they control the system relative to 
automation level). 

Participants. 12 elders aged between 70 and 88 years (mean = 79.33). Two had 
displacement problems and one had handling problems. 25% had previous experience 
with computers, and 18.18% with the Internet. 

Devices. Four tactile devices: 1) iPhone, 2) iPad, 3) Tobii (used only as a touch screen 
computer), 4) touch screen PC. Each user was using a portable device and a non-
portable device, always starting with the non-portable device. 

Test Protocol. Firstly participants went into a devices familiarization and training 
period, followed by the test when they had to use the devices to perform the proposed 
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tasks. Familiarization and training was carried out involving previous participants to 
observe knowledge transfer and identify this group representative vocabulary. The 
following tasks were performed: 1) INREDIS interface registration, it determines 
INREDIS profile type, 2) digital home use case (control of household items through 
the interface. e.g. up blinds, turn off lights, open door), 3) telecare use case (request, 
view and cancel a doctor's appointment). 

Qualitative results. For iPad and touchscreen the most frequently encountered 
difficulties were "identification" and "navigation": identification of screen elements 
and functionality, menu navigation system, and how to move through the different 
screens. By activities Telecare services interacting with the iPad concentrated the 
largest number of use problems. For the iPhone and Tobii the difficulties encountered 
were concentrated in three activities: "Select items", "Identification" and "Accuracy 
needed". Regarding the difficulty of use identified by task, which can relate to the 
devices used, it could be seen that most problems were detected in  the iPhone. 

Quantitative results. Performance results indicated that all users were able to 
perform the tasks, although sometimes only partially: the telecare use case tasks were 
successfully overcome by all participants using the iPad. 

Performance results with the iPhone and Tobii indicate that all users have exceeded 
the registering task without difficulty. However only one user managed using the 
iPhone to partially complete the telecare task (request, view and cancel a doctor's 
appointment). A significant amount of difficulties caused by the device's functions 
were detected, rather than system problems. The task of controlling the home 
elements was completed successfully by 2 users and partially by 5. 

Questionnaires results. Likert scales1 to 5 were used to evaluate the devices and the 
system. In general the touch screen computer, with a mean of 2.09 obtained better 
scores than the iPad, with an average of 2.17. The dimensions most valued are the 
emotional aspects, with a mean of 1.77, followed by accessibility, with 1.97. The 
familiarity dimension was highlighted in relation to interaction, while cognitive 
ergonomics, which questioned navigation and information distribution obtained the 
worst rating, with an average of 2.34 and 2.33 respectively. 

In relation to the system’s perception in general it caused a good sensation and 
participants seemed to approve of it (see Table 1) considering that the system cover 
their daily needs at present time and would benefit from it in the future. They 
considered the system easy to use and with time they would use it proficiently.  

Table 1. Results from the system questionnaire 

CON AUT PU PEU UI PR COS COM Average 
2.17 2.25 1.93 2.19 2.5 3.21 2.27 2.99 2.44 

 
Peer training. Participants generally felt inhibited by having to explain how they 
used the devices, and according to their own utterances by the presence of the 
facilitators: "You explain it better" "I do not know, you better tell them". There was a 
tendency to explain the devices that they had been used more easily, mainly the Tobii 
as touch screen and the touch screen computer. The vocabulary used was not very 
specific e.g.: "You touch what you seek" "Tapping here?" referring press a button on 
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the IPAD) and, in most cases, participants used gestures to indicate those elements of 
the system they needed to describe. Explanations lacked information regarding key 
aspects such as navigation and exploration of the interfaces. 

3   Conclusions 

There was a trend in participants not to assess negatively the devices, the applications 
neither the services on the usability questionnaires. Participants’ comments showed 
they acted as if use was easy even though they needed to learn to use the system and 
devices: self-perceived as people with little technological knowledge. They tend to 
avoid criticism: very few users suggested changes to the system interface even when 
having major problems during its use. It would be interesting to think about a format 
that facilitates spontaneous expression of negative opinions and criticism. 

Major problems were detected during the interaction with mobile devices iPhone 
and iPad, especially for features implemented in browsers’ traditional interface, such 
as URL space, although the interface did not require using it, it puzzled users. 

Cost of acquisition, installation, maintenance and support of the functionality 
offered by the system with users' real needs and perceived risk, specially the use of 
cameras in the home environment were detected as the main issues that could 
influence the acceptance and use of the system. In principle, factors that are not 
directly related to the interface or the system and unrelated to the interaction. 
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Abstract. Exploring a multidimensional dataset with visualization requires to 
transition between points of view. In order to enable users to understand 
transitions, visualization can employ progressive 3D rotations. However, 
existing implementations of progressive 3D rotation exhibit some perception 
problems with visualization of cluttered scene. In this paper, we present a first 
experiment showing how existing 3D rotation is effective for tracking marks, 
and that cluttered scenes actually hinder perception of rotation. Then, we 
propose to set the axis of rotation on the graphical marks of interest, and ran a 
second experiment showing that focus-centered rotation improves perception of 
relative arrangement. 

Keywords: Information Visualization, Visual exploration, Navigation, Transition, 
3D Rotation. 

1   Introduction 

Air Traffic Control analysts have to analyze how a particular Air Traffic Controller 
proceeded to resolve a past conflict involving two aircraft. For these incidents 
analysis, they use two 2D-views presenting aircraft trajectories from top and vertical 
views. Thereby, they switch between these views in order to understand the resolution 
of the conflict, i.e. which aircraft has changed its flight level or heading.  

The switch between views can use 3D rotation, a transition that supposedly helps 
track moving marks and their relative arrangement during the time of the transition. 
This type of animated transition consists of displaying a temporary 3D view that 
rotates like a transparent dice. It is used for example for exploration of scatterplots 
(ScatterDice [1]) or aircraft trajectories (FromDaDy [2]). The scatterdice-like 
transition implemented in visualization tools used by ATC analysts is slightly 
different; to explore data, users are free to pan and zoom 2D-views of trajectories. 
Since the rotation axis is always set at the X,Y,Z center of the data set, the scatterdice-
like transition can provoke a loss of focus on these trajectories. Furthermore, in the 
original usage of scatterdice users deal with a small amount of data, whereas ATC 
analysts have to deal with a large amount of trajectories (up to 20,000), resulting in 
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cluttered scenes. Previous studied benefits of animated transitions showed that 
rotation can help track objects [3] but the studies did not aim at assessing the 
perception of relative arrangement.  

In this paper, we first present an experiment showing that 3D rotation can help 
users tracking objects and that cluttered scenes hinder perception of rotation. Then we 
propose an improvement of 3D rotation regarding problems we identified, and ran 
experiments showing that focus-centred rotation improves perception of relative 
spatial arrangement. 

2   Experiment 1: Tracking Objects  

The goal of this experiment is to validate that animated rotation helps users tracking 
graphical objects, and that density influences the effectiveness at this task. The 
underlying hypothesis is: (H1) higher density levels will negatively affect tracking 
objects.  

The screen is a standard 21” LCD screen. A trajectory is depicted with a 1 pixel-
width line. There were nine subjects, all regular computer users (researchers and 
PhDs in computer science, ergonomics, air traffic controllers), with an age ranging 
from 22 to 55 (average of age 40). Half of them are familiar with 3D environments. 
None are Infovis experts. Though the task is related to the specific activity, it does not 
require Air Traffic Control skills. 

In this experiment, the system first presented a top view of green trajectories, with 
a particular red trajectory (the focus trajectory). After four seconds, the red trajectory 
turned to green and the system played a 3D-rotation from the top to the vertical view. 
In this last view, the same trajectory or another one was re-highlighted in red. Then, 
participants were asked to answer “Yes” or “No” to the question: “Is the red trajectory 
the same as the red one at the beginning of the animation?” During this first 
experiment, there were four levels of density (i.e. number of displayed trajectories): 
Empty (only the two trajectories of interest), Low (10 trajectories), Medium (20 
trajectories) and Heavy (40 trajectories). The starting location of the trajectories is at 
the edge of the screen. We excluded the centre location since we assume that it helps 
the subject to track a mark. One of our concerns was that subjects would recognize 
trajectory configurations, and base their answers on previous trials. To avoid this 
effect, we varied the profiles of the trajectories, and the exact starting location. In 
summary, we tested 4 levels of density, with 4 trajectory profiles, at 4 locations. Thus, 
each subject performed 64 trials. The order of conditions was counter-balanced. 

We merged the results according to density level and performed a measure-repeated 
ANOVA on the data. We only consider findings significant if the P value is less than 
.05. We first found that the level of density influences the correctness of the users’ 
answers (p=,000). In the “empty” condition, users answered 88% correctly, but only 
40% when the view is cluttered. Wrong answers vary with density accordingly, but 
the analysis is not significant (p=,055). The amount of undecided answers is 
correlated to density levels (p=,000). Users were undecided for only 1% of the trials 
with no density, as opposed to 40% with the cluttered one. 
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The experiment shows that H1 was confirmed: the level of density negatively 
impacts the effectiveness at tracking marks. In the next section, we propose a new 
rotation design that counters the effect of density. 

3   Experiment 2: Improving 3D Rotation Perception and 
Perception of Relative Arrangement  

If designers of visualization software want to make rotation effective at tracking 
marks in dense scenes, they have to provide specific features that counter the density 
effect. Our proposal is to set the rotation axis on the graphical mark of interest. We 
called this 3D-rotation a focus-centred rotation.  

The experiments we show in this section are not about testing if focus-centred 
rotation is better than screen-centred rotation at tracking marks. However, perceiving 
arrangement of marks (i.e. understanding spatial relationship between marks) relies 
on correct tracking; considering experiment 1 results, we already know that density 
hinders perceiving arrangement. Thus, these experiments aim to show that a focus-
centred 3D rotation helps better the perception of relative arrangement than a screen-
centred 3D rotation. To summarize, the assumptions we make are: (H1) Focus-centred 
rotation provides a better accuracy than screen-centred rotation (H2) Density levels 
have a negative impact on accuracy; (H3) Density levels have less of a negative 
impact on accuracy with focus-centred rotation compared to screen-centred rotation. 

The experimental apparatus and participants are the same as in the first experiment. 
In this experiment, two trajectories are displayed as lines. When seen in the top view, 
lines cross. However, one trajectory stays at the same altitude, whereas the other one 
changes its altitude. The user has to figure out if the stationary trajectory goes under 
or above the other one. This task requires the user to focus on the trajectories of 
interest, and to perceive the relative arrangement of the lines. Participants first see a 
top view with two highlighted crossing trajectories in red (the surrounding trajectories 
are green). After 4 seconds, the colour of the specific trajectories turns back to green, 
and the 3D rotation from the top to the vertical view is played. At the end of the 
transition, participants were asked to answer the question: “does the stationary 
trajectory go under the trajectory that changes altitude?” with “yes”, “no”, or “I don’t 
know”  We used three different density levels (empty, medium with 20 trajectories, 
high with 40 trajectories), 4 profiles of trajectories, 4 trajectory locations (lop-left, 
top-right, bottom-left, bottom-right), and 2 types of transition (screen-centred, 
focused-centred rotation). Since we did not repeat measures, users performed 96 trials 
each. 

We first analyzed the global effect of rotation types without taking into account the 
context. The rotation types have a significant effect on correct answers: F(1, 
10)=12,224, p=,00576 and on undecided answers: F(1, 10)=7,8955, p=,01848. Since 
the number of bad answers is very low, the analysis does not show a significant effect 
on the wrong answers: F(1, 10)=1,5432, p=,24248. This analysis shows that without 
taking into account the context density, the Focus-centered rotation improves the 
rotation efficiency to understand the data structure (H1). 

We also assessed the impact of the context with repeated measures ANOVA using 
contexts (Empty, Medium, and Heavy) and the type of rotation (Screen-centered, 
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Focus-centered) factors. For the participant’s correct answers, we have found that 
there is a main effect of rotation type: F(2,20) = 12,224 p=,005762, and a main effect 
of context : F(2,20)=26,395 p=,000. We also found an interaction between density 
and rotation type (F(2,20)=6,754 p=,005740). These results show that density has less 
of an impact on correctness of answers with focus-centered rotation (from 99% to 
90% vs from 99% to 66% for screen-centered rotation). 

For wrong answers, we have found that there is no main effect. Results were not 
found significant for the rotation type effect (F(2,20)= 1,53918 p=,243058) and the 
density effect(F(2,20)= 1,51103 p=,244827). We did not found an interaction between 
density and rotation type (F(2,20)=0,61053 p=,0552848). These results are not 
significant because participants gave very few wrong answers. This suggests that both 
transitions are not misleading. For the participants’ undecided answers, we have 
found that there is a main effect of rotation type (F(2,20)=7,89552 p=,018478) and a 
main effect of context (F(2,20) = 13,60981 p=,000186). We also found an interaction 
between density and rotation type (F(2,20) = 9,25000 p=,001431). 

We can conclude that Focus-centered rotation minimizes the indecision of 
participants when density increases (for heavy density, 8% vs 28% undecided 
answers). Our analysis shows that the type of rotation has a significant effect on the 
user’s ability to understand the data structure (H2) and that the impact of the context 
density is reduced with the Focus-centered rotation (H3). Hence the Focus-centered 
rotation is more efficient than the Screen-centered rotation. 

4   Conclusion and Design Perspective 

We proposed that rotation-based transition help in tracking marks, and perceiving 
their relative arrangement. We showed that users can track marks with a rotation, but 
that density hinders it. We also showed that rotation enables users to perceive relative 
arrangement, and that focus-centred rotation improves perception of relative 
arrangement compared to a screen-centred rotation. As stated before, this paper is 
about perception of rotation for visualization, and not about the interaction with the 
rotation. Now that we know that perception is better with a focus-centred rotation, we 
need to enable the user to rotate around this axis instead of the centre of the screen. Of 
course, in contrast to experiment 2, the system does not know which marks the user 
currently analyses. Hence, we are currently working on the design of an interaction to 
set the location of the axis. Solutions based on selecting an object are not suitable, 
since our scenes are very dense and cluttered, which makes pointing a difficult task.  
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Abstract. Multimedia content covers the Web, and we should provide access to 
all people. For this reason, it is very important to take into account accessibility 
requirements in the player to avoid barriers and to ensure access to this 
multimedia content as well as their resources. One of the most frequent barriers 
is the technological obstacle: the necessity for the user to install the required 
plug-ins in to order to access video. The new standard HTML5 provides a 
solution to this problem. However, it does not fully support accessibility 
requirements of W3C standards, including WCAG and interaction requirement 
of UAAG. This paper1 introduces an overall study of this new standard in 
relation to accessibility requirements for the players as well as an accessible 
HTML5 Media Player.  

Keywords: Web accessibility, video HTML 5, user agent, media players. 

1   Introduction 

The growth and access of rich and interactive contents such as video and audio have 
long filled the Web. Multimedia content must be accessible for people with 
disabilities according to standards like the Web Content Accessibility Guidelines 
(WCAG) [1] of Web Accessibility Initiative (WAI) [2]. Additionally, multimedia 
accessibility content on the Web requires that a particular chain of essential, 
interdependent, and accessible components [3] should be taken into account for user 
agents. Specifically, media players should enable the delivery of accessible 
multimedia content and therefore a friendly user-video interaction would be a success. 
Furthermore, it is imperative that Web designers are familiar with the User Agent 
Accessibility Guidelines (UAAG) [4] of WAI as well as the existing media players 
capable of the accessible delivery of multimedia content. 

The UAAG explains how to make user agents – including Web browsers, media 
players, and assistive technologies – accessible for people with disabilities, and 
particularly, how to increase the accessibility of Web content. Related to multimedia 
contents, there are accessibility requirements that must be taken into account respect 
to audio and video on the Web. In general, media players must ensure that all audio 
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and video controls are accessible via keyboard and they should be accessed via screen 
readers. On the other hand, according the Guideline 1.2 of WCAG 2.0, media players 
must provide alternatives for time-based media and the media content must be 
accompanied by media alternatives as caption (or subtitles for deaf people), audio 
description, sign language, etc. in synchronized media. Moreover, according UAAG 
2.0 guidelines, players should provide support for these media alternatives. 

Previous studies [5] demonstrated that current media players are not sufficiently 
accessible. Most of the online videos are delivered via Adobe Flash2-based in-page 
video players. Flash has an excellent compression system that can deliver high-
fidelity audio and high-resolution video without taxing bandwidth. However, devices 
highly used for delivering video such as Apple3 - iPad and Apple - iPhone do not have 
support for this format.  

As Universal alternative for solving accessibility problems appeared HTML5 [6]. 
This marked language allows video delivery on the Web to be independent from used 
user devices, introducing the <audio> and <video> elements, which enables web 
browsers to natively support media. 

2   Study of HTML 5 Support for Accessibility Standards 

The W3C is currently working on HTML 5, which will replace XHTML standards. 
HTML5 adds implicit semantic information, defines the basis of the document-
oriented model (DOM), and presents a better structure. Regional landmarks on a 
webpage will have their own tags so that user agents can recognize them, which in 
turn will allow Web search robots gather more accurate information, letting authors 
embed accessibility multimedia elements natively (using <audio> and <video> tags), 
obviating the need for plug-ins.  

HTML5 offers access in the embedded media player to be a huge step forward. The 
new standard introduces the latest commands (such as <video> and <audio>), which 
can create and label controls letting keyboard shortcuts to access them, and screen 
readers to tell the user which controls are available. Some HTML5 elements provide 
support for some UAAG 2.0 guidelines. However, the inclusion of caption and audio 
description, have not yet been included in the new standard because this is still under 
development. Problems have been detected in the current versions of most browsers 
in the support of <video> and <audio> labels4. Unfortunately, none of the current 
browser implementations are fully accessible by keyboard and screen-reader5. Others 
complications arise because the various browsers can’t agree on what video codecs 
they’re going to support, so actually using HTML5 <video> on the web is currently 
much more difficult than it should be6. 

                                                           
2 2011 Adobe Systems Incorporated, http://www.adobe.com/  
3 Apple, http://www.apple.com/es/  
4 New HTML5 feature accessibility support in Windows Browsers,  
  http://html5accessibility.com/ 
5 Keyboard  and Screen-reader Accessibility  
  http://terrillthompson.blogspot.com/2010_08_01_archive.html 
6 Dive Into HTML5, What Works on the Web  
  http://diveintohtml5.org/video.html#what-works  
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The current version of HTML5 provides some playback controls for the video: 
play/pause, full screen toggle, volume and audio element controller toolbar. These 
controls are very basic, not allowing the user to have full control of the video. 
Following WCAG 2.0 and UAAG 2.0 guidelines, these native controls of HTML 5 
are not enough. It must have the following controls: end (stop), caption on/off, search 
captions for text strings and select caption language if closed captioning is available, 
audio description on/off, rewind/forward seconds, volume up/ down, screen reader 
full access and keyboard full access of controls. 

In this work, we have developed an accessible HTML5 Media Player7 as it is 
shown in the next section. 

3   Accessible HTML5 Media Player 

We have developed an accessible HTML5 Media Player, in order to build the 
mentioned controls as complement HTML5 support for interaction requirements 
included in UAAG 2.0, the use of JavaScript or Flash technology is required. We 
have chosen JavaScript because it does not require an external plug-in. Furthermore 
we have carried out different codifications of the same video to assure that the video 
can be played on all browsers. Currently there are three media formats that are under 
discussion of the different user agents: MP4, OGV, and WebM. 

The attributes are included within <video> tag (see Figure 1), some of their values 
are called for JavaScript functions in order to achieve a high level of accessibility in the 
interaction with the video based on the standard UAAG 2.0. Some of the attributes are 
"controls" to load the native controls on devices with JavaScript disabled, and 
"onKeyDown" to control the video from the keyboard, so the user can use it for pause the 
video, stop it, show captions, etc. This function has been implemented with JavaScript. 
 

 

Fig. 1. HTML5 code of <video> 

Controls have been incorporated through JavaScript, included in a separate <div> 
for the rest of the code, as it is shown in Figure 2. 

 

 

Fig. 2. HTML5 code for controls 

Because its complexity, it is not possible to describe in detail the code of each of 
the additional controls. Each of them has been implemented and its result is shown in 
Figure 3.  

                                                           
7 Available in http://labda.inf.uc3m.es/LourdesPlayer/ 

<div id="controls" onMouseOut="HideControls()"onMouseOver="ShowControls()" 
onKeyDown="KeyControls(event)"> 

<video width="660" id="player" onKeyDown="KeyControls(event)" onclick="repro()"> 
 <source src="21.mp4" type="video/mp4" /> 
 <source src="21.theora.ogv" type="video/ogg" /> 
 <source src="21.webm" type="video/webm"> 
</video> 
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In order to add a caption in the player in HTML 5, an XML file was created with it. 
From this XML, file subtitles are being extracted and incorporated in a synchronized 
way through JavaScript and DOM is being modified. 

In the case of access from devices with disabled JavaScript or CSS, the player will 
only appear with the HTML 5 native controls, allowing users access the video 
content. Moreover, to increase accessibility Keyboard Shortcuts have been defined to 
access the same functionality implemented using JavaScript technology and video 
transcriptions have also been provided. Finally, following UAAG requirements, 
which make reference to the usability, an alternative text have been associated for 
each of the player controls and the player offers a help guide, describing the keys 
associated with the keyboard shortcuts among others. 

stop

caption on/off

select caption 
language

audio descr. 
on/off

Help guiderewind/forward 
seconds

volume and audio 
element controller 
toolbar

PLAYBACK 
CONTROL
TOOLBAR  

Fig. 3. Accessible HTML5 Media Player 

4   Conclusions 

HTML 5 represents a step forward in the multimedia history on the Web, but there 
is still a lot of work to do in order to include accessibility requirements on user 
interaction, such as those that were done explicitly in this work based on W3C 
standard such as WCAG and UAAG. This issue is aggravated by the fragmentation 
between platforms. The question is posed, how should we deliver video, in Flash 
or HTML5? Currently, Flash supports more advanced interactions, but it presents 
some accessibility barriers. On the other hand, HTML5 provides accessible 
solutions, but it is still been developed and not all browsers implement it yet. 
Therefore, we suggest right now the smart strategy of implementing websites using 
both approaches, i.e.: approaches with accessible Flash players and with 
combination of HTML5 and JavaScript technology solution as it has been shown 
in this work. 
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Abstract. This paper presents an approach that adds flexibility in the varieties 
of user interfaces that can be generated by processes of model-based user 
interface development. This approach is used at design time. Ideas from this 
approach have been extended for use at runtime and have been applied to 
SmartMote, a universal interaction device for industrial environments.  

1   Introduction 

Developers are faced with the problem of having to build user interfaces (UIs) for  
a plethora of target devices and usage situations. Model-based user interface 
development (MBUID) methodologies promise to reduce the complexity of this 
problem by leveraging different layers of abstraction, the respective models for 
expressing aspects of UIs on these levels, and transformation tools for the 
development and semi-automatic generation of UIs. Frameworks, such as  
the Cameleon Reference Framework (CRF) [6], have been proposed, which define the 
different abstraction layers and models to be used for the systematic, user-centered 
design of multi-target and context-aware UIs.  

However, the model-based development of context-aware and runtime adaptive 
UIs still presents relevant challenges regarding model transformations. When an 
approach uses a transformation language/model to specify transformations, we say 
that it has explicit transformation logic. In concepts like DynaMo-AID [7] and MASP 
[4], model transformations and adaptations during runtime are implemented in the 
underlying renderers, that is, using implicit transformation logic. While the MARIA 
language [9] uses XSLT for the model transformations, it is unclear how the model 
adaptation during runtime is specified in this concept.  
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Approaches with implicit transformation logic have limitations regarding the 
diversity of user interfaces that can be generated and they might require manual 
modifications on the generated code in order to deal with UI requirements that are not 
supported by the automated transformation process. Approaches with explicit 
transformation logic can be considered complex to be used by UI designers and there 
is a lack of suitable support for manipulation of models at runtime. Therefore, new 
transformation mechanisms are needed that support the explicit specification of model 
transformations and manipulations in order to increase the flexibility of today’s 
engineering processes for context-aware UIs.  

In Section 2, we present the Transformation Templates approach, which serves as 
the initial mapping concept for our transformation approach. In Section 3, we extend 
our runtime generation approach to improve the flexibility of its transformation 
process. In Section 4, we discuss results and conclude.  

2   Flexibility at Design Time: Transformation Templates 

A Transformation Template (TT) [2] aims to explicitly specify the structure, layout, 
and style of a UI according to the preferences and requirements of the end users as 
well as in line with the different hardware and software computing platforms and 
environments in which the UI will be used, i.e., different contexts of use. 

A parameter type represents a design or presentation option. Defining a parameter 
type subsumes specifying the types of elements of a UI model that are affected by it, 
as well as its value type, which refers to a specific data type or to an enumeration of 
possible values. A parameter type can be implemented for different contexts of use 
and usability guidelines are provided in order to support the selection of suitable 
values by UI designers in different situations. A TT gathers a set of parameters for a 
specific context of use. Each parameter corresponds to a parameter type and has both 
a value and a selector. The value of a parameter corresponds to a possible value of the 
corresponding parameter type. A selector delimits the set of UI elements that are 
affected by the value of a parameter. We have defined different types of selectors that 
allow the designer to choose different sets of UI elements.  

TTs are used to parameterize model-to-model or model-to-code transformations. A 
model compiler takes the source UI model and a TT as input. The values and selectors 
of the parameters of the TT specify how to transform the source UI model into the 
target UI model. It is important to note that TTs do not replace any implicit 
transformation logic or explicit transformation languages; instead, they provide a 
higher-level tier for UI designers to easily specify UI transformations at design time.  

TTs add flexibility in MBUID approaches because they externalize the design 
knowledge and presentation guidelines and make them customizable according to the 
characteristics of the project being carried out. TTs can then be reused in other 
projects with similar characteristics. Furthermore, TTs aim to diversify the kinds of 
UIs that a MBUID approach can generate.  

3 Using TTs to Increase Flexibility at Runtime 

In our MBUID approach for runtime adaptive systems, three core models can be 
identified (see Fig. 1): 1) the Useware Markup Language (useML) [8], which is used 
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to structure the user’s tasks; 2) the Dialog and Interface Specification Language 
(DISL) [3], which is used for describing the dialog behavior of the UI; and 3) the User 
Interface Markup Language (UIML) [1], which is used to define how the content is 
presented to the user in terms of concrete interaction objects and their layout.  

 

Fig. 1. Transformation process in our MBUID approach for runtime adaptive systems 

These models together with runtime transformation specifications coded in the 
generator software (implicit transformations) were enough to obtain functional but 
basic UIs for runtime adaptive systems. In order to improve the flexibility of model 
transformations in our approach, we took the idea of the TTs as an initial mapping 
concept and we extended it to refer to dynamic, runtime model data, so the UI can be 
automatically generated and react to adjusted models.  

Therefore, a context model has been integrated to provide access to static context 
information (such as information about the user or environment that may have a direct 
influence on the interaction) (see Fig. 1). A mapping model with mapping rules was 
also integrated as an extension to TTs (see Fig. 1) to refer to model data in addition to 
the fixed values of the TTs. It is composed of layout mappings, which allow the 
structure of the UI to be defined according to a hierarchical structure of UI containers 
and widgets; and widget mappings, which allow the mappings from abstract 
interaction objects to concrete widgets to be described. Further, in order to support the 
transformation process in terms of reuse and performance, a repository containing 
frequently occurring widgets (widget repository) and container-widget configurations 
(layout repository) was integrated (see Fig. 1), that can be extended easily. Both, the 
containers and the widgets are specified using UIML – featuring parameters to 
customize their presentation. At runtime, these parameters are set according to the 
mapping rules, using either fixed values or references to model data. All of the 
transformation specification previously coded in the generator software can be 
formalized using the mappings, which guarantee by definition that the generation will 
be successful. In order to demonstrate the feasibility of our approach, we developed a 
functional prototype as an extension to the SmartMote approach [5]. 

4   Discussion and Conclusion 

In this paper, we presented a new mapping concept for improving the flexibility of an 
approach for developing context-aware UIs on the basis of UI models according to the 
levels of abstraction in the CRF. 
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For the development of such UIs, the underlying models have to be automatically 
manipulated during runtime. The TT approach can serve as the underlying concept, 
but it had to be extended. An extended TT concept was developed that supports the 
interlinking and mapping of different models during runtime. Mapping rules can use 
model values as input and manipulate the UI generation process during runtime. To 
test the feasibility of this concept, a first prototype was developed. 
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Abstract. Usability ratings of a university website by 60 students were 
analysed together with participant’s self-ratings of their cognitive style. The 
degree of users’ “rational” as well as their “intuitive” style correlated with 
usability evaluation scores. In particular, self-reported rational ability was 
connected with evaluations of Controllability, intuitive ability was related to 
Helpfulness scores of the interface. Thinking style significantly affects usability 
ratings (explaining over 9% of the ratings’ variation), which has implications 
for evaluations across user groups. 

1   Introduction 

User-centred design relies on a variety of methods and techniques which aim to 
involve potential users at different stages of product development. A common 
component of such projects often is a summative evaluation that aims to measure 
“ease of use” [1, 2].  The results of user evaluations affect decision making in IT 
projects, but the factors influencing the users’ judgments are rarely analysed, even if 
they are subdivided into “user groups” according to socio-economic criteria or 
persona characteristics [3]. Furthermore, only recently researchers and practitioners 
have embraced the concept of “affect” or “attractiveness” to account for “hedonic” or 
“fun” aspects of use [4]. However, modern research on human judgment, decision 
making, and social psychology has identified a great number of factors that may 
systematically influence preferences or ratings. For example, Slovic [5] identified the 
affect heuristic - a positive or negative feeling experienced by the evaluator–informs 
their preferences between items or images.  

There is growing evidence that human reasoning and decision making is the 
product of two distinct cognitive systems. Researchers share the labels ‘System 1’ and 
‘System 2’ for these two systems [6], although they are more commonly referred to as 
“intuition” and “rationality”. System 1 is a fast, effort-free collection of autonomous 
processes that are susceptible to emotional stimulation. System 2 is characterised by 
slow, deliberative, rule-based reasoning [6]. Humans seem to vary in their propensity 
for intuitive versus reflective thinking in their daily judgments. Thus, cognitive style, 
also called thinking style, refers to a person’s preferred way of processing information 
and the way he or she perceives, conceptualises, and judges information [6]. One of 
the earliest and most reliable methods to investigate cognitive style is the Rationality 
and Experientiality Inventory (REI) developed by Epstein et al [7].  The subscales of 
this questionnaire correspond to self-rated ability and preference of utilizing System 1 
and System 2 respectively. Rationality and Experientiality have been found to be 
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orthogonal constructs [7] and are dissimilar to cognitive abilities because they do not 
describe peak performance, but they do influence attitudes and social interaction.  

The aim of the current study is to test whether individual differences in 
“Experientiality” and “Rationality” may influence user evaluations, and whether 
aspects of usability ratings depend more on intuition rather than reflective thought. 
We used the WAMMI (Website Analysis and MeasureMent Inventory) [2] (after 
considering SUMI, QUIS, SUS [1]) to elicit usability ratings of a website, because of 
its widespread use, and because it employs a separate subscale of Attractiveness (A). 
Our predictions were that a) WAMMI scores are influenced by individual differences 
in thinking as measured by the REI and b) that some WAMMI subscales would 
correlate more strongly with rationality than others (A), as people would rely more on 
system 1 processes (i.e., automatic, implicit visual evaluations) in this case. 

2.   A Web Site Evaluation and the Role of Intuition and Reflexivity 

Participants, Measures and Procedure 
Sixty students (40 females, age range between 18 and 43, mean = 24.45) in a modern 
UK university were approached in one of the campus computer centres and invited to 
take part in a study to evaluate the university’s website. 

Once participants agreed they were asked to visit to the university’s homepage. 
They were not required to perform any tasks but simply asked whether they had used 
the website before. If so, participants completed the two questionnaires after brief 
inspection of the website. The WAMMI was used to elicit ratings regarding the 
usability of the website. The WAMMI is a 20 item questionnaire in which participants 
rate their strength of approval for statements like “The pages on this web site are very 
attractive” and “This web site has some annoying features”, on a 1 – 5 scale.  Data 
from this scale were scored by the WAMMI’s authors using a proprietary algorithm. 
Results are provided on five sub-scales: Learnability (L), Helpfulness (H), Efficiency 
(EC), Controllability (C), and Attractiveness (A), and a combined global usability 
score (G). After that participants filled in the Rational-Experiential Inventory-short 
form, a 24 item version of the original scale [7].  Participants rate the strength of their 
agreement with statements like “I have a logical mind” (Rational ability) and “I 
believe in trusting my hunches” (Experiential favourability), on a 1-5 scale.   These 
items combine into four subscales: Rational Ability (RA), Rational Favorability (RF), 
Experiential Ability (EA), and Experiential Favorability (EF), which can be summed 
up for overall ‘Rationality’ (R) and ‘Experientiality’ (E) scores. 

Results 
Pearson correlation coefficients were calculated. Table 1 shows the pattern of 
correlations and level of significance. Global WAMMI scores correlated significantly 
with RA and Rationality, as well as with Experientiality. The WAMMI subscale for 
Controllability and Efficiency correlated with RA and Rationality, whereas 
Helpfulness correlated with RA, EA and Experientiality. Learnability correlated with 
EF only. Interestingly, against our prediction the subscale of Attractiveness did not 
correlate with experiential scales, but it did correlate with RA. 
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Table 1. Correlations of WAMMI and REI scales 

  WAMMI REI 
  A C E H L G RA RF R EA EF E 
WAMMI Attractiveness  .59** .60** .60** .54** .83** .28* .11 .23 .186 .05 .15 
 Controllability   .67** .56** .50** .84** .39** .24 .37* .17 .16 .20 
 Efficiency    .48** .39** .79** .31* .23 .33* .06 .10 .09 
 Helpfulness     .52** .8** .31* .10 .25 .41** .21 .39** 
 Learnability      .72** .08 .15 .14 .09 .34** .25 
 Global       .35** .21 .33** .23 .21 .27* 
**= significant at the 0.01 level, *=significant at the 0.05 level. 

 
In order to test whether individual differences in cognitive style can explain 

variations in how people rate the usability of this interface, we ran simple linear 
regression analyses with the REI subscales as predictors and the WAMMI scores as 
criterion. In the first analysis with the global WAMMI score as predictor, the 
ANOVA was marginally significant, F (4, 55) = 2.51, p = .052, meaning that the REI 
model predicted the global WAMMI scores to a significant degree (R=.39). However, 
only RA approached significance as a predictor (Beta = .26, t = 1.850, p = .07) all 
other predictors were t =< 1.07. Thus, the REI model explained 9% of the variance in 
WAMMI-G scores. For the analyses with a WAMMI subscore (A, EC, L) as criterion 
we obtained no significant model, all p > .1. However, for Controllability the REI 
model significantly predicted the WAMMI scores, F (4, 55) = 2.70, p < .05 (adjusted 
R2= 0.10), again with RA as the only significant predictor (t = 2.29, p < .05). The 
model reliably predicted Helpfulness, F (4, 55) = 3.69, p< .05, (adjusted R2= 0.15), 
this time only with EA explaining a significant part of the variance (t = 2.62, p < .05). 

3   Conclusions 

We asked whether usability measures could be differentially influenced by individual 
differences in cognitive style. There were two important findings. First, usability 
scores were higher the more people believed in their thinking ability: both “rational” 
and “experiential” scores correlated with WAMMI ratings. However, only rational 
ability self-ratings significantly predicted variations in WAMMI scores in a multiple 
regression model. It is outside the scope of the study to determine whether this means 
that people who feel they can rely on their (rational) thinking style in general feel 
more positive (“in control”) about an interface, or whether this reflects 
overconfidence in participants about their abilities which may result in a sense of 
mastery of the interface. Whatever the interpretation of this effect, if confirmed this 
result would mean that comparing summative usability evaluations across different 
populations may be affected by differences in thinking style. For example, some 
Asian populations are found to be less overconfident in their judgments than 
Westerners and prefer a more global style of information processing [8, 9]. Hence, 
cross-cultural user research may be susceptible to thinking style. 

The second result is more complex: self-belief in rational ability positively affects 
the experience with an interface, in particular in terms of its controllability. One 
explanation is that people who score high on RA are able to cope with poor 
interactive design features and feel less affected by it. For example, they may work 
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out how to navigate even a poorly organised website and attribute this relative ease as 
inherent to the website - thereby inflating the Controllability scores. On the other 
hand, Helpfulness (but not Attractiveness) scores correlated highly with a global 
“Experiential” style. The reasons for this are probably complex, but it is possible that 
the more “intuitive” participants relied successfully on processes which are 
unconscious and work automatically. Compared to the task of deciding whether a 
website is easy to control by recalling specific episodes of usage, judgments on 
Helpfulness may be harder to break down into distinct instances. As the experiential 
system operates in an automatic and holistic manner, users that score high on 
Experiential Ability may have simply a better mental “toolset” for making such a 
more global judgment, resulting in higher scores. In contrast, users may rely on 
rational criteria when asked to judge Attractiveness [10]. 

In conclusion, the current study provides evidence for a role of individual thinking 
styles in usability evaluations. Further research would need to establish - for example 
by using “verbal protocols” and different memory tests - whether user ratings can 
indeed be traced to reflective or intuitive processes .  
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Abstract. Web Content Management Systems (CMS) are traditionally used in 
institutions to allow web content management by people without technical 
skills. This study intends to check the influence of the CMS in the accessibility 
of the contents they handle. First, an accessibility analysis of six widely used 
CMS is performed base don the Authoring Tool Accessibility Guidelines 
(ATAG). Second, an accessibility analysis of a series of city council web pages 
managed by abovementioned CMS by using Web Content Accessibility 
Guidelines (WCAG). Results of the study show that although web pages 
managed by the CMS with a better degree of ATAG fulfilment provide better 
accessibility, there is no direct correlation between results obtained in both 
evaluations. Information about what aspects cause accessibility errors in the 
CMS and the impact of such aspects in accessible web content management is 
also provided. 

Keywords: Web Content Management Systems, Authoring Tool Accessibility 
Guidelines, Web Content Accessibility Guidelines. 

1   Introduction 

Currently, there are powerful legal requirements to take accessibility into account as a 
requirement for developing web sites. For instance, these kinds of regulations have 
been performed on European Union countries [1]. It is important to note that these 
legal frameworks do not only affect public administration, but also corporations that 
develop software or provide services for their use in civil service. 

Nowadays there is a wide range of institutions that use CMS to manage their web 
content. They are especially useful as they allow users without technical skills to 
introduce eliminate or modify web content, but it does have some risks regarding 
accessibility [2] [3]. Furthermore, CMS generally do not generate accessible web 
content by default and allow users to perform few modifications to improve the 
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accessibility of the web content they manage. These kinds of modifications  
are frequently insufficient to allow websites to be accessible for people with 
disabilities [4]. 

2   Study 

Six CMS were selected for the study. The selection was based on the CMS to be open 
source, commonly used in civil service and general purpose systems. Selected CMS 
were: Plone, Joomla!, Typo3, EzPublish, OpenCMS and Drupal. First, an accessibility 
analysis of the CMS on their default installations was performed based on the 
Authoring Tool Accessibility Guidelines (ATAG) [5]. In order to complete the study, a 
web content accessibility analysis was performed on a sample of 90 worldwide town 
council web pages, 15 of them managed by each CMS. Web Content Accessibility 
Guidelines (WCAG) [6] were used for analysing the accessibility of each web page 
using the evaluation methodology established by the World Wide Web Consortium [7]. 
A total of three evaluators performed the study, each of them evaluating two CMS. 
Although it would have been desirable that every CMS would have been evaluated by 
more that one evaluator, the complexity of CMS led to estimate positively the fact that 
evaluators had a high level of knowledge regarding CMS to be evaluated. The results 
obtained by these evaluators were estimated to be more useful compared to the ones 
that people without such knowledge should provide. Evaluators also had deep 
knowledge on both accessibility guidelines used in this study.  

Table 1. Quantitative results of the ATAG evaluation for every selected CMS 

Priority Drupal EzPublish Joomla! OpenCMS Plone Typo3 
 C Ac I C Ac I C Ac I C Ac I C Ac I C Ac I 
1 3 2 3 3 0 5 2 1 5 1 1 6 3 3 2 2 1 5 
2 1 0 6 2 0 5 0 4 3 1 1 5 1 5 1 1 1 5 
3 1 0 4 1 0 4 0 2 3 0 0 5 1 3 1 0 1 4 
Relative 0 0 7 1 0 6 0 2 5 0 0 7 3 1 3 0 2 5 

Table 2. Sum of detected accessibility errors for all web pages of each analysed CMS  

Priority Drupal EzPublish Joomla! OpenCMS Plone Typo3 
1 20 26 32 83 248 39 
2 341 167 566 1265 422 571 
3 83 98 219 168 169 105 

Table 3. Mean and standard deviation of detected accessibility errors for all web pages of each 
analysed CMS  

Priority Drupal EzPublish Joomla! OpenCMS Plone Typo3 
 M St M St M St M St M St M St 

1 1,3 2,4 1,7 2,7 2,1 2,6 5,5 14,5 16,5 15,5 2,6 4,5 
2 22,7 32,3 11,1 14,1 37,7 44,1 84,3 98,2 27,8 30,5 38,1 70,7 
3 5,5 4,1 6,5 6,9 14,6 16,8 11,2 13,4 12 12 7,0 9,4 



550 J.M. López et al. 

Table 1 summarizes the results obtained in the ATAG evaluation, grouped by 
CMS. Rows are organized by the type of ATAG priority. Columns are labelled as: 
“C” (indicates the number of guidelines that were correctly fulfilled), “Ac” (indicates 
the number of guidelines with almost all requirements satisfied or bugs need to be 
fixed) or I (indicates the number of guidelines that were not correctly fulfilled). 
Guidelines with relative priority were evaluates separately, although it must be taken 
into account that they can be interpreted as different priority depending on the case. 
Table 2 resumes the results obtained in performed web accessibility evaluations. Due 
to space constraints, results are expressed by means of the number of accessibility 
errors for the different analysed guidelines, grouped by priorities. It must be taken 
into account that the table sums up all errors located for the 15 web pages analysed 
per CMS. On the other hand, Table 3 shows the mean (“M”) and the standard 
deviation (“St”) of the accessibility errors detected for the 15 web pages analysed per 
CMS, ordered by priority. 

3   Discussion and Conclusions 

Regarding quantitative results corresponding to the six analysed CMS, Drupal and 
Plone show more complete features regarding accessibility in their default 
installation. Anyhow, none of them achieved an “A” level of compliance regarding 
ATAG fulfilment. One of the main issues arising from the study is that the web 
editors used by default in analysed CMS do not allow generating accessible content. 
In this sense, they must be reconfigured, be discarded or allow installing web content 
editors external to the CMS so users can generate accessible web content. Another 
relevant aspect is the need to change default CMS templates, as they cause web 
elements’ layout not to be accessible. The need to improve documentation regarding 
the accessibility that CMS provide is another aspect to assess.  

Regarding the quantitative analysis of the web content accessibility of the sample 
of analysed web pages, it is remarkable the fact that a minimum number of web pages 
reaches even the “A” compliance level established by WCAG 1.0 [6], despite the 
legality regarding accessibility that analysed web pages should fulfil. Interestingly, it 
is worth noting that only 1 web page managed by Plone and 9 managed by Drupal 
achieve such compliance level. Accessibility errors found in these web pages are due 
to a series of reasons: 

1. Most priority 1 errors were due to the lack of a proper alternative text in images 
(WCAG 1.1 checkpoint) 

2. A large number of web pages used absolute measures instead of relative ones to 
position elements in web pages (WCAG 3.4 checkpoint).  

3. Use of device-dependent events (associated only to mouse events by) and lack of 
redundancy for these cases.  

4. The fact that default installation of most CMS (except for Plone and Drupal) did 
not provide by default a clear content and layout separation has led to accessibility 
errors in almost all the web paged managed by them (WCAG 3.3 and 11.2 
checkpoints).  

The results of CMS accessibility evaluation show no direct correlation with the results 
of web accessibility evaluation. For instance, Plone shows relatively good results 
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regarding ATAG fulfilment, but poor results regarding the accessibility of web pages 
managed using this CMS compared to other CMS. However, web pages managed 
using Drupal and EzPublish show less accessibility errors compared to the rest. 

This work intends to highlight the necessity of the CMS to manage adequately the 
accessibility of the contents they manage. One interesting conclusion derived from 
this work is that all analysed CMS can be configured so they can be accessible. In 
order to do so, it is necessary to modify internal CMS classes and templates that 
adjust web content in an accessible way. Besides, the use of web content editors 
external to the CMS can allow managing accessible web code. There is also the 
option of including plugins in all the CMS that can be used to manage concrete 
aspects and can be used as tools to improve accessibility. Anyhow, all these solutions 
require deep and exhaustive knowledge regarding each CMS. There are some 
resources that allow improving CMS accessibility [8] [9], but they do not provide a 
clear methodological approach in providing different concrete solutions. Furthermore, 
it is important to provide accessibility monitoring systems to check the accessibility 
of managed web content [10]. 
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Abstract. This paper presents a cognitively guided set of design guidelines for 
instructional animations based on a review of the existing literature. The 
guidelines are based around a cognitive load theory framework, which assumes 
learners’ limited working memories must be considered for instructional 
animations to be effective. We propose six design guidelines: (1) animations are 
more beneficial for learners with higher levels of prior knowledge; (2) 
animations are more effective for certain knowledge domains; (3) segment 
animations in shorter sections; (4) give learners control; (5) signal or cue 
important information; (6) remove details and information from instructional 
animations that are not necessary for learning. 
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1   Introduction 

Instructional animations are commonly used in many different types of user 
interfaces, particularly in computer-based educational environments. Additionally, the 
increasingly common use of new UI technologies such as interactive whiteboards and 
multi-touch devices, combined with increasing affordability of high-bandwidth 
Internet and the popularity of video streaming sites, make animations increasingly 
accessible in the classroom. Despite the appeal of animations, the factors influencing 
their effectiveness are not fully understood, often making appropriate implementation 
in educational settings difficult.  

Instructional animations are a series of still frames that, when considered together, 
are perceived as motion, used for educational purposes. Existing research in 
animation has produced mixed results. Many studies show no intrinsic superiority of 
animation over static graphics [1], unless other design techniques to support learning 
were also introduced, such as learner control [2] or segmentation into shorter sections 
[3]. Other research shows animation to be highly effective for learning, but only when 
depicting human movement tasks [4]. The range of results indicates the effectiveness 
of animations is heavily influenced by a number of factors, making design guidelines 
even more critical to designers and educators alike.  
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Instructional animations are often difficult to learn from because they are transient 
[5]. Information appears on the screen and then disappears in a very short period of 
time, making it very difficult for information to be reviewed. Humans possess a 
working memory that can only store and process small amounts of information very 
briefly [6]. Our working memory limitations combined with the transience of 
animations mean that novel, complex information presented in an animated format 
can be challenging for learners to process. Transience inherent in most instructional 
animations means learners need to simultaneously remember and process both 
previously presented information as well as currently presented information to 
understand the learning material. However, previously learned information may have 
already been lost from working memory before the current information has been 
processed. In contrast, static graphics can be revisited on demand in a way that is 
more difficult to replicate using animations. The ability to revisit information in static 
graphics means previously presented information does not need to be held in working 
memory, thus reducing or potentially even eliminating transience and making 
materials easier to understand.        

Although other design guidelines for instructional animations do exist, the pace at 
which technology evolves means they quickly become outdated (e.g., [7]), or are 
highly theoretical (e.g., [8]). Recent cognitive load related research can explain when 
and how animations can be effective. 

1.1   Cognitive Load Theory 

Cognitive load theory (CLT) [9] is a framework of research-based instructional design 
principles based on the characteristics and relationships between the structures within 
our human cognitive architecture, which persist regardless of age.  

CLT is based around the notion of a working memory used to process current 
information, that is very limited in terms of both the quantity of novel information it 
can process and the duration such information can be stored [6]. In contrast, long-term 
memory is effectively infinite in terms of the quantity and duration it can store 
knowledge. Long-term memory is able to store such large amounts of information 
efficiently by organizing them into schemas, cognitive structures that help organize 
information according to how it will be used. Schemas brought in to working memory 
from long-term memory are treated as a single item in working memory, hence 
reducing working memory load. Central to CLT is the concept of cognitive load [9], 
the amount of mental effort exerted during learning or performing a task. There are 
three major types of cognitive load: 

Intrinsic cognitive load is the cognitive load inherent in the learning materials. 
Intrinsic cognitive load cannot be altered without changing the meaningfulness of the 
content. It is determined primarily by the number of elements of information that 
needs to be considered simultaneously in working memory. 

Extraneous cognitive load is the cognitive load arising from instructional design 
factors. This form of cognitive load can be changed through effective instructional 
design. Most classical cognitive load theory research has been concerned with 
lowering extraneous load. 

Germane cognitive load is the load used to create schemas and automate them. 
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CLT has been used successfully over the last 20 years to guide instructional 
designers. More recently, it has been successfully used to inform multimodal interface 
design [10]. The guidelines generated by CLT can help inform both design and use of 
instructional animations. 

2   Design and Teaching Implications 

As mentioned previously, a primary characteristic of animation is its transience, 
which can overload learners’ limited working memory. As such, design techniques 
associated with animations primarily aim to decrease transience. The CLT research to 
date suggests the following design and teaching recommendations: 

Instructional animations are better for learners with more prior knowledge. None 
of the design principles below can be considered in isolation of learners’ level of prior 
knowledge. Prior knowledge stored in long-term memory in the form of schemas, 
determines how we make sense of information. Design of instructional materials must 
account for learners’ prior knowledge. Animations are more beneficial for learners 
who already have some prior knowledge in an area [11]. Prior knowledge reduces 
transience, hence reducing or even eliminating working memory limitations because 
limitations only occur when dealing with novel information. Low prior knowledge 
learners benefit less from animation, as they do not have the schemas to attenuate 
transient information in animations. 

Instructional animations are more useful for some knowledge domains over others. 
There is emerging evidence that animations depicting some specific domains, such as 
human movement, are more efficiently taught using animations [4]. This may be 
because animations depicting motor skills tap into our innate ability to learn through 
observing other people, thus reducing the load on working memory. 

Segment instructional animations into shorter sections. Segmenting animations into 
smaller sections results in better learning compared to non-segmented animations, 
especially if the segments are combined with simple forms of learner control, for 
example letting learners move between sections at will [2]. Segmenting animations 
reduces the amount of transient information to be processed by working memory. 

Give learners some control over the animation. Simple forms of learner control, such 
as pacing, can improve the effectiveness of animations [2]. However, it should not be 
relied upon in the absence of appropriate instructional design, as students may not use 
it appropriately, or at all [5]. Learner control should also be designed to accommodate 
prior knowledge - learners with low prior knowledge in the knowledge domain to be 
learnt and the software environment may benefit more by having access to simpler 
forms of learner control until they develop expertise, when more complex forms of 
learner control can be introduced. 

Signal or cue to focus attention on what’s important. Signaling or cueing important 
parts of an animation can help focus the learner’s attention on the critical parts [3], 
decreasing working memory load imposed by visual search. However, cues need to be 
designed carefully to not distract learners’ attention from the information to be learnt. 
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Remove details and information from instructional animations that are not 
necessary for learning. Removing unnecessary information and details decreases 
extraneous cognitive load, making it easier for learners to focus attention where it is 
required [12]. Content and details chosen for inclusion in instructional animations 
should not distract from the focus of the learning task. Learners with high prior 
knowledge may be able to handle more detailed animations than novice learners. 

3   Conclusions 

Although new technologies show immense promise, it is important to understand 
learners have limited working memories. Instructional animations must be used and 
designed with these limitations in mind. The animation related guidelines listed are by 
no means complete and the use of animations still an active area of research. Rapid 
changes in technology mean that these guidelines will also continue to evolve. These 
guidelines also do not negate the need for appropriate instructional design of other 
learning materials. Nonetheless, we believe CLT and these guidelines can provide a 
useful learner-centered framework to help guide designers and educators alike. 
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Abstract. Wearable computing is a highly specialized application domain 
requiring the development of novel interaction technologies. This is due not 
only to the distracted and eyes busy scenarios that such systems target, but also 
due to the necessity of implementing highly wearable systems that take 
advantage of the affordances of cloth and clothing. This paper presents the 
design and development of three novel wearable input devices based on 
commonplace elements of clothing: zippers, cords strung with beads and fabric 
patches. These devices implement different forms of input (respectively, linear 
continuous, linear discrete and tagging) and are notable in that they combine 
input with output in the form of persistent physical feedback – each device is 
designed to physically and visually resemble the digital information it controls. 
This paper argues that this approach is novel in the domain of wearable 
computing and has the potential to significantly improve usability.  

Keywords: Smart textiles, wearable technology, craft materials, sensors. 

1   Introduction  

Integrating computation into human clothing is an intrinsically appealing idea. 
Wearable computers can aspire to be as ubiquitous as other practical tools built into 
our clothing (such as pockets) while providing access to sophisticated digital services, 
remaining continuously available for use and avoiding the burden of encumbering 
users with a discrete device such as a mobile phone. Careful design can fit wearable 
computers to our bodies for hands-free and eyes-free interaction in situations such as 
medical or sporting scenarios [1] and via emerging paradigms such as gestural 
interaction [2]. The flexible nature of cloth and clothing also affords novel 
opportunities for input, such as pulling or stretching cord-like appendages [3] or 
pinching different volumes of fabric [4]. These recent efforts to develop novel 
interaction techniques highlight the importance of designing wearable technologies 
and sensors that leverage the natural properties of fabric and clothing. 

The work in this paper addresses this space. Its contribution is the design and 
implementation of three novel input techniques for wearable computers based on 
typical elements of clothing: a zipper, a bead on a cord and a system of removable 
fabric patches. These techniques are notable in that they each enable a different 
quality of input (respectively, linear continuous, linear discrete and tagging or 
identification) and are combined with persistent and visible physical alterations to 
clothing. The zipper is moved to continuously adjust a variable, the bead threaded 
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along the cord to select specific modes and the patches added or removed to signify 
their presence or absence. Due to the complexity of embedding displays in cloth, such 
persistent feedback and state information is a rarity in wearable input techniques and 
this paper argues that its combination of rich input (when contrasted to commonly 
available binary pushbuttons [5]) coupled with visible feedback and output is a 
compelling new design space for research in interaction techniques for wearable 
computing. The introduction of this kind of coupled input/output will not only make 
wearable devices easier to use, but also offer designers and users new opportunities 
for making social and aesthetic statements.  

2   Zip and Toggle Sensors 

The first and second prototypes, based respectively on a zipper and a toggle (a cord 
strung with a bead) functioned as simple variable resistors. The zipper sensor was 
designed for continuous input while the toggle sensor allowed discrete, stepped input. 
Both devices incorporated two seams of 117/17 2-ply conductive thread, one sewn 
into each side. In both sensors, one of these lines connected a 5V signal to ground (via 
an appropriate resistor), while the other was wired to an input port on an Arduino 
microcontroller. In the zip sensor, the conductive thread was strung along the surface 
of the zip material for its entire length, while the cord sensor featured a design in 
which the thread was alternately exposed and hidden beneath the non-conductive 
material of the cord at intervals of approximately one centimeter. The devices also 
integrated a conductive movable element in contact with both lines of thread: the 
metal slider of the zip and the cord’s bead, the inner surface of which had been lined 
with copper tape. By adjusting the position of these physical devices, the length of 
thread making up the circuit, and thereby its resistance and the voltage delivered to 
the Arduino’s input port, varied systemically and measurably. Pictorials schematics 
for these devices, and examples sewn into clothing, can be seen in Figure 1. 

These devices have a number of interesting properties. They are both familiar to 
users, have minimal costs and are highly wearable - the main component is two seams 
of conductive thread. They also intrinsically provide two forms of feedback: the 
physical texture felt when adjusting the moveable element and its persistent, visually  
 

Fig. 1. Schematics for Zip and Toggle sensors (left). Sensors integrated into clothing (right). 
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Fig. 2. Patch sensor A) front of final tag B) inner structure of tag showing rare-earth magnets at 
each corner C) jacket sleeve with conductive fabric; two tags are attached and two tags show 
circuitry on the back of the tags 

observable position. The physical state of the device mirrors the state of the sensed 
digital data. They can also both be integrated into the functional fastenings of an item 
of clothing to measure aspects of the garment state – for instance whether or not a 
jacket or pocket is open or closed. Alternatively, they can be sewn into a non-
functional zone to serve as a control device capable of manipulating a variable such as 
the volume in wearable media player (continuous input with the zipper) or the ring 
tone profile selected on a mobile phone (discrete input with the cord and bead). We 
believe these devices provide general-purpose functionality for wearable applications.  

3   Patch Sensor 

The third sensor was based on a series of small tokens, or patches, which could be 
added to or removed from a piece of clothing capable of both sensing their presence 
and distinguishing between them. It employed several technologies to achieve this 
functionality. At the most basic level, the tokens were built from 45mm by 45mm 
squares of 4mm Perspex. Small rare-earth magnets were attached to each corner of 
one side (the bottom) and the combined units encased in an outer layer of cloth. The 
surface of the bottom side was then augmented with a specific pattern of solder and 
copper tape while the top was used for distinctive graphical logos. Figure 2 shows a 
stripped down token and also examples of the top and bottom of complete units.  

Figure 2 also shows the design of the apparatus that can sense and identify the 
tokens. It shows four “slots” in which tokens can be placed, two of which are 
occupied. Each slot features three rows of conductive fabric to which the patterns on 
the tokens connect. The bottom row is a 5V power rail shared by all the slots. The 
center row of each slot connects to a different Arduino input port and voltage on these 
channels is used to indicate whether a token is present or absent. The top row 
featuring the four smallest fabric electrodes is used to identify individual tokens – 
each also connects to a unique Arduino port. By connecting to different 
configurations of these electrodes 16 different binary patterns can be produced. 
Magnets positioned under the surface of the fabric ensure correct positioning and firm 
attachment of the tokens to the sensor unit.  
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Conductive fabric 

C A 
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Although this device has significant limitations, not least in the limited number of 
tokens it can support (up to fifteen different tags), it does provide interesting 
functionality. The tokens attach firmly to the clothing, but are easy to add and 
remove; the sensor (and tokens) are composed of simple, flexible, lightweight and 
washable components; the use of multiple slots supports ordering; the tokens can be 
associated with visual content (such as the musical content shown in Figure 2) to 
match their digital identities. This final quality is particularly interesting as the visual 
elements not only provide information about system state, but can also be used to 
represent aspects of a user’s wearable computer in a public form – perhaps as 
statements about brand, fashion or identity. 

4   Discussion and Conclusions 

This paper has presented three novel wearable sensors: linear continuous input in a 
zip, discrete continuous input in a cord and bead and object identification via a series 
of removal patches. The range of devices described achieves one of the key goals of 
this work: to explore input of different qualities and expressiveness. The second focus 
was on how wearable input could be made visible and persistent to human users and 
observers. This has also been amply achieved: each of the three input devices directly 
senses information that is equally visible to a human – each device looks like the 
variable it represents. The sensors are also inexpensive, wearable and designed to 
integrate well into clothing by adapting existing accessories and styles.  

There are many avenues for future work on this topic, including: functional 
evaluations of the robustness of the input mechanisms to use in real clothing; 
improving and developing the feedback present in the devices, for example by 
integrating visual designs on the clothing, or by incorporating physical cues; user 
studies capturing both qualitative opinions and quantitative performance with the 
devices. In conclusion, three novel wearable sensors that look like the data they 
represent (and control), were presented. This paper argues that such feedback and 
transparency is an incongruous rarity in wearable input and that the prototypes 
effectively illustrate how it can be achieved. In this way, they point the way for 
further work exploring this topic.  
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Abstract. Equal access to education has recently been declared by the United 
Nations a basic human right [14]. However, despite the substantial attention 
given to inclusive education in recent years, researchers have criticized a lack of 
empirical evidence on how exclusion is manifested in student behavior. Recent 
development in sensor technology and social network analysis techniques can 
provide a new perspective to the impact of educational practices through the 
measurement of students’ social interactions. In this paper we outline our 
research agenda that aims at a) measuring the current stand as well as the 
impact of inclusive educational interventions using sensor technology and 
sociometric analysis, and b) challenging pupils’ perceptions of diversity with 
the aim of eliminating discriminatory behaviors in primary schools using 
persuasive games. 
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1   Introduction 

Inclusive Education represents an approach to education that seeks ‘Education for 
All’ through developing schools that respond successfully to the diversity of all 
learners and their different needs [15].  Equal access to education has recently been 
declared by the United Nations a basic human right. As of September 2009, most EU 
countries have signed the Ratification of the UN Convention whereby access to an 
inclusive educational system has become a legal right [14].   

Schools have access to a number of operationalized techniques and methods for 
promoting inclusive school development, such as the Index for Inclusion [1], a tool 
being used in more than 40 countries.  Index for Inclusion is designed to help schools 
in a) assessing their current stand with regard to inclusiveness, b) identifying the key 
topics of concern for the whole school community, and c) implementing concrete 
actions after reaching consensus among all members of the school community.  

However, despite the substantial attention given to this educational approach in 
recent years, researchers have criticized a lack of empirical evidence on how 
exclusion is manifested in student behavior as well as the long-term effect of existing 
methodologies that promote inclusive school development [11]. Even when studies 
have attempted to capture how exclusion is manifested in students’ social interactions 
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within the class and during play time, their focus was limited to a number of school 
cases as well as particular dimensions of diversity, thus leading to an uncertainty of 
how such results may generalize to the larger population and how educational 
exclusion is manifested at large [6]. 

Recent development in sensor technology [4] and social network analysis 
techniques [10] can provide a new perspective to the impact of educational practices 
through the measurement of students’ social interactions. For instance, proximity 
measurement during playtime capturing pupils’ social interactions may be correlated 
with metrics of different dimensions of diversity such as ethnic origin, religion and 
native language, parents’ socio-economic and educational background, forms of 
special needs and educational performance,. These in turn may affect a student’s 
ability to participate in equal terms to the educational community.  Capturing these 
metrics can possibly generate the ability to measure inclusiveness at large, through 
sampling a wide number of schools and over extended periods of time.  

Secondly, grounded on data about pupils’ social interactions and using persuasive 
techniques (Fogg, 2002), technology may be used in challenging pupils’ perceptions 
of diversity with the aim of eliminating discriminatory behaviors in primary schools. 
In the remainder of the paper we outline our research agenda. 

2   Measuring the Inclusiveness of School Communities Using 
Sensor Technology and Sociometric Analysis 

Sociometric analysis has been used for describing communication patterns in 
organizations [4], inquiring into urban mobility [8], modeling knowledge propagation 
and other domains [2], leading to a new field of computational social science [9] 
motivated by our increasing ability to capture social phenomena at large. To our 
knowledge, however, such techniques have not yet been used to capture the 
development of pupils in schools. Using sensor technology to capture and quantify 
schools’ inclusiveness provides the ability to generalize our findings as measurements 
can take place at a wide number of schools and through an extended period of time.  

This objective will result in a palette of metrics that capture the inclusiveness of a 
school community based on pupils’ social interactions. The metrics will take into 
account pupils’ proximity data during school activities, physical activity (through 
accelerometer) and verbal activity (through microphone capture). In addition, 
dimensions of diversity such as ethnic origin, parents’ socio-economic and 
educational background, forms special needs and others will be captured. These 
metrics will subsequently be used to assess the impact of the educational and 
technological interventions in the next two goals. 

3   Assessing the Impact of Inclusive School Development 
Interventions 

The impact of educational interventions, and specifically “Index for Inclusion” 
projects, will be assessed in terms of changes in pupils’ social interactions, using 
sensor network technology.  Index for inclusion projects will be executed in a number 
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of schools and measurements of pupil’s social interactions will be taken throughout 
the intervention. Pair-wise proximity will be the key measured variable but other 
variables such as physical activity (through accelerometer) and verbal activity 
(through microphone) will be captured. A combination of these measures will be used 
to express social activity, and will then be correlated with: a) Metrics of different 
dimensions of diversity that might affect a student’s ability to participate in equal 
terms to the educational community such as ethnic origin, religion and native 
language, parents’ socio-economic and educational background, forms special needs 
and educational performance, and b) stakeholders’ perceptions of the inclusiveness of 
a school, and data elicited in the course of Index for Inclusion projects.  

The analysis will look to develop models of how students interact with others, and 
will attempt to assess whether the social structure amongst students impacts their 
performance in school. This analysis will control for the various environmental 
variables that change from school to school.  

4   Persuasive Games That Challenge Children’s Perceptions of 
Diversity and Demotivate Discriminatory Behaviors 

Construal theory [13] suggests that (perceived) social similarity, being it in the form 
of attitudes, physical characteristics etc., influences not only the available 
information, but also the cognitive process involved when individuals evaluate other’s 
actions, with more distant individuals to be judged on more abstract attributes. It has 
been found that when individuals evaluate their own, and those of similar others, 
behavior, they emphasize the role of concrete situation factors that operate at the 
moment of action (“I stepped on your toe because the bus was crowded”), whereas 
when judging the behavior of more distant individuals, they emphasize the role of 
stable, general dispositional properties of the actor (“he stepped on my toe because he 
is clumsy”) [13].  

“Daily habits” is a persuasive game that attempts to increase of interpersonal 
similarity through capturing and communicating habits that are shared across different 
children that appear limited interaction in school. Habits will be sensed through the 
mobile phones and may include aspects of a child’s daily life such as: wake-up time, 
sleeping time, or the amount, temporal and spatial range of physical activity.  

However, motivating social behaviors brings significant complications, for 
instance, through group polarization [7], a phenomenon where people adopt more 
extreme response to deliberate acts when being in groups than when being alone.  

Through minimalistic interventions we will attempt to measure the impact of two 
motivational techniques: reciprocity and operant conditioning. Reciprocity has been 
found to have positive effect in encouraging prosocial behaviors in primary schools 
[3]. It may be operationalized through the identification of positive changes in a 
pupil’s social behavior (e.g. his or her centrality in the social network) and the 
communication of those to other pupils in the class. Operant conditioning [12] uses 
two primary tools: reinforcement and punishment.  These may be operationalized in 
the form of a game where positive daily changes in a child’s network centrality adds 
points to the child’s profile while negative changes remove points. 
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5   Conclusion 

This paper presents a double-pronged research agenda aiming first to measure the 
status quo and impact of inclusive educational interventions using sensor technology 
and sociometric analysis. In addition, it aims to challenge pupils’ perceptions of 
diversity with the aim of eliminating discriminatory behaviors in primary schools 
using persuasive games.   
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Abstract. Touchscreens are the dominant input device for smartphones and 
learning about smartphone users' touch behaviour became even more important. 
We developed a game for Android phones to collect a truly large amount of 
touch data from diverse devices and players. A part of the game is designed as 
what we expected to be a Fitts' law task. By publishing the game in the Android 
Market we collected 5,359,650 micro tasks from 63,154 installations of the 
game. Using Fitts' law to find a model for these tasks we found a very weak 
correlation and an implausible high index of performance across different de-
vices. Further analysis shows a similar correlation between time and distance as 
with Fitts' law but only a very weak correlation with the targets' width. 

Keywords: Fitts' law, mobile phone, touch screen, app store, large-scale. 

1   Background 

Fitts' law [2] is a model of human movement that predicts the time required to rapidly 
move to a target. It describes the correlation between the distance to a target and it's 
width with the time to reach the target. [3] describes Fitts’ law as "one of the most 
robust, highly cited, and widely adopted models to emerge from experimental psy-
chology" [3]. The index of performance (IP), that is determined using Fitts' law, en-
ables to compare different input devices and is even proposed by ISO 9241-9 [1] for 
this purpose. Fitts' law has been applied to a wide range of devices, including mouse, 
touchpads, and trackballs [3]. The IP was used to compare these devices and we as-
sume that the IP can also be used to assess the quality of smart phones’ touch screens.  

To collect data from a number of different devices, in a natural usage context, and a 
sufficient number of participants we developed a game and published it in the Android 
market. The game requires touching targets and records the players' behaviour. A part of 
the game is a task that requires to sequentially tapping simultaneously presented circles. 
Using data from 63,154 installations of the game and considering tapping each but the 
first of the simultaneously presented circles as a task we collected 5,359,650 tasks. 

2   Collecting Touch Data in the Large 

The gameplay of Hit It! is inspired by the task used by Park et al. [4]. Circles are 
displayed on the screen (see Figure 1) and the player has to touch these targets. Each 
level consists of multiple micro levels. Different target sizes are used in each level. In 
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most micro levels, one circle is presented to the player. The player advances directly 
to the next micro level as soon as the target is hit. If a target has not successfully been 
hit in a certain time frame it is counted as a miss. Every fifth micro levels consist of 
multiple simultaneously presented targets. As soon as a target is successfully hit it 
disappears. The player must hit all targets to advance to the next micro level. To make 
a game out of the two basic tasks the player must complete a micro level in a certain 
timeframe. The time is reduced from micro level to micro level while the player pro-
ceeds through a level. The player receives a penalty point if a target has not been hit 
and the game is lost when the player collected three penalty points. The faster players 
hit the targets the more scores they get. 

 

 

Fig. 1. In-game screenshots of the game (left), information presented to the player when the 
game is started (centre), and how W & D are derived for Fitts' law (right) 

We do not collect data that allows identifying individual players or installations. 
We still decided to clearly inform players about the fact that data is collected in order 
to act ethically. A modal popup (see Figure 1) shown when the game is started for the 
first time tells the players that data is collected for research purpose while the game is 
played. Data about the used device and the performance of a player is collected by 
transmitted the data to our server. A unique identifier for each installation is derived 
by hashing the device's “Android ID”. We also collect the user's locale (e.g. "en_GB") 
and the device's type (e.g. "GT-I9000" for Samsung Galaxy S). Most importantly, we 
record the position and size of the targets for each micro level. We also record the 
position of each touch event and the time elapsed since the start of the micro level. 
We published Hit It! in the Android Market on October 31, 2010. Till April 04, 2011 
the game was installed 192,250 times1. 

3   Applying Fitts' Law 

When developing the gameplay we designed two tasks. The first task is just tapping a 
single target but the second task was designed to be a Fitts' law task. In the following 

                                                           
1 Number of installs according to Google's Developer Console. 
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we analyze the data from the second task using Fitts' law and investigate the correla-
tion of movement time with the target's distance and width afterwards. 

3.1   Correlation and Throughput 

In order to apply Fitts' law we use the Shannon formulation · 1  
proposed by [3]. We only consider micro levels where multiple circles are presented 
simultaneously, the device is held in an upright posture (according to the phone's 
accelerometer), and the level's error rate is below 4%. When the player hits the first 
circle the touched position and the current time is used as the start for the first task 
(see Figure 1). MT is the time that elapsed until the second circle is hit. D is the dis-
tance from the position of the first tap to the centre of the second circle and W is the 
diameter of the second circle. Analogical we proceeded with the other targets using 
the touched position that hit one circle and the according subsequent circle. Thereby 
multiple tasks are derived from a single micro level. 

With the described approach we determined 5,359,650 tasks from 63,154 installa-
tions. Using linear regression we determined a (intercept) and b (slope) and found that 
a=.200 and b=.040. The correlation of the data with the resulting formula is r=.14. 
The index of performance ( ) is IP=25.01. As the determined IP is implausibly 
high (highest IP reported by [3] is 13.7 for an eye tracker) and the correlation is very 
weak ([3] reports correlations between .70 and .99) we selected the considered data 
more carefully. Using only data provided by 4,873 installations running on a Samsung 
Galaxy S (292,515 tasks), the most common device in our dataset, results in a=.207, 
b=.029, and r=.13. With 34.57 the IP is still implausibly high. Considering only tasks 
from one particular level (992 installations, 5,328 tasks) results in a=.176, b=.060, 
r=.33, and IP=16.55. 

One reason for the unsatisfying correlation might be the small screen size of the 
Samsung Galaxy S (4.0in diagonal size) that does not require moving the hand but 
only one finger. Therefore, we repeated the analysis for the Samsung Galaxy Tab 
(352 installations, 2,134 tasks) that has a screen with 7.0in. Again only tasks from one 
level are considered. Using linear regression we determined intercept and slope and 
found a=.165 and b=.063. The correlation of the resulting formula is r=.33 and the 
index of performance is IP=15.80. Regardless of the way we constrain the dataset, the 
IP is unlikely high and the correlation is weak for all tested devices. While the high IP 
only suggest that the used task might be different from what is commonly used as 
Fitts' law task, the rather low correlation shows that Fitts' law is not a good model for 
the used tasks. 

3.2   Correlation with Targets’ Width and Distance 

In order to investigate why Fitts' law cannot be used as a model for our data we ana-
lyzed the data in more detail. We tested the correlation with the target's width and the 
distance to the target independently. For a true Fitts' law task one would expect that 
there is at least a weak correlation with both aspects that are composed in Fitts' law. 
As the measurement unit is not crossed out when looking at width and distance sepa-
rately we have to treat each device independently.  
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Using again the data from one level provided by the Samsung Galaxy S (992 in-
stallations, 5,328 tasks), the correlation between time and distance is r=.33. Compared 
with the correlation using Fitts' law (also r=.33) the difference is very small. This 
suggests that most of the variance that can be explained by the correlation with ID can 
also be explained by the correlation with the distance to the target. Determine the 
Pearson correlation between time and width using the same dataset results in r=.11. 
Testing different functions (e.g. log2(W), 1/W, log2(1/W)) does not reveal a higher 
correlation. 

4   Discussion and Future Work 

Analyzing the data that resulted from players that touch a sequence of circles we 
found only a weak correlation when applying Fitts' law as a model for the data. Fur-
thermore, the IP is implausible high. Further looking at the data we found a similar 
linear correlation between time and distance as if using Fitts' law. In contrast we 
found a much smaller correlation between time and the width of the target. Our results 
suggest that, for our task, the time required to hit a target partially depends on the 
distance to the target. A target's width, however, has a much smaller effect on the time 
required to hit a target. 

The results presented in this paper are only a fraction of what can be investigated 
using the collected data. Further analysis showed that touch positions are systemati-
cally skewed and a compensation function that shifts the users' touches can reduce the 
error rate [5]. An area we consider interesting for future work is investigating touch 
sequences. How a target is hit might not only depend on the target's size and location 
but also on preceding touch contacts and the elapsed time. Applying such findings 
might result in a function that shifts the touch events to improve the users' touch pre-
cision that in generally applicable. We would like to share the data with other re-
searchers to enable further analysis2. 
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Abstract. Electroencephalography (EEG) is an important physiological index 
of cognitive workload. While previous research has employed high-end EEG 
devices, this work investigates the feasibility of measuring cognitive workload 
with a low-cost EEG system. In our experiment, EEG signals are recorded from 
subjects performing silent reading tasks under different difficulty levels. 
Experimental results demonstrate the effectiveness of cognitive workload 
evaluation even with low-cost EEG equipment. 

Keywords: Cognitive workload, electroencephalography (EEG), physiological 
index. 

1   Introduction 

In recent years, research efforts have been geared towards measuring human mental 
states such as cognitive workload and task engagement. Cognitive workload refers to 
the amount of mental demand imposed by a particular task on a person [3]. Measuring 
cognitive workload is an important issue in various research and application areas of 
human-computer interaction, as it can be utilized to evaluate the efficacy of interfaces 
and build adaptive interaction systems. With the advance of modern sensing 
technologies, a variety of physiological measures have been developed for the 
assessment of cognitive workload. Among these techniques, electroencephalography 
(EEG) has become a popular physiological index that allows continuous monitoring 
of subjects’ cognitive workload in a convenient way. 

Previous research has demonstrated that EEG signals are sensitive to cognitive 
load changes in various tasks [1]. Gevins and Smith [5] demonstrated that spectral 
features of the theta and alpha frequency bands correlate with task difficulty levels in 
simulated flight tasks and n-back tests. Fitzgibbon et al. [4] also found that the power 
of gamma band could be augmented by various cognitive tasks. Berka et al. [2] 
employed discriminant function analysis on spectral features for monitoring cognitive 
workload and task engagement in different tasks including digit span, mental 
arithmetic, image learning and memory tests. Grimes et al. [6] and Zarjam et al. [9] 
investigated EEG based classification and evaluation of subjects’ working memory 
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load. A feature selection scheme based on mutual information was proposed in [6] to 
deal with physiological drift. EEG has also been used to monitor cognitive workload 
in various military tasks under complex environments [8]. 

Although EEG is a promising tool for continuous measurement of cognitive 
workload, most previous research has employed high-end EEG systems costing more 
than $15,000 (e.g. see www.biosemi.com), which limits their widespread usage in 
human-computer interfaces. On the other hand, low-cost (under $1000) EEG headsets 
have become accessible for HCI research in recent years [7]. This work takes an 
initial step in exploring the feasibility of cognitive workload evaluation using a low-
cost multi-channel EEG system. 

2   Experiment 

Sixteen students and employees (16-46 years old, 4 females) were invited to perform 
silent reading tasks. Brain waves from each subject were recorded with a low-cost 
EEG device originally designed for gaming interfaces (Emotiv EPOC, a 14 channel 
128Hz neuro-signal acquisition and processing wireless neuroheadset [10], see Figure 
1). Channel names based on the International 10-20 locations are: AF3, F7, F3, FC5, 
T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4. During the experiment, each subject was 
asked to silently read the text displayed on-screen, with a viewing distance of 70cm 
(see Figure 2). Similar to [9], different task difficulty levels were employed to 
manipulate cognitive workload during the experiment. 

  

Fig. 1. A low-cost EEG device (Eomtiv EPOC neuroheadset [10]) and layout of EEG channels 

There were three levels of task difficulty in total: low (level 1), medium (level 2) 
and high (level 3). For each difficulty level, 4 text pages were sequentially displayed 
on the screen, with each page appearing for 30 seconds. In the low level task, the 
subject was required to press the left mouse button when he encountered any 3 letter 
word during silent reading. In the medium level task, the subject was required to press  
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the left or middle button respectively, each time he encountered either a 3 or a 4 letter 
word. Likewise, in the high level task, the subject was required to press the either the 
left, middle, or right button when he saw a 3, 4, or 5 letter word respectively. The task 
difficulty levels were administered in a randomized fashion. There was a 30 second 
resting period after the task for each difficulty level. One minute baseline data (with 
the subject looking at a blank screen) was recorded at both the beginning and the end 
of the whole experiment for each subject. The subject was asked to refrain from  
eye blinking and to stay as still as possible during the baseline period and task  
period. However, the subject was free to blink and move their head naturally during 
each rest period. 

 

Fig. 2. Experiment setup 

3   Analysis 

The EEG signals were first divided into segments of 1.5 seconds in length. Statistical 
features including mean, variance, root mean square (RMS), spectral powers of theta 
(3-7 Hz), alpha (8-12 Hz), beta (13-29 Hz), and gamma (30+ Hz) frequency bands 
were then calculated for each data segment. 

 

Fig. 3. Box plot of normalized RMS values (sample minimum, lower quartile, median, upper 
quartile, and maximum) from nodes F3 and F4 at different task difficulty levels 
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Among the features obtained from different EEG channels, RMS from nodes F3 and 
F4 exhibit significant correlation with task difficulty (F > 38, p < 0.01 in ANOVA 
test). This finding is consistent with previous research indicating that the brain frontal 
lobes play an important role in cognitive tasks associated with attention and mental 
effort [5]. Figure 3 plots the distribution of normalized RMS acquired from the two 
frontal channels at different workload levels for all the subjects. It can be seen that the 
feature value consistently increases when the task difficulty level is increased. 

Moreover, the spectral power of gamma frequency band at nodes AF3 and AF4 
shows a statistically significant difference between the baseline condition and task 
condition (F > 28, p < 0.01 in ANOVA test), which is consistent with previous study 
on gamma activation of EEG during cognitive tasks [4]. There is an increase in 
average gamma power with each rise in task difficulty. However, the difference 
between task levels is not statistically significant (p > 0.05). 

4   Conclusion 

This work investigates the feasibility of cognitive workload evaluation using a low-
cost EEG system. It is demonstrated that cognitive workload could be effectively 
measured even with low-cost electroencephalograph. The experimental results are 
consistent with previous research on cognitive workload. We hope that this work will 
promote the application of EEG-based physiological measures in various HCI areas 
involving cognitive workload evaluation. 
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Abstract. This paper presents a system that automatically generates accessible 
interfaces tailored to the users’ capabilities and needs in order to provide them 
with access to ubiquitous computing environments. The aim is to ensure that 
people with disabilities are able to use ubiquitous services provided by 
intelligent machines, such as ATMs and vending machines. The tailored 
interfaces are generated from a formal description specified by a User Interface 
Description Language, and based on user and context models represented by 
ontologies.  

Keywords: Adapted user interfaces, accessibility, ubiquitous computing. 

1   Introduction 

People with physical, sensory or cognitive disabilities are frequently excluded from 
digital services since they cannot use interactive systems that have been designed 
ignoring human diversity. Due to the advances in mobile technology, ubiquitous 
services have flourished in diverse contexts. In a typical ubiquitous scenario a user 
equipped with a mobile device enters a ubiquitous environment, where a software 
layer -called middleware- enables access to the ubiquitous system, and the local 
services are offered to her or him. If the user selects one of the available services, a 
user interface is downloaded to the user device. In this way, the user can access the 
service through the user interface using her or his own handheld device.  

In order to improve the autonomy and inclusion of people with disabilities, 
“intelligent” machines (such as information kiosks, ATMs, vending machines, home 
appliances, etc.) must offer ubiquitous services in an accessible way. This will enable 
users to conveniently access these services through their mobile device, which is 
adapted to their needs and preferences. Nevertheless, service providers usually offer a 
unique user interface for all users, which usually does not cater to every user’s needs. 
Therefore, a user may experience accessibility problems when trying to access  
such services. 
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1.1   Related Work 

Among the abundant works on adapted user interaction, only a few research works 
are devoted to adapting the content, presentation or the navigation scheme of the user 
interface to users with special needs. Nevertheless, some interesting works can be 
found in the literature [1, 2].   

In the context of adaptive systems, the adaptations are generally applied to a 
previously created user interface. However, in the case of adaptive systems for 
ubiquitous environments, the adaptation process is not based on an existing user 
interface but on an abstract description of the functionality of the service [3]. This 
entails new challenges, such as determining the structure and organization of the 
elements that will comprise the final user interface. In addition, the accessibility of the 
interface can be considered before creating it. This approach avoids the need to find 
and eliminate the accessibility barriers that may exist in a previously designed user 
interface.  

These two research lines (adaptive accessible user interfaces for people with 
special needs and automatic generation of user interfaces for ubiquitous 
environments) were combined in the Inredis1 project. This project was intended to 
provide users with disabilities with access to ubiquitous services through their own 
mobile devices in an accessible manner. One of the outcomes of the project was the 
software component called Interface Generator (IG). This module was responsible for 
creating a final user interface adapted to each user’s needs, enabling the use of the 
service without accessibility barriers. 

This paper describes the approach that was followed in the project for 
automatically generating accessible user interfaces. The rest of the paper is organized 
as follows: in section two, the architecture of the Interface Generator is presented; the 
features of the user interfaces are explained in section three; finally, some conclusions 
are summarized in section four. 

2   Architecture of the Interface Generator 

The IG component follows a modular architecture, which is sufficiently flexible to 
accommodate new modules in the future. Each module of the IG performs a specific 
function, as explained below: 

The Orchestrator module is in charge of organizing all the processes in  
the system. It plays a key role in the independence of the modules and it also enables 
the integration of new modules. The Resource manager is responsible for analyzing 
the resources offered by the provider of each service, and selecting the resource types 
(text, images, etc.) that are most appropriate for the user and her or his device. The 
Constructor creates a user interface, without any adaptations, from a User Interface 
Description Language. The Selector chooses the required adaptations by considering 
the users’ capabilities, in order to provide them with an accessible user interface. Two 
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examples of adaptations are “enlarging text size” and “changing the contrast”. The 
adaptations are implemented with EXtensible Stylesheet Language2 (XSL) 
transformations and Cascading Style Sheets3 (CSS) code fragments. The Adapter 
applies the previously selected adaptations into the interface created by the 
Constructor. In this way, an accessible interface that is also adapted to the users’ 
needs is obtained. The Data Injector first checks whether a user interface already 
exists for the user, her or his device and the service. If so, the interface is downloaded 
to the user device instead of repeating the whole generation process. 

In addition to the aforementioned modules, the IG makes use of a Knowledge Base 
(KB) which is composed of different ontologies for each of the required models: user, 
access device and context. The ontologies are queried by the IG during the interface 
generation process in order to retrieve information from the models.  

Apart from these ontological models, which are focused on the user side, the IG 
employs user interface abstract models [4]. These models enable the automatic 
generation of interfaces regardless of the underlying technology (e.g. system platform 
or markup language). Starting from an abstract description of the functions provided 
by the service, the system is able to generate a functional user interface that allows 
users to access ubiquitous services and devices. In the particular case of Inredis, the 
User Interface Markup Language4 (UIML) was chosen because it was the language 
that best suited the project requirements. 

3   User Interfaces 

The final user interfaces automatically generated by the IG are focused on certain user 
stereotypes. The system generates different interface alternatives for the same service 
depending on the person who is interacting. In order to demonstrate the viability of 
the system, three different web-based user interfaces were selected to be generated: a 
text-only interface, an iconic interface and a mixed interface that incorporates both 
textual and iconic elements. 

The text-only user interface is divided into two main parts. In the first part the 
interaction commands are placed, whereas in the second part each command is 
described to facilitate the use and understanding of the service functions. This 
interface is aimed at blind people using screen readers, as well as users with mobile 
devices that do not support advanced resources.  

All the elements in the iconic interface are represented as icons. The interaction 
elements for each function of the service are grouped into sections to allow users to 
better understand the interface. This version would be valid for people with cognitive 
disabilities, prelingual hearing-impairments, and illiteracy.  

The mixed interface would be useful for users with mild sensory restrictions; for 
example, elderly people or users with little experience in using computing technology. 
The aim is to create a redundant interface that contains simple text to label the 
                                                           
2
 http://www.w3.org/TR/xsl/ 

3
 http://www.w3.org/Style/CSS/ 

4 http://www.oasis-open.org/committees/tc_home.php?wg_abbrev=uiml 
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interaction elements, accompanied by icons that emphasize the meaning of those tags. 
For this reason, every element in the interface has both textual and iconic resources to 
be grouped together. 

All the generated user interfaces comply with XHTML Basic 1.15 syntax. To this 
end, the transformation and adaptation rules were implemented with XHTML syntax 
requirements. In addition, appropriate subsets of the Web Content Accessibility 
Guidelines6 (WCAG) were considered in the generation rules, according to the type of 
interface and the target stereotype. 

4   Conclusions 

In this paper we have described the Interface Generator software component, which 
was one of the outcomes of the Inredis project.  The prototypes developed 
demonstrate that the approach followed works well for the automated generation of 
adapted accessible user interfaces for different types of users in the context of 
ubiquitous environments. Although the interfaces generated are fully functional, 
further user testing is required in order to verify the validity and appropriateness of 
the interfaces for each type of user, as well as to check the accessibility and usability 
of the generated interfaces for each target user. 
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Abstract. Over the last years, museums and galleries are looking for new ways 
to show exhibitions to visitors. For that purpose, new technologies like 
augmented reality are used. In this paper an augmented reality system for 
indoor exhibitions is presented. The system is formed by visualization screens 
that mix exhibition environment, visitors included, with multimedia and virtual 
3D objects which visitors can manipulate naturally using a markers system. 
This system has been used in the exhibition “Valencia, tierra de comarcas: 
Diálogos con el patrimonio”, which deals with a trip through the valencian 
cultural heritage. 

Keywords: Augmented reality, interaction, augmented mirror. 

1   Introduction and Goals 

Over the last years different technologies have provided museums and galleries 
visitors with a new form to see their stored knowledge. One of these technologies is 
augmented reality (AR). AR is an interaction paradigm that aims to combine 
computer-generated information with the real world [1].  

Through AR within the indoor exhibition scope visitors can visualize, manipulate 
and browse exhibition information. Some usage examples of AR in museums and 
galleries are audio augmented guides [2], head mounted displays-based applications 
[3][4], interactive museum guides over mobile devices [5][6][7], screen visualization-
based systems [8] and video projectors-based systems [9]. 

The goal of the AR system presented in this paper is to provide an improved 
experience to the visitors by offering a better interaction with the exhibition contents. 
In order to do so, the system must immerse visitors into the augmented environment 
using an interface which allows a natural interaction with these contents. Moreover, 
the system has to provide to the visitors the educational information of the exhibition 
in a simple and enjoyable way. 
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2   System Description 

The AR system presented in this paper is composed of a Region of Valencia map, 7 
pointers and several hosts which can work in an independent way or synchronized on 
the same exhibition environment. Each host is formed of a PC, two visualization 
screens and one Kinect camera [10]. The map dimensions are 3x5 meters and visitors 
can walk on it. This map has a marker printed on it which is used to compute the 
spatial reference of the system. This map also contains 70 different hot points grouped 
by colors. Each color refers to a different subject of the Region of Valencia heritage 
and there is one pointer associated to each subject. Each pointer has a marker printed 
on it which is used to calculate its position on the map. 

The system can be split into 4 subsystems. The communications subsystem 
communicates all hosts using a Client-Server model. It performs the synchronization 
between them over the same exhibition environment. The logic subsystem manages 
the system operation. It selects the subject associated to the active pointer in the 
system and identifies the hot point when the pointer is placed on it. The tracking 
subsystem obtains the position and orientation of the elements of the system: map, 
pointers and Kinect camera. The visualization subsystem shows augmented 
information over the real exhibition environment content. Figure 1 shows the different 
subsystems defined. 

 

Fig. 1. Augmented reality system components 

In order to mix real exhibition content and augmented reality information, initially 
the Kinect camera captured information is painted. This image is a reflection of the 
real exhibition environment. Using the depth map information given by the Kinect 
camera, the values of the z-buffer [11] for each image pixel are calculated. In this 
way, the elements of the image, visitors included, can be placed correctly in the 
virtual scene. Finally, the virtual elements are painted taking into account the z-buffer  
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information, performing a correct occlusion between real (visitors and exhibition 
room) and virtual (3D models, maps, etc.) worlds. This process can be observed in 
Figure 2.  

 

Fig. 2. Augmented reality scene composition using depth information 

3   Interaction Process, Augmented Map 

The visitors can walk on the large real map, as if they were traveling through the 
region of Valencia, using the different pointers to select the place they want to visit. 
When a visitor catches a pointer the system shows a multimedia resource of the 
subject selected on one screen. At the same time, on the other screen, an augmented 
visualization of a subject map replaces the real one. Thereafter, visitors can select a 
hot point of the selected subject on the map just “travelling” to the desired location 
and placing the pointer on it. Once the point is selected, a multimedia resource 
associated to it is showed on one screen, while on the other screen, a virtual 3D object 
is showed in the augmented visualization. In the same way, visitors can choose 
another hot point or change the subject selected by leaving the actual pointer and 
caching a new one. There are 3 different kinds of virtual 3D objects that can be 
displayed in the augmented visualization: 3D animated models which represent 
buildings or objects related to the hot point, virtual scenes created using images of 
real places and costumes to “dress up” the visitor. 

4   Conclusions 

The AR system presented in this paper has been used in the exhibition “Valencia, 
tierra de comarcas: Diálogos con el patrimonio”. The system has worked properly and 
has been tested by over 1000 visitors. The visitor’s opinions about the system were 
positive; they learned to use the system very fast, achieving a high level of 
satisfaction and entertainment.  

According to the visitor’s experiences, the goals have been met. The AR system 
was able to provide an improved experience to the visitors, supporting the learning 
process with the multimedia resources and virtual 3D elements associated to the hot 
points of the exhibition. Furthermore, the interface based on selection pointers and hot 
points located on the map was used by the visitors naturally. 
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Fig. 3. 7 Pointers and exhibition set (left); visitors using the system (right) 
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Abstract. In this paper we present a natural interaction system that simulates an 
interactive mirror behavior where a subject or object can appreciate in real time 
the effects of external agents over themselves and the causes or actions that 
trigger these effects. It is a low cost system and easy to use, personalize and 
configure, which makes it extensible to different operating sectors, especially 
on the education area for interactive demonstrations. The system does not use 
marks and realize the detection and projection of effects in real time. For the 
system development a technology was invented and developed that originated 
the patent request ES200901210. 
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1   Introduction and Proposal 

Currently there are various devices and processes for content generation, animation or 
visual effects within an area bounded by the silhouette of an object or subject. These 
devices and processes allow the user to know, for example, the appearance of the 
object or the same user when certain conditions are changed. Thus, an individual can 
see how you feel, for example, a certain glasses without the need for physically the 
same, but shown on a screen would look if you use them. Similarly, are used for 
interaction with different types of hair, or clothing. Using this type of system has 
many uses in automotive to observe the internal or external appearance of a vehicle 
color, trim, having only a single physical element. However, these devices have the 
disadvantage that visual effects displayed or do not fit subjects or objects when they 
are in motion or for motion detection is necessary that the subject or object has certain 
clothing marks as a particular color, body sensors, etc. [1,2,3, 4,5,6]. Other systems 
use a database from images that provide reference points associated with the subject, 
using external devices such as "marks" the subject that identify the area where the act 
[7,8,9]. These systems are used for visualization of interventions with augmented 
reality [10]. In this case, as well as stereoscopic vision requires a preprocessing of the 
images again makes reference to the object / subject for gesture recognition. 

The above works differs from our proposal both in the approach to transform a 
skeleton outline, identifying body parts and creating a vector that analyzes the amount 
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of movement considering these parts, as in the use of techniques and filters to obtain 
the proposed solution (linear Hough transform, Kalman filter to track time Fourier 
transformer for extracting and frequency characteristics of movement, etc.). 

Our proposal is based in a system that allows the application of visual effects in 
objects or subjects static or in movement in real time without need of marks, 
archiving a natural interaction between the object or subject and the input and output 
devices for which computer vision techniques are used  to detect, analyze and apply 
the different visual effects on the images in real time. 

As a technical advantage should be mentioned that the interaction between objects 
or subjects and the input and output devices its done without marks on the objects or 
subject, so it is non-invasive and non-intrusive. Thus the object or subject interacts 
with its own body and with its natural movements if it is moving. 

This technology can be applied to generate content where an external observer, or 
the object/subject itself appreciate how act external agents or actions realized 
in/with/on the body. Example given it is possible to generate visual effects related 
with the clothes, so a subject see the aspect of a clothing on the figure and how it 
adjust to the movement the subject realize. It can also show aspects related to hair, 
inner anatomy of the human body or any other event, graphic effect or animation 
desired. Said events graphic effects or animations are applied on the body in real time. 

For the system to function the application of different algorithms that are part of 
each filter implemented in the real time image processing and movement detection 
module is necessary. There are two fundamental filter types: detection filters and 
projection filters. Where the “detection” filters are: a) a filter that allows the detection 
of the zone occupied by the subject and b) a filter of movement that allows the 
detection of the subject movements/actions. On the other hand, the projection filters 
that had been developed are: a) halo effect, b) desaturated effect, c) show animation in 
subject or object zone and movement tracking effect. 

All filters are initialized with a series of parameters that can vary according to 
conditions of light, size and effect to achieve. It is possible to include from 1 to n 
filters and configure them. For visualization, they are again scaled to the adequate 
resolution for the used output device in each case. 

2.1   Case of Application: ACTIMEL Functionality Demonstration 

The system allows the application of visual effects on objects or static or moving 
subjects in real time without the need for marks. 

The main objective in the case of ACTIMEL product demonstration is to show 
how the digestive system of a person before and after drinks a given liquid substance, 
so the person can see in the output device an animated visual effect of the body 
insides. Then the subject is placed in the scenario and positioned in front of the 
camera taking as reference the display in front of the LCD projector that the subject 
interprets as if it were a mirror. The subject image is projected. Then apply the 
detection subject filter, by cutting the background figure. This mask is used as a 
reference subject to filter visual effect "desaturated", creating the impression in the 
subject of a loss of color, which is imaginary interpreted as a possible dehydration. 
Then the subject must perform the action of drink the liquid, for which grabs a bottle 
and brings it to the mouth. This action is detected by the movement mask filter. Drink 
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action is interpreted by the start and end pre-selected positions points in the frames, as 
noted above in the explanation of the filter operation. When detecting the action, it 
triggers the application of the visual effect animation playback filter within the 
subject area and motion tracking. Within the area of reproduction, the desired 
animation is shown, for example, a ball falling through the body and its expansion 
into of the body (drop down the throat to the intestine and there are expanded), as 
shown in Figure 1. The subject can move on stage and the animation will follow your 
movement and will readjust to its size thanks to the previous filter. When this 
animation ends, it triggers the next filter, the “halo” visual effect, where a colored 
halo draws the silhouette of the subject with predefined characteristics, such as shown 
in Figure 2.  At all times the subject can move in the scenario and the effects are 
adjusted to their movements. This is because the image analysis and processing are 
made frame by frame in real time.  

 

  

Fig. 1. Projection of animation effect with 
automatic adaptation to the user's 
characteristics. 

    Fig. 2. Effect “halo” projected on the user 

Validity was determined from the laboratory to the implementation of the system 
on the market with different user profiles (child, adult, senior) and different effects on 
their image. The sample consisted of 34 individuals aged between 10 and 60 yr, 12 
women and 22 men. The tests gave highly satisfactory results in terms of robustness 
of the system and user satisfaction regarding its use. Moreover, the Mirror Effect 
system was put on the market in May 2009 at the Mall ALCAMPO La Villa, La 
Orotava, and Tenerife. It is estimated that an average of 100-130 people made use of 
the system per day during the months in operation. Between May 2009 and July 2010 
the system was taken to various shopping malls in the island of Tenerife (Carrefur, 
ALCAMPO La Laguna, etc..) and on the island of Gran Canaria, obtaining similar 
results in their reception. Moreover, the company found DANONE Canary increases 
Actimel product sales during the promotional periods. 

3   Conclusions 

In this article we have presented a system that allows the application of visual effects 
on objects or static or moving subjects in real time without marks through the 
following detection filters: a) a filter object that allows the detection of the area 
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occupied by the object and b) a motion filter that allows detection of movements or 
actions developed by the object.  

This system has been funded by a company business' contract and the Canary 
DANONE research team from the Department of Systems Engineering and 
Automation at the University of La Laguna and was selected for successful business 
transfer through the Network of Spanish University Transference Offices (OTRIs) in 
2009.  
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Abstract. We present a proof-of-concept of a mobile navigational aid that uses 
the Microsoft Kinect and optical marker tracking to help visually impaired 
people find their way inside buildings. The system is the result of a student 
project and is entirely based on low-cost hard- and software. It provides 
continuous vibrotactile feedback on the person’s waist, to give an impression of 
the environment and to warn about obstacles. Furthermore, optical markers can 
be used to tag points of interest within the building to enable synthesized voice 
instructions for point-to-point navigation.  

Keywords: Vibrotactile User Interface, Navigation User Interface. 

1   Introduction 

Wayfinding is a cognitive demanding, error-prone task for visually impaired persons. 
It is described by Long and Hill as “the process of navigating through an environment 
and travelling to places by relatively direct paths” [8]. As such, it depends heavily on 
both “sensing of the immediate environment for obstacles and hazards” [9] and 
“navigating to remote destinations beyond the immediate perceptible environment” 
[9]. These two aspects of wayfinding are also called micro-navigation and macro-
navigation [10]. Although both aspects are part of successful wayfinding, there are  
only few systems that try to integrate them together (e.g. [1, 7]). These systems 
typically try to substitute their users’ limited or missing visual capabilities by giving 
helpful feedback via different sensory channels. Sound and speech are probably the 
most frequently used sensory channels in this domain. However, as environmental 
auditory signals are very important for persons with limited sight, acoustic feedback 
must be used carefully and is not appropriate in all cases. Especially when it is used 
for continuous feedback - which is very important in micro-navigation scenarios such 
as obstacle detection - acoustic feedback can become annoying and distract users 
from the natural aural environment. In macro-navigation scenarios, speech output - 
similar to that of car navigation systems – seems to be a reasonable choice. However, 
as different users interpret these signals differently, it is not easy to give unambiguous 
navigation instructions. Even worse, workload may differ if navigation instructions 
are given by sighted persons instead of visually impaired persons [2]. It “seems to be 
a hopeless situation for the ability of language to convey spatial information” [6]. An 
alternative is vibrotactile feedback that is used for navigation purposes in various 
ways, ranging from vibrating headbands [4] to shoulder tapping systems [12]. As  
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Fig. 1. (a) LilyPad vibe board in a plastic cap. (b) Mobile Kinect camera with battery pack. (c) 
Kinect helmet. (d) Vibrotactile Waist Belt. (e) Complete setup with backpack. 

vibrotactile signals are less disruptive than sound or speech, they are an appropriate 
alternative to give continuous feedback. Thus, our system employs a hybrid approach 
that augments synthesized speech instructions for macro-navigation with vibrotactile 
feedback for micro-navigation using only low-cost and self-made technology. 

2   System Description 

The initial design of our proof-of-concept was created during HCI coursework at our 
university. Our design goal was to build a system that enables and/or facilitates both 
micro-navigation and macro-navigation. For this we utilized the Microsoft Kinect 
sensor, a vibrotactile waist belt built with Arduino LilyPad1 vibe boards and a simple 
backpack construction that carried the laptop and enabled quick debugging (Fig.1 e). 

For detecting the immediate surroundings, we reversed the standard operating 
principle of the Kinect. Instead of a static Kinect that tracks moving objects, we track 
the static environment with a moving head-mounted Kinect (Fig.1c). To power the 
mobile Kinect we use a 12V battery pack that lasted for about 5 hours during our tests 
(Fig.1 b). The vibrotactile output is provided by a waist belt that contains three pairs 
of Arduino LilyPad vibe boards (Fig.1a). These are fixed into plastic bottle caps to 
amplify the perceived vibration (Fig.1d). The speech output is provided by an 
ordinary Bluetooth headset for mobile phones (Fig.1e). 

Micro Navigation – In contrast to Lee et al., who use vibrotactile signals to encode 
navigation instructions [7], we use them to inform users of persons or other obstacles 
in their way, thereby enabling secure micro-navigation. Erp et al. showed that 
encoding distances on a vibrotactile display is realized best with temporal patterns 
instead of changes in frequency or amplitude [5]. Based on several informal 
evaluations with different distance signals, we decided for a simple yet robust 
distance encoding with just three different outputs: no output meaning no obstacle,  
 

                                                           
1 http://hlt.media.mit.edu/?p=34 
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Fig. 2. Vibrotactile cues and navigation instructions depend on the distance to the obstacle (left 
side) or marker (right side) 

a 500ms pulsed vibration for signaling obstacles between 1-2m distance and a  
continuous vibration for obstacles closer than 1m (Fig. 2). Erp et al. also investigated 
that spatial information is encoded most effectively by applying the vibrotactile 
signals to different body locations [5]. Thus we located the vibe boards on the left, 
right and center of the person’s waist to indicate the direction in which an obstacle 
was detected. Unlike Cardin et al. [3], who detect only the closest obstacle, we are 
able to detect the closest obstacles in the left, right and center region of the Kinect’s 
“field of view”. The signal processing software and the control of the vibe boards is 
implemented with C#/.NET and uses a managed wrapper of the OpenNI framework2. 
Obstacles in each of the image’s regions are identified via a depth histogram. We 
assume that nearby and large objects are potentially harmful to the person. Thus, the 
obstacle detection algorithm moves a depth window of 120mm size from left to right 
(respectively near to far) over the histogram and stops, if the pixel area of that depth 
window exceeds a certain threshold area (approx. 4% of a region). The average depth 
value of the current depth window is then mapped to the pulse of the vibe board. 

The overall minimalistic design of the vibrotactile output (3 output channels with 3 
different signals each) is based on several iterations with informal experiments, where 
users felt more comfortable and performed better with less sensory information. We 
therefore chose to minimize the output’s complexity thereby also minimizing the 
users’ cognitive load. 

Macro-Navigation – We use synthesized voice as feedback mechanism for macro-
navigation. Since navigation instructions are very short (e.g. “turn left”) and don’t 
occur continuously, they only slightly interfere with environmental sounds. Our low-
cost solution uses printed augmented reality markers (Fig.1e) that can be used to tag 
points of interest on the desired route. We detect the markers via Kinect’s RGB 
camera using a managed wrapper of the ARToolkitPlus3. By integrating depth 
information of the Kinect, we facilitate different navigation instructions based on the 
person’s distance to the marker. For example, when walking towards a door, the 
instructions will be as follows: “Door in 3”, “2”, “1”, “Open the door” (Fig. 2). Our 
approach has the drawback that every route has to be signposted individually. While 
the effort to create and maintain such a relative positioning system is higher compared 
to a map-based absolute positioning system like GPS, it has the essential advantage of 
being available inside buildings. 
                                                           
2 https://github.com/kobush/ManagedOpenNI (Retrieved June 2, 2011). 
3 http://code.google.com/p/comp134artd (Retrieved June 2, 2011). 
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3   Future Work 

In this work we presented a system that facilitates micro- and macro-navigation for 
visually impaired persons. We plan to iteratively improve this proof-of-concept in the 
future: (1) We observed that users don’t walk straightforward and frequently don’t 
approach markers from the front but from varying angles. This rendered some 
navigation instructions useless, as they were designed for frontal approaches. Future 
work should adapt navigation instructions to the angle from which the user is 
approaching. (2) Like Ram and Sharf [11] we would like to discriminate between 
persons and inanimate objects. This would help to reduce the amount of system 
output while moving in a crowded environment and could prevent users from sensory 
and cognitive overload. (3) Finally, we plan to conduct a formative user study with 
visually impaired users to evaluate navigation instructions and vibrotactile signals. A 
further summative study could then reveal how NAVI compares to the conventional 
white cane in terms of navigation effectiveness, efficiency and cognitive load. 
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Abstract. Mash-ups emerged through the web 2.0 to juxtapose several 
applications and use them together. The next step after juxtaposition is the 
composition of existing applications to build a new one. A solution of this being 
born need is the reuse of parts from formers applications. To perform this 
composition and reuse in an easy and comfortable way, we propose a tool based 
on several extensions of selection to help the developer during his composition. 

Keywords: Application Composition, Semantic Annotation, CBSD, UI, task 
model. 

1   Introduction 

The advent of web 2.0 and the apparition of a lot of “applications stores” introduce 
implicitly new needs for users and developers faced to this set of applications 
disposed on the web. Mash-up solutions for example allow them to juxtapose several 
applications and use them together. They can have ideas for new functionalities 
creating a new application combining existing ones. Adapting applications to users' 
requirements may be done through composition of applications. Tools for composing 
former applications (and probably corresponding source codes) should introduce 
developers' comfort and a reduction of the time-to-market for new applications by 
recycling former applications. 

In this paper, we present the tool OntoCompo dedicated to easily realize new 
applications by composition of their User Interface. This tool deals with component-
oriented applications respecting a separation in two parts: the User Interface (UI), 
visible and well-known part of the application and the functional core (FC), 
underground part of the application. Due to this clear separation, the composition 
process lets the possibility to the developer to build the new application selecting, 
extracting and positioning UI part of former applications, one after another [2].  So 
we focus on the connections between UI, FC and tasks. We consider that a 
composition driven by a checked selection is a guarantee to preserve the global 
consistency of the final application. So we choose to help the developer for 
broadening selection. 
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In the next section, we describe related works and we underline our originality. 
Then we present the hypothesis of our work and our tool for application composition. 

2   Related Works 

As we aim at composing applications by manipulating their UI, we have to 
decompose UI, i.e. describe UI in order to deal with sub-parts of former UI. The 
description of an UI both involves (1) description of its structure (like UIML [1], 
ALIAS [7], UsiXML [5] or MARIA [8]) and (2) the spatial positioning of these 
components (like in different layouts used in the UI toolkits). 

To manipulate applications in order to compose them, there are currently three 
main approaches: (i) the composition could be triggered by the functional part as in 
[7], (ii) the composition could be triggered by the users' goals (i.e. tasks) as in [8] and 
(iii) the composition could be triggered by the UI as in [4].  

Each trigger addresses a specific problem of composition: presentation and layout 
considerations at the UI level, behavior of the application at the functional level, 
users’ needs at the task level. These works do not reuse complete architecture of the 
former applications. Either they compose and reuse UI as first concern without any 
consideration of the links between UI and the functional part either their first concerns 
are functionality or task and provide the new application by (re-)generating UI. 

Our originalities are (i) to consider links between UI, tasks and functionalities, (ii) 
to lead the developer by suggesting him and asking him about elements to keep for 
aiming at composition consistency and (iii) to reuse existing UI in order to preserve 
former developments, former designs and former practices. Our tool, OntoCompo, 
helps the developer of application for reusing existing applications to constitute his 
new one. We purpose the developer to select UI elements he wants to keep and 
suggest him extensions for his selection in order to obtain a new functional 
application after composition. 

3   Hypothesis on Former Applications 

To be able to reuse elements of the former application, we need a software 
organization authorizing selection, extraction and rejigging of such elements. We opt 
for applications developed with FRACTAL components [3]. For reusing of former 
applications parts, we use: (i) component-based software development to manipulate 
functionality assemblies and (ii) component-based UI with Java Swing JComponent 
encapsulated in FRACTAL component in order to manipulate concrete UI parts. 
Applications are not expected to be provided with sources. Indeed FRACTAL 
components are seen like black box and inputs and outputs software interfaces are 
available. To reuse existing applications, our hypothesis is to let the developer doing 
composition through the interfaces of applications. So, our approach is to enhance 
links and to extend connections between UI elements and Functional Core elements.  
That strengthening is based on the Task Model (TM). We use semantic annotations 
(using OWL Light1 language) for the description of applications. So the OWL Light 
                                                           
1 OWL Web Ontology Language. http://www.w3.org/TR/owl-features/ 
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description includes the description of the task model (an OWL representation of CTT 
[6]), the description of the UI elements (an OWL representation of MARIA [8]) and 
their layout and the description of functionalities. The OWL Light description also 
includes links between tasks and functionalities, links between tasks and UI elements, 
links between functionalities and the concrete FRACTAL component, links between 
UI elements and the concrete FRACTAL component. 

4   Composing Thanks to Extensions of Selection 

The simple selection of a part of an application is the direct manipulation. By a click 
on an UI element, the developer can select it in order to extract it later. Selected UI 
elements are graphically highlighted. That simple selection is extended for performing 
complex selections or aiming at verifying consistency. 

First, there is the layout extension. With the height toggle buttons for selected 
extension directions, the developer has the possibility to broaden the selection. 
SPARQL2 queries are parameterized with the current selection and with each chosen 
directions. Such a query returns the relevant fractal component identifiers. 

Secondly, there is the (container) parent extension. It’s also about queries layout 
of application to obtain the parent container of last selected UI component in current 
selection. This extension allows the developer to be more efficient on his selection of 
all elements in a container potentially “hidden” by its contents. 

Thirdly, there is the task extension. Each UI element is linked with a task 
described with semantic annotations. From the last selected component, we use 
SPARQL queries to obtain the task linked to it. From each returned tasks, we query 
semantic annotations to obtain all UI elements linked with this task. 

Finally, there is the functionality extension. UI elements are directly linked to 
functionality but also through tasks. Since a task may be connected to several 
functionalities, it is possible to extend the selection to each part of the application by 
following these links. We start with selected UI elements. Thanks to SPARQL 
queries, we go back "up" to related tasks and then "up" to related functionalities. 
From these functionalities, we go back "down" to UI elements. 

Each of these extensions can be activated by the developer. He is free of 
combination between all proposed extensions. To help him and to lead him towards to 
a coherent composition, we develop a help selection. This help is a guide for the 
developer during all selection process. For each UI element, several questions suggest 
to the developer different possibilities for extending his selection. The developer can 
partially or fully use that help (guided by tasks and/or by functionalities and/or by 
layouts) to perform his selection. 

5   Conclusion 

To conclude, with OntoCompo, we provide a solution to compose application from a 
manipulation of UI. We help the developer during the composition with all proposed 
selection extensions. Those selection extensions based on suggestions to enhance the 
                                                           
2 SPARQL Query Language for RDF. http://www.w3.org/TR/rdf-sparql-query/ 
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reused part of former applications lead to an usable application. The developer being 
able to choose his entry point (UI layout, functionalities or tasks) to perform  
his extensions, we are now planning developer evaluation to validate the different 
extension. Once that evaluation performed, we will work on a new step in the 
composition process about merging application elements (UI elements or 
functionalities). 
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Abstract. Many devices are still unconnected. We apply mobile imaging to log 
measurements from personal health devices. Such devices sometimes offer 
wired and wireless links, but they suffer from many problems (setup, breaking 
connections, non-mobility). We propose to use instead ubiquitous mobile phone 
cameras to capture the measurements and store them for further viewing and 
follow-up. In this paper we discuss the principle, the prototype, the user study 
and initial conclusions of this approach. 
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1   Introduction 

Today's personal health data measurement devices (e.g. blood pressure meters, 
glucose monitors) are still to a large degree disconnected. Their users need to keep 
track of the measurements manually, and transfer the measurements to logbooks or 
analysis software. This obviously is tiresome and creates a bottleneck for automated 
health monitoring. The same issues have existed a long time in clinical environments. 
With decreasing staff and increasing amounts of data, medical workers would 
appreciate automated data logging from their instruments. 

Many clinical and some consumer devices do feature wired or wireless links for 
transferring the data to PCs and eventually to internet services. There are also devices 
that connect to mobile phones for the same functionality [1, 2]. However, in too many 
cases the users need to take elaborate steps to initiate the data transfer. Wireless 
technology is still difficult for people who are averse to technology: convoluted setup 
procedures and intermittent connections confuse them. The problem is worse for 
mobile use situations, where available interaction times may be reduced to seconds 
[3]. In earlier research e.g. gestures have been suggested for more intuitive way of 
pairing devices and interacting with other devices [4, 5]. 

We propose a different approach. Instead of relying to wireless links or cables, we 
use mobile imaging for data transfer. A large fraction of mobile phones in the market 
already include suitable hardware for the purpose. The phone camera can take a photo 
of the display of a personal measurement device, interpret the measurement reading 
through OCR (Optical Character Recognition), and store the data for later retrieval or 
uploading into a web service. This gives people a fast, convenient way to keep track 
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of their health data. It avoids problems related to wireless links, empowering people 
to use an interaction method they already know: point and shoot. In this paper we 
introduce and evaluate an implementation of this approach on mobile phones. 

2   Personal Chart Application 

Personal Chart for Nokia N900 is an application for detecting blood pressure values 
from a measuring device. Personal Chart has two main functionalities: capturing 
blood pressure values and viewing measurement history. In addition, users can share 
their personal measurement information via Bluetooth or email. After the application 
is launched for the first time, a user is asked to create a profile. Profile is made up of 
name, gender and weight. The application enables using several profiles.  

Capturing is launched by clicking the camera icon on the start view. A user is 
guided to point camera to measuring device and match the live view screen marks 
with the display of measuring device. Values can be entered manually by pressing 
skip tracking icon. Once the values are detected from the live view, the confirmation 
view is opened. The user can manually alter the values in case of misdetection. In the 
confirming view the user can save values or backtrack to capturing mode. 

Measurement history can be viewed as a table layout and a graphic line chart. In 
the table view, a user can see all the values in chronological order. In the chart view, 
presented in figure 1, measurement history is portrayed in a line graph according to 
measured value and time. The user can choose which lines are drawn in the graph by 
toggling the check boxes. Saved data can be shared via email or Bluetooth. Shared 
file is a CSV file (Comma Separated Values) that opens in almost all spreadsheets, 
including Microsoft Excel and OpenOffice Calc. 

 

Fig. 1. Chart view of the Personal Chart application 

3   Evaluation 

The main goal of our study was to evaluate the general acceptability of the application 
concept and the applied technology. Basic requirements for participants were chosen 
to be the age of 25-55 years, experience in smart phones and the use of touch screen  
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devices. It was preferred that both sexes are represented. Evaluation was based on 
user testing session and voluntary online discussion. Originally the interviews and the 
discussions were in Finnish. 

3.1   User Testing 

The total amount of 50 users was considered to be sufficient to give reliable and valid 
results. Each participant took part in 30 minute user testing session, 31 of them were 
male and 19 female. During the test the users were given 3 tasks, after performing 
each task they answered open-ended questions and graded statements related to that. 
After the session, users answered open-ended questions concerning the application as 
a whole and filled in the UX -questionnaire. 

The first flow of tasks were to create a user profile, check how the used device is 
selected, to measure blood pressure, to transfer the readings to mobile device first by 
tracking then manually and save them. Creating a profile was considered easy and the 
add user button was clear and well placed. In addition to name, gender and weight, 
suggested adds for profile were age and body mass index. After creating a profile, 
users moved on to device selection. Choosing the device model and manufacturer was 
considered easy, but the name of the menu was causing confusion. OCR was the 
preferred method to manual inputting:  Easiness, quickness, modernity and avoiding 
the extra step of typing were typical reasons beyond that. Manual inputting could be 
improved by making it more intuitive. Those few who preferred manual input had the 
most trouble with the lightning conditions, optical character recognition is remarkably 
vulnerable due to the application`s sensitivity to shadows and reflections. Saving the 
data was easy and not a single user had trouble with that. 

The second task was to view the blood pressure data in table and chart form and to 
administer the graphs shown in the chart view. The chart view was preferred to the 
table view because of giving better overall view of development. In addition, it was 
argued to be visually more appealing, more illustrative and the graphs were easily 
distinguishable and fun. The shifting between the different views was easy and fast. In 
the chart view, many users were asking for some feedback from their blood pressure 
readings. Despite of the preference towards the chart, both views were needed. They 
serve a different purpose: the chart is good for getting an overall view on trends and 
the table gives you exact values and detailed information. 

The third task was to share own blood pressure data. Users preferred Email to 
Bluetooth. It was considered easy and more familiar. Most likely recipients were 
doctor, nurse, coach and personal trainer. In addition, users wanted to send the data to 
themselves with the intention to storage and view the data with another device. 
Especially these users were interested in the possibility to use Bluetooth. The 
possibility to send the data forward was seen useful and add value to the use of the 
application. In the case of annual health examination, the data could be sent to the 
doctor beforehand to make analyzing and medication planning more effective. In 
addition, individuals could decrease the amount of visiting the doctor by measuring 
blood pressure unassisted and sending the data by themselves, also from abroad. 
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3.2   Online Discussion 

After the user testing, users had an option to air one`s opinion in the discussion forum 
for three weeks. 11 male and 5 female took part in discussion with 5 different topics 
given by moderator. The best thing was argued to be the simplicity and the ability to 
share information. Participants defined quite unanimously that the most suitable users 
for this application would be the people who have to follow their blood pressure 
values and nursing staff who can send the values forward. Improvement and 
developing ideas consisted of alternative methods for data transfer, a PC client for the 
application and some changes for the user interface. 

4   Conclusions 

The Personal Chart application was considered modern and easy to use for health data 
logging. However, we believe that UI enhancements and more flexible character 
recognition would have a clear positive effect on usability of this application. In the 
health and well-being research, Personal Chart could create a valuable channel for 
collecting large amount of collaborative health data. Before that, user evaluations with 
doctors and nurses could be a fertile ground for future investigations. 

In general, Personal Chart was seen useful and participants found many use cases 
for the application related to personal health management and communication with 
health care. It could bring true value for both doctors and patients by making their 
interaction with each other more effective and easier. In addition, blood pressure and 
blood sugar data could be easily updated from mobile phone into popular services 
related to exercise, nutrition and weight-watching. Since people are nowadays 
encouraged to take good care of themselves, an application that supports user's 
knowledge of his/her own health seems to be very current. In addition, this 
technology could suit a whole variety of applications for non-medical devices, for 
example with industrial maintenance. 
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Abstract. We propose hand tremor as a new type of input that can corroborate 
psychosocial conditions. An Android application was able to distinguish tremor 
variability differences between people with and without diagnosed hand tremor. 
Tremor measurements also corroborated self-assessment of sleep quality. Hand 
tremor evaluation may be a monitorable, implicit input to systems that respond 
to various psychosocial states. We encourage researchers to consider how 
interface design changes when using implicit sensors such as tremor sensing.  

Keywords: psychosocial indicators, novel user interface, hand tremor, implicit 
input. 

1   Introduction 

Tremor, an involuntary, semi-periodic movement, is the most common movement 
disorder [4]. Most people exhibit physiologic hand tremor, a benign, low-amplitude 
variation in neuromuscular state [5]. Tremor may be heightened by many factors such 
as strong emotion, physical exhaustion, hypoglycemia, hyperthyroidism, stimulants, 
alcohol intake or withdrawal, or fever [1].  Other factors such as sleep [2] and 
smoking [7] have been shown to affect tremor significantly. 

With a growing number of smartphones sold annually [3], accelerometers provide 
an omnipresent opportunity to measure the state of hand tremor.   

Previous efforts to measure tremor to improve cellphone user interfaces have been 
unsuccessful. Quek, for example was not able to measure body tremor reliably to 
recognize when a phone was being held [8].  Other attempts at improving the user’s 
experience by reducing the impact of tremor have had limited success [4].  

The presented research demonstrates that even if tremor status might not 
completely indicate the user’s condition, it might be part of sensor and contextual 
information fusion that reveals psychosocial state. The system could then provide 
context-specific guidance or feedback to the user.  

2   Method 

Most hand tremor is in the 3-6 Hz range, although certain types can reach 12 Hz [6]. 
We developed an application that detects tremor up to 19 HZ  the  HTC G1 phone, 
running Android 1.6. The mobile phone application records 3-D accelerometer while 
the subject holds the phone with an unsupported arm for 30 seconds. The number of 
amplitude maximums; tremor frequency; amplitude average, minimum, and 
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maximum; period average, minimum, maximum; and standard deviation of period are 
stored on a micro SD card. 

A pilot study included volunteers with and without tremor disorder. For each 
measurement, the phone’s display first instructs a user to “hold the phone comfortably 
in your dominant hand with the screen facing you.  As long as you comfortably can, 
extend your arm fully while keeping it perpendicular to your body. Remain as still as 
possible for the duration of the test.”  

A formal study was conducted (age ≥ 65) at a senior center.   Subjects filled out a 
pretest survey of experience with hand tremor, took tremor measurements, and filled 
out the Pittsburgh Sleep Quality Index (PSQI) [9]. Subjects were given the option to 
have the experimenter read the sleep survey aloud and to record their responses.   

3   Results 

The pilot study  included one subject with diagnosed tremor used the application for a 
few days.  Several times each day this subject took a measurement, noting no tremor 
(N=8 times), slight tremor (N=4 times), or clearly visible tremor (N=7 times). 
Analysis easily distinguished between the three reported states ( figure 1 and 2). 

 

Fig. 1. Mean amplitude maximum (m/s2 ) 

 

Fig. 2. Mean Tremor Frequency (Hz) 

Unlike amplitude, frequency clearly distinguished the subject with known tremor. 
None of the non-tremor pilot subjects recorded above 5 Hz, lower than the  tremor 
subject’s mean “no visible tremor.” Most subjects’ hand movement was in the 3-4 Hz 
range.  Standard deviation of period also proved to distinguish between- and within-
subject comparisons (figure 3). No other pilot subject recorded a standard deviation as 
low as the tremor subject’s. 

The pretest survey and data collection protocol were administered to 19 formal 
study subjects interacting with a phone as a tremor sensor.  Sixteen completed the 
PSQI sleep survey as well.  Five reported a history of hand tremor disorder.  As in the 
pilot experiment, amplitude profiles did not distinguish between tremor and no-tremor 
subjects (Table 1). However, the two groups on frequency measurements yields a t-
score of 5.06 for one degree of freedom with less than 0.1 of the result occurring by 
chance.  Comparing the two groups on mean period standard deviation yields a t-
score of 3.70, less than 0.1 that the result occurred by chance. As with pilot results, 
the formal study results suggest that those with hand tremor have higher frequency of 
tremor and lower standard deviation. 
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Fig. 3. Mean standard deviation tremor time period (milliseconds) 

The sleep index graph (figure 4) shows a nearly linear correlation with hand 
tremor frequency. A correlation analysis of PSQI scores and tremor frequency yields 
an r-score of 0.557 with a probability of less than 0.05 that the result occurred by 
chance. 

 
Table 1. Tremor amplitude and frequency 
between diagnosed tremor and no tremor 
groups 

No History of 
Hand Tremor N= 14 

History of Hand 
Tremor: N= 5 

Mean Amplitude Maximum (m/s2) 

10.28 10.30 

Mean Frequency (Hz): t-score 5.06 

3.52 4.95 

Mean Period Standard Deviation (ms): 
t-score 3.70 

138.29 77.11 

 

Fig. 4. Scatter plot of PSQI Scores (x-axis) and 
hand tremor frequency (y-axis) 

4   Discussion 

Smartphone measurements of tremor frequency corroborated self-report of sleep 
quality and tremor.  The use of such an application to address the healthcare needs of 
those with tremor appears feasible. We report on overcoming earlier reported 
obstacles to using tremor to recognize tremor presence [8] and go on to distinguish  
diagnosed tremor and sleep quality in  tremor period and  standard deviation . 

We examined the single factor of sleep quality and found a positive correlation 
between the PSQI and hand tremor. Tremor is also associated with smoking, caffeine 
use, physiological and emotional stress--all factors that could be examined to allow 
users to gain a better understanding of their health. 

Our frequency domain instrument consistently distinguished tremor in subjects 
ranging from their 20s into their 80s. This instrument supports comparisons across 
people without calibration. This work only begins the story of what might be done 
with indirect indicators like hand tremor.   
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5   Conclusion and Future Work 

The frequency-domain smartphone instrument could simplify neurological diagnosis 
and give more accurate and responsive ways of prescribing and adjusting medication.   
Further study should examine fidelity of the measurements and how to present data 
for decision-making and feedback.   

Tremor may be heightened by many factors.  The specific factor (e.g., hypo-
glycemia) and the tremor state could be used to provide timely information or 
guidance to the user (e.g., early warning of a hypoglycemic state). Tremor is the kind 
of subtle input that can take user experience forward into the psychosocial realms of 
personal experience and interpersonal exchanges. Tremor is an example of a new kind 
of input that can add to or corroborate other sensory inputs and might be used in 
reflective- as well as directive-style interfaces.  
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Abstract. This paper proposes an effective system for continuous facial affect 
recognition from videos. The system operates in a continuous 2D emotional 
space, characterized by evaluation and activation factors. It makes use, for each 
video frame, of a classification method able to output the exact location (2D 
point coordinates) of a still facial image in that space. It also exploits the 
Kalman filtering technique to control the 2D point movement along the 
affective space over time and to improve the robustness of the method by 
predicting its future locations in cases of temporal facial occlusions or 
inaccurate tracking. 

Keywords: Affective computing, facial expression analysis. 

1   Introduction 

Facial expressions are often evaluated by classifying still face images into one of the 
six universal “basic” emotions proposed by Ekman [1] which include “happiness”, 
“sadness”, “fear”, “anger”, “disgust” and “surprise”. This categorical approach fails to 
describe the wide range of emotions that occur in daily communication settings and 
ignores the intensity of emotions. 

Given that humans inherently display facial emotions following a continuous 
temporal pattern [2], more recently attention has been shifted towards sensing facial 
affect from video sequences. The study of facial expressions’ dynamics reinforces the 
limitations of categorical approach, since it represents a discrete list of emotions with 
no real link between them and has no algebra: every emotion must be studied and 
recognized independently. 

This paper proposes a method for continuous facial affect recognition from videos. 
The system operates in a 2D emotional space, characterized by evaluation and 
activation factors. It combines a classification method able to output, frame per frame, 
the exact location (2D point coordinates) of the shown facial image and a Kalman 
filtering technique that controls the 2D point movement over time through an 
“emotional kinematics” model. In that way, the system works with a wide range of 
intermediary affective states and is able to define a continuous emotional path that 
characterizes the affective video sequence.  
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2   Facial Images Classification in a Continuous 2D Affective Space 

The starting point of the system is the method for facial emotional classification 
presented in authors’ previous work [3]. The inputs to this method are the variations 
with respect to the “neutral” face of the set of facial distances and angles shown in 
Fig.  1. This initial method combines through a majority voting strategy [3] the five 
most commonly used classifiers in the literature (Multilayer Perceptron, RIPPER, 
SVM, Naïve Bayes and C4.5) to finally assign at its output a confidence value CV(Ei) 
of the facial expression to each of Ekman’s six emotions plus “neutral”. 

 

Fig. 1. System's facial inputs 

To enrich the emotional output information from the system in terms of 
intermediate emotions, the evaluation-activation 2D model proposed by Whissell has 
been used. In her study, Whissell assigns a pair of values <evaluation, activation> to 
each of the approximately 9000 affective words that make up her “Dictionary of 
Affect in Language” [4]. The next step is to build an emotional mapping so that an 
expressional face image can be represented as a point on this plane whose coordinates 
(x,y) characterize the emotion property of that face. 

The words corresponding to each of Ekman’s six emotions have a specific location 
(xi, yi) in the Whissell space. Thanks to this, the output of the classifiers (confidence 
value of the facial expression to each emotional category) can be mapped onto the 
space. This emotional mapping is carried out considering each of Ekman’s six basic 
emotions plus “neutral” as weighted points in the evaluation-activation space. The 
weights are assigned depending on the confidence value CV(Ei) obtained for each 
emotion. The final coordinates (x,y) of a given image are then calculated as the centre 
of mass of the seven weighted points. 

3   From Still Images to Video Sequences 

Thanks to the use of the 2-dimensional description of affect, which supports 
continuous emotional input, an emotional facial video sequence can be viewed as a 
point (corresponding to the location of a particular affective state in time t) moving 
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through this space over time. In that way, the different positions taken by the point 
(one per frame) and its velocity over time can be related mathematically and modeled, 
finally obtaining an “emotional path” in the 2D space that reflects intuitively the 
emotional progress of the user throughout the video. 

3.1   Modeling Emotional Kinematics with a Simple Kalman Filter 

For real-time “emotional kinematics” control, the Kalman filter is exploited. 
Analogously to classical mechanics, the “emotional kinematics” of the point in the 
Whissell space (x-position, y-position, x-velocity and y-velocity) is modeled as the 
system’s state in the Kalman framework at time tk. In this way, the Kalman iterative 
estimation process -that follows the well-known recursive equations detailed in 
Kalman’s work [5]- can be applied to the recorded user’s emotional video sequence, 
so that each iteration corresponds to a new video frame (i.e. to a new sample of the 
computed emotional path). One of the main advantages of using Kalman filter for the 
2D point emotional trajectory modeling is that it can be used to tolerate small 
occlusions or inaccurate tracking so that, when a low level of confidence in the facial 
tracking is detected, the measurement will not be used and only the filter prediction 
will be taken as the 2D point position. 

3.2   Experimental Results 

In order to demonstrate the potential of the proposed “emotional kinematics” model, it 
has been tested with a set of complex video sequences recorded in an unsupervised 
setting (VGA webcam quality, different emotions displayed contiguously, facial 
occlusions, etc.). A total of 15 videos from 3 different users were tested, ranging from 
20 to 70 seconds, from which a total of 127 key-frames were extracted to evaluate 
different key-points of the emotional path.  

These key-points were annotated in the Whissell space thanks to 18 volunteers. 
The collected evaluation data have been used to define a region where each image is 
considered to be correctly located. The algorithm used to compute the shape of the 
region is based on Minimum Volume Ellipsoids (MVE) and follows the algorithm 
described by Kumar and Yildrim [6]. MVE looks for the ellipsoid with the smallest 
volume that covers a set of data points. The obtained MVEs are used for evaluating 
results at four different levels, as shown in Table 1. As can be seen, the success rate is 
61.90% in the most restrictive case, i.e. with ellipse criteria and rises to 84.92% when 
considering the activation axis criteria. Finally, Fig. 2 shows an example of emotional 
path obtained after applying the “emotional kinematics” model. 

Table 1.  Results obtained in an uncontrolled environment 

 

Ellipse criteria 
(success if 
inside the 
ellipse) 

Quadrant criteria 
(success if in the 
same quadrant as 
the ellipse centre) 

Evaluation axis criteria 
(success if in the same 
evaluation semi-axis 
as the ellipse centre) 

Activation axis criteria 
(success if in the same 
activation semi-axis as 

the ellipse centre) 
Success% 61.90% 74.60% 79.37% 84.92% 
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Fig. 2. “Emotional kinematics” model response during the different affective phases of the 
video and the occlusion period. In dashed red, emotional trajectory without Kalman filtering; In 
solid blue, reconstructed emotional trajectory using Kalman filter. 

4   Conclusions 

This paper describes an effective system for continuous facial affect recognition from 
videos. The main distinguishing feature of our work compared to others is that the 
output does not simply provide a classification in terms of a set of emotionally 
discrete labels, but goes further by extending the emotional information over an 
infinite range of intermediate emotions and by allowing a continuous dynamic 
emotional trajectory to be detected from complex affective video sequences.  
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Abstract. The effective use of CMS requires that instructors can be provided 
with appropriate means of diagnosing problems. The aim of this research is to 
support the comprehension of the semantics content evolution within eLearning 
environments through uncovering by means of visual representations. 
Therefore, we have carried out the meaning of an eLearning database and 
represented the more relevant results by depicting them using a visualization 
based on the tag cloud visual representation. Additionally, we have validated 
our proposal through a case study. 
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1   Introduction 

The Moodle is a free license, open-source software platform. The core system of 
Moodle is structured in modules, each of them providing a wide set of functions. Each 
module has a connection and access policy based on roles. Also Learning 
Management System (LMS), or Virtual Learning Environment (VLE) has the same 
structure. According to [1], Visual Analytics supports analytical reasoning through 
interactive visual interfaces. This area has an important limitation towards its 
implementation within the LMS. Using Web Services (WS) in Moodle gives more 
control in the connecting operation obtaining the optimal service. This API is the base 
to develop a set of WS: Moodle-DFWSs. This article will use the Moodle web 
services layer [2] as a proxy to retrieval and exchange information. As the associated 
data source changes over time, tag clouds can evolve. However, while the tagcloud 
seems to exposure their evolution over time, they do not explicitly represent them. We 
organize this paper as follows: in the next section we outline the related work to 
provide context for our description of Temporal Tagclouds and then the case study, 
which follows in Section 3. Finally, the contributions and future work. 

2   Related Work 

A tagcloud usually has the purpose to present a visual overview of a text collection. In 
the work presented by Torniai et al. the tag cloud employs the size and colour of tags 
to offer teachers information describing the tags popularity and relevancy[3]. Tree 
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Cloud arranges words on a tree to reflect their semantic proximity according to the 
text [4]. Despite the significant amount of research on tag clouds, few has been done 
on how to visualize trends in tag clouds. Parallel Tag Clouds (PTCs) is designed to 
provide an overview of a document collection by incorporating graphical elements of 
parallel coordinates with the text size encoding of traditional tag clouds [5]. While 
PTCs do show multiple clouds simultaneously, they do not explicitly represent trends, 
and thus comparing multiple tag clouds to ascertain trends places the cognitive 
demands on the person. Bongshin, et al. integrate sparklines into a tag cloud to 
convey trends between multiple tag clouds. Also they make controlled study to 
explore the efficacy of temporal representation on tag cloud, see SparkClouds [6]. 
The first attempt to use the tag cloud view as a part of the coordinated multiple views 
(CMV) system was presented by Matkovic, et al. [7]. 

3   Description of Temporal Tagcloud and Case Study  

The main goal of the visualization is to provide a compact representation of the 
forums’ interaction on VLE overall use, and its evolution over the time. Usually, a 
tagcloud presents a certain number of most often used tags in a defined area of the 
user interface. A tag’s popularity is expressed by its font size (relative to the other 
tags). Next to their visualization function, tagclouds are also navigation interfaces as 
the tags are usually hyperlinks leading to a collection of items they are associated 
with. Furthermore, several layout variations emerged on the basic design principles of 
tag clouds. Also the representativeness evolution of each tag over the time is one of 
the goals of the representation. Fig. 1 up provides an overview of a tag with its three 
main components: the bar-graph, wave-graph representation and the tag. The bar-
graph and wave-graph representation curves, shown in the Fig. 1, shows the 
significance of document content, represented by a word, over time. The size of the 
words font represents the meaningful of the word on forum activity of the VLE.  

 
 

 

Fig. 1. On up,the representation of a single tag on Temporal tagcloud, on down, “view of tag 
problema” 

To further improve readability of the curves and bars meaning, they are assigned 
with different colours depending on their activity, green for update-post, red for read-
post, and blue for add-post. The x-axis encodes the time and the y-axis encodes the 
significance of the word clouds.  Later, this view can be adapted to the user’s 
requirements, so it can explore all the available discussions, forums, courses and users 
data, going from overview to detail of a given person, course or discussion within a 
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period of time. Here the user can chose, through the contextual menu interaction (see 
Fig. 2 right), to view among the keywords: the users, the courses, the discussions and 
the subjects of the forum posts and the obtained from the analysis of all the semantic 
content of all forum posts exchanged in the platform. One of the interested visual 
analytic technique used on this work is the semantic zoom [9].  The user can draw or 
hide every element of the representation on the visualization (notice the difference 
between Fig. 2 left and Fig. 2 right). 

This paper is based upon the study of “view, update and post” statistics obtained 
through the real time “Reports” from the logs of the Software Engineering course, 
during the academic year 2008-2009 and 2009-2010, we are considering 88100 log 
entries. In both courses the subject has been developed in the first semester of the 
academic year (September to February) and had an average of about 160 students. 
Regarding the forum analysis, we are going to consider 51 forums, with 114 
discussion threads, 172 posts and 26979 forum accesses.  

 

Fig. 2. On left, Global view of temporal tagcloud of forum posts. On right, Global view of 
temporal tagcloud of discussions. 

Using that information we intend to conduct a study which should determine the 
behaviour of the activity in platform. The result of the application of Temporal 
Tagcloud is shown in Figure 2 left. 

Monitoring a specific theme, forum, discussion or course: the user tries to maintain 
the track of all discussions, forums and posts that they make, as a normally 
conversation or discussion. In the Figure 2 left, we could see in a bigger size the most 
used words . From this figure we could infer that the forum is used to inform students 
about events related to the subject. Also here must be considered some issues of the 
workshop statement, such as: Id, Gestión, Sistema, sistema de Purga, etc. 
Furthermore, the forum is used to answer questions related to different areas of the 
subject. Also, the users need to review, update and to monitor the most frequent 
discussions, posts, specific problem or student. Theoretically, the increase should be 
focused on the months of October and November and may be included a part of 
December. In Fig. 2 left and Fig. 1 down can be seen that each tagcloud can show 
(see the “problema” tagcloud) the specific period of time on wave-graph through a 
mouse move interaction. Therefore, it shows that periods of increased activity in the 
commented courses correspond to the months of classroom teaching, with particularly 
representative peaks around the dates of the workshops. In Fig. 1 up, we could 
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observe this phenomenon with the word ¨practice¨. Taking into consideration adding 
posts (in blue) we could see that the information of the Practice is added at the 
beginning of the course. Considering update posts (in green) we can see that there are 
very few updates in Practice information. Regarding the read-post, given its rightward 
shift of the word, symbolizes that first appears midway through the course and stands 
towards the end, having a greater frequency near the end of teaching period. The user 
can select a specific period of the time, through Ctrl+ double click over the period that 
she/he wants (showed in fig. 1 down).  

4   Contributions and Conclusions 

Based on our research, this work is one of the first to generate a visualization that uses 
tag clouds to depict evolving text content over time. As a result, our work offers 
unique contributions: The possibility to use some tasks of the tagcloud: search, 
browsing, impression formation or gisting, recognition/matching, Understanding 
evolution of the tag. Time-based tag cloud layout that balances semantic coherence 
of content and spatial stability of the visualization, helping users to perceive easily 
content updates. Additionally, future improvement could be including new features, 
like synonyms and plurals binding (with the use of ontology). 
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Abstract. Model-based approaches for user interfaces exploit various models in 
order to represent interactive systems at different levels of abstraction. During 
the design and development process, it is useful to have transformations to 
derive higher or lower level models. Such transformations should be 
customizable by designers to reach the desired results. In this paper we present 
a tool that allows designers without deep knowledge of transformation 
languages in creating and executing such transformations. 

Keywords: Model-based Design, Model-to-model transformation. 

1   Introduction 

Model-based approaches for User Interfaces (UI) have been applied in many domains, 
for example to address the problem of creating multi-platform UIs, in which abstract 
descriptions are transformed first into concrete descriptions and then into various 
implementation languages. In such approaches, model-to-model (M2M) and model-
to-code (M2C) transformations play an important role, as their results should be as 
close as possible to the designer’s expectations. Given that different transformation 
outputs are desirable for different use cases, the possibility to create and modify 
transformations is important. Different transformation languages have been proposed 
in the literature. We focus on those that have been exploited in particular for user 
interface descriptions. Since many UI specifications are XML-based, it is possible to 
exploit XSLT (eXtensible Stylesheet Language Transformations) for specifying the 
transformations. However, even if XSLTs are powerful and supported by many tools, 
they have a complex syntax that is not really suitable for many UI designer’s 
background. Transformation Templates [1] have been proposed in order to 
parameterize the transformation logic, according to a set of parameter types.  They are 
relevant for our work and we would like to obtain easier to manage UI 
transformations representations.  In particular, we have considered MARIA [2] 
(Model-based lAnguage foR Interactive Applications), an XML-based set of model-
based languages for which the proposed transformation tool can be applied to define 
mappings between abstract and concrete levels, as well as the transformations towards 
implementation languages based on XML. 
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2   Tool Support 

In this section we describe the interactive environment supporting editing 
transformations that we propose. Figure 1 shows the UI for the definition of a 
transformation. Once this part has been activated, the designer can select the desired 
source and the target meta-model from a drop down list. Each meta-model is 
represented through a tree view, which allows the designer to easily recognize the 
hierarchical structure of the composing elements. Figure 1 shows the representation of 
MARIA desktop CUI (Concrete User Interface) as source and HTML5 as target 
metamodel (a transformation between these two languages has been specified with 
this tool). The tree nodes can be collapsed or expanded in order to hide unnecessary 
nodes, allowing the designer to focus only on the meta-model elements that are 
needed for defining the current transformation. When a tree node is selected, the 
corresponding meta-model entity attributes are displayed on the right panel (in Figure 
1 the HTML5 body element attributes are visualized on the right panel).  

A transformation rule can be defined first selecting an element from the source 
meta-model (that will be highlighted) and then selecting the destination element from 
the target meta-model. This action creates a simple transformation rule that maps the 
source to the target element without any particular condition. An arrow that connects 
the source and the target nodes represents the existence of such rule. 

When the rule has been created, it is possible to add attribute mappings through a 
dedicated dialog. It shows the list of the currently defined mappings, allowing the 
designer to create new associations by selecting the source and the target attributes or 
to remove existing ones. This procedure is sufficient for defining single 
transformations. Moreover, multiple transformations can also be defined, iterating the 
process for creating a single one. Indeed, when more than one arrow starts from a 
source element, the tool prompts the designer to select the multiple transformation 
type (conditional, sequential or hierarchical). According to the selected type, the 
designer can add conditions, ordering and hierarchy values. 

A single transformation rule can be used for instance in order to define a one-to-
one mapping between a MARIA XML Image and a HTML img. The sourceImage 
attribute can be mapped to the src attribute of the img element. 

A conditional multiple transformation rule can be defined adding conditions for the 
execution of each component. This can be done specifying, through a dedicated 
dialog, the selection rule. The dialog allows the designer to enter a list of conditions 
between two attributes, or between attributes and a static value. The condition 
operators that can be selected are different according to the selected attributes data 
type. An example of such transformation is the MARIA grouping mapping towards 
different HTML5 elements. According to its role attribute, a grouping can indeed 
represent one of the following HTML5 elements: header, nav, section, article, aside 
and footer. The multiple conditional rule checks the attribute value and generates the 
corresponding HTML element.  

A sequential multiple transformation rule needs the specification of the ordering 
attribute. By default, when the designer selects this type of transformation, the 
ordering attribute is set according to the single component specification order (the 
arrow). However, the ordering attribute value is shown on the editor right panel, and it 
is possible to change it directly. Such rule can be used for instance in order to map a 
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transformation rule, editing an only-attribute mapping, and saving and loading a 
transformation model. At the end, users were asked to complete a questionnaire, 
evaluating the transformation meta-model and the tool features on a 1 to 5 scale (with 
1 the most negative value and 5 the most positive one). The main results are reported 
in terms of mean values and standard deviations. 

The assessment of arrow-drawing paradigm for creating single transformations was 
on the positive side (4.45 + 0.69), although some participants expressed some 
complaints related to some confusion occurring when selecting target elements, due to 
a lack of knowledge of either the source or the target meta-model. One user proposed 
introducing a suggestion feature: when the designer is drawing an arrow, the nodes 
that are semantically similar with the source one should be highlighted with a 
different colour. Also tool support for creating multiple transformation rules was 
considered on the positive side (3.73 + 0.90). The participants suggested introducing a 
brief explanation of the three types of multiple transformations that can be defined 
with the tool. Moreover, users suggested that it should be possible to identify the type 
of multiple transformation directly from its graphical representation: the arrow should 
have a different colour or some other kind of indication. There should also be the 
possibility to see a summary of a multiple transformation, listing the values of the 
hierarchy and/or ordering attributes for each component at once.  Overall, the 
evaluation provided encouraging feedback regarding the ways to represent 
transformations.  

3   Conclusions and Acknowledgments 

In this paper we discuss a tool for the specification of user interfaces transformations 
across specifications at various abstraction levels. The tool prototype allows UI 
designers to create their own transformations and to apply them to the UI meta-
models. The tool has been integrated in a model-based authoring environment. The 
first evaluation of the tool provided positive feedback regarding the transformation 
meta-model with its tool support. Future work will be dedicated to investigating 
further refinements in the tool support, together with further empirical evaluation of 
the approach proposed. 

We gratefully thank the support from the EU ICT SERENOA Project 
(http://www.serenoa-fp7.eu/). 
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Abstract. A force-feedback Phantom device, a custom-built vibrotactile 
dataglove, and embossed paper sheets are compared to detect different textures. 
Two types of patterns are used, one formed by different geometrical shapes, and 
the other with different grooves width. Evaluation shows that the vibrotactile 
dataglove performs better in the detection of textures where the frequency of 
tactile stimuli varies, and it is even useful to detect more complex textures. 

Keywords: force feedback, vibrotactile; textures, dataglove. 

1   Introduction 

Haptic feedback is of vital importance in manipulative and exploration tasks of the 
daily life, as stated in [1]. Unfortunately, many interfaces for virtual environments do 
not provide this kind of feedback. One of the tasks that have been carried out to verify 
the effectiveness of this technology is the identification of materials and textures. 
Minsky et al. [2] used a joystick to experiment with force feedback, using a depth 
map texture. Some other authors attempted to optimize these systems when used to 
distinguish different materials [3] [4]. Tactile feedback can be used as a complement 
to force feedback, but it is also useful by its own, and it is often used even to replace 
it. In particular, vibrotactile feedback uses vibrations to transmit sensations through 
the skin, which plays an essential role in the way the different textures are detected 
[5]. There are tasks in which vibrations can increase the performance, reducing the 
response times or minimizing the forces used. Small modified speakers were used in 
[6] and, in a similar experiment, [7] used vibrotactile tactors to discriminate materials 
of different stiffness. A different actuator, the vibrator motor, has reduced bandwidth 
but is integrated in multiple devices, such as gaming peripherals [8], mobile phones, 
and datagloves [9].  

In this context of texture identification, Kyung et al. [10] describes an experiment 
that compares force, tactile and vibrotactile feedback technologies. It was considered 
of interest to continue this experiment and use the same basis in order to have a 
reference to compare the results with. In the proposed study, some changes have been 
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introduced, the vibrator is integrated in a dataglove and located directly on the 
fingertip, one of the most sensitive areas of the body [11], the control algorithm has 
been be optimized to reduce its latency, and some paper patterns have been 
introduced so that a real model can be considered in the analysis of the results. Next 
section will detail the patterns and the haptic feedback methods used. 

2   Description of the Haptic Feedback Methods 

The comparison of the three haptic feedback methods was performed using a 
discrimination task involving the identification of textures that followed some 
predefined patterns. Two of the three groups of patterns shown in [10] were used in 
this experiment. In the first group, each pattern is composed of four times the same 
geometric shape, while in the second each pattern is formed by horizontal lines with 
different spacing between them. These patterns were converted into tangible images 
where the black areas are 1 mm deeper than white ones (Fig 1 -left). In order to 
distinguish them, the user must perform scanning movements with each of the haptic 
approaches considered: 

a) Force feedback - Sensable Phantom. With this device [12] and the H3DAPI 
library [13], textures were represented in a virtual box with patterns embossed 
in its upper side, using a depth map where the gray level determined the 
relative displacement. An X3D model was created for each pattern, and the 
Ruspini algorithm was selected for the haptic rendering. 

b) Vibrotactile feedback. The second method is a dataglove capable of 
providing vibrotactile feedback that was developed in our laboratory [14]. This 
device has a small vibrating actuator, located on the index finger, whose 
frequency can be varied by the pulse width modulation generated on a 
microcontroller. The finger was tracked by a PhaseSpace system, attaching 
one LED on top of the fingertip (Fig. 1 –right). 

c) Direct stimulation. In this case, the user moves her finger directly on the 
texture. It is the ideal tactile feedback, because the latency is zero, and the 
bandwidth and resolution are only limited by the sensitivity of the skin. The 
patterns are built using transparent paper 1 mm thick, removing the black areas 
to create zones of palpable depression. Patterns were placed on a table beneath 
another larger table that hid it form the user.  

 

Fig. 1. Groups of patterns used (left) and custom-made dataglove (right) 
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3   Experiment Design 

Twelve different users (4 women and 8 men) were requested to distinguish the 
patterns of both groups using the three aforementioned methods. After each trial the 
users were informed about the correct answer. To prevent that the order could 
influence the results, the sequence was determined by the Latin square method. After 
each test, users were asked to rate the time they spent learning to detect patterns, the 
difficulty to distinguish them in an advanced phase, and the comfort of each device. 
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Fig. 2. Average duration of trials (left) and percentage of correct answers (right). Bounded lines 
represent the interval between the first and third quartile of the samples. 

4   Results and Discussion 

Fig. 2 shows both the average duration of each attempt (left), and the average 
percentage of correct answers (right). As expected for the first group of textures, the 
method of direct tactile stimulation is the fastest and the one which provides the 
higher percentage of correct answers, due to the advantage of having the entire 
surface of the fingertip to follow contours and identify shapes. Similarly, the force 
feedback percentage of hits is very close, because the device guides the user’s finger 
when the cursor passes over an area of depression, reducing the cognitive effort. In 
the case of the dataglove, the stimulation is performed in one point and does not allow 
accurate tracking of the border. In this case, the user is required to develop a detection 
strategy different from the one followed naturally. This requires the user to make a 
greater effort, resulting in higher error rate and time consumption. 

For the second set of textures, the most efficient method in terms of both time and 
hit rate is the vibrotactile feedback, even improving the method of direct stimulation. 
To discriminate between different patterns, the user typically scans the texture across 
the lines at constant speed, trying to identify the timing or frequency of the marks. 
That is why the vibration is appropriate, since the user perceives clearly the necessary 
information. In contrast, when the user swipes its finger across the paper textures 
much more spatial information is received that has to be discarded, so the 
effectiveness is not as good in terms of time and error rate. Finally, the separation 
between the lines is perceived mostly at a kinaesthetic level when using the force 
feedback, affecting the performance of this feedback method in this test. 
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5   Conclusions 

A texture discrimination experiment has been conducted in order to compare force 
and tactile feedback with the vibration feedback of a glove developed at our 
laboratory. Vibrotactile feedback seems to be the most effective method to distinguish 
between texture patterns that can be identified by the frequency changes of their 
surface features while rubbing it with the finger. However, in tasks where a precise 
spatial recognition is needed to identify shapes it has not resulted as effective as other 
methods, yet has proved to be useful.  

This study shows some interesting results that can be corroborated in a future work 
by expanding both the number of users and the variety of textures to detect, also 
recognizing textures or shapes in the space, where the use of multiple vibrotactile 
actuators can be an advantage compared to the localized force feedback.   

Acknowledgments. This work has been supported by the projects PEII09-0054-9581 
and TIN2008-06596-C02-01. Thanks to the users who have participated voluntarily in 
the experiments.  
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Abstract. The objective of this study was to apply a technique called preference 
mapping to the context of aesthetic website evaluation. Preference mapping is a 
method in which evaluators and stimuli are simultaneously represented in the 
same multidimensional space. User segmentations and drivers of preference can 
easily be identified. We argue that this technique is particularly suited for 
website design evaluation especially for alternative prototype comparisons. The 
application of this method to an actual dataset resulted in a better understanding 
of participant preferences that could not be reached through simple comparison 
of average ratings.  
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1   Introduction 

The importance of aesthetics in web design has been demonstrated by several studies 
[1, 2]. This realization underlines the need for visual website evaluation methodologies 
during initial stages of development. In this paper we tried to demonstrate that 
preference mapping is an appropriate method for the evaluation of website aesthetics. 
Preference mapping is referred to as a group of multivariate statistical techniques 
aimed at gaining deeper understanding of preference toward products by taking also 
participants’ heterogeneity into account [3]. It is not a new technique since it is used 
widely in sensory analysis and marketing for many years. The main goal is to find 
relationships between descriptive data (usually provided by domain experts) and 
hedonic judgments of evaluators. This methodology can be encountered in HCI 
literature or website evaluation only rarely with the exception of [1]. 

There are two main preference mapping techniques which are generally referred to 
as internal (IPM) and external (EPM) analysis. There is as ongoing debate about the 
advantages and disadvantages of these variations of preference mapping [4]. In this 
study we used IPM alongside hierarchical cluster analysis to identify participant 
preference segmentation. The goal of IPM is to derive a multidimensional 
representation of objects and evaluators. This is usually accomplished by conducting 
principal component analysis (PCA) on a data matrix consisting of objects in rows 
and participants (treated as variables) in columns. In a variation of the technique 
called extended IPM, external descriptive data (usually provided by expert panel) are 
projected onto the preference space. This can be done by projecting the attribute mean 
scores onto the map coordinates through regression [3].  
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2   Method 

The dataset used was previously acquired by a study regarding subjective and 
objective factors that influence website design evaluation [5]. In this study, 53 
volunteer students (35male, 18 female, mean age = 22.2) had to choose a new website 
design for their university department among six prototypes. The test designs were 
evaluated by two sources: the volunteer students and a trained panel of 9 design 
experts. Student participants first viewed all the website screenshots in a random 
order and then rated them on visual appeal, credibility, perceived usability, novelty 
and overall preference on a linear, unmarked scale (from 0 to 100). The trained panel 
first helped in generating a list of 14 design related descriptive attributes and then 
rated the test websites on them.  

3   Results 

PCA was applied to participant’s preference data for the websites. A two factor 
solution explained 68.6% of the variance in participant preference (Fig. 1).  

 

Fig. 1. Bi-plot of websites and individual user preference in the derived two-dimensional space 

Designs that are close together were perceived as similar regarding preference. 
Each dot represents an individual user. A line from the center of the axes to that dot 
shows general direction of preference for that participant. If all users were pointing to 
approximately the same direction then their preferences would be homogenous and no 
segmentation would be necessary. Although almost all preference is pointing to the 
right, there is a significant spread across the vertical axis and sample segmentation 
seemed required. Hierarchical cluster analysis on preferences revealed 3 groups of 
participants (table 1) with very different preferences. Group 1 gave moderate to high 
ratings to most websites except of the first two. Group preferred these first two  
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designs the most and clearly disliked designs C and F.  Finally, Group 2 which was 
also the most populated, was closer to the overall preference ratings, with clear 
preference to the last 3 designs and extreme dislike of design C. 

Table 1. Mean design preference scores for the whole sample and the identified subgroups 

   A B C D E F 
All users (n=53)  50,9 48,6 24,9 68,9 60,5 50,4 
Group 1 (n=15)  38,3 39,6 56,6 63,1 50,9 66,6 
Group 2 (n=22)  39,7 44,8 13,3 84,6 77,8 55,4 
Group 3 (n=16)   78,1 62,2 11,3 52,7 45,9 28,5 

 
In order to understand the drivers of preferences for our sample as a whole and for 

the different subgroups the derived preference dimensions have to be interpreted. This 
can be accomplished either by visual inspection of the websites and their position in 
the map or by projection of external descriptive data. The first method is more 
subjective but extremely useful if no external descriptive data is available. The 
projection of descriptive data requires the regression of their mean ratings in the 
dimensional space. We projected the evaluative constructs from the participants and 
the descriptive attributes from our expert panel that fitted significantly. The result of 
the attribute projection is depicted in Figure 2.  

 

Fig. 2. Attribute projection in the preference space. Arrows represent direction of preference for 
the user clusters.  
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Examination of the final IPM map revealed that the overall preference direction 
and therefore the main driver for the participants as a whole, was visual appeal. 
Group 1 seems to be more influenced by novelty, group 2 by credibility and group 3 
by perceived usability. Constructs that are close to each other, such us credibility and 
visual appeal, are highly correlated. Analysis of descriptive attribute positions reveals 
that increased order, balance and simplicity results in more perceived usability but 
also decreases perceptions of visual appeal and novelty. Novelty perceptions are 
driven by increased saturation, contrast and colorful. Visual appeal and credibility 
seem to require balance on the above attributes. The preference direction of overall 
preference and of the most populated group is towards designs E and D. The 
examination of table 1 reveals that design D is highly rated by each group and 
therefore is the safest pick as the final design choice. 

4   Discussion 

Our goal was to demonstrate the advantages of preference mapping in the context of 
visual web design evaluation by alternative prototype choice. The application of this 
technique resulted in deeper understanding of user perceptions and their key drivers 
of preference. The methodology helped us make better informed decision about final 
choice and also gave us instructions for design improvement towards desired 
directions. In addition the process of user clustering regarding their preference 
revealed distinct groups of participants with different opinions about final choice. 

However, the above results cannot be generalized and are specific to the test 
sample of our case study. Our goal was to demonstrate an evaluation methodology 
which could be tailored to the context of different studies. To conclude, preference 
mapping seems promising in the visual web design evaluation context and flexible 
enough to be used in several different conditions. 
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Abstract. The paper investigates the effect of users’ religious identity on their 
judgments of website quality. Websites related to Islamic and Christian 
identities were evaluated by Christian and Muslim respondents. Aesthetics, 
usability, service quality, pleasurable interaction, content, website identity and 
overall judgment were assessed, showing that respondents were more positive 
to the website which related to their own belief but the effect was stronger with 
the Muslim sample. Interviews were conducted to support the above results 
with a non-religious well known branded website added. Respondents provided 
consistent evaluations preferring the website matching their beliefs but brand 
identity showed to be more important than the religious identity. 

Keywords: User experience, user judgment, Religion, brand. 

1   Introduction  

A conceptual framework for user experience has suggested that the interaction with a 
product gives rise to emotions, attitudes and thoughts which will influence intentions 
and interactions with the product used over time; claiming that user experience is 
affected by individual differences such as knowledge, concerns, skills, personality and 
physical attributes [2]. Factors such as product, user, context of use and social and 
cultural factors are also claimed to affect the user experience [1]. To influence users’ 
overall judgment, Organization brand has been shown in market related studies to 
have a positive effect of favorable brand on quality perceptions [5]. Research has 
covered several user characteristics and background aspects affecting website overall 
judgment. However, user religion as a factor affecting user experience has received 
little attention by researchers; further work on user religious identity is needed. This 
paper explores user social identity (religion) as one of the factors affecting user 
judgment of website quality1 

                                                           
1 A composite of the factors measured in this study (aesthetics, usability, service quality, 

pleasurable interaction, content, website identity and overall judgment). 
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2   Method 

2.1   Online Questionnaires 

Questionnaires explored the role of religion on user judgment of website quality. A sample 
of six websites from three different areas (health www.muslimhealthnetwork.org/, 
www.christianhospital.org/, books, www.islamicbookstore.com, www.christianbook.com 
and aid, www.muslimaid.org, www.christianaid.org/ ) associated to Muslim and Christian 
identities were randomly allocated to users. Respondents’ viewed one website and 
evaluated it by completing an online questionnaire. 371 respondents took part in the online 
questionnaire, 167 respondents were Muslims; 147 were Christians, 44 atheists, 10 from 
other religion and three refused to declare their religion. 52% of the sample was aged 18-
25, 36% aged 26-35, 7% 36-45 and 5% were older. Only responses from Muslim and 
Christian respondents were considered in the analysis of this study. The questionnaire was 
divided into three parts, website evaluation, religious commitment [10] and demographic 
information. The first part of the questionnaire consisted of several scales; classical 
aesthetics [7], expressive aesthetics [7], usability [7], pleasurable interaction [7], service 
quality [7], information quality-content with a nine items was originally adapted from 
Bernier Instructional Design [3] symbolism [9], overall judgment and behavioral 
intentions. The total number of questions was 54 questions.  

2.2   Interviews 

Interviews were conducted to get a deeper insight of the effect of the website religious 
identity on respondents’ evaluations. Brand was included as an additional factor in the 
interview study; to further examine the difference between social identity (religion) 
and brand. Twenty eight randomly selected respondents were interviewed. Fifteen 
were Muslims and thirteen were Christians, age range 22-34. Respondents viewed 
three websites; two were used in the survey (www.islamicbookstore.com and 
www.christianbook.com) with addition of a third -non religious- well known brand 
(http://bookshop.blackwell.co.uk). Participants were then interviewed to express their 
preference towards each website, and to indicate the most important features affected 
their decision. Interviews transcripts were coded to summarize respondents’ opinions. 

3   Results  

Cronbach’s alpha values ranged from 0.818- to 0.961 for all scales. Results showed 
that religious identity is a strong influence. Two-way ANOVAs; (respondents 
religions* websites identities) results showed that website religion had a main effect 
on user judgment of aesthetics, usability, service quality, pleasurable interaction, 
content, website identity and overall judgment, with significant interactions of the 
website identity and the respondent religion for all  variables except aesthetics and 
usability. One way ANOVAs were conducted to analyze differences between Muslim 
and Christian websites. Results showed that there was significant difference between 
Muslims and Christians evaluating Muslim websites in all dependent variables except 
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classic aesthetic and usability; while only three factors; pleasurable interaction, 
symbolism and service quality were significant in evaluating Christian websites. 

The Christian sample showed a bimodal distribution and was divided into two 
groups; strong and weak believers. Using a median split; 84< 5 and were categorized 
as weak believers.  63 >5 and were categorized as strong believers. One way 
ANOVAs of the Christian respondents (strong and weak believers) showed no 
differences while evaluating Muslim websites. However, all scales apart from classic 
aesthetics and usability were significant while evaluating Christian websites.  Strong 
Christian believers rated Christian websites higher than weak Christian believers, 
while the strength of religious beliefs did not have an effect when evaluating websites 
from a non matching identity.  Respondents were asked to rank criteria according to 
their importance in influencing their overall judgments. Content was the most 
important criterion in all evaluations apart from Muslims evaluating the Christian 
website where usability was ranked number one and the neutral (branded) website 
where ID was ranked as the most important criterion. Usability was highly ranked 
while aesthetics and pleasurable interaction were least important.    

 The interview results supported the survey indicating that respondents’ prefer 
matching identity websites. Respondents explicitly mentioned that website identity 
and content are the reasons of preferring the matching website rather than design 
quality; (Christian on a Muslim website) “everything in the website looks neutral to 
me apart from the content and religious identity which I consider as negative since it’s 
not of my interest”. Similarly; a Muslim on the Christian website; “I will not visit it 
again; good in terms of design not content”. A curiosity effect appeared for Christians 
expressing interest in Islam as a new experience.  “It is something new and everything 
new you become curious to see what it is about”. A possible social sub identity 
emerged in the Christian sample where three respondents did not like the content of 
the matching identity website because it followed an approach that did not match their 
beliefs; e.g. “The content of the website is pushy and not really related to my beliefs, 
though I am a Christian I feel the content approach is American which is different 
from mine". Brand showed a strong effect on users’ evaluations, 9/13 Christians and 
12/16 Muslims favored branded website over websites with religious identity. 
Respondents were asked to assess each criterion by indicating (positive, negative or 
neutral). The net ratings of criteria excluding neutral evaluations were calculated. In 
matching identity websites; respondents were more positive rating content and 
website identity in matching than in non matching identity websites. But overall; 
Muslims and Christians preferred the identity of the branded website which they were 
all familiar with. 

4   Discussion 

Results showed that religion as a form of user social identity had an important effect 
on user judgment of website quality, which agrees with Hartmann et al. [6] indicating 
that users’ background influence the decision making process. This paper showed that 
websites with religious identity affected users’ perception of service quality, 
pleasurable interaction, content, overall judgment but not usability and aesthetics. 
People may be separating evaluation of usability and aesthetics from identity and 
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treating them objectively. Respondents favored matching identity websites and 
evaluated them more favorably than websites from other religions (both Muslims and 
Christians); which partially agrees with Siala et al [8] results that only Muslims 
trusted matching identity websites while Christians favored neutral websites. Brand 
affected respondents’ judgment of content, service quality, usability and aesthetics 
which agrees with De Angeli et al [4] who demonstrated that people who have 
positive attitudes towards the website brand were more positive in the evaluation of 
aesthetics, pleasure and usability. This paper demonstrated clear effects of religion on 
user judgment of website quality with regards to the websites that has a religious 
identity regardless of its domain; however, some limitations should be noted. The 
study consisted of several measures representing opinions; these opinions may differ 
with intentions or actual actions i.e. respondents may have different judgment while 
only viewing a charity website and donating to that website.   
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Abstract. Electronic Orientation Aids (EOA) usually guide visually impaired 
pedestrians using turn-by-turn instructions. However, several studies have 
demonstrated that mental representations of space seem difficult to build when 
turn-by-turn instructions only are provided. This is a crucial point as getting an 
accurate spatial representation of the surroundings can make the difference 
between successful and unsuccessful navigation. In this paper, we describe 
components of a guidance system designed to provide a better service in 
wearable electronic orientation aids for the visually impaired. They especially 
include non-visual landmarks and points of interest that are used as 
environmental features to improve mental spatial representations.  

Keywords: Visually impaired, Electronic Orientation Aids, navigation, orientation, 
mobility, assistive technology, guidance. 

1   Introduction 

In assisted navigation for the pedestrian, guidance instructions usually rely on turn-
by-turn instructions (e.g. “turn left in fifty meters”). For visually impaired as well as 
sighted pedestrians, landmarks play an important role in decision-making when 
traveling. They are used either as reorientation or confirmation points, and are 
significant elements in the communication of route directions, which shows that they 
are useful to elaborate mental representations of space. Hence providing the visually 
impaired with these environmental features during the guidance process is critical for 
the usability of EOAs, and therefore for successful navigation tasks, with the parallel 
benefit of contributing to the elaboration of mental representation of space. 

In this paper we defined primary steps toward a better guidance process by taking 
into account the needs of the visually impaired and the potential of technologies such 
as wearable sensors, Global Positioning System (GPS), and Geographic Information 
System (GIS). Guidance consists first in identifying the location of the VI user 
relative to the expected trajectory, and then in providing him/her with appropriate 
direction instructions and pertinent information about the surroundings. Hence we 
defined guidance as three main steps: 1) Route selection to compute the optimal 
itinerary, 2) Tracking to estimate the location of the traveler, 3) Display of navigation 
instructions and selected spatial cues to guide the traveler and improve his mental 
representation of the environment.  
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2   Guidance in Electronic Orientation Aids 

In the following section, we decompose and describe the guidance process generally 
used in EOAs, with a particular focus on the differences we propose compared to 
existing systems. 

2.1   GIS and Route Selection 

Route selection is defined as the procedure of choosing an optimal path between 
origin and destination. Based on multiple brainstorming and interviews with VI 
people and orientation and mobility (O&M) instructors, Kammoun et al. [1] proposed 
an annotation of geographical data that takes into account the needs of VI pedestrians. 
This classification included three main classes: 1) The pedestrian network (sidewalks, 
pedestrian crossing, etc.); 2) Non-visual landmarks (decision or confirmation points) 
corresponding to locations that can be detected by the VI pedestrian (e.g. pavement 
texture or inclination, street furniture, specific odor/sound, etc.); 3) Points of Interest 
(POIs) such as places or objects that are potential destinations (e.g. public buildings, 
shops, etc.). Landmarks and POIs are also useful clues to construct a more complete 
mental representation of the environment while traveling. Using such annotations, it is 
possible to select the route most adapted to the needs of VI pedestrians [1]. 

2.2   Tracking User Location 

Geolocation based on GPS is the most common technique used in EOAs. However, 
positioning precision with GPS alone is rarely better than 10 to 20 meters in many 
environments, mostly in cities where urban canyons prevent direct line of sight with 
the satellites. Several approaches have been developed to improve GPS precision. 
These solutions include dead-reckoning algorithms, differential GPS (D-GPS) or 
electronic location identifiers, such as RFID tags, WLAN networks or Bluetooth 
beacons which are widely used in indoor environments. In order to get a better 
pedestrian positioning, it is possible to fuse vision-based (local) and GPS-based 
(global) positioning signals. The EOA described in the following sections included a 
GPS and embedded stereo cameras. An ultra-rapid recognition and localization 
algorithm detects geolocated visual landmarks in the environment. The location of the 
pedestrian relative to the geolocated visual landmarks is then used to refine the global 
position of the pedestrian on the digitized map. 

2.3   Rendering of Descriptive and Spatial Information 

Interviews of VI users and O&M instructors made clear that EOAs should provide 
both directional instructions and information about the surroundings. To display turn-
by-turn instructions and space-related information to the VI traveler, an adapted 
interface is required, which must rely on non-visual (e.g. auditory or somatosensory) 
modalities. Evaluation showed that both TTS (see e.g. [2] [3]) and spatialized sounds 
[4] may provide efficient rendering. While TTS technique is perfectly adapted to turn-
by-turn instruction, binaural synthesis can be used to generate sounds at any given 
spatial location relative to the listener. Combination of TTS and binaural synthesis is 
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an interesting solution to display both guidance instructions and space configuration 
information. Another interesting wearable device consists of actuators mounted on a 
waist belt [5], but it provides information regarding heading direction only. 

3   The NAVIG Orientation Aid 

The NAVIG system (Navigation Assisted by artificial VIsion and GNSS) is an 
assistive device whose objective is to increase the autonomy of visually impaired 
users in known and unknown environments [6]. Here, we focus on the guidance 
process that we have implemented in the prototype. Positioning data was provided by 
a GPS receiver combined with a wearable inertial measurement unit (IMU) and stereo 
cameras [7]. The IMU included accelerometers, an electronic compass and a 
pedometer and was developed by the firm and project partner Navocap. The stereo 
cameras allowed to estimate the traveler’s location (direction and distance) relative to 
environmental features that were geolocated and tagged in the GIS database. This 
vision-based localization module was developed by the firm and project partner 
SpikeNet. The GIS module consisted in an adapted digitized map where walking 
areas (e.g. sidewalks, pedestrian crossings, etc.) and environmental features (visual 
points for the cameras as well as non-visual landmarks and points of interest for the 
user) were added to additional layers. Interaction with the user was based on speech 
recognition. For output interaction, we used a real-time binaural synthesis module 
(designed by the project partner LIMSI) to render directions, and a TTS module to 
describe surrounding landmarks and POIs.  

When a route was selected between two points, several sections defined by two 
successive geolocalized Itinerary Points (IPs) were generated. Each section also 
contained a list of geolocalized landmarks and POIs extracted from the GIS. Using 
IPs, the system then generated turn-by-turn instructions based on the traveler position 
and direction provided by the positioning component. Both landmarks and POIs were 
displayed to provide the user with information about her/his local environment. To 
track the user location, we used a simple algorithm based on activation fields. To 
trigger the display of information, a radius was defined according to each type of 
point. The radiuses of the different activation fields were determined during 
preliminary tests that were conducted with the positioning module. TTS and 
Spatialized TTS were used to display environmental information when reaching 
activation fields. 

4   Conclusion and Future Work 

In this paper, we focused on the general guidance process designed for an Electronic 
Orientation Aid for the visually impaired. This process was decomposed in three 
important components: (1) route selection procedure to compute the optimal itinerary, 
(2) user tracking to estimate the location of the traveler, and (3) improvement of the 
mental representation of space through the display of adapted instructions and 
selected surrounding elements. We implemented this function in a prototype of the 
NAVIG system, a wearable orientation aid designed to overcome blind mobility 
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difficulties. To be effective, this guidance process relies on an adapted GIS, an 
improved positioning module (compared to GPS alone), and an adapted user interface 
based on spatialized sounds and TTS. Further work is necessary to evaluate the 
impact of this guidance process on navigation tasks. In addition, as mental 
representations of space are a key factor in the successful accomplishment of 
navigation tasks, it will also be of interest to evaluate the quality of mental 
representation built through this guidance process. 
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Abstract. This paper explores and develops the notion of applying the ethical 
perspective of Danish philosopher and theologian K.E. Løgstrup, when 
designing and developing interactive technologies. The ethical reflections 
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this paper to support the argumentation with a practical example of integrating 
ethical considerations into the different stages of a design process. 
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1   Introduction 

This paper explores and develops the notion of applying the ethical perspective of 
Danish philosopher and theologian K.E. Løgstrup, when designing and developing 
interactive technologies. The paper builds on previous research, in which the 
relevance of Løgstrup’s ontological approach to ethics has been established[1], and 
provides a practical example of participatory design where this particular approach to 
ethics appears to offer valuable philosophical insight and considerations. 

Previous research has raised the argument that the often applied utilitarian and 
deontological evaluation methods are insufficient when evaluating interactive 
computer technologies, as they fail to include reflections regarding the social reality 
of the users and the context in which the technology is applied and fail to 
acknowledge the mutual ethical responsibility between the designer and the user. This 
is problematic as designers are not necessarily able to foresee all possible use 
scenarios and should as such not be held solely responsible for unethical 
consequences of applying a technology[2, 3] In order to meet these shortcomings, 
Gram-Hansen suggests that the ontological perspectives and reflections presented by 
K.E. Løgstrup may be a beneficial supplement to ethical evaluations of interactive 
computer systems[1].  

Løgstrup finds, that ethics, rather than being based on reason, is founded in what 
he calls sovereign expressions of life, which includes benevolence, open speech, trust, 
love and compassion – in other words human features that are generally considered 
ethically praiseworthy. He furthermore argues that we are born into ethics as a result 
of the dependency which exists between humans. As soon as humans interact, they 
influence each other’s lives, and it is by interaction that ethics and ethical 
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responsibility emerges. Furthermore, Løgstrup stresses that the perception of ethics is 
based on the contextual reality of the individual, i.e. ethics is considered an intuitive 
result of human nature, rather than moral rule based on reason, and the distinction 
between ethical and unethical actions are dependent on the specific situation and the 
social reality of the people involved in the interaction. 

Considering Løgstrup’s ethics when evaluating interactive technologies is not 
unproblematic. Firstly because Løgstrup argues that the perception of the ethical 
action is based on the intuition and social reality of the person performing an action – 
making it impossible for others to evaluate the action. And secondly because the 
notions of ethics which are presented by Løgstrup, originate from reflections 
concerning humans who are physically located at the same place thus sharing a 
common understanding for the characteristics which define the specific context. The 
ability to interact through technology has ended the necessity of interacting parties 
actually meeting, and when the interaction takes place between the designer and the 
user, they will most often not be found at the same place.  As a result, the ethical 
perspective presented by Løgstrup cannot stand alone in the evaluation of interactive 
technologies, but should be applied as a third perspective in collaboration with 
utilitarianism and deontology. Løgstrup’s contribution serves as a context oriented 
perspective, providing reflections and discussions which are as essential in interaction 
through technologies as they are for physical interaction between humans. In 
particular, Løgstrup offers valuable viewpoints concerning key concepts such as trust, 
credibility and interaction. 

Whilst acknowledging that Løgstrup’s ethical reflections are not exclusively 
applicable as an evaluation method, this paper will argue that the inclusion of key 
concepts and notions presented by Løgstrup may be highly beneficial to the design 
process - particularly if the process includes elements of value sensitive design (VSD) 
and participatory design. In order to exemplify how Løgstrup’s ethical perspectives 
may be included in a design process, a selection of key concepts and core notions are 
considered in practice in the development of Persuasive Learning Designs within the 
EU project PLOT.  

2   Putting Theory to Practice in the EU Project PLOT 

The EU funded PLOT project (Persuasive Learning Objects and Technologies) was 
initiated in November 2010 and aims to develop a pedagogical framework for active 
engagement, based on persuasive design, as well as to demonstrate its value by 
creating tools and exemplars of adaptable, reusable learning resources. This 
pedagogical framework will incorporate persuasive design principles, which 
determine how to design ICT that can change people’s behaviour and/or attitudes. The 
Persuasive Learning Designs on one hand incorporate known and well-tested didactic 
principles, and on the other hand offer implementation particularly designed to 
embody persuasive principles such as guided choices, simulations, competitions, and 
possibilities to share the experience with peers. The impact will be to generate more 
effective active e-learning resources and will give teachers the necessary tools to both 
create new and adapt existing resources to suit their needs. This will improve the 
quality of e-learning resources available for both teachers and students across[4]. 
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The PLOT partner group consists of designers, developers, experts in learning and 
in persuasive design, as well as representatives from the four project work cases. As 
such, the partner group consists of both technical experts and members with little or 
no technical proficiency. Within the development process, this causes some classical 
difficulties in relation to common language and common understanding of the work 
process.  Amongst the challenges to be met within PLOT, is the development of 
Persuasive Learning Designs for each of the four work cases. Each work case 
represents different learning material and different challenges, and do as a result 
require individual attention and consideration if the learning designs are to comply 
with not only learning theory but also with the notion of persuasive technologies and 
persuasive design. 

In order to acquire the necessary contextual information about the four cases, the 
PLOT partners were asked to participate in an Inspiration Card Workshop which was 
held during the Euro PLOT consortium meeting on May 10th and 11th 2011. The aim 
of the workshop was to create a social context in which the individual case 
representatives were given the opportunity to explain and elaborate upon their 
individual challenges in teaching and learning, and for the additional members of the 
consortium to ask questions and reflect upon the different case scenarios.  

The workshop setup was inspired by previous work of Halskov and Dalsgaard [5] 
and Davis [6], but was executed in a  narrower and more focused version by applying 
technology cards. These cards were primarily examples from the Design With Intent 
Toolkit, which was developed by Dan Lockton, which focuses entirely on intentional 
design in technologies. [7] 

In practice, the members of the consortium were divided into two groups, which 
each had case representatives from two cases as well as partners representing design 
and development teams. Supported by the inspiration cards, each of the cases were 
explained and discussed. In order to ensure direction within the discussions, the 
groups where required to complete the workshop by creating a poster for each case 
which described one of the challenges they were facing, and a suggestion to its 
solution. 

3   Workshop Results 

The notion of the workshop was to facilitate mutual understanding between the 
individual partners, which was not only vital to the case oriented development of 
Persuasive Learning Designs, but could also motivate a reciprocal responsibility 
between case representatives and project developers, that may be considered the very 
foundation of future ethical interactions. 

During the workshop it became apparent that the approach did impose a greater 
mutual understanding between the members of the consortium, and that the 
inspiration cards served as inspiration during discussions as well as a mean to ensure 
that the topics discussed were the ones relevant to the development of persuasive 
learning designs. 

More importantly however, the workshop constituted a contextual reality in which 
we as designers where able to include several of Løgstrup’s key concepts in our 
development process. The workshop initiated interaction between developers and 
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designers in a way which influenced the natural power balance between the 
participants and created a context in which terminology and professional background 
was less important compared to the ability to actively engage in discussion and idea 
development. 

As mentioned, this particular approach is easily linked to the notions of VSD and 
participatory design, which are commonly credited as ways of ensuring the ethicality 
of the product being developed [8]. However, by adding Løgstrup’s approach to 
ethics to this established methodological perspective, designers and developers who 
initiate and engage in participatory design processes, are provided with a 
philosophical foundation for the ethical evaluation, as well as a number of key 
concepts to consider as the participatory activities are defined. Whether development 
participation consists of workshops, interviews or agile development methods, 
interaction, reciprocal responsibility and the perception of power balance are of vital 
importance, and may in all cases be supported and nuanced by considering the 
philosophical works of K.E. Løgstrup. 
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Abstract. In this poster we present a framework of the elements of co-design 
sessions with children. The involvement of children in the design process is 
important in order to understand their needs but it is often considered a complex 
practice. Considering a thorough appreciation of this practice as the basis for its 
accurate application, we addressed its complexity in a framework. To do so, we 
identified and organised elements that have an impact on co-design sessions in 
who, where, when, what and how dimensions. This theoretical framework aims 
to support novice practitioners in their decisions when coordinating co-design 
sessions. 

Keywords: Interaction Design, Children, Co-Design, Framework. 

1   Introduction 

A User-Centred approach is recommended in the design of novel technology for 
children in order to reduce the discrepancy between the system conceptual model, 
defined by adult designers, and the mental model of children users. Designers usually 
refer to cognitive development stages of children to identify the users’ capabilities 
and skills that need to be mirrored in the product requirements, i.e. [1, 2]. In addition 
to the reference to developmental models, it has become a common practice to 
involve children during the design and evaluation of products to make sure that the 
requirements are actually met. Engaging children throughout the design process can 
take several forms depending on the degree of participation children are allowed, 
from simply users to equal partners [3]. Over the last decade, there has been an 
increasing tendency to explore children’s involvement in the early stages of the 
design process, i.e [5, 6, 4, 7]. The broad term ‘co-design’ means that users are asked 
to do things, instead of only being asked about a topic or observed in specific 
situations; this takes the designers to a deeper level of understanding of the user’s way 
of thinking about the world [8]. When it comes to children, engaging them in design 
activities also helps overcome the limitations that arise from their not fully developed 
language and social skills, while at the same time encouraging their potential for 
creativity and imagination.  
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As concluded by Nesset and Large [9], when reviewing design projects that 
involved children, the advantages in terms of innovation and appropriateness of 
design outweigh negative factors, like cost in terms of time and resources needed. 
Therefore, ‘‘the real issue would seem to be […] how to more effectively engage 
children in the design process’’ [10]. In a similar way, in a special issue of the 
coDesign journal, all the studies agreed on the value of including children in the early 
stages of design and in the decision making process, but highlighted practical 
difficulties and the need for guides and directions for designers and researchers who 
want to organise and conduct meaningful participations [11]. More recently, [12] 
proposed a framework for supporting the choice of certain methods by relating the 
characteristics of children with the characteristics of design methods. As suggested by 
[13], research that aims to support the Interaction Design practice has to be based on a 
deep understanding of design as a complex human activity of inquiry and action. 
Taking all these research directions into account, we wanted to increase the awareness 
of all the elements involved in a co-design session that influence its output by 
organising them into a framework. The framework we present in this poster is of 
‘explanatory’ [14] as it presents concepts or dimensions to consider in designing 
experiences, rather than presenting a set of steps or principles to follow.  

2   Defining a Framework 

From the analysis of the research reported in the literature and from our own 
experience in the field [15-17] we identified elements that are determinant in co-
design sessions with children and need to be considered when managing resources for 
gaining access to children, for  running the co-design sessions or for analysing the 
results. We consider these elements to also play a significant role in what we 
identified as critical aspects for the researchers, i.e.: determining researchers’ 
expectations of the outputs, considering children’s perspectives, pondering practical 
constraints, dealing with not-programmed incidents, and managing sessions’ outputs. 
Our aim is to organise the complexity of co-design with children in a way that 
highlights the importance of each element in the handling of a co-design session.  We 
understand the coordination of a design session as defining the design objectives and 
variables to involve in the session. Once researchers identify the objectives and the 
available resources as initial requirements, the decisions concern all those elements 
involved in the experience of the session. We adopted a who-what-when-where-how 
(WH/HW) structure as an easy-to-remember way to group these factors, also used by 
[18] for planning evaluation sessions. The 5 WH/HW dimensions are presented as 
tables to summarise the implications behind the decisions on the single variables 
involved in the sessions1. 

The who section includes consulting experts to support and validate the definition 
of activities. These experts can be teachers or developmental and educational experts 
whose advice is strategic for understanding children’s skills and potential 
contribution. In the same section facilitators, like observers or assistants, are 

                                                           
1 See http://193.61.245.74/interact-poster.pdf for a version of the 

framework described here. 
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considered – these need to share the same approach on the activities, understand their 
role, comprehend the activity goal, and the expected output. In this respect researchers 
should be aware of observers’ effect and countercheck possible influences this may 
have on children’s contributions. ‘Children’ do not appear as a specific variable of 
this section: since, as they are the main focus of the design session, their perspectives 
are addressed in other variables (i.e. experts advice, grouping, fun, distractions, etc.). 
For example, grouping strategies have an effect on the session’s output: working in 
group can provoke discussion and chaining of ideas but may inhibit more introvert 
children, while individual work has the side effect of taking more time or leading to 
less ideas [12, 16]. 

The where section presents hints for space location, either familiar contexts for 
children but less controllable for researchers, or lab-type spaces that are less natural 
contexts for children. Concerning space distribution, children doing activities 
simultaneously in the same room can save time and resources but there will be an 
increase of chaos and distractions. 

For the when section, options are presented for time management in terms of 
duration of activities and tasks, inclusion of breaks, and flexibility to adapt to 
unexpected events. 

The what section includes a table with an alphabetic list of the most common 
techniques used in co-design sessions for children. Each technique has a brief 
description of its intended aim, some examples of possible variations, identification of 
the design stage of application, indication of the required children’s skills, and a 
summary of the pros and cons of its employment. The introduction of props and of 
variants of creative techniques is important to trigger children’s ideas and adapt to 
children’s different ways of expressing themselves.  

The how section considers ethics on privacy and security issues, together with tips 
on the different ways to brief the activity and hints on data collection. This last point 
is directly related to the analysis of outputs, which is essential to determine the 
session’s success. For example, recording the progress of children’s ideas and their 
explanations of the outputs can facilitate researchers’ afterwards interpretation. 

The aim of this framework is to support novice practitioners in reflecting on the 
implications of each element when taking decisions and outlining a detailed plan of 
their session. For example, if researchers want to involve children in the design of a 
computer game on a specific topic, they would check with the teacher whether that 
topic is suitable for the selected group of children to work on, or alternatively, look 
for a different group of children or adjust the topic to the available group. In a 
different example, if researchers are looking for a wide range of inputs in a limited 
time, they can ponder to organise a session with a whole group of children and recruit 
several assistant researchers to record the outputs rather than having small groups of 
children at a time to explore a topic in depth.  

3   Conclusions and Future Work 

The nature of the co-design with children practice and the endless variety of design 
situations and approaches makes it neither feasible nor sensible to create an 
exhaustive checklist for supporting novice practitioners in co-design sessions with 
children. In line with [13] and [19] views on research on design practice, design 
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practitioners need concepts to ‘think about’ rather than ‘guidelines’ to tick off in a 
prescriptive way. In this paper we have organised elements involved in co-design 
sessions with children according to a WH/HW structure and presented their 
implications for the co-design session. This framework is the result of research based 
on literature and direct experience in the field and it provides theoretical references to 
use in practice. Once it is available to other practitioners of our research group, we 
will gather qualitative data to evaluate its effectiveness and refine its structure. Future 
work may also involve the creation of a practical tool based on this framework. 
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Abstract. In this paper, we propose a semantic modelling framework to capture 
the available domain knowledge in the field of multimodal interface design and 
to support designers in their daily design tasks. 

1   Introduction 

Parallel with the evolution towards multimodal applications, the research toward the 
establishment of formal principles and guidelines for multimodal interaction design is 
gaining increasing interest and importance in recent years (e.g. [1,3,4]). However, as 
observed by Sarter [5], the existing guidelines mostly focus on high-level design 
objectives and do not provide support on how to map them to the needs of an actual 
application. They do not capture and reflect on the considerable practical experience 
and valuable expert knowledge that interface designers rely on during their daily 
activities. Moreover, a considerable gap exists between the theory (formal guidelines) 
and the practice of multimodal human interface design, as different experts might 
approach the same interface design tasks in different ways based on personal 
expertise, background and intuition. 

Our aim in this article is to work toward bridging this gap via the application of 
semantic technologies (e.g. ontologies) for capturing the available domain knowledge 
in the field of multimodal interface design. There are several advantages associated 
with such an approach: it guarantees a uniform approach across different designers 
within the same organisation, allows for semantic inter-usability of the formal 
guidelines across different applications and domains, and is open to allow for 
knowledge evolution and growth. 

2   Multimodal User Interface Design: Current Practices and 
Challenges 

A recent survey [1] on the current state-of-the-art of multimodal interfaces covers 
exhaustively the foundations and features of multimodal interaction, current 
developments in modelling languages and programming frameworks, and existing 
principles and guidelines for multimodal interface design. Several authors worked on 
establishing formal principles for multimodal user interface design. Sarter [5] 
reviewed the existing design guidelines for multimodal information presentation, 
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approaching the problem from the point of view of main decisions and considerations 
involved in multimodal interface design. She identified four themes of guidelines: 1) 
the selection of modalities; 2) mapping modalities to tasks and types of information; 
3) the combination, synchronisation and integration of modalities; 4) adaptation of 
multimodal information input and presentation to accommodate changing task 
contexts and circumstances. 

Sarter argued that most shortcomings in the aforementioned guidelines are due to 
the fact that there remain a substantial number of open research problems in the area 
of multimodal interaction design. However, we consider that guidelines resulting 
from research would always remain of a rather conceptual and less empirical nature 
and thus of little practical use. In our opinion, an extensive intuitive and empirical 
knowledge base exists already within the designer community, and the challenge is to 
develop methods, formal languages and frameworks that allow for capturing and 
exploiting this knowledge. The semantic modelling framework proposed in this work 
is an initial attempt in this direction. The selected approach is based on Sarter's insight 
of considering the interface design process from the perspective of the decision 
dilemmas designers face daily when executing their design tasks. 

3   Semantic Modelling Framework 

Our semantic modelling framework allows us to capture general domain knowledge 
and expert knowledge, the latter is referring to Human-Computer Interaction (HCI) 
knowledge related to multimodal application design. Both domain and expert 
knowledge are described via an ontology, a formal representation of knowledge by a 
set of key domain concepts and the relationships between those concepts. 

3.1   Competency Questions and Domain Concepts 

To determine the scope of an ontology and identify the questions that an ontology-
based knowledge repository should be able to answer, we need to state so-called 
competency questions [2]. Subsequently, from these questions the information that 
needs to be contained within the ontology, i.e. the concepts and the relationships 
between concepts, can be derived. 

We consider that at this stage of the research, our ontology should be able to 
answer the following competency questions, which are inspired by the major themes 
identified by Sarter [5] (see above): 1) Which input and output modalities are 
available to the user of an application? 2) What are the different factors that affect the 
use of particular input and output modalities? 3) What are the appropriate 
(combinations of) modalities to support users in a particular task? 

Based on this list of questions, the ontology will include information on users, their 
context and tasks, the devices they use and their specific capabilities, and usage 
characteristics and constraints of particular user-interface modalities. 

Fig. 1 shows the high-level domain concepts of our ontology. For instance, the 
class User represents a user of an application, which itself is represented by the class 
Application. A class Location represents the physical location where the user is 
performing his activities and using the application. Locations are considered as being 
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an IndoorLocation or an OutdoorLocation. The class Activity represents the 
activities that a user can engage in, subdivided into PrimaryActivity and 
SecondaryActivity. 

 

Fig. 1. High-level domain concepts in the semantic modelling framework 

These concepts are related through relationships. Some relationships are defined 
through property chains which enable them to be automatically inferred from other 
relationships. For example, if we know that application A is used by user U, and that 
this user is located in location L, we can infer that application A is used in location L. 
More formally, A used_by U ^ U located_in L → A used_in L. 

3.2   Modelling Domain Knowledge and Design Guidelines 

We model domain knowledge by defining subclasses for the key domain concepts, 
specifying necessary and sufficient conditions as appropriate. We consider domain 
knowledge to be any factual information about users, applications and devices that 
potentially influences the decision about which modality to provide. This includes 
obvious information such as the specific input/output capabilities of a device, but also 
information such as physical and social aspects of the user's working environment, or 
particular aspects of the nature of the activity (e.g. primary and secondary tasks). For 
example, we consider that Microphone is a subclass of VoiceInputComponent 
which in itself is a subclass of InputComponent, and that PrivateWorkingSpace is 
an IndoorLocation that is quiet (by adding a condition has_noise_level some Quiet). 

Design guidelines capture the expertise and experience of the HCI practitioners. 
They describe applicability conditions and constraints for the use of a particular 
multimodal interface. For instance, interaction through a vocal command can be 
suggested if the following conditions and constraints are met: 1) the application runs 
on a device that has access to a microphone; 2) the application is used in an 
environment with limited noise, since the accuracy of voice technology is heavily 
dependent on environmental noise conditions (e.g. background noise); 3) the 
application is used in a private environment, since controlling an application by voice 
might disturb surrounding colleagues; 4) the user only uses the application as a 
support for his primary activities which require the use of both hands, i.e. the 
application itself is not the primary focus of the user. 
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We model this by introducing a subclass VoiceInputApplication of Application, 
representing applications that could use vocal commands, and by defining a necessary 
and sufficient condition representing the above conditions as follows: 

(has_access_to some VoiceInputComponent) and (used_in some 
PrivateWorkingSpace) and (used_while_performing some (PrimaryActivity that 
requires some BothHands)) 

4   Conclusions 

This paper presents an initial attempt to formally model and exploit relevant domain 
knowledge and expertise in support of selecting appropriate modalities during the 
human machine interface design process. The work presented here is inspired and 
results from our interactions with HCI practitioners. Besides further refinement of the 
presented semantic modelling framework, future research includes considering other 
competency questions that our ontology could support, expanding toward broad range 
of working contexts and types of users, and supporting synchronisation of modalities 
in time. All this research will be performed in close collaboration with HCI 
practitioners. 

Acknowledgements. This research is supported by the ARTEMIS JU and IWT 
(www.iwt.be) through the SMARCOS project (www.smarcos-project.eu), and by 
Innoviris (www.innoviris.be) through the VariBru project (www.varibru.be). 

References 

1. Dumas, B., Lalanne, D., Oviatt, S.: Multimodal interfaces: A survey of principles, models 
and frameworks. Human Machine Interaction, 3–26 (2009) 

2. Gruninger, M., Fox, M., et al.: Methodology for the Design and Evaluation of Ontologies. 
In: Proceedings of the Workshop on Basic Ontological Issues in Knowledge Sharing, 
IJCAI, vol. 95 (1995) 

3. Oviatt, S.: Multimodal interfaces. In: The Human-computer Interaction Handbook: 
Fundamentals, Evolving Technologies and Emerging Applications, pp. 286–304 (2003) 

4. Reeves, L., Lai, J., Larson, J., Oviatt, S., Balaji, T., Buisine, S., Collings, P., Cohen, P., 
Kraal, B., Martin, J., et al.: Guidelines for multimodal user interface design. 
Communications of the ACM 47(1), 57–59 (2004) 

5. Sarter, N.: Multimodal information presentation: Design guidance and research challenges. 
International Journal of Industrial Ergonomics 36(5), 439–445 (2006) 



P. Campos et al. (Eds.): INTERACT 2011, Part IV, LNCS 6949, pp. 640–643, 2011. 
© IFIP International Federation for Information Processing 2011 

Towards an Experimental Framework for Measuring 
Usability of Model-Driven Tools* 

Jose Ignacio Panach1, Nelly Condori-Fernández2,  
Arthur Baars1, Tanja Vos1, Ignacio Romeu1, and Óscar Pastor1 

1 Centro de Investigación en Métodos de Producción de Software ProS, 
Universitat Politècnica de València, 

Camino de Vera s/n, 46022 Valencia, Spain 
{jpanach,abaars,tvos,iromeu,opastor}@pros.upv.es 

2 Faculty of Electrical Engineering, Mathematics and Computer Science, 
University of Twente, 

Information Systems Group, 
7500 AE Enschede, P.O. Box 217, The Netherlands 

nelly@pros.upv.es 

Abstract. According to the Model-Driven Development (MDD) paradigm, 
analysts can substantially improve the software development process 
concentrating their efforts on a conceptual model, which can be transformed 
into code by means of transformation rules applied by a model compiler. 
However, MDD tools are not widely used in industry. One of the reasons for 
this poor adoption is the lack of usability of MDD tools.  This paper presents a 
framework to evaluate the usability of such tools. The framework will be used 
as a basis for a family of experiments to get clear insights into the barriers to 
usability that prevent MDD tools from being widely adopted in industry. 

Keywords: Usability, model-driven development, evaluation framework. 

1   Introduction 

MDD tools can offer many benefits for a software developing company: reduced 
costs, reduced development time, higher quality and higher customer satisfaction [7]. 
However, the wide acceptance of MDD is not yet a reality. One reason for this 
situation is the lack of usability of MDD tools. The main contribution of this paper is 
an empirical framework to perform a set of usability evaluations for MDD tools. By 
experimental framework we mean the definition of a process and the elements 
involved in it with the aim of performing evaluations unambiguously. The framework 
will be used to perform the evaluation of several MDD tools knowing clearly the 
required elements and the stages to perform the experiment.  

Several authors such as Fiora [2] and Kostiainen [5] have proposed experimental 
frameworks for measuring system usability. If we focus our research on MDD tools, 
                                                           
* This work has been developed with the support of MICINN, GVA and ITEA 2 call 

under the projects PROS-Req (TIN2010-19130-C02-02), ORCA (PROMETEO/2009/ 
015) and UsiXML (20080026). 
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little work has been published about their usability. We can only find usability 
frameworks defined for evaluating usability in Computer Aided Software Engineering 
(CASE) tools in general, such as the work of Senapathi [8]. However, frameworks 
defined for CASE tools are not always valid for MDD tools. In contrast to 
conventional CASE tools that are oriented to software development based on design 
and programming, MDD tools have to cope with specific features where the modeling 
and the programming perspective become intertwined. MDD tools have as peculiarity 
that they have an underlying software delevopment method which must be easily 
understandable to the user. Studying related work, we conclude that more work must 
be done on the usability evaluation of MDD tools to become fully accepted in 
industry. The paper is divided into these sections: 2nd describes the framework, 3th 
applies the framework to a specific MDD tools, and 4th presents the conclusions.  

2   Empirical Framework to Evaluate the Usability of MDD Tools 

The empirical framework is composed of a usability evaluation model and an 
experimental process, which have been designed using Wohlin’s proposal [9]. 

 

Fig. 1. Usability Evaluation Model 

The usability evaluation model identifies the most relevant elements for 
evaluating the usability of MDD tools (Figure 1). According to Figure 1, we aim to 
evaluate the usability of MDD tools by means of: satisfaction, efficiency and 
effectiveness, such as ISO 9241-11 proposes [4]. In summary, this model represents: 
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the method that underpins the MDD tool, the end-user features, and the activities that 
the end-user will execute in the experiment. Classes with a grey background represent 
elements that can be changed and controlled in the experiment and classes with a 
background of diagonal lines represent elements that can be quantified with one or 
more measures.  

The experimental process focuses on the stages that compose the process to 
perform the usability evaluation according to the usability model. There are four 
stages [9] (Figure 2): (1) Definition: This determines the foundation of the 
experiment; (2) Planning: This specifies how the experiment is conducted. (3) 
Operation: In this step, the researcher performs the experiment and collects the 
needed data; (4) Analysis: In this step, the researcher interprets the experiment data. 
Each one of these stages is divided into substages, such as Figure 2 shows.  

 

Fig. 2. Process to evaluate usability 

3   Applying the Usability Framework to a Specific MDD Tool 

This section explains the usability evaluation that we performed with the proposed 
framework applied to an MDD tool called OLIVANOVA [1]. We focus our study on 
effectiveness and efficiency, relegating the satisfaction to a future experiment. Next, 
for space reason, we detail only some elements that compose the Planning stage 
(Figure 2): hypotheses, variables and participants. However, it is important to note 
that the Usability Evaluation Model (Figure 1) is instantiated throughout all the 
substages that compose the Definition and Planning stages (Figure 2). 

We have one null hypothesis for efficiency and another for effectiveness: 
 

• H10: When using OLIVANOVA for modeling tasks with different levels of 
complexity, the efficiency is the same independently of users’ experience. 

• H20: When using OLIVANOVA for modeling tasks with different levels of 
complexity, the effectiveness is the same independently of users’ experience.  
We have identified dependent variables and independent variables [9]: 

• Dependent variables: Efficiency and effectiveness. Efficiency was measured by 
task completion percentage in relation to the time spent to perform a task. 
Effectiveness is the level of completeness reached in every task. This variable was 
calculated by two measures: 1) the percentage of tasks carried out correctly; 2) the 
percentage of correctly performed activities that were carried out optimally 
(without any difficulty compared to experts).  

• Independent variables: The level of complexity of the tasks, the modeling 
competence, and the level of experience using MDD tools.  
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We used three groups of participants: 

• Type I (Experts): Experienced using the evaluated tool. This group was composed 
of researchers of the ProS center of the Technical University of Valencia. 

• Type II (Medium): Experienced using similar tools. This group was recruited 
from the regional Valencian public administration who are familiar with open 
source MDD tools like Moskitt [6]. 

• Type III (Novice): No experience with the tool nor with similar tools. This group 
was composed of engineers from the Technological Institute of Computer Science 
who are familiar with Object-Oriented concepts but not with any modeling tool.  

We used four users from each group to work with a balanced number of users. 
Instruments used to perform the experiment can be found at [3]. Once the experiment 
was finished, we analyzed the results of the efficiency and the effectiveness. 
Efficiency was measured by task completion percentage in relation to the time spent 
doing a task. According to an ANOVA test, we reject the null hypothesis. However, if 
this analysis is carried out excluding the group of experts, there are no differences in 
the mean efficiency scores with the other two types of users. Effectiveness was 
measured in terms of modeling task completion percentage and percentage of correct 
tasks that were carried out optimally. With the ANOVA test, we found significant 
differences for both the tasks of medium level of difficulty and high level of difficulty 
in the three groups of users. Therefore, we conclude that H20 is not satisfied. 

4   Conclusions and Future Work 

This paper proposes an empirical framework to evaluate the usability of MDD tools. 
The framework aims to replicate the usability evaluation of MDD tools in similar 
conditions. With the purpose of evaluating our framework; it was applied to a MDD 
tool called OLIVANOVA. The results of the evaluation demonstrate that changes 
must be applied to OLIVANOVA to improve the users’ effectiveness and efficiency. 
As future work, we want to repeat our usability test with more users and considering 
the user’s satisfaction. Moreover, we want to assess the framework with other MDD 
tools different from OLIVANOVA. 
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Abstract. Autism spectrum disorders (ASDs) are a triad of disturbances 
affecting the areas of communication, social interaction and behavior. In 
educational contexts, without appropriate intervention methodologies, these 
limitations can be deeply disabling. Our research promotes the communicative 
competence of children with ASDs It extends the current state-of-the-art in the 
field, both in terms of usability for the educators and functionality for the end-
users. We performed a long-term study, and results suggest that the proposed 
approach is effective in promoting the development of new interaction patterns. 

Keywords: Communicative competence, Autism spectrum disorder, Assistive 
technologies, Computer-mediated communication, Multimedia platform. 

1   Introduction 

Autism Spectrum Disorders (ASDs) are included in the global developmental 
disorders group, and considered to be severe and precoce neuro-development 
disorders that have no known cure and persist throughout life [1]. In this study, we 
have looked for evidence about the benefits of using a novel multimedia platform, 
designed specifically to develop the communicative competence in children with 
ASD. We have mainly focused on making it fully customizable, namely in being:  (a) 
Appealing to the target group;  (b) Easy to use both by the tutor and by the end-users; 
(c) Portable and easy to deploy;  (d) Adaptable to the severity degree of the target 
users; (e) Configurable content-wise to the end-user's development stages; and (f) 
Evolutive according to their age and school grade. 

The paper is organized as follows: Section 2 shows an overview of ASD, unveiling 
the need for tools to promote the communicative competences in the educational 
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context, which led us to the development of a novel platform, presented in section 3, 
capable of providing the best experience for children and their tutors. In sections 4 
and 5 we analyze the experimental results and outline the main conclusions. 

2   Motivation 

Communication competences and social interaction are one of the areas where 
individuals with ASD present a higher compromise. At the education context level, an 
ASD frame [2] requires a set of specialized intervention measures that can attenuate 
the communication and integration difficulties faced by these children. Their 
communication abilities can be improved through specialized intervention models [3]. 

Currently, there is a lack of assistive technologies for the specific development of 
the communicative competence in children with ASDs. Existing solutions have been 
developed in a more enabling and functional perspective, centered in the individual 
himself. Examples of possible applications are: the Zac Browser, an enabler for 
Internet access and multimedia activities; and the Grid 2, a tool for Human-Computer 
Interaction. Both are aimed at different target populations. 

The integration and learning difficulties faced by these children in special 
education schools has led to new guidelines regarding the action models to employ 
[4]. Currently, these children are integrated in regular education schools where they 
learn social inclusion. Our work is focused on a real world problem and application, 
and on the improvement of current practices.  

3   Proposed Approach 

Based on the practical needs of children and their tutors, we have created a fully 
customizable platform, with the resources that are considered beneficial for the 
learning environments of children with ASD, and with potential to promote the 
acquisition of new competences at the communication level. Under tutor supervision, 
the children created the overall software appearance in a way that better relates their 
perceived visual information with the underlying context information. From the 
literature revision in the field, regarding communicative competences promotion in 
autistic children and adequate stimuli, the platform was designed to support: (a) 
photos; (b) audio; (c) videos; (d) message board; (e) online digital book library 
access; and (f) connection to a story retell tool, MS Photostory.  

All sections allows the preference classification through the “Like” and “Dislike” 
buttons (Fig. 1). In a very simplified way, the child can express and share his/her 
opinion with others, which can in turn visualize the opinions and recognize the 
colleagues that have expressed them. Together with the message board (Fig. 1), these 
are core and distinctive features of our proposed approach to the problem. The 
message board was developed so that users can exchange messages among 
themselves, recurring to writing, to symbols, or a simultaneous combination of both. 
The entire platform is supported by Web standards, which makes it customizable and 
easily adaptable to other needs that children may have. Design considerations have 
taken into account two different user roles: (a) end-users that use the platform; and (b) 
tutors that manage the platform.  



646 M. Lucas da Silva et al. 

 

                                 

              Fig. 1. Preference classification list       Fig. 2. Screenshot of the message board 

A core aspect of the proposed platform is flexibility, that is, it can be easily 
adapted and customizable to the needs of each individual. Tutors can fully adjust the 
platform according to their goals, without the need of special knowledge regarding the 
use of the computer; contents are managed through the standard OS file management 
system, just like any other files. Accessing the TROCAS folder, the tutor can add, 
change, delete, and categorize the different contents through the folders. The platform 
automatically detects and organizes all content on the visual interfaces. Fig. 3 
illustrates this process: in the folder where pictures are managed, the tutor created 
three categories: Animals, People, and Transportation (Fig. 3a.). The platform 
automatically detects these folders and organizes them on the visual interface as 
categories, using the name of the folder used as category descriptor (Fig. 3b.). The 
fact that the file names are used directly also allows the tutor to easily change the 
description of each content element, and facilitates the localization to other languages. 

   

              (a) Folder structure                    (b) Content organization in the platform 

Fig. 3. Content management and categorization in the proposed platform 

4   Experimental Results 

Tests were conducted with 3 children, all with 12 years old; two of them integrated in 
a 5th grade class and a third in a 6th grade class, and all with individualized educational 
programs. Tutors were in charge of assessing profiles and progression according to 
his expert opinion. The implementation plan was: (a) a first stage of 2 weeks, which 
allowed the content fine tuning of the contents, platform operation, and the 
intervention plan; and (b) a second stage of 12 weeks, in which the established 
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intervention plan was followed. Collected data revealed a consistent set of changes in 
the students communicative behaviours. The message board used as a way of 
communicating among the different agents in this process (counterparts and tutors) 
seems to favour the capability of understanding messages and orders. Students 
revealed a higher level of initiative and autonomy in exchanging messages, as well as 
a greater capacity of interpreting information and producing adequate responses.  

It is important to enhance the fact that one of the students, in a final stage of the 
school year, by his/her own initiative brought a set of notes with the favorite TV 
characters, and asked to build a story using the resources made available by the 
platform. The communicative interactions between counterparts and tutors also 
became more frequent; the test subjects spoke frequently about the different contents 
of TROCAS, issuing their opinion about a given music, video, photo, etc. Of 
noticeable importance is the fact that one of the children, by listening to a colleague 
speak while viewing one of the videos expressed that: “R. can speak after all”.  

At an interpersonal relations level, the tool shows results in promotion of the 
relation and social interaction between counterparts. In general, students have always 
shown interest in using the platform, with clear increases in autonomy and proficiency 
not only using the platform but also using the computer, in general. Several comments 
and manifestations were registered, such as: (a) Requests to share TROCAS with 
other colleagues, tutors, and technicians; (b) Requests to use TROCAS event out of 
their assigned schedule; and (c) Refuse to attend classes to keep using TROCAS. 

5   Conclusions 

The use of information and communication technologies (ICT) is extremely 
important, as it can help reshape the teaching procedures, and make them more 
adequate to the reality of the subjects with special education needs. The inclusion of 
children with ASD in regular education schools is growing exponentially. This fact 
motivates the need to find new educational responses since, through adequate 
intervention models, the children can develop basic social competences, indispensable 
for an effective integration in the educational and social contexts. Experimental 
results collected during the period of deployment of TROCAS, show a clear relation 
between the intensive and guided use of the platform, and an improvement in the 
communicative competences among the test population. Future work will focus on 
implementing the tool in interfaces that may be more natural for the children. 
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Abstract. In this work, we assess the usability of a virtual environment where 
the force of interaction between the electrostatic field around the molecule and 
a charge associated to the proxy of a haptic device can be felt. Feedbacks to 
user are provided in a multimodal visual and haptic way, and auxiliary 
information are also rendered.  
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1   Introduction 

In this work, we assess the usability of a virtual environment described in [3, 4] 
enabling users to probe the electrostatic field around it with a charge associated with a 
haptic device. The force of interaction can be felt via the haptic device, and feedbacks 
are provided in a multimodal way, visual and haptic. 

The framework is fully described in [3]. It provides the user with a virtual 
environment showing a 3D representation of the molecule; different modalities of 
visualization are possible among the typical chemical representation of a molecule 
three-dimensional structure, e.g. space-filling, ball-and-stick, van der Walls surfaces, 
etc. Beside the graphical representation, the framework allows to feel the electronic 
fields' interactions by means of a haptic device (in our case, the Sensable PHANTOM 
® Omni [1]). The graphical environment shows the current position of the haptic 
proxy, as a yellow circle, to indicate which part of the space the user is interacting 
with. Auxiliary visual elements are shown to provide the user with a multimodal way 
of interaction, in order to integrate the information received in force, e.g., the plot of 
the electrostatic field along the direction connecting the proxy position and the center 
of the molecule, which can help in detecting maximum/minimum points of the 
electrostatic surface, or the force field on the molecule surface (represented by means 
of different colors). Figure 1 shows a screenshot of the GUI of the framework. The 
3D molecule and the proxy pointer are clearly visible. The plot of the electrostatic 
field is shown in the upper-left corner of the picture. Further details on framework's 
visual and haptic capabilities can be found in [4]. 
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Fig. 1. A screenshot of the framework 

2   Design of the Usability Test 

Potential users of the application have been identified at first. Among the candidate 
users (i.e., students attending a university-level chemistry course, teachers, and 
chemistry researchers), being the framework mainly designed for e-learning 
activities, only students have been involved in this first evaluation study. The 
usability evaluation consisted of three stages: 

• pre-questionnaire administration, sent to the users in order to collect the 
background information and knowledge about the topics. Beside providing 
some personal data on their studies and background, users were asked to rate 
their knowledge about both inter-molecular forces and haptic devices, on a 
scale ranging from 1 (I do not know at all ) to 5 (I know it very well ); 

• tasks' execution session, where each user is asked to individually perform 
three tasks, consisting in identifying with the framework a set of specified 
electrostatic properties of a given molecule. While executing the tasks, the 
participants were asked to "think-out-loud". They were required to fill in a 
questionnaire regarding the task they are performing (the adopted 
questionnaire form is ASQ [5]). The following task have been performed, by 
following a set of instructions provided on paper: 
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o Task 1 - Critical points detection: the charge is used to determine the 
maxima/minima of the potential in the space surrounding the 
molecule, giving a sensation of falling into an electrostatic surface 
"hole" when such points are found. 

o Task 2 - Detecting polar molecules: different molecules exert a 
different influence on a positive or negative charge, and in different 
zones of the surrounding space; 

o Task 3 - Feeling the anisotropy of the interaction: force effects by the 
molecule on the charge can change w.r.t. the charge-molecule 
distance and direction of approaching; 

Execution of all the tasks has been supervised by us, users' behaviours 
observed and notes taken about what they said. The time taken by each user to 
complete each task has been also considered for the evaluation; 

• post-questionnaire administration, providing a final evaluation of the 
application, by the usage of the System Usability Scale (SUS) [2]). Users were 
asked to answer a questionnaire to evaluate general and haptic-specific 
features of the application, and to finally provide an overall judgement of the 
experience. 

A total of 5 users participated to the evaluation study of the developed chemical 
framework. All were students of the MSc in Computer Engineering at Politecnico di 
Milano. The group consisted of 2 females and 3 males with the average age of 21.6 
years.  

3   Results and Discussion 

The pre-questionnaire results show that they have very little knowledge about haptic 
devices and an average knowledge about inter-molecular forces. With respect to 
chemistry softwares’ background knowledge, only one participant was already using 
another chemistry application. The mean values of the times taken to complete each 
task, and the ASQ score, have been calculated. The ASQ score [5] includes the 
efficiency, effectiveness, satisfaction and use of haptic device usability aspects: the 
smaller the value, the better evaluated are these aspects by the participants. Users' 
feedbacks were collected regarding the different modalities of visualization and visual 
elements added to make haptic effects more intuitive. Based on these feedbacks, the 
most useful visual clues were determined as well as the problematic ones. Problems 
can be categorized as follows: 

• Semiotic- problems related to the meanings of the messages of the application; 
• Cognitive - cognitive effort of the user while using the application; 
• Graphics - problems related to the graphical choices of the application; 
• Haptic - problems related to the haptic features of the application including 

spatial problems and a haptic device. 

Using the post-questionnaire, the score of the haptic features has been calculated 
using the same method as one for the SUS questionnaire [2]. The mean score of the 
haptic features of the application (43) is above average which shows that the 
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participants found that the haptic features of the application are useful and allows user 
to perform the tasks in an effective and efficient way. 

The SUS score of the general features of the framework is 81.5 which falls in the 
acceptability range of the usability of application and it is even higher than the mean 
score (76.2) of GUI interfaces [2] that were evaluated by SUS. The respondents rated 
the user-friendliness of the application in average Good, which corresponds also to 
the results of the SUS score. 

Also the score of the final feedbacks is very high (4.3/5), confirming that the users 
have understood the purpose of the application, they found it attractive and would 
even recommend it to the colleagues. 

During the test administration and as final feedbacks, students reported us the 
easiness by which they understood the explained concepts, thus leading to an 
increasing interest in the subject. Teachers also appreciated the improved awareness 
of the phenomena they usually explain only in theory. 

4   Conclusions and Future Work 

The framework has been tested by different users (students) on various molecules 
stored in a repository associated with the framework. 

All the users recognized as the most important benefit the possibility of combining 
the typical visualization of chemical data with the rendering of the feeling of 
nanoscale/atomic interactions that can improve the understanding of real phenomena. 
As future work, given that students greatly appreciated it and they were literally 
enthusiastic when facing the novelty of such a tool, we plan to introduce it in teaching 
activities, i.e. in chemistry course as auxiliary tool to integrate classical lectures. 

Acknowledgements. We would like to thank Margarita Lukjanska for her precious 
contribution on the usability assessment activity. 
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Abstract. There is increasing pressure on developers to produce usable 
systems, which requires the use of appropriate methods to support user centred 
design during development. There is currently no consistent advice on which 
methods are appropriate in which circumstances, so the selection of methods 
relies on individual experience and expertise. Considerable effort is required to 
collate information from various sources and to understand the applicability of 
each method in a particular situation. Usability Planner is a tool aimed to 
support the selection of the most appropriate methods depending on project and 
organizational constraints. Many of the rules employed are derived from ISO 
standards, complemented with rules from the authors’ experience. 

Keywords: UCD method selection, development process, usability integration 
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1   Introduction 

UCD (User Centred Design) approaches and methods for systems development are 
used to help build systems that are easy to use. While there is general consensus on 
the need for a user-centred approach to design, there is a great diversity of potential 
methods. Existing literature on usability methods offers little guidance on which 
specific methods should be used in a given situation. 

In order to adopt a UCD focus in development, usability has to be considered 
throughout the different development stages. The specific UCD methods to apply at 
each stage must be selected, depending on the relevant project and organizational 
constraints. This is a challenge because systems development teams and organizations 
can experience difficulty when trying to understand UCD methods and their role in 
the overall development process [6]. 

Existing advice on UCD method selection starts with the method, rather than the 
purpose for which the method is used. Senior UCD professionals get acquainted 
during the development of their career with the different subtleties of each method 
that make it more advisable in certain situations, but other groups (junior UCD 
consultants, HCI students or even software developers with some HCI training) face 
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important difficulties for choosing the most appropriate methods for a particular 
project. They need to gather information present in different sources, and they have to 
deal with different terminology across authors in terms of process descriptions, and in 
terms of criteria for considering the suitability of each method. 

The ISO PAS (Publicly Available Specification) 18152:2003 [4] provides an 
overall view of the life cycle for developing systems for human use, highlighting the 
base practices associated with the different processes involved. It does not provide 
specific guidance on method selection but it serves as an overall process framework 
where to fit advice on UCD methods integration in the systems development process. 

The ISO TR (Technical Report) 16982 [5], on the contrary, specifically addresses 
the issue of UCD method selection. It does not work with individual methods to be 
applied in a specific situation, but with categories of them. It has an important 
shortcoming from a professional perspective, in being “somewhat academic” 
(according to the Special Interest Group in Software Testing from the British 
Computer Society [1]). Furthermore, the usage of this technical report is not 
straightforward, since it requires moving between different tables and gathering all 
the relevant information that is scattered in the document. 

Usability Planner [7] is an online tool that supports the process of UCD method 
selection. It aims to ease the present difficulties found in considering the different 
knowledge sources, integrating the overall view in ISO PAS 18152:2003 with the 
recommendations present in ISO TR 16982, and supplementing them with the 
authors’ own experience.  

2   Method Selection with Usability Planner 

The difficulties traditionally found in UCD method selection arise from the difficulty 
of dealing with a diversity of issues that may influence the choice of methods. In a 
common scenario, UCD has already been identified in the organization as necessary 
for improving the quality of the system to produce, and there is a decision on the – 
typically limited – resources to dedicate to UCD in the project. 

In these circumstances only a few UCD methods may be chosen, with the aim of 
maximizing their impact on the final usability level of the system produced. The 
sequence for making this choice using Usability Planner is: 

1. Establish the overall background to consider: Either a UX (User eXperience) - 
UCD background, or a software engineering (developer) one. Depending on the 
choice a different set of stages into which to allocate the methods is offered. 

2. Identify the specific project stages for which methods are to be selected. At this 
point the user may optionally prioritize the stages according to business benefits or 
risk avoidance considerations. 

3. Specify the constraints related to the project as a whole, or individual stages of the 
project, and see the recommended methods. 

4. View a summary of the recommendations for the project in the form of a usability 
plan including the selection of methods for each stage. 
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Fig. 1. Three first steps in the usage of the tool for method selection 
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3 Preliminary Evaluation and Conclusions 

When a preliminary prototype [2] was demonstrated to participants at the NordiCHI 
2010 conference, all 11 people who tried using the tool were positive about its 
potential value. One continuing challenge has been to find a sequence that the 
different types of users find logical for the inter-related decisions that have to be 
made.  Decisions on inter-stage prioritization have been made optional, since some 
users will not need to address such an issue, and the support that may provided for 
such prioritization is weaker than the support provided for method selection. 

While the tool initially embodies the knowledge of the authors, this will be refined 
by iterative evaluation. Additionally, the content is customizable, so that any 
organization with UCD expertise may modify the criteria for method selection in the 
tool to match their own criteria.  

The tool will be offered under an open source license (GNU General Public 
License, version 3 [3]), so that the community can modify it or further extend it. 

Initial responses to the value of the first complete prototype of the tool have been 
very positive. The next steps include: 

1. Refining the set of methods and criteria, and the internal weighting, to find out 
whether the tool can consistently make similar recommendations to experts. 

2. More formal evaluation of the usefulness and usability of the tool for the intended 
user groups. 

3. Exploring whether the tool can take account of how methods are customised and 
adapted to project needs. 

4. Extending the tool with additional functionalities like saving the current project. 
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Abstract. The concept of user experience includes different facets which have 
still not reached a consensus. On the other hand, the ISO/IEC 25010:2011 
standard shows a structured quality model which permits us to obtain quality 
systems and software. The main aim is the specification of user experience 
based on the facets which are implicitly considered in the standard.  
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1   Introduction 

Recently, the User eXperience concept (UX) has become more used than usability 
in the Human Computer Interaction (HCI) discipline and SQUARE (Systems and 
Software Quality Requirements and Evaluation) [1] is the standard that defines 
the system quality or the software quality. Nevertheless, HCI practitioners still 
have not come to an agreement about defining UX. Also, the standard attributes 
which researchers use for analyzing the UX in a specific interactive system do  
not exist.  

For these reasons, the main aim of this research is the specification of UX based on 
the facets that the ISO/IEC 2010:2011 considers according to its attributes.  

2   User Experience 

The ISO DIS 9241-210:2008 [2] standard provides one of the most distinguished 
definitions for UX. But the following five definitions are also used considerably [3] 
[4] [5] [6] y [7], which were collected by E. L Law et al. in [8]. 

Despite the fact that the definitions presented are valid in specific contexts, they do 
not include aspects which should be considered when evaluating UX. In some 
definitions such as in [8] and [7], the interaction context is not so clear. In [3], the 
main topic is concerned in company aspects. Other definitions do not refer to facets 
such as accessibility [4], cross-cultural [5] or adaptability [6]. So, we propose the next 
definition of UX which covers these aspects: “User experience deals with all facts, 
internal as well as external facts of the user and interactive systems, which causes any 
feeling in the user who uses the interactive system in a specific context of use.” 
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2.1   Facets and Concepts Involved in the User Experience Definition 

The facets considered in UX are still not agreed on in the scientific community or in 
any type of organization for standardization. Related works in this area are [9] [4]. In 
addition, there is other concepts which can form the UX: accessibility [10], emotional 
[11], communicability [12], cross-cultural [13], plasticity [14], playability [15] and 
dependability [16], among others. Thus, one or another facet is used according to the 
author and their needs in the design or evaluation process.  

Our goal is not choosing the specific facets, but it is preparing the most complete 
set of UX facets which allows us to carry out this project. 

The other goal is to determine the meaning of the most used words in the UX  
area. According to Oxford’s dictionary (http://oxforddictionaries.com/): Property: an 
attribute, quality, or characteristic of something. Facet: a particular aspect or feature 
of something. Dimension: a measurable extent of a particular kind, such as  
length, breadth, depth, or height. Feature: a distinctive attribute or aspect of 
something.  

Category: a class or division of people or things regarded as having particular 
shared characteristics. Attribute: a quality or feature regarded as a characteristic or 
inherent part of someone or something. 

We are going to use these terms: Facet for determining all UX components; 
attributes for all features, subfeatures and attributes in the standard, and, finally, we 
will use dimension for measurable quality attributes considered in ISO 2502n. 

3   User Experience and ISO Standard 

The facets which are implicitly considered in the standard are specified in Table 1.  

Table 1. UX facets considered in every ISO attribute. 

  ISO/IEC 25010 : 2011 UX facets 
4.1.1 Effectiveness Usability, Playability, Useful  
4.1.2 Efficiency Usability, Playability 
4.1.3.1 Usefulness Useful 
4.1.3.2 Trust Emotional, Playability, Desirable 
4.1.3.3 Pleasure Emotional, Playability, Desirable 

4.1.3 
Satisfaction 

4.1.3.4 Comfort Emotional, Playability, Desirable 
4.1.4.1 Economic risk mitigation  Dependability 
4.1.4.2 Health and safety risk mitigation Dependability 

4.1.4 Freedom 
for risk 

4.1.4.3 Environmental risk mitigation Dependability 
4.1.5.1 Context completeness Usability 
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Table 1. (Continued) 

ISO/IEC 25010 : 2011 UX facets 
4.2.1.1 Functional completeness Useful 
4.2.1.2 Functional correctness Accessibility, Playability 

4.2.1 Functional 
suitability 

4.2.1.3 Functional appropriateness Accessibility, Playability 
4.2.2.1 Time behavior Usability 
4.2.2.2 Resource utilization Dependability,  Accessibility 

4.2.2 
Performance 

efficiency 4.2.2.3 Capacity Dependability 
4.2.3.1 Co-existence Plasticity 4.2.3 

Compatibility 4.2.3.1 Interoperability Accessibility, Plasticity 
4.2.4.1 Appropriateness recognizability Usability, Findable 
4.2.4.2 Learnability Usability, Playability 
4.2.4.3 Operability Usability 
4.2.4.4 User error protection Usability, Playability 
4.2.4.5 User interface aesthetics Usability, Playability 

4.2.4 Usability 

4.2.4.6 Accessibility Accessibility 
4.2.5.1 Maturity Dependability 
4.2.5.2 Availability Dependability, Accessibility 
4.2.5.3 Fault tolerance Dependability 

4.2.5 Reliability 

4.2.5.4 Recoverability Dependability 
4.2.6.1 Confidentiality Dependability 
4.2.6.2 Integrity Dependability 
4.2.6.3 Non-repudiation Dependability 
4.2.6.4 Accountability Dependability 

4.2.6 Security 

4.2.6.5 Authenticity Dependability 
4.2.7.1 Modularity Dependability 
4.2.7.2 Reusability Dependability 
4.2.7.3 Analyzability Dependability 
4.2.7.4 Modifiability Dependability,  Accessibility 

4.2.7 
Maintainability 

4.2.7.5 Testability Dependability 
4.2.8.1 Adaptability Accessibility, Plasticity 
4.2.8.2 Installability Plasticity 

4.
2 
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4.2.8 Portability 

4.2.8.3 Replaceability Plasticity 

4   Conclusions  

The first topic that we want to highlight is that there are attributes which are 
considered in more than one UX facet. So, the non-isolation of UX facets is validated. 

In addition, all standard attributes are considered by some UX facets; in fact it 
causes a direct relation between both facets and standard attributes. 

In Table 2 we can see the amount of attributes which we detected in each facet. 
Despite the results of this research and as UX experts, we believe that two more 

facets are needed in the design or evaluation process and when other facets are applied. 
Both these facets could be worked in a transverse and they are called communicability 
[12] and cross-cultural [13]. So, we can differentiate two types of facets. The parallel 
facets (dependability, usability, playability, plasticity, accessibility, emotional, desirable, 
findable and useful) are those which can be applied in an interactive system in an 
individual way. And transverse facets are those which could be applied at the same time 
as when another facet is applied.  
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Table 2. Amount of considered attributes in each UX facet. UX facets. 

UX facets Amount of attributes 
Dependability 19 
Usability 10 
Playability 10 
Accessibility 9 
Plasticity 5 

UX facets Amount of attributes 
Emotional 3 
Desirable 3 
Useful 3 
Findable 1 
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Abstract. Parents looking to foster more energy sufficient behaviours in their 
children struggle to have their child maintain these behaviours unsupervised. 
Our research indicates that in order for the child to maintain these behaviours, 
s/he must perceive him/herself as an eco conscious individual. We propose that 
increasing a child’s ability to firstly recognise eco-friendly behaviours and 
secondly, recollect them, is likely to yield a greater affinity for habitual energy 
sufficient behaviours. This paper describes a first prototype game, whose 
interface employs availability heuristics and other persuasive design elements to 
achieve this goal.  

1   Introduction 

The negative impact of increasing global energy consumption on our environment is 
becoming alarmingly apparent [1], [2]. It is recognized that the problem has to be 
tackled and from multiple angles, for example recycling schemes for plastics and 
glass and energy efficiency labels for electrical appliances [3]. We describe the user-
centred design of a dedicated system aimed to foster energy sufficient behaviours at 
home in children aged between 8 and 10 years. Our user group is inspired by the idea 
that knowledge and skills practiced in childhood, will lead to eco-friendly decision 
making in adulthood.  

To gauge the desirability of such a system, we conducted an online survey 
involving 25 parents. The survey outcomes indicated that parents would indeed 
welcome more energy sufficient behaviors in their children. In addition, it revealed 
that the challenge lies in getting the children to adopt these behaviors unsupervised. 
This is thus the focus of the system explained within this paper.  

2   Design: Approach and Concept     

Once established, human behaviors generally take a long time to change. Literature 
research into this area indicates that there is a feed-forward loop between attitude and 
self perception [5]. According to Cornelissen et al. [5], self perception is dependent 
on the availability heuristic of specific behavior-related information.  
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In order to gauge the connection between children’s attitude and their knowledge 
of energy sufficient behaviors five children of ages between 8 and 10 were 
interviewed. The interviews were conducted at 2 different international primary 
schools in the Netherlands. During the interviews, a quiet location at the child’s 
primary school was chosen and he or she was asked a set of pre-made questions in a 
conversational manner. The questions were designed to gather information regarding 
the relation of the following four key areas: knowledge, activities, communication and 
attitude, and energy sufficiency. 

 Our findings showed that the children were aware of direct actions such as 
switching off electrical appliances such as lamps, televisions and computers. Upon 
probing, the children were able to identify further energy saving actions such as 
closing doors or dressing warmly in the winter. We observed the need for probing, 
and the outcomes as an indication that there were likely to be further actions which 
children carry out at home but which, due to their indirect relationship with energy, 
were not readily associated with eco-friendliness. This observation inspired the 
primary function of the proposed system: to increase the children’s ease of retrieving 
pro-ecological actions.  

The envisioned design is an intelligent system that facilitates a game employing 
role play to challenge children to independently execute character-specific energy 
sufficient actions during their normal daily routine. These actions are monitored by 
the system and feedback that is both stimulating and educational is provided in a 
manner that reinforces the child’s ability to associate the action with eco-friendliness. 
It is our expectation that long term play of this game, will strengthen the child’s long 
term perception of him/herself as an eco-conscious individual.  

3   Concept: Implementation and Evaluation 

The system described in Fig 1. implements 3 preliminary components identified as 
being the foundation of the conceptual model of the envisioned game. These 
components are ‘Character Cards’, an ‘Activity Tree’ and a list of ‘Alternative Energy 
Sufficient Behavior’ (AESBs). For ease of evaluation, it has been developed as an 
interactive web based interface. Our objective is not to test the ‘real time’ properties 
of the game but rather, if the enforced relationship between the 3 key components is 
suitable for increasing children’s knowledge of AESBs. The relationships between the 
components are described below: 

• AESBs describe different energy sufficient behaviors that children aged between 8 
and10 might carry out a specific activity during their daily (weekday) routine. 
They are presented in text format, in a list of 5. These five comprise of 1 energy-
neutral behavior, and 4 energy-impactful behaviors. Of these 4, only 2 are fitting to 
the persona of a ‘Character Card’.  

• A ‘Character Card’ is an item depicting a child aged between 8 and10 who, due to 
his or her personality, is inclined towards specific AESBs. Of the five AESBs 
listed, only two correctly match both the activity presented by the ‘Activity Tree’, 
as well as the profile of a child on a specific ‘Character Card’. The objective of the 
game is to identify the 2 correct AESBs.  
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• Activities are mapped to the branches of an ‘Activity Tree’ visualization. This 
mapping has the purpose of communicating the impact that different behaviors can 
have on the tree during a specific routine activity such as breakfasting. The tree 
communicates its health through its number of leaves and the brightness of its 
leaves. 

To play the game, the child selects either to try an evening or a morning activity. 
Upon doing so, the timer starts and s/he is presented with the elements in stage 2 of 
Fig 1. The child then selects and deselects the AESB as s/he sees fit, pressing the 
‘Check Guess’ button when ready to test the guess. If the guess is correct, the timer 
stops, all the targeted leaves from dark green to bright green and a congratulatory 
message appears on the screen. If the guess is incorrect a message appears for a short 
period, informing the child of this, the child should then try again. 
 

 

Fig. 1. Example outline of the game sequence supported by the interactive web-based prototype  

By varying the combinations between ‘Character Card’, targeted activity and 
number of targeted leaves, the game can offer varying levels of difficulty. 

3.1   Scenario Evaluation 

For the test scenario, 4 children aged between 9 and 11 were provided with a URL 
link to the game so that they could play it individually in their own homes. The 
children were instructed to play the game twice: once for the morning routine and 
once for the evening routine. Prior to playing the game, they were asked to read 
through a pre-test form presenting two lists of the same 13 energy impacting 
behaviors. Amongst these 13 were the AESBs presented in the game scenario. For 
one list, they were asked to select the behaviors which they thought best completed 
the following sentence: “When I want to save energy around breakfast time I 
can…”and for the second list, the following sentence was used: “When I want to save 
energy around relaxing time in the evening I can…” After playing the game once per 
period of day, they were required to fill in a post test form involving the same list and 
activity as the pre test form. Finally, the forms were sent via email.  

Each behavior had a weighted value of 0, 1 or 2, depending on its suitability to the 
headline sentence. This weight was used to calculate the scores achieved by the 
children. The results showed a lack of improvement by 18 of the behaviors. Of this 
18, 9 were negative results- i.e. the child selected the behavior in the pre test form but 
not in the post test form. The other 9 showed no change. Six out of the 26 available 
behaviors showed positive improvement. Four out of this 6 belonged to the morning 

1. Chooses period of day 2. Reads descriptions 3. Makes a guess 
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activity. Child 1,2 and 4 showed an increase in their scores of  percentages 12, 3 and 3 
respectively. Child 3 showed a decrease of 3%. 

The results showed that there was a marginal increase in the children’s familiarity 
with AESB: with 3 out of the 4 children being able to identify AESBs more correctly 
than before. The children’s remarks regarding the textual feedback in particular 
indicated that they understood the mapping between successful guesses and 
unsuccessful guesses. This indicated that the game had been successful in introducing 
the participants to AESB. 

4   Discussion and Conclusions 

We found that with a short test, we were able to increase the children’s ability to 
identify more energy efficient behaviors than before. This is a promising finding, as it 
gives confidence in the potential impacts such a game could have.  

This paper has made one major contribution towards the design of educational 
interactive systems for initiating behavior changes in children. We have shown with a 
first prototype game designed to present alternatives to habitual behaviors to 
positively influence a child’s affinity to energy sufficient behaviors. 

Further work could focus on extending the list of eco-friendly behaviors children 
could perform, and even have lists tailored to certain ages. In addition, more thought 
could be put in the ‘Character Card’s to appeal to children of various ages. Finally, a 
more robust and extended set-up would allow us to conduct a more thorough test 
regarding the potential of the game to add knowledge, and ultimately change 
behavior. 
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Abstract. Awareness support in MDA technologies is virtually nonexistent. 
Furthermore, until recently there was no conceptual model suitable for 
representing Awareness support in model based architectures. Here, we 
introduce an extension of UsiXML user interface description language to 
support Awareness as an information requirement. UsiXML aims to describe 
multi-context and multimodal user interfaces. The model-based approach of 
UsiXML makes it a good candidate for integrating Awareness Support from the 
requirements phase to the final user interfaces. It enables Awareness 
requirements to be traced from the final user interfaces to the tasks and domain 
entities that generate them, allowing developers to maintain and validate all the 
Awareness mechanisms provided by the system. This leads not only to a better 
quality of system developed, but also an organized and traceable development 
of Awareness mechanisms, easier maintenance and improved user interaction. 

Keywords: Awareness, model-based user interface development, requirements. 

1   Introduction 

The interest in model-based development of user interfaces [1] has been expressed 
through the creation of a W3C Incubator Group [2], which takes into account the 
standardization of model-based user interface design. One of the most active User 
Interface Description Languages (UIDL), based on the available tools and the 
community that supports it, is UsiXML [3], which is a XML based markup language 
used to describe multi-context and multi-platform user interfaces at different levels of 
abstraction. 

UsiXML, as well as other UIDL, does not support the specification of awareness 
requirements nor the awareness itself, even though awareness features should be part 
of the specification of any collaborative system. 

In general, Awareness means “the knowledge of what is going on” [4]. Awareness 
support as part of modern model-based development tools is still limited [5], mainly 
because the gap of development-oriented conceptual models. 
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UsiXML is based on the Cameleon Reference Framework [6], which defines UI 
development steps for multi-context interactive applications. The development steps 
are Task & Concepts (T&C), Abstract User Interface (AUI), Concrete User Interface 
(CUI) and Final User Interface (FUI), which represents the operational UI. 

The objective of this work is to extend UsiXML step by step, introducing 
Awareness as a new requirement that can be defined, linked, propagated and validated 
at all stages of the methodology. 

2   Awareness Support in UsiXML 

We have created several models which will provide the scaffolding for awareness 
support in UsiXML. The standard transformation process must be changed in order to 
generate the new mappings that make awareness support traceable. 

First, we demonstrate how Awareness is represented. Next, we show how 
Awareness is included in a domain, in order to obtain a usable source of data. We 
subsequently describe how to use Awareness data and how to include it in the 
software development process. 

Generic Awareness Representation 
According to Endsley's description of awareness [4], an Awareness of “something” 
(the existence of a resource, the location of some entity, the duration of a process, 
etc.) is defined by a set of information elements. “Elements” signify something that 
the observer can receive and understand, such as location, height, weight, size, speed, 
etc. These concrete elements are features of the observed entity. 

There may be other elements that are created by the understanding of the observer, 
which we call composite elements. The composite element is defined as a composition 
of concrete elements and/or other composite elements, joined by a compositing 
function. Furthermore, it may also be possible to obtain projections of the value of 
some elements in the near future. We call this Awareness Projections (Fig. 1a). 

This Awareness Abstract Representation (AAR) can be useful for sharing and 
reusing generic models of awareness types that are already known. However, for 
concrete Awareness support a domain-specific awareness representation is required. 

Domain specific Awareness representation 
In order to define specific awareness types for the entities of a particular domain, 
these awareness types must be linked to domain class attributes, in order to create 
usable awareness data sources. We call this combination an Awareness Concrete 
Type (ACT) and it represents the way to define the supported awareness in a system 
(Fig. 1a). We should be able to define many ACTs, some of them from the same 
AAR. For example, Group Location Awareness, User Location Awareness, Pointer 
Location Awareness, are all conceptually equal to Location Awareness. 

In order to define an ACT we must create a structure (similar to the AAR that the 
type comes from) which is linked to the observed entity and which has the concrete 
elements (and composite elements) linked to the corresponding attributes 
(composeAttribute) of the observed entity, as shown in Fig. 1a. It is necessary to 
extend the Domain Model with the entities shown in Fig. 2a in order to define 
composed attributes. 
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Fig. 1. a) ACT model. b) Awareness Set model. c) Awareness Data Source Model. 

Awareness Requirement representation 
Once awareness types have been defined for the domain, the next step is to use them. 
For this, some UsiXML model changes are required to help deal with issues such as 
privacy and disruption. Privacy means that awareness data is only given to the users 
that need it. Accordingly, a new entity is added to the Context Model (Fig. 2b) to deal 
with this Runtime Condition (RC). To reduce disruption problems, the system should 
provide users with only the awareness data they need (Fig. 1 b & c).  

 

Fig. 2. a) Extension to Domain Model. b) Extension to Context Model. c) Added mappings. 

The system should provide all the awareness information required by any user for 
performing a task. This means that during a task, users must receive the updated data 
they require, which can be different depending on the runtime context. Our proposal 
is to add Awareness Requirements (AR) to a task (Fig. 2c) by using mappings [7]. An 
AR is the representation of an awareness information requirement for a specific case 
or context (RC) which accesses a selected group of instances from the awareness data 
source (awDataSource, awSet). Fig. 1 b & c. 

3   Conclusions and Future Work 

This work presents a model-based approach for developing awareness supported 
muti-platform and multi-modal UIs based on the UsiXML methodology. The novelty 
of this proposal is that Awareness is included as an information requirement and is 
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managed at all stages of the methodology, allowing reusability, traceability, 
verifiability as well as the ability to be processed by software. 

The logical separation of awareness as a requirement and user interfaces improves 
the quality and maintainability of both, and creates new ways to improve the 
development process. 

The awareness support defined as a requirement model opens the door to other 
forms of abstractions. The knowledge stored in the models can be used in novel ways 
and offer more advantages to developers and users. Furthermore, some important 
problems like privacy and disruption related to the awareness support are tackled by 
using the “runtime conditions” along with the Awareness Requirements, and by using 
“selection constraints” that clearly select the awareness data sources. 

As future work, we plan to improve the transformation process that manages the 
awareness models through the different steps of the UsiXML software development 
process. We also plan to include awareness models in other User Interface Definition 
Languages and development methodologies.  
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Abstract. Video Content continues to strenghten on the Web, because of that fact, 
it is neccessary to  include video content with suitable accessibility requirements 
to be used by all people. User Agent (such as player, browser), also have to 
include accessibility requirements. In this paper a set of basic guidelines is 
included for professionals who want to embed video players on their Web. 

Keywords: Web accessibility, user agent, media player, standard, evaluation. 

1   Introduction 

The Web is being overflowed with multimedia content, like video. This will keep on 
happening into the future [1]. Not only multimedia content has to be accessible 
through standards like the Web Content Accessibility Guideline (WCAG) [1] of Web 
Accessibility Initiative (WAI) [3] among others, but it also has to satisfy accessibility 
requirements, which have independent components, for example those that are 
referred to the user agent  such as media players, browser, etc. 

Sometimes, accessibility problems appear because of accessibility barriers within 
the media player, such as browsers, assistive technologies or even user's inability, for 
example, when a user tries to watch a video, but do not have the appropriate software 
and do not how to install it. 

To avoid these problems, media players have to be developed in agreement with User 
Agent Accessibility Guidelines (UAAG) [4] of WAI, as well as, having into account 
different opinions based on studies to offer universal access solutions for the user. 

The remaining of the paper is organized as follows: Section 2 discusses different 
accessibility standards for media players and provides technological solutions. In 
Section 3, accessibility guidelines for media players are presented. Finally, Section 4 
presents the concluding remarks and future works. 

2   Background 

In this section, standards for Web accessibility, regulations about how to standardize 
accessibility in software and good practices guidelines will be indicated, as well as 
new contributions that are provided by the new standard HTML5.  

The UAAG of WAI is an international standard that explains how to make user 
agent accessible for people with disabilities and how to increase accessibility on Web 
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content. Nowadays, this standard has two versions, UAAG 1.0 [5] (the reference 
version) and UAAG 2.0 [6] (the draft version). Last version gives support to WCAG 
2.0 [7], being this one used to make the accessibility guidelines. 

Another standard is ISO 9241-171:2008 [8], Ergonomics of human-system 
interaction, this standard provides a group of guidance on software accessibility. 

The new standard HTML5 [9] allows to play videos without installing plug-ins 
through the new labels such as <video> and <audio>. However, there are some 
problems due to the fact that it does not support all Web user agent completely in the 
keyboard access or through screen readers to the provided controls. On the other 
hand, the current draft version of HTML5 does not give support to include subtitles 
and audio description, so in order to become the official recommendation, it is 
necessary to include these requirements to satisfy UAAG 2.0 and WCAG 2.0 [10]. 

As well as these standards, there are works [11][12][13] and institutions 
[14][15][16] that provide good practices guidelines according to accessible 
multimedia content on the Web. 

3   Accessibility Guidelines for Web Media Players 

With the knowledge that we obtain after carrying out a study of WAI standards such 
as WCAG 2.0, the agile evaluation method based on UAAG 2.0 as well as the study 
of others standards and relative works, following, we present as result, a help 
documentation to guide web professional. The documentation includes a set of basic 
guidelines and a group of elements to be introduced on a media player interface so a 
video is accessible on a Web media player. This documentation is elaborated to help 
Web professionals.  

1) A media player has to provide different alternatives for audiovisual 
information next to the video: 

a. Captions (video subtitles). As it is shown in Figure 1. 

 

Fig. 1. BBC iPlayer’s screenshot showing subtitles 
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b. Audio description. 
c. Others (sing language, transcription, extended audio description, 

etc.). 
2) Complete access to all the features has to be guaranteed, as well as towards 

the mouse: 
a. By keyboard. 
b. Through assistive technology (like screen reader). 

3) Provide help and documentation about the features of media player 
accessibility on the user interface, which reports to the user about the 
availability of those features, as well as the information about their purpose 
and use. 

4) Provide a keyboard focus cursor that shows visually what element has the 
focus on the user interface; it is also important that the media player has a 
text cursor to show the focus within a text element. Restore the state when 
the state focus is recovered. 

According to the previous guidelines, elements on the user interface have to be included 
like the following controls. These controls are divided in two groups: basic controls and 
additional controls that are necessary to obtain an accessible media player. 

In the first group (basic controls) are included: 

- Controls that allow users to play or to stop the video. 
- Controls that allow users to resize the viewports. 
- Controls that allow users to adjust the volume. 

Among additional controls, we introduce the following ones: 

- Controls that allow users to enable or to disable subtitles. As it is shown 
in Figure 2, there is a button called ‘CC’ (Closed Caption) that provides 
this functionality. 

 

Fig. 2. YouTube’s screenshot that shows CC button 
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- Controls that allow users to enable or to disable the audio description. 
- Controls that allow users to search within reproduction subtitles, as it is 

shown in Figure 3. 

 

Fig. 3. CCplayer’s screenshot that shows a caption search 

 

Fig. 4. CCPlayer’s screenshot that shows a command’s menu 
 

- Controls that allow users to forward or to delay seconds within a 
reproduction. 

- Controls that allow users to change the size, font or color of the text. 
- Controls that allow users access to help documentation which reports 

keyboard shortcuts, as it is shown in Figure 4. 
5) According to other important requirements concerning accessibility close to 

usability, the following requirements have been found: 
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a) It is very important to maintain accessibility features that are configured 
by the users in the following sessions and that those features only 
change when the user want. 

b) Controls that allow users to enable or to disable and to adjust 
accessibility features have to be easy to find and they have to be 
operable. 

c) Provide information that allows the user to know the keyboard shortcuts 
that can be used in the media player, such as the help menu shows in 
Figure 4. 

d) Allow navigating through the content without enabling any controls. 
e) Has to be easy so the user can move through the menus, submenus and 

list through different combinations of keyboards or direct keyboard 
commands. 

f) Allow users to set their preferences to configure the keyboard shortcuts. 

4   Conclusions 

Although Web multimedia content has grown, this growth is not comparable to the 
Web accessibility growth, because it is not accessible enough yet. Due to that fact, it 
is very important that the media players and their access through the Web are 
accessible. 

This paper was elaborated to help Web professionals to create or to decide what 
media player has to be included on their Website to guarantee the same access for all 
and accessible content is provided. Because of this, a set of accessibility basic 
guidelines that have to be satisfied have been introduced to obtain an accessible media 
player. Besides, an agile method of evaluation is introduced, which was used 
previously to evaluate some media players, that help evaluators to prove if a media 
player labeled as accessible actually is. 
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Abstract. The Christian Doppler Laboratory for Contextual Interfaces is a 
cooperative research lab dealing with interaction designs of contextual 
interfaces in the automotive area and the cleanroom of a semiconductor factory. 
This paper describes the research approach and example activities conducted in 
the laboratory. 

1   Introduction 

Human-Computer Interaction (HCI) is dependent on the concrete characteristics of 
the context, in which the interaction takes place. To design interfaces for a specific 
usage context with the aim of improving user experience (UX), it is necessary to 
identify relevant context factors and understand the particular environment in a 
holistic way. For that purpose, we established a laboratory with the aim of 
investigating contextual interfaces on a theoretical level, as well as applying these 
abstract results into two particular contexts: the factory and the car. In comparison to 
traditional environments these contexts have been rather neglected in HCI research. 
The so-called Christian Doppler Laboratory for Contextual Interfaces is located at the 
Center for Advanced Studies and Research on Information and Communication 
Technologies (ICT&S) at the University of Salzburg, Austria. The laboratory is 
structured into three main areas: a basic research area, a context factory area, and a 
context car area. This paper gives a short overview of the organizational entities of 
the laboratory, as well as some example results. 

2   Research Approaches and Results 

In the focus of ongoing activities in the laboratory is the understanding of the two 
interaction contexts in terms of related UX and contextual influences, as well as a 
methodological framework to investigate these particular contexts. In the following 
paragraphs the research areas are introduced with example results. 

The basic research area deals with theoretical challenges of context, UX and 
related methodology. It delivers basic building blocks for contextual UX research and 
guides their application in the car and the factory context. Within basic research 
activities we work on UX and context models extending existing approaches for their 
use in both the car and factory context. These models are informed by basic research 
studies. As an example we developed car experience characters within the automotive 
context such as “car as a tool” and “car for self-appreciation” by conducting a content 
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analysis of posts in an online car forum. As a second part of basic research, methods 
to investigate contextual interactions (such as probing and experience sampling) were 
extended and applied for the specific context of the factory (e.g. cleanroom 
restrictions) and the car (e.g. safety related issues). 

The context factory research is a cooperation between the laboratory and Infineon 
Technologies Austria AG. It specifically addresses the cleanroom of a semiconductor 
factory from a user-centered perspective. In the focus of the factory research is the 
optimization of the workplace for operators (and subsequently an increase of 
productivity) by introducing new interfaces, such as ambient technology or 
collaborative human-robot interfaces into this interaction space. All activities are 
based on a thorough understanding of the context factory and its situated user 
experiences. To achieve this, we applied qualitative methods in the cleanroom in 
cooperation with our industrial partner. Ethnographic studies were conducted 
investigating, equipments, working routines, and social structure of operators. Other 
studies, including contextual inquiries aimed at understanding UX related to 
equipment maintenance, occurring context factors in the clean room, the effect of 
error messages on the workers, and operators’ attitudes to robots. 

The context car research is a cooperation with AUDIO MOBIL Elektronik GmbH, 
a tier 1 supplier for the automotive industry. Within the research activities in this 
context, the car is divided into three design spaces that are of interest for user-
centered design: the driver space, the front seat passenger space, and the rear seat 
passenger space. Together with our industrial partner we aim at understanding the car 
as an interaction environment combining users in all three spaces. Research in context 
car includes the influence of particular context factors on drivers’ UX. Widening the 
focus of car HMI research, an ethnographic study aimed at collaboration between 
drivers and front seat passengers, investigating where assistance can be supported or 
taken over by technology. Additionally we used cultural probes to understand the 
usage of a rear seat area by families. Similar to the factory context, interaction studies 
aimed at understanding UX that evolves out of the usage of a certain system. For that 
purpose we investigated a multifunctional steering wheel including a touch screen on 
the steering wheel, cockpit interaction modalities and eco-friendly driver interfaces. 

3   Conclusions and Future Work 

This work gives a very short overview on example activities within a research 
laboratory planned for seven years. Due to the organization of the laboratory we were 
able to conduct both basic and applied research in the car and factory context. The 
development of theoretical approaches within the basic module supported the research 
conducted in the two contexts. Within the next years we will develop and study 
alternative interaction designs for both the car and the factory. The financial support 
by the Federal Ministry of Economy, Family and Youth and the National Foundation 
for Research, Technology and Development is gratefully acknowledged. 
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Abstract. This paper describes how the PROS Research Center deals with 
interaction in the context of a model-driven approach for the development of 
information systems. Interaction is specified in a conceptual model together 
with the structure and behavior of the system. Major achievements and current 
research challenges of PROS in the field of interaction modeling are presented.  

1   Introduction 

On the one hand, the software engineering community has provided sound models to 
represent the structure and behavior of software applications. The Entity-Relationship 
Model or UML Class Diagrams are examples of structural models, while Sequence or 
Activity UML Diagrams are examples of behavioral models. On the other hand, the 
human-computer interaction community has provided several proposals for 
interaction modeling, but none of them has become widely known or used. Even 
today, the identification of the conceptual primitives that allow interaction to be 
properly modeled can be considered a research challenge.  

The PROS Research Center (Research Center on Software Production Methods) of 
the Universitat Politècnica de València, Spain, is devoted to improve traditional 
software production methods by providing model-driven processes to develop quality 
software. With this goal in mind, PROS has defined an object-oriented and model-
driven development method, called OO-Method [5], which automatically generates 
software systems from conceptual models. PROS recognizes the importance of the 
interactive perspective and, therefore, sustains that the conceptual model of an 
information system cannot be considered to be complete after just specifying its 
structure and behavior. It is also necessary to specify how end-users will interact with 
the system. Hence, PROS proposes a holistic conceptual model in which interaction is 
modeled together with structural and behavioral models. In this holistic conceptual 
model, interaction with the end-user is represented in a Presentation Model.  

2   Achievements: The Presentation Model of OO-Method 

The Presentation Model [3] of OO-Method provides conceptual primitives to 
represent the interaction with a software application. A set of elementary patterns is 
provided to build interaction units. There are three basic types of interaction units that 
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can be used to represent different interactive scenarios: 1) the execution of a method, 
2) the list of the population of a class, and 3) the visualization of details of a specific 
object. These basic interaction units can be combined to build more complex ones. 
Furthermore, a hierarchical action tree is provided to organize the access to 
interaction units, defining the menu of the application.  

OO-Method and its Presentation Model are supported by a commercial software 
suite named OlivaNOVA, which was developed by CARE Technologies 
(http://www.care-t.com). OlivaNOVA allows the conceptual model to be built and 
applies subsequent transformations until the final code of a fully functional 
application (structure, behavior, and interaction) is generated for different computing 
platforms. The OlivaNOVA tool is currently being used successfully in an industrial 
environment. Therefore, the Presentation Model of OO-Method can be considered a 
significant achievement of PROS regarding interaction modeling.  

3   Current Research Challenges  

Currently, PROS continues devoting efforts to the research line of interaction 
modeling with the aim of enhancing the expressiveness of the Presentation Model. 
These efforts can be grouped into two categories: approaches to generate usable 
systems [4] and approaches to customize user interfaces.  

With regard to the first group, a method to include functional usability features [2] 
in any model-driven approach has been proposed. The method is based on the idea of 
abstracting the information contained in such usability features in order to include 
them in a conceptual model. Thanks to this abstraction, a model compiler can 
automatically generate the code for a specific programming language taking as input 
the conceptual model. This code supports the functionality of the usability features 
together with the functionality of the whole system. The proposal supports the 
existing tendency of addressing the treatment of usability in early stages of the 
software development process. With regard to the second group, a Transformation 
Templates [1] approach has been defined in order to diversify the kinds of user 
interfaces that can be generated. In this way, user interfaces can be customized 
according to context and user preferences before their automatic generation. This 
benefits the flexibility of the model-driven approach.  
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Abstract. CEIHC is an acronym that stands for Council for Human-Computer 
Interaction. This council is composed by members of the Brazilian Computer 
Society (SBC) and its main goal is to promote the field of Human-Computer 
Interaction in Brazil. In this paper, we detail the missions assigned to the 
CEIHC and its recent activities. Moreover, challenges for the development of 
this field and future activities are discussed in this paper.  

Keywords: Human-Computer Interaction, HCI research, HCI education. 

1   Introduction 

The Brazilian Computer Society1 (SBC) is a scientific organization whose main goal is 
to promote the technical development of computing at its various disciplines that are 
represented by a dedicated council. The CEIHC2 is the SBC’s council for all issues 
related the field of Human-Computer Interaction (HCI). This council is usually 
composed of 5 members: past and future chairs of the Brazilian Symposium in HCI 
and one regional position who is elected by the Brazilian HCI community in an 
assembly organized during that symposium. HCI symposium had its first edition in 
1998, and is the main forum for HCI publication and discussion in Brazil since then. 

Initially CEIHC was created to assure a good communication channel between 
the HCI community and SBC, as well as act as steering committee of the HCI 
symposium. Although supporting the event organization continues to be its main 
task, due to the growth of the community CEIHC has expanded its focus to 
support the HCI community in Brazil in other relevant issues, namely: HCI 
education, HCI research and dissemination of HCI field in Brazil. We next briefly 
present the CEIHC’s effort in each direction and what we see as challenges for 
the near future. 

                                                           
1 Sociedade Brasileira de Computação, http://www.sbc.org.br/ 
2 Comissão Especial de Interação Humano-Computador,  
  http://comissoes.sbc.org.br/ce-ihc/ 
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2   CEIHC’s Attributions and Activities 

The CEIHC, on behalf of the SBC, is responsible for the financial and technical 
aspects of the Brazilian HCI symposium. Beside this symposium, that in its last 
edition (2010) had approximately 180 participants, in 2002 CEIHC started supporting 
the Latin-American Conference on HCI (CLIHC).  

Another CEIHC’s activity is to develop strategies for promoting HCI education in 
computer science programs. The community has been invited to discuss this theme at 
the symposium (a working group in 2006 [2], a panel in 2008 [1] and a workshop in 
2010). 

Besides that CEIHC is associated with scientific organizations such as IFIP and 
ACM. CEIHC is responsible for indicating to SBC the Brazilian representative at the 
IFIP TC 13, and also the BR-CHI (ACM/SIGCHI Local Chapter in Brazil) has its 
annual meeting during the HCI symposium.  

In Brazil there are defined criteria for evaluating research, based on the evaluation 
of conferences and journals in the field and it has a direct impact on researchers’ 
evaluation and support to their research. Thus, one of the main topics of CEIHC is 
analyze the criteria established for the HCI field.  

Dissemination of HCI in Brazil, another attribution of CEIHC, is done mainly 
through CEIHC’s website2 and an HCI discussion list (ihc-l@sbc.org.br) managed by 
CEIHC. Also, in 2009 a special issue on HCI was organized for SBC’s bulletin.  

3   Achievements and Future Challenges  

Among the achievements of CEIHC are the dissemination of the success cases of 
regular organization of HCI events in Brazil; the promotion of the relationship of the 
Brazilian community with international associations such as IFIP and ACM/SIGCHI; 
and, the development of actions and projects according to the SBC Challenges 2006-
2016, specially concerning to “Citizens’ universal access to knowledge” [3]. The 
challenges to the future include: continuing to develop strategies for promoting HCI 
education in computer science programs; make national conferences attractive for 
research, in order to bring visibility of national research outside; find ways to promote 
the integration of researchers and practionners of HCI related fields in order to discuss 
their theories and practices and to apply them for the sustainable development of 
Brazil; and, promote the dissemination, development and use of HCI. 
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Abstract. The challenges of managing a nationwide “network of centres of 
excellence” (NCE) are being explored by GRAND, a Canadian NCE 
comprising over 350 researchers from technical disciplines, social sciences, 
humanities and the arts within 34 interwoven projects focusing on all aspects of 
digital media. A complex web of relationships with funding agencies, private 
and public partners, and researchers is being managed using a purpose-built 
web-based platform (the GRAND Forum) that supports communication and 
collaboration across communities. The Forum explicitly represents multiple 
roles of individuals within the organization through formal and informal user-
centred workflows that reflect both symmetric (peer-to-peer) and asymmetric 
(hierarchical) organizational structures. We describe the principles of each. 

Keywords: Interdisciplinary research collaboration. 

Grand challenges such as climate change, energy shortage, the threat of pandemics, 
and dealing with the accelerating pace of cultural shifts in society are being tackled 
through large-scale, multidisciplinary research teams. Digital media in its many forms 
is a tool for these organizations, but is itself a challenge to be tackled. The Graphics, 
Animation, and New Media network of centres of excellence (GRAND) has multi-
year funding from the Canadian federal government for five research themes: (1) new 
media challenges & opportunities, (2) games & interactive simulation, (3) animation, 
graphics & imaging, (4) social, legal, economic & cultural perspectives, and (5) 
enabling technologies & methodologies. These span across disciplines, both public 
and private organizations, and provincial borders. Each theme has significant 
intersection with concerns familiar to the HCI community, and the management of the 
GRAND network faces problems well known in HCI for which are pursuing 
innovative solutions. We describe two aspects of our approach to these challenges. 

1   Management Structures to Promote Multidisciplinary Research  

Collaboration is “designed into” GRAND. Each of 34 projects has a project leader 
and co-leader from different organizations, often from different disciplines. Each of 
64 principal network investigators (PNIs) is required to engage with multiple projects 
(three on average) and every project is expected to contribute to the goals of multiple 
themes. Projects are defined by a combination of top-down and bottom-up processes. 
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Individual PNIs “invest” in projects by apportioning their funding amongst projects in 
which they engage. Theme leaders look for a balance across projects to advance the 
shared goals of the network. Funding to PNIs is based on contributions to those goals. 

Information about the research is collected using a “report once, use often” strategy 
to minimize duplication of effort. Research activities, publications, prototypes and 
research artifacts are described by whoever first reports them and then re-used in 
subsequent reports. A wiki-like approach to maintaining information allows an initial 
reporter’s information to be updated by others, and linked to all relevant projects, 
rather than requiring it be siloed into individual project reports. This raises mutual 
awareness and hopefully leads to serendipitous collaboration across projects. 

Following Pascal’s dictum “The stream is always purer at its source [Les choses 
valent toujours mieux dans leur source],” the reporting hierarchy is flattened. Those 
doing the actual research (most often students and postdocs) provide the initial 
reports, with supervisors, then project leaders, and finally theme leaders synthesizing 
summaries in which “raw data” can always be accessed by drilling down. 

Two special projects, Media Enabled Organizational Workflow (MEOW) and 
Network Assessment and Validity for Effective Leadership (NAVEL), will support 
and reflect on the activities of the GRAND community in a yin-and-yang symbiosis 
as GRAND evolves through its lifecycle. A set of tools built on the Mediawiki 
platform is a key component of this organizational management strategy. 

2   The GRAND Forum: Scaffolding for Collaboration 

To streamline workflows and support communication and collaboration across the 
network, a web-based Forum is being developed that builds on the principles in the 
previous section. People in GRAND have roles that evolve over time. Explicit role-
based mechanisms manage individual’s workflows and maintain a history of those 
roles (from graduate student to network investigator to industry sponsor). Access 
control policies associated with roles reflect a variety of concerns, including cross-
jurisdictional privacy legislation and IP ownership issues. 

Activities such as entering information about a publication are simple single-step 
workflows. Others, such as reporting project milestones, involve the iterative 
collaborative editing of multiple pieces of information by multiple contributors, each 
with different reporting deadlines and degrees of editing authority. Those workflows 
are too complex to be specified simply at the user-interface level and are too human 
intensive to be “managed” by traditional workflow engines.  We are developing a 
lightweight event-driven workflow specification and enactment web-service to 
address this requirement. 

GRAND will be evaluated in part by whether its members increase interactions 
with each other over time. Tracking these relationships is at best tedious and at worst 
exhausting. We are developing a tagging approach – both interactive through the user 
interface and automatic through a text-analysis process – so that interactions with 
artifacts managed by the Forum will enable us to recognize communication channels 
between people and projects. Audit trails to substantiate information in the Forum and 
to enable effective use by all our members (subject to the access-control practices 
above) will be supported by full text and faceted search guided by the network’s 
organizational structures, which are part of the scaffolding underlying the Forum. 
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Abstract. The Centre for Internationalisation and Usability within the School of 
Computing and Technology at The University of West London aims to enhance 
understanding of cultural differences in international software development. A 
particular focus is the development and usability of ICT products in a global 
market, both in terms of international software development and economic, 
community and social development. We host a number of researchers and PhD 
students working in topics such as usability evaluation and culture, socio-
technical participatory design, internationalization attitudes of software 
engineers, mobile learning and library cognitive design. 

Keywords: internationalisation, usability, culture, sociotechnical, participatory 
design, empirical studies of software engineering. 

1   Research Challenges and Agenda 

The Centre for Internationalisation and Usability (CIU) aims to support software 
developers in building systems that meet all the needs of end users globally. A 
particular focus is concerned with software development in a global market and 
culture-centred design. Our research strategy is to enhance understanding and 
knowledge of cultural differences in international software development. There are 
two research challenges that need to be overcome to achieve this:  

a) Computer science and interdisciplinary challenges that need to be addressed in 
order to provide tools, techniques and methods that can be used by software 
developers and interaction designers. We research the differing nature of these 
challenges in both the commercial and international development domains.  

b) Institutional and governmental challenges to overcome resistance to change so 
that new tools, techniques and methods are actually implemented commercially. 
Implicit here is the requirement to collaborate with academics and practitioners 
internationally, both in promoting HCI and usability generally and localising the 
discipline itself, particularly in developing countries. 

CIU has been successful in exploiting UK and EU funding streams in delivering its 
research strategy. We have accessed the EU Asia IT&C programme to support 
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usability research in both India and China. We have been the lead partner in the Sino 
European Systems Usability Network (SESUN) and the Indo European Systems 
Usability Partnership [1], helping to develop active and sustainable links between 
Asia and Europe. This has included collaborating on India’s first international HCI 
conference and co-chairing a major conference in Beijing.  

CIU was involved in the EPSRC funded VeSeL project -  Village e-science for 
Life – addressing issues associated with the digital divide in Africa. VeSeL aims to 
fuse educational and environmental objectives to empower African village 
communities. Our work focused on socio-technical participatory design and the 
localization of usability methods [2]. More recently, CIU has begun to explore the use 
of emerging copyleft hardware technologies and how they might contribute to the 
fields of mobile learning and ICT for development (ICT4D) [3]. We believe that this 
open approach provides the opportunity for the community to directly influence the 
hardware roadmap of a device and thus generate sustainable solutions within markets 
of developing countries.  In the e-learning domain, we are looking at university 
libraries’ usability design from a socio-technical perspective. Our work with 
commercial usability agencies and clients such as Microsoft, HSBC, Siemens and 
Intercontinental has allowed us to develop a process model for developing usable 
cross-cultural websites [4]. Current commercial foci of our research concerns issues 
in relation to integration of internationalisation approaches within software 
development methods such as Agile [5] and in global software offshoring [6]. 

The impact of context and culture poses many challenges that cannot be exposed as 
a one-off evaluation in technology design. Decisions and actions in product design 
often result in the emergence of cultural and socio-technical implications and issues. 
CIU’s research is aimed at the early identification of these in order to promote 
enhanced stakeholder participation and better product usability and user experience. 
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Abstract. The panel will discuss the contribution of Critical Design to the field 
of Interaction Design and reflect on the insights that it provides on interaction. 
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1   Introduction 

This panel will explore whether Critical Design offers new insight as a method for 
articulating future interactions. Will its promise deliver or are Interaction Designers 
destined to experience the same feeling of disappointment that HCI practitioners felt 
after the novelty of Ethnography began to fade? Will the design fictions of Critical 
Design mature into design facts or will the demand to solve problems short circuit the 
method? Indeed, is problem solving per se an out-moded way of design thinking in 
the context of today’s multi-layered hybrid society? 

2   The Panel :: Critical Design and Interaction Design 

The panel will comprise of academic practitioners who seek to inform their thinking 
through practice. Each panellist will describe their research and, in particular, will 
focus on the value of Critical Design as it pertains to their work. The presentations 
will set the tone for the panel and will be designed to engage the audience in a 
discussion about methods through which to better understand interaction. The aim of 
the panel will be to address questions, such as:  

• how do we extend the requirements horizon beyond existing systems in order to 
identify emerging themes within the field? 

• how do we begin to design concepts when we don’t know what that design space 
will look like, let alone who the user population will be? 

It is envisaged that the outcome of the panel session will be an increased awareness of 
the possible contribution of design to the requirements generation process. In 
particular, how Critical Design can act as a mechanism to ask questions and make us 
think. 
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Requirements generation has a strong tradition within the field of Human 
Computer Interaction (HCI). Numerous methods have been adopted from a variety of 
disciplines and these have been tailored to address the specific demands of HCI. 
Traditional HCI tends to take a rational, engineering focussed approach, that of 
problem solving, where insufficiently structured problem statements cause difficulties 
in arriving at appropriate solutions. Part of the resolution of this situation rests on 
application of methodologies that attempt to refine and clarify the problem statement 
itself in order to move towards appropriate systems. Interaction Design, as a more 
recently developed discipline, takes a more ‘designerly’ approach to this activity by 
considering both the problem and the solution in a more fluid and intertwined manner, 
accepting lack of situational certainty and embracing the contextual and evolutionary 
nature of designed systems in use [1]. 

The panel will explore how design can shape strategy and set agendas for future 
generations of technology and design outcomes. The challenge facing such early stage 
concept generation is to project forward by tapping into higher level needs and desires 
that are often not obviously apparent. Critical Design [2] presents design as a catalyst 
or provocation for thought. It is a strategy for exploring the space that lies 
tantalisingly beyond the current and the now. By contextualising this approach at the 
edges of our knowledge, it is possible to use design to create ‘design fictions’ [3]. 
Examples of fictions will demonstrate their effect of humanising the future and 
thereby enabling us to focus on the minutiae of behaviour and the subsequent 
questions that are revealed through the exposure of our needs, desires, habits, rituals, 
values and priorities. At the core of Critical Design is the attempt to challenge our 
assumptions and preconceptions about the role that products and services play in 
everyday life. 

In the introduction to the recent book entitled NonObject [4], Barry Katz described 
design as a means of surveying the bounds of the believable and pressing against the 
perimeter of the possible. This characterisation of design as a means of ‘cultural 
research’ closely parallels the aspirations of Critical Design. Indeed Lukic [4] views 
design as a way to probe the emotional space between the human and the artefact and, 
in a wider sense, a more complete understanding of our object world will provide a 
means through which we can better understand ourselves. We live in a world where 
everything seems possible and as a consequence have lost the sense of wonder. 
Maybe Critical Design is an initial step towards regaining that wonder and better 
understanding our own condition.  
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1   Introduction 

Design is no longer an afterthought at any successful company. As more companies 
make design a strategic focus, designers influence business directions and executive 
decisions.    

This panel will discuss how designers and executives partner and strategize on how 
to create a strong design culture within their company.  Panelists and audience will 
explore best practices on topics such as understanding the design and executive roles, 
collaborating on iterative designs, and executing on the product vision. The panelists 
represent a spectrum of enterprise and startups experience ranging from design to 
product development teams. 

With our recommendations and suggestions, we hope to help the audience build 
bridges within their organizations and help executives and product teams understand 
each other's strengths and perspectives. Following are a few questions that we hope 
will encourage discussion.  

1. When is the best time to engage with the executive team to get their feedback 
on the product design? 

 
We have worked hands-on with CEOs (Chief Executive Officers) and SVPs (Senior 
Vice Presidents) in both fast-growing startups and big corporations, and have 
experimented with different strategies over the years. Oh, the stories we can share… 
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2. How do you conduct product reviews with the executive team? 
  

Come listen to our past experiences to prevent any shock or confusion for the product 
review attendees. 

 
3. Who should be invited to an executive review meeting? 

 
We will share suggestions to ensure effective meetings with fewer abstract or drifting 
conversations and more clarifying ones. 

 
4. How do you arrive at decisions during “big stakeholders” reviews? 

 
We’ll review the symptoms of a “big stakeholders” meeting gone wrong and share a 
couple tips on how to make these reviews go more smoothly. 

 
5. How much detail do you include when sharing designs with your executive 
team? 

 
Learn various tactics to tell compelling stories and help everyone at the table speak 
the same design language 

 
1.1 Panelists 
 
Selected panelists include a range of roles from product executives to designers in 
both enterprise and smaller shops.  
 
Jannie Lai, Director of Product Design  
Citrix Systems  

Chris Maliwat, Vice President, Products  
Gilt Groupe 

Iram Mirza, Lead Product Designer  
Citrix Systems 

Nida Zada, Director, Products  
Tunerfish 
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Abstract. Our aim in this SIG is to discuss the role human-computer interaction 
can play in bringing about peace by influencing socio-economic factors that 
affect the likelihood of conflict as well personal values involved in making 
decisions to support conflict. 
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1   Introduction 

The increasing pervasiveness of computing devices provides human-computer 
interaction researchers with new opportunities to influence socio-economic and 
personal factors that affect the likelihood of war and peace. With this in mind, we 
have started an initiative called HCI for Peace to highlight and celebrate research with 
peace as its explicit goal. We also hope to form a community of researchers with an 
interest in using computing technologies to promote peace and prevent war in order to 
coordinate efforts, share ideas and have a greater impact. Our world can be no 
brighter than the worlds we dream of.  

We have already begun building a community through activities at the CHI 
conference. During CHI 2010, 500 attendees wore peace ribbons on their name 
badges and engaged in discussions with others on the role human-computer 
interaction can play in promoting peace and preventing conflict. During CHI 2011, 
we are scheduled to present a full paper with a call for constructive action on peace 
[1], and we will also have a panel discussion. In addition, we have setup a website at 
hciforpeace.org where we feature interviews and stories on human-computer 
interaction research for peace.  

The INTERACT conference provides us with a unique opportunity to extend our 
discussions and our community internationally. Through a SIG, we expect to be able 
to gain new perspectives and bring more voices into the community. 
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2   Why Peace? 

Peace is a very practical goal to pursue. One reason for this is that war is very 
expensive. For example, the United States spends roughly 2 billion USD every week 
on the conflicts in Iraq and Afghanistan [4]. War can also have a devastating 
economic impact on poorer countries, with most of the poorest countries in the world 
currently or recently involved in armed conflicts [3]. The most horrible costs though 
are in terms of human lives, and in the trauma inflicted on those who survive. 

3   Discussion 

In our previous work [1], we have approached the topic of peace and conflict by 
reviewing empirical studies on the causes of armed conflict at a socio-economical 
level. We have also looked into research on moral decisions at a personal level and 
how these can affect decisions to support war or to kill in the battlefield. Based on this 
review we have identified human-computer interaction research that is already being 
conducted and that could be conducted to positively affect both socio-economic 
factors and personal decisions. Recent events have made these discussions more 
concrete, with computer technologies, for example, playing a crucial role in (mostly 
peacefully) toppling dictatorships in Egypt and Tunisia earlier this year [2]. Hosting a 
SIG will enable us to get new perspectives and discuss alternative ways of 
approaching research on peace. 

A SIG will also be an opportunity to discuss some difficult questions. For example, 
what role can human-computer interaction realistically play in conflict prevention and 
resolution? How can we measure the effect of projects on peace and conflict? How 
can we identify the best situations in which computing technologies can play a 
positive role? How do we address multiple perspectives during a conflict? We hope 
these questions will generate fruitful discussions and produce useful ideas. 
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Abstract. This SIG intends to investigate the ongoing dialogue between music 
technology and the field of human-computer interaction. Our specific aims are 
to explore major findings of specialized musical interface research over recent 
years and convey these to HCI researchers who may be interested but not yet 
active in this area, as well as to consider how to stimulate closer cooperation 
between music technology and HCI research communities. 
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1   Introduction 

Advances in digital audio technologies have led to a situation where computers now 
play a role in most music production and performance. Digital technologies offer 
unprecedented opportunities for the creation and manipulation of sound, however the 
flexibility of these new technologies implies a confusing array of choices for 
composers and performers. Some musicians have embraced this challenge by using 
computers directly to create music, leading to an ongoing development of new 
musical forms.  However, most would agree that the computer is not a musical 
instrument, in the same sense as traditional instruments, and it is natural to seek to 
design interfaces which allow the computer to be ‘played’ in fashion suited for human 
bodies and brains. A decade ago we organized a workshop on “New Interfaces for 
Musical Expression” [1] at the ACM CHI 2001 conference, with the aim of 
addressing this issue by exploring connections with the better established field of 
human-computer interaction. The workshop soon developed into an annual 
international conference (NIME), which attracts several hundred participants every 
year. NIME is now considered to be a major venue for the publication of advances in 
music technology, with an emphasis on methodology and technology from the 
broader field of human-computer interaction.  

2   Relevance to INTERACT 2011 

The authors recently began a series of outreach activities [2] to bring a summary of 
findings of the first ten years of the NIME conference to the attention of the broader 
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research community in human-computer interaction. While some of the members of 
the music technology research community continue to participate in HCI-related 
conferences such as CHI and INTERACT, presence of music technology related 
studies at these conferences is relatively sparse in view of the broad interest in music 
and its importance for emerging technologies. Moreover we feel that some of the 
important findings being presented at NIME could be of general interest to 
researchers who may not have a specific focus on music-related projects.  
     We therefore propose to invite any participants of INTERACT 2011 who may be 
interested in music as a potential domain for the study of human-computer interaction 
to join us for a discussion exploring the past, present, and future dialogue between 
interaction and music technology. 

3   Format of the Discussion 

This SIG meeting will consist of a structured discussion addressing several topics of 
shared interest in the music technology and HCI research communities. Topics for 
discussion include, but are not expressly limited to the following: 

•  Design and Aesthetics of musical interface design  
•  Tools for prototyping new music technology 
•  Methodologies for evaluating musical interfaces 
•  Models of ‘Playability’ of new musical interfaces 
•  Theories of human action and perception in musical performance 
•  Mobile music making 
•  Collaborative music making 
•  Networked music making 
•  Music technology for novices 
•  Musical interfaces in the HCI Curriculum 
•  Future of Music, Technology, and HCI 
•  How to better represent music themed research in the HCI community 
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Abstract. A User Interface Description Language (UIDL) is a formal language 
used in Human-Computer Interaction (HCI) in order to describe a particular 
user interface independently of any implementation. Considerable research ef-
fort has been devoted to defining various meta-models in order to rigorously de-
fine the semantics of such a UIDL. These meta-models cover different aspects: 
context of use (user, platform, environment), task, domain, abstract user inter-
face, concrete user interface, usability (including accessibility), workflow, or-
ganization, evolution, program, transformation, and mapping. A complete de-
velopment method is typically made up of the following elements: models that 
capture various aspects of an interactive application (compliant with the previ-
ous meta-models), a language that expresses these models, a development life 
cycle, and software that support this method. This Special Interest Group is 
aimed at presenting User Interface eXtensible Markup Language (UsiXML), a 
particular UIDL that is of interest to a wide audience. Then, the UsiXML End 
User Club is introduced so that any person, group, or organization could ob-
serve, test, or contribute to the UsiXML technology. The SIG will present the 
potential benefits so that everyone can use it. 

Keywords: User interface description language (UIDL). 

Interest and Relevance 

A User Interface Description Language (UIDL) [2,4] is a formal language used in 
Human-Computer Interaction (HCI) in order to describe a particular User Interface 
(UI) independently of any implementation technology. As such, a UI may involve 
different interaction modalities (e.g., graphical, vocal, tactile, haptic, multimodal), 
interaction techniques (e.g., drag and drop) or interaction styles (e.g., direct manipula-
tion, form filling, virtual reality). A common fundamental assumption of most UIDLs 
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is that UIs are modeled as algebraic or model-theoretic structures that include a col-
lection of sets of interaction objects together with behaviors over those sets. Signifi-
cant examples of UIDLs include: UIML (www.uiml.org), useML (http:// www.uni-
kl.de/pak/useML/), MariaXML, UsiXML (www.usixml.org), and XIML (www.ximl. 
org). Various UIDLs have been subject to discussion, understanding their common 
ground and their subsumed approach, a comparative analysis [4], and their considera-
tion for standard [2].  A UIDL can be therefore used during: 

• Requirements analysis: in order to gather and elicit requirements. 
• Systems analysis: in order to express specifications those address the aforemen-

tioned requirements. 
• System design: in order to refine specifications depending on the context of use. 
• Run-time: in order to realize a UI via a rendering engine. 

This Special Interest Group (SIG) is manifold: 

• To present to a public audience the last version of UsiXML V2.0 (User Interface 
eXtensible Markup Language – http://www.usixml.org, http://itea.defimedia.be) in 
terms of coverage (e.g., its support of the Cameleon Reference Framework (CRF) 
[1] and Similar Adaptation Space (SAS) [5]: who can use UsiXML today and for 
which purpose? 

• To introduce the audience to the models, the language, the syntax, the method, and 
the software that support the method based on live demonstrations: how to pro-
duce a task and domain model that is transformed into an abstract UI (independent 
of any modality), which is in turn transformed into a concrete UI (independent of 
any platform, but with a chosen modality) and code generation. This will be illus-
trated with UI generation in HTML, Java, and Tcl/Tk on multiple platforms (e.g., 
desktop, laptop, and smartphones). 

• To discuss ongoing issues for standardization of user interfaces as defined in the 
mission statement of the W3C Group on Model-Based User Interface Design []: 
what are the pros and contras of a standard UIDL 

• To invite any individual person, group, community of practice or organization to 
be part of the UsiXML End User Club in order to observe, test, or contribute to 
the UsiXML technology based on model-driven engineering [6]. 
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1   Extended Abstract 

Activity theory has had a long history and a growing influence in the design 
professions broadly conceived and in interaction design in particular. Leading 
authorities, including Donald Norman, Bonnie Nardi, and others, have called for and 
argued the advantages of design approaches that focus more on the activities in which 
human users engage than on the users themselves. 

Human activity modeling is a recent development that builds on and enhances the 
effectiveness of activity theory by enabling more systematic and consistent modeling 
of core concepts in activity theory. Activity modeling makes possible a model-driven 
form of activity-centered design. Model-driven approaches are of growing influence 
in interaction design owing to the promise of yielding more orderly and manageable 
processes with enhanced traceability from initial conception and the establishment of 
requirements through to design and final realization. 

The tasks that human users perform with software and other designed tools are 
always performed within the wider context of larger activities that need to be taken 
into account for the best interaction design. Human activities in the real world are 
invariably complicated by intricate and largely unpredictable interaction with other 
systems, artifacts, and other people. Activity theory and human activity modeling 
provide a simple, powerful framework for thinking about and making sense of how 
people use tools of all kinds and for setting the stage for delivering better, more 
usable solutions. 

Through human activity modeling, activity-centered design becomes a more 
disciplined, predictable, and reproducible design process. Using a small set of 
simplified models and systematized descriptions, human activity modeling provides a 
concise format in which to capture, carry, and communicate the essence of user needs 
within human activities. 

Human activity modeling provides a bridge between, on the one hand, the interests 
of interaction designers and other design professionals in understanding users and 
user needs and designing to support those needs more effectively, and, on the other 
hand, the interests of software engineers and software developers who most develop 
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the products that actually function to support those needs. Human activity-modeling 
connects core constructs in activity theory to established concepts and techniques in 
software engineering, potentially improving communication between designers and 
developers and leading to a smoother overall development process. 

This tutorial will introduce a systematic, activity-centered process for 
understanding user needs and for designing the interaction between users and 
software-based systems and services that better support those user needs. This 
approach grew out of and updates the highly successful and widely used practices of 
usage-centered design described in the award-winning book, Software for Use 
(Addison-Wesley, 1999). Activity-Centered Interaction Design is model-driven in the 
sense that simplified models guide and inform the full development process from 
concept to completed system. The focus is on understanding and modeling the 
activities in which users engage and then systematically deriving a design that directly 
and effectively supports users in performing those activities. 

Presentations and discussions will be combined with hands-on small-group 
exercises and a case study problem will enable participants to experience and trace the 
entire model-driven design process through to a preliminary design. 

Topics to be covered in this tutorial include: 
 

• understanding human activity: 
    from activity theory to activity modeling 
• human activity modeling: 
    context models, participation models, and performance models 
• understanding and modeling users within activities: 
    user roles, personas, and role profiles 
• activity-based task modeling: 
     from activities to essential-form use cases 
• model-based user interface architecture: 
    navigation and content organization 
• model-driven abstract prototyping:  
    beyond wireframe schematics 
• principle-driven interface design:  
    model-driven derivation of design details 
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Abstract. This half-day tutorial will teach participants how and when to use 
Teasing Apart, Piecing Together (TAPT), a two-phase design method for 
understanding and redesigning user experiences in new contexts. TAPT was 
developed to address a gap in the field for methods oriented around 
experiences, particularly with respect to understanding their social and 
emotional facets. TAPT has been successfully used in both industry and 
academia, and this workshop will draw on the tutor’s experiences in the field. 

Keywords: TAPT, UX, understanding, analysis, design, evaluation. 

1   Teasing Apart, Piecing Together 

TAPT concerns understanding and redesigning experiences in new contexts. It has 
been used to facilitate the design of real-world versions of experiences that were 
initially situated on the web (such as microblogging and wiki usage). TAPT’s 
development was motivated by issues of accessibility, such as the lack of access to 
web-based social tools by people who are offline. 

TAPT falls into two phases: 

1. ‘Teasing Apart’ involves analysing an experience’s ‘surface elements’ 
(design / physical aspects) and ‘experienced effects’ (literal and abstract 
outcomes). These are reviewed to identify essential aspects and produce a 
‘distilled’ description that does not refer to the original modality. 

2. In ‘Piecing Together’ practitioners take the distilled experience description 
and use it as a springboard for creatively redesigning the initial experience in 
the new context, which may be physical or digital. 

2   The Tutorial 

Overview: The first half of the tutorial covers the basics of TAPT, demonstrating 
how it can be used to solve design problems. This session will draw on information 
from a 43-participant trial of TAPT conducted across industry and academia. 

The second half of the tutorial concerns agile uses of the method. Participants will 
learn how TAPT has been used in the field for analysis and evaluation as well as for 
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design, and about different modes of usage: with end users or practitioners, and by 
groups or individuals. This section of the day will draw on knowledge gained from 
fieldwork, specifically case studies of TAPT’s successful usage in academia (in the 
UK and Norway) and industry (by IBM UK and IBM India). 

This tutorial combines formal presentations with group exercises and feedback. 
Participants will be asked to work in groups to respond to design tasks, and to briefly 
present their results to one another. Participants will be encouraged to provide 
feedback to one another (within and between groups), and to engage with the tutor. 

Learning outcomes: 

- how to analyse design problems with TAPT 

- how to use TAPT for redesign  

- how to evaluate TAPT-built designs 

- how to design TAPT workshops, considering aspects such as available 
resources, number and background of participants, and workshop format 

Audience: Design practitioners, HCI researchers and practitioners, students, other 
professionals in the field. 

Prior knowledge required: None. 
Supporting materials: participants will be be given copies of tutorial materials: 

slides introducing TAPT and explaining modes of use; TAPT instructions and forms; 
sample TAPT exercises. Participants will also receive copies of key publications1. 

Tutor: Clare J. Hooper is a computer scientist based at the Eindhoven University 
of Technology. During her doctorate, she developed and evaluated TAPT. In addition 
to design, Clare’s research interests include web science, hypertext and HCI. 

3   Provisional Schedule 

15 minutes Opening words and settling in 
45 minutes Presentation / Q&A. Why use TAPT; what it looks like; the types 

of problem it can solve 
30 minutes Group work: a simple redesign exercise 
15 minutes Feedback and discussion of group work 
15 minutes Coffee break 
30 minutes Presentation / Q&A. Agile uses of TAPT: analysis, design and 

evaluation; use with practitioners or end users; creativity prompts 
30 minutes Group work: choice between analysis or evaluation exercises 
15 minutes Feedback and discussion of group work 
15 minutes Final questions, closing remarks 

 

                                                           
1 Hooper, C. J. and Millard, D. E. (2010) Teasing Apart and Piecing Together: Towards 

Understanding Web-based Interactions. Web Science 2010, April 2010, Raleigh, USA. 
Hooper, C. J. and Rettberg, J. W. (2011) Using TAPT as an Analytical Method for 
Understanding Online Experiences. Web Science 2011, June 2011, Koblenz, Germany. 
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Abstract. Efficient adaptation aims at ensuring that a user interface is adapted 
to a user’s task according to the context of use, since the end user is carrying 
out a task with one or several computing platforms in a physical environment. 
This tutorial presents key concepts of adaptation: principles that guide it, 
relevant context information and how to consider it, dimensions and abstraction 
levels subject to adaptation, as well as, languages, methods and techniques used 
in this domain. This tutorial aims at teaching major aspects to be considered for 
adaptation of user interfaces in general and concerning the context of use in 
particular, including the end user (or several of them, as in multi-user 
interfaces), the platform (or several of them, as in multi-device environments), 
and the physical environment (or several of them, as in multi-location systems).  

Keywords: Multi-dimensional adaptation, Context-aware adaptation, Adaptive 
applications, Adaptable applications. 

1   Tutorial Information 

Adaptation changes system aspects according to its context and defined rules. Many 
dimensions can be subject to it (as navigation and presentation), and in different 
granularity levels, ranging from atomic units to the whole application. Efficient 
adaptation provides users a better interaction by considering the context. It may be 
performed by rules and supported by methods, techniques, languages and machine 
learning approaches. Methods combine adaptation techniques, e.g. to adapt the 
content, a text can be summarized, simplified and described. Languages that respect 
separation of concerns (user interface description languages) are recommended. The 
application domains for adaptation vary: entertainment, education, e-commerce. 
Contributions in this field have been reported since the early 90’s, yet, the evolution 
of the technologies requires constant efforts to provide adaptation efficiently. Also, 
current users interact with new devices (e.g. idTV), via different means (e.g. 
touchscreens), using new technologies (e.g. RIAs). The varied contexts, dimensions 
and levels for adaptation are a challenge. Users may feel confused or overloaded with 
excesses. Today, a large body of knowledge about adaptation exists but it is very 
scattered and widespread in the literature, requiring time and efforts to find relevant 
information when one wishes to support some form of user interface adaptation 
(adaptability and/or adaptivity). This tutorial addresses this need providing an 
overview of user interface adaptation in general and of context-aware adaptation in 
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particular. It covers the state-of-the-art of multi-dimensional context-aware 
adaptation, in scientific and commercial domains, and it is organized in: 

Fundamental Concepts. The diversity of contexts of use is a challenge for the 
development of systems that suits to user’ preferences, profiles, and requirements. 
Designing different versions of a system for each scenario is a possible strategy to 
perform adaptation, though it demands effort and may lead to inconsistent results. 
Models of different abstraction levels can also be created to accommodate varied 
scenarios [1]. Adaptation aims at a universal access, independent of user, platform, 
and environment. The context of use is the source of information for adaptation, it can 
be automatically or manually gathered. Many dimensions of a system can be subject 
to adaptation, and in different granularity levels. The context defines the priority of 
each dimension. Principles, as plasticity, rules and techniques support this process. 

Theoretic Models. Taxonomies and ontologies have been used to classify, define and 
model context, and adaptation techniques. The context-aware design space (CADS) 
organizes dimensions and levels for adaptation. Orthogonal axis defines granularity 
levels for each dimension. Adaptive/adaptable applications can be compared with 
CADSs, which are descriptive, extensible and flexible. A reference framework 
organizes context information for adaptation, defining where, when, how adaptation 
can be performed. To adapt system resources many techniques can be applied, a 
template details them. Adaptation models describe views of a system, and the 
recommended languages in this sense, consider separation of concerns. Animation is 
one possible strategy to present the adaptation result smoothly for users [2]. 

Use Cases. In commercial domain examples of application include: (i) the Google 
search engine that adapts the order of the results according user preferences; Google 
AdSense that provides context-aware advertisements; (ii) Amazon recommends 
products according to the shops of other costumers; (iii) NYTimes suggests articles 
according to their content; and (iv) Nokia Situations that allows users to define 
context settings for device acts. In scientific domain, examples include: (i) The 
Sedan-Bouillon website [3] that adapts its content according to the platforms and user 
preferences, (ii) QTk Draw [4] that allows users to distribute the application in 
different devices, and (iii) ELM-ART [5] that adapts the navigation for the user. 
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Abstract. This half-day tutorial provides a practical introduction to Human-
Centred Design for information search, access and discovery. We present a 
concise overview of the fundamental concepts and principles of human 
information-seeking behaviour and show how to apply these in the design of 
search user experiences. A key element of the tutorial is the opportunity to 
practice these skills in a group exercise. 

Keywords: search, navigation, information retrieval, information discovery, 
data visualization, user experience, user-centred design. 

1   Tutorial Goals 

Participants in this half-day tutorial will: 

• Explore the fundamental concepts and principles of Human-Centred Design for 
information search, access and discovery; 

• Learn how to differentiate between various types of search behaviour: known-item, 
exploratory, etc.; 

• Study models of human information-seeking behaviour (e.g. Broder, Norman, 
Marchionini, Bates, etc.), and how to apply interaction design principles based on 
those models; 

• Develop an understanding of the key dimensions of user type, goal and mode of 
interaction, and how to apply these variables when designing for different user 
contexts; 

• Understand the role of design patterns, and how to apply UI design patterns from 
various libraries in designing search user interfaces; 

• Gain an awareness of the key design resources available within the HCIR 
community and how to apply these to practical design challenges. 

2   Content 

1. Introductions and objectives: Group introductions & Ice-breaker. A brief 
summary of what each participant hopes to gain from the session, and what 
experiences they bring.  
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2. Understanding Search & Discovery Behaviour: An overview of the key models 
and frameworks for human-information seeking, focusing on the work of 
Marchionini, Bates, and more contemporary works of Morville, Tunkelang at al.  

3. Faceted Classification & Search: A review of Ranganathan’s seminal work on 
Colon Classification and an exploration the implications for the design of 
contemporary faceted classification and search paradigms.  

4. Varied Solutions for Varied Contexts: An exploration of the universal 
dimensions that define search and discovery experiences, and how these translate 
into principles for the design of contemporary faceted search experiences. 

5. UI Design Pattern Libraries: A detailed examination of best practices in search 
experience design, embodied as design patterns in key HCIR design pattern 
libraries.  

6. Exercise: UX Review: An opportunity to practice all the above skills in a group 
exercise. The scenario will involve critical review of a live site, with analysis and 
review of the search and discovery experience, and synthesis of appropriate design 
insight and recommendations.  

7. Exercise: UX Review (Feedback & Presentations): Feedback and review of the 
group exercise.  

8. Conclusions & Wrap-up: A review of the overall session, including the shared 
experiences of the group exercises and the contrasting findings of each.  

3   Intended Audience 

This tutorial is aimed at information architects, user experience architects, search 
specialists, and HCI practitioners and researchers interested in the designing more 
effective user experiences for search and information discovery. 

4   Presenter’s Background 

Tony Russell-Rose is currently director of UXLabs, a consultancy specialising in user 
experience research, design and analytics. Before founding UXLabs he was Manager 
of User Experience at Endeca and editor of the Endeca UI Design Pattern Library, an 
online resource dedicated to best practice in the design of search and discovery 
experiences. 

Prior to this he was technical lead at Reuters, specialising in advanced user 
interfaces for information access and search. And before Reuters he was R&D group 
manager at Canon Research Centre Europe, where he led a team developing next 
generation information access products and services. Earlier professional experience 
includes a Royal Academy of Engineering fellowship at HP Labs and a Short-term 
Research Fellowship at BT Labs. His academic qualifications include a PhD in 
human-computer interaction, an MSc in cognitive psychology and a first degree in 
engineering, majoring in human factors. Tony is also Honorary Visiting Fellow at the 
Centre for Interactive Systems Research, City University London. 
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Abstract. Identifying and defining user requirements is an essential input to 
good user centred design, but there is little guidance on content. The workshop 
will share and review examples of user requirements provided by the 
participants, to generate a contents list that could help practitioners identify and 
document the relevant requirements. 

Keywords: Usability, requirements. 

1 Description 

Most existing approaches emphasize the need to understand user requirements in 
order to provide a basis for good design.  They describe the methods that can be used 
to gather information about users and their tasks (e.g. [1,2]).  For example the 
methods suggested by Courage and Baxter [2] are interviews, surveys, user needs 
analysis, card sorting, group task analysis, focus groups and field studies.  But what 
are the resulting requirements against which the completed system could be 
evaluated? The Common Industry Specification for Usability Requirements [3] 
emphasizes the value of high-level requirements for effectiveness, efficiency and 
satisfaction.  But how should these be complemented by more detailed requirements? 

An ISO standards group is attempting to define the contents of a user requirements 
specification, but this has proved to be unexpectedly difficult to do.  

The objective of the workshop is to identify a set of categories of user requirements 
that cover a range of projects and organizations, which could be used to help 
practitioners elicit, identify and document the relevant requirements.  Participants 
should have experience of producing user requirements, and provide an (anonymized) 
example at least one month before the workshop, together with their own suggestions 
for categorization.  Issues to be discussed include: 

• Is a common categorization possible or appropriate across different 
organizations and application domains?   

• Is there a difference between user needs and user requirements, and is the same 
categorization appropriate for both? 

• How important is it to include requirements for effectiveness, efficiency and 
satisfaction?   

• Should user requirements always be documented, and is it possible in principle 
to evaluate whether they have been achieved? 
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The most appropriate method for wider dissemination will be discussed at the end of 
the workshop, with a paper in Interactions or the Journal of Usability Studies being 
possibilities.  The results will also submitted to the ISO standards group for 
information, and could influence national comments on the draft standards. 

1.1   Organizer 

Nigel Bevan is an independent consultant and researcher with wide industrial 
experience.  He has contributed to many international standards, and is a member of 
the ISO standards group that is developing a Common Industry Format for User 
Requirements Specifications.  Nigel is co-editor of the Common Industry Format for 
Context of Use Descriptions and the new version of the ISO standard for usability 
methods supporting human-centered design.  He was a member of the National 
Academy of Science Committee on Human-System Design Support for Changing 
Technology.  

2 Schedule 

Overview of the examples and summary of prior discussion and conclusions from 
review of the examples before the workshop. 

Brief presentation of each example with questions for clarification. 

Discussion: what are the common principles and situation-specific factors?   

Identify topics for detailed discussion, ideally in groups, for example based on 
application domain, methodology or organization size.  

LUNCH 

Discussion of topics. 

Report back/suggestions for a contents list that categorizes needs and requirements 
(guided by the issues identified). The conclusions may be general, or specifically 
related to particular situations.   

Plans for dissemination and any further work. 

The timetable provides a framework for discussing these issues, but will be 
adapted depending on the knowledge and experience of the participants, and the 
issues that arise from the position papers. 
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Keywords: model-driven inquiry, user research, user requirements, contextual 
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1   Extended Abstract 

Model-driven approaches are of growing influence in interaction design owing to the 
promise of yielding more orderly and manageable processes with enhanced 
traceability from initial conception and the establishment of requirements through to 
design and final realization. Model-driven inquiry is an agile technique, an 
accelerated alternative in its own right to contextual inquiry and other ethnographic 
approaches for user research, field study, and requirements gathering that can also be 
combined with these more conventional techniques. 

Model-driven inquiry is a proven, industrial-strength method that can streamline 
and systematize user research. The approach enables projects to get the greatest 
benefit from the fewest resources by reducing the amount of time needed for adequate 
field investigation. The approach allows for focusing field inquiry more sharply and 
specifically by identifying specific areas for investigation based on risk, uncertainty, 
ambiguity, and impact on design outcomes. By drawing on the extant knowledge and 
insight of designers and identifying boundaries between the known and not-known, 
model-driven inquiry can dramatically reduce the need for extended observation or 
extensive user research. Although the approach evolved within interaction design 
practice, it also has potential application in academic research. 

Participants in this tutorial will learn about the relationship of model-driven inquiry 
to contextual inquiry and other methods based in ethnography and participant 
observation. Through a mix of presentation, discussion, hands-on application to real-
world problems, and review of experiences, participants will learn how to use models 
and modeling to drive inquiry, how to choose models for leverage in both inquiry and 
design, and how to formulate focused and efficient field research by selecting 
effective inquiry techniques. The relationship to and integration with contextual 
inquiry will also be addressed. 

Model-driven inquiry, based on exploratory modeling and using techniques from 
joint essential modeling, has been used extensively in design practice and is taught in 
the joint Carnegie Mellon/University of Madeira MHCI program. 
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Presentations and discussions will be combined with hands-on small-group 
exercises and a case study problem will enable participants to experience and trace the 
entire model-driven design process through to a preliminary design. 

Topics to be covered in this tutorial include: 

• nature and philosophy of ethnography and ethnographic methods 
• overview of contextual inquiry  
• model-driven inquiry, exploratory modeling, and joint essential modeling 
• exploratory models: inventories, maps, and profiles 
• activity and task modeling, basic definitions 
• methods of generating inventory content: 
• activities, roles, and tasks 
• provisional drafts of activity profiles and role profiles 
• user and professional participation in exploratory modeling 
• compiling, clustering, and categorizing queries 
• confidence sorting, salience sorting, and risk ranking of queries 
• selecting appropriate inquiry methods and target informants 
• incorporating inquiry findings to refine and elaborate models 
• iterative inquiry for agile projects 
• integrating model-driven inquiry with contextual inquiry 
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Abstract. When the requirements and the interaction design of a system are 
separated, they will most likely not fit together, and the resulting system will 
be less than optimal. Even if all the real needs are covered in the requirements 
and also implemented, errors may be induced by human-computer interaction 
through a bad interaction design and its resulting user interface.  Such a 
system may even not be used at all.  Alternatively, a great user interface of a 
system with features that are not required will not be very useful as well.  

Therefore, the primary motivation of this tutorial is to improve system 
development in practice both regarding requirements engineering and 
interaction design, especially facilitating the latter. We argue for combined 
requirements engineering and interaction design, primarily based on usage 
scenarios in the sense of sequences of actions aimed at accomplishing some 
task goal. However, scenario-based approaches vary especially with regard to 
their use, e.g., employing abstract use cases or integrating scenarios with 
functions and goals in a systematic design process. So, the key issue to be 
addressed is how to combine different approaches, e.g., in scenario-based 
development, so that the result is an overall useful and useable system. In 
particular, scenarios are very helpful for purposes of usability as well. 

Keywords: Interaction design, usage scenarios, requirements engineering, user 
interfaces, usability. 

1   Tutorial Goals 

This tutorial is targeted towards people who are supposed to work on the interaction 
design or the requirements in systems development, e.g., interaction designers, user 
interface developers, Web designers, requirements engineers, or project managers. 
Whatever the roles of the tutorial participants actually are in their daily work, they 
should get a better understanding of “other” viewpoints and tasks and, in particular, a 
common approach. The overall goal of presenting this proposed tutorial is to teach 
how requirements engineering and interaction design relate and how they can be 
usefully combined. This can be important for creating better interactive systems in the 
future.  
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2   Key Learning Outcomes 

In this tutorial, participants learn about an approach to scenario-based requirements 
engineering that facilitates interaction design. In particular, participants will 
understand how scenarios and use cases can be utilized both for requirements 
engineering and interaction design, though with different emphasis on the level of 
detail. They will also understand the additional need to specify the functional 
requirements for the system to be built, even in the context of object-oriented (OO) 
development. Overall, they will gain a better understanding of early systems design.  

3   CV of the Presenter 

Hermann Kaindl is the director of the Institute of Computer Technology at the Vienna 
Univ. of Technology. He joined this institute in early 2003 as a full professor. Prior to 
moving to academia, he was a senior consultant with the division of program and 
systems engineering at Siemens AG Austria. There he has gained more than 24 years 
of industrial experience in software development and human-computer interaction. He 
has published four books and more than a hundred papers in refereed journals, books 
and conference proceedings. He is a Senior Member of the IEEE, a Distinguished 
Scientist member of the ACM, a member of the INCOSE and the AAAI, and is on the 
executive board of the Austrian Society for Artificial Intelligence. 
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Sketching Interactive Systems with Sketchify 
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Abstract. Sketching is at the heart of design and creativity, an omnipresent 
element of any disciplined activity of design. In this tutorial we will summarize 
many of the existing studies of sketching, and emphasize its role in supporting 
creativity. We will look at how sketching aids in reflection and conversation, 
and supports designers’ memory and cognition. We will discuss the relation of 
sketching to prototyping and engineering, and present Sketchify, a software 
tools for sketching beyond paper and pencil. We will cover various techniques 
that can be used to extend sketching to other forms than simple creation of a 
pencil trace on paper. 

Keywords: Sketching, design of interactive systems, creativity. 

1   Motivation 

Sketching is at the heart of design and creativity. Many studies of design practice, 
such as more recent contributions from Buxton [Buxton 2007], Krippendorff 
[Krippendorff 2006], and Moggridge [Moggridge 2007], have called attention to 
sketching as an omnipresent element of any disciplined activity of design. 

In this tutorial we will summarize many of the existing studies of sketching, and 
emphasize its role in supporting creativity. We will look at how sketching aids in 
reflection and conversation, and supports the designers’ memory and cognition. We 
will discuss the relation of sketching to prototyping and engineering, and present 
some software tools for sketching. 

We will address the need for extending sketching to other forms than simple plain 
paper. This need is especially evident in the domain of interaction design, where 
designers also need means to deal with attributes of the overall user experience, such 
as time, phrasing, and feel. While disciplines such as graphical design and 
architecture have a rich practice of sketching and courses that students can take in 
order to improve their sketching skills, interaction designers cannot efficiently employ 
existing sketching techniques while designing new classes of user interfaces. We will 
present some novel ideas and approaches that that try to go beyond these limitations 
and redefine sketching as a creativity support tool that can be supported through 
various media. 
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2   Topic Covered 

Part 1: Sketching, Creativity and Interaction Design 

• What is Sketching? 

• Sketching as a Medium for Reflection and Conversation 

• Cognitive Psychology Viewpoint: Sketching as an Extension of Designer 
Memory and Cognition 

• Towards Abstract Attributes of Sketching 

• Sketching vs. Prototyping and Engineering 

Part 2: Sketchify: Techniques for Sketching Beyond Paper and Pencil 

• Visual effects: animation (flipbook, properties), page transitions (screen 
prototyping) 

• Simplified programming: events, timers, macros, scripts 

• Working with I/O services: Web cameras, sensors, Wii remote, Web services, 
Arduino... 

• Hacking techniques: screen capturing, screen poking, screen scraping 

• Connecting to external devices: iPhone example 
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Abstract. Graphical user interfaces (UIs) for PCs will most likely not fit 
relatively small screens of devices like today’s Smartphones. Providing 
dedicated UIs for several devices manually, however, is costly and takes time. 
Therefore, we have developed an approach to (semi-)automatic generation of 
UIs for various devices. A designer defines classes of dialogues in a device-
independent discourse model. Such a discourse model can be also viewed as 
specifying classes of scenarios, i.e., use cases. It refers to a domain model that 
specifies the domain-of-discourse of the dialogues between user and 
application. From such models, we can generate UIs (semi-)automatically. 
Recently, we included in this generation process automatic optimization based 
on heuristic search. In effect, this tutorial shows that and how user interfaces 
can be automatically optimized for your Smartphone. 

Keywords: (Semi-)automatic generation of user interfaces, automatic 
optimization for small devices, Smartphones. 

1   Tutorial Goals 

The main goals are to show that usable user interfaces (UIs) can be generated (semi-
)automatically, in particular through automatic optimization based on heuristic search. 
This approach is particularly useful for optimizing UIs for relatively small screens 
like those of current Smartphones. Just based on a simple device specification of the 
Smartphone, the UI is specifically optimized for it. Such UIs can be generated fully 
automatically and optimally fit the given device, so that they are ready for real-world 
use, e.g., on Smartphones. 

2   Key Learning Outcomes 

In this tutorial, participants learn about modeling discourses using a new approach 
inspired by human-human communication. They will know how modeling discourses 
and generating user interfaces can be approached systematically. They will also see 
how techniques from heuristic search can be used for optimizing automatically 
generated user interfaces for small devices like today’s Smartphones. 

3   CV of the Presenter 

Hermann Kaindl is the director of the Institute of Computer Technology at the Vienna 
Univ. of Technology. He joined this institute in early 2003 as a full professor. Prior to 
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moving to academia, he was a senior consultant with the division of program and 
systems engineering at Siemens AG Austria. There he has gained more than 24 years 
of industrial experience in software development and human-computer interaction. He 
has published four books and more than a hundred papers in refereed journals, books 
and conference proceedings. He is a Senior Member of the IEEE, a Distinguished 
Scientist member of the ACM, a member of the INCOSE and the AAAI, and is on the 
executive board of the Austrian Society for Artificial Intelligence. 
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Abstract. User experience has many dimensions and therefore, it is tricky to 
evaluate it. When the goal of user experience evaluation is to investigate how 
people feel about using an interactive system, the traditional usability methods 
are hardly applicable. In this tutorial, we introduce a set of 78 user experience 
evaluation methods that we have been collecting from the user experience 
community 2008-2010. We give both an overview of the different types of 
methods and examine a selected set of methods in detail. 

Keywords: User experience, Evaluation, Assessment, Method. 

1   Introduction 

High quality user experience (UX) has become a central competitive factor of product 
development in mature consumer markets. Improving UX of systems requires 
evaluation, but traditional usability testing methods are not adequate for evaluating 
UX. The evaluation methods for investigating how users feel about the tested system 
are still largely unknown.  

Since 2008, we have been collecting a comprehensive set of UX evaluation 
methods (UXEM) both from academia and industry. We have collected the methods 
from workshops [2,3,4], a Special Interest Group session [1], online survey, literature, 
and existing smaller collections of experiential evaluation methods. 

Based on a structured description of each method, we have been able to categorize 
the methods based on various criteria. Figures 1 and 2 show examples of UXEMs 
categorized by the time span of UX that is investigated and by the product 
development phase they can be used in. 

In this tutorial, we will share our knowledge on UX evaluation methods by both 
giving an overview of the different types of UXEMs and by examining a selected set 
of methods to gain practical understanding of the method. 

By the end of this tutorial, participants will know 

- the general targets of UX evaluation 
- the various kinds of UX evaluation methods available for different purposes  
- how to choose the right method for the purpose 



 U
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User Experience Evaluation in Entertainment and Games 
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In a nutshell. This tutorial comprehensively covers important user experience 
(UX) evaluation methods and opportunities and challenges of UX evaluation in 
the area of entertainment and games. The course is an ideal forum for attendees 
to gain insight into state-of-the art user experience evaluation methods, going 
way-beyond standard usability and user experience evaluation approaches in 
area of human-computer interaction. It surveys and assesses the efforts of user 
experience evaluation of the gaming and human computer interaction 
communities during the last 10 years.  

Keywords: entertainment, user experience, evaluation methods, beyond 
usability, game. 

1   Introduction 

User experience evaluation in games and more general in interactive entertainment 
system has become a focus of (research) attention in the areas of human-computer 
interaction (HCI). During the last 10 years the scientific communities of HCI and 
game research were starting to learn from each other: On the one hand UX evaluation 
methods from HCI are used during the game development, on the other side HCI was 
borrowing and investigating aspects of the gaming experience like immersion, flow or 
fun, to better understand the concept of UX [1]. 

This course is about evaluating user experience in the area of entertainment and 
(video) games. It provides an overview on what user experience is about (contrary to 
usability), it provides an understanding on what makes for successful future games 
and entertainment experiences and what set of user experience evaluation methods is 
currently available and used for the development of games.  

Objective of this course is to provide an overview on user experience evaluation in 
the games and entertainment area. The goal is to provide some definitions of  
user experience, explain the factors that might be contribution to the overall user 
experience in a game (e.g. flow, immersion, playability) and (using a set of examples) 
to explain how games development is slightly different from standard software 
engineering development. Based on these foundations the objective is to give  
an overview on existing methods from the field and allow participants in the course  
a first hands-on experience trying out how to apply one of the methods to a real  
game. 
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2   Schedule and Presentation Format 

The tutorial will use both presenter-led material and group-based exercises throughout 
the sessions. Small exercises and hands-on examples will encourage attendees both to 
critique existing approaches as well as posing their own view on the relative 
importance of the various factors that are contributing to user experience. The course 
will include demonstrations of UX evaluation methods and use video clips to show 
the variety of applications domains the methods can be applied to. Course materials 
will include copies of the presentation materials as well as extensive follow-up 
reading lists. 

The tutorial will run over a half day. The material will focus on an overview on 
available evaluation methods, their application in the game-development life cycle 
and shortcomings and benefits for each of the methods. The course consists of four 
blocks:  

1. Introduction to the topic, definition of user experience in entertainment and games, 
application areas 

2. Overview on user experience evaluation methods 
3. Application of user experience evaluation (hands-on exercise) and wrap up of 

insights from the exercise 
4. Key insights summary and lessons learned 

3   Target Audience 

This course will appeal to a broad audience. For developers and designers: the course 
will help understand how to evaluate user experience in the area of games and 
entertainment and how outcomes of the evaluation can be integrated in the next 
iteration of the game and entertainment application development; for industrial and 
academic researchers: The course will provide an overview on current methods in 
that area, and can help understand the concept of user experience; for students: the 
course provides a first introduction to user experience in games, but lessons can be 
taken up for the application in other domains (e.g. definition of UX, application of 
methods during a development life cycle). The course additionally can be of interest 
to any attendee of Interact who wants to get a first idea and understanding on user 
experience and user experience evaluation in general. 
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Abstract. The workshop focuses on how process models, methods and 
knowledge from the area of Human-Computer Interaction can be integrated and 
adopted to support and enhance traditional software engineering processes. In 
its 5th edition this workshop will investigate the application of usability 
engineering methods that are adapted to fit the evaluation of advanced 
interfaces and how usability and user experience evaluation methods can be 
incorporated to support design decisions and changes in standard software 
development. This workshop is organized by the IFIP working group 13.2 
"Methodologies for User-Centered Systems Design".  

Keywords: Software Engineering, Usability, User Experience, Cross-
pollination, Patterns. 

1   Introduction 

Software engineering and usability engineering are affected by a mutual influence that 
we call “cross-pollination”. Examples are task specifications, design patterns and life 
cycle models. These examples were invented in one field and later on adapted in a 
new context. Use cases [5] and Usability pattern languages [7] are only two out of 
many examples. New developments in intelligent and adaptive environments and 
mobile computing require new solutions, for usability evaluation methods [3] and 
especially for user experience evaluation [1]. The key attribute of user interfaces is 
that they need to adapt to time, location and usage which makes them very difficult to 
evaluate using standard techniques [2].  

The workshop will focus on how to integrate and extend traditional development 
and evaluation methods in order get user interfaces that are usable and ensure good 
user experience. Additionally, it should be possible to optimally evaluate the usability 
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of advanced interfaces in their specific context of use [4, 6]. Experts in HCI, software 
and usability engineering need to learn from each other to facilitate and encourage 
this convergence. 

The workshop aims to be a forum for sharing ideas about potential and innovative 
ways to cross-pollinate the expertise among the different communities and to show 
examples, which can stimulate industrial software development. Additionally it 
should provide a forum that will help to grow a community of interest in this area. 

2   Structure of the Workshop 

The goals of this workshop are to provide HCI specialists, software engineers and 
usability specialists from industry and research institutions the opportunity to discuss 
both the state-of-the art and the cutting edge practice in usability and user experience 
evaluation. Topics of interest include, but are not limited to, the usability and user 
experience evaluation of advanced interfaces and interactive systems like adaptive 
interfaces, context-aware interfaces, human-robot interfaces or mobile interfaces and the 
integration of these methods in the respective application domains. Additionally, reports 
about the application of patterns in the different fields of HCI like [7] are welcomed. 

The workshop is the official workshop of IFIP working group 13.2  
"Methodologies for User-Centered Systems Design". http://wwwswt.informatik.uni-
rostock.de/IFIP_13_2/. It expects HCI specialists, software and usability engineers 
from academia and industry as participants.  

This workshop is planned for one full day including the following activities of an 
invited talk, papers presentations and a round table discussion. Participants have to 
prepare a position paper of 4 to 10 pages which will be reviewed by an international 
committee. Selected papers will be published on the workshop web site (http://CEUR-
WS.org.) and will be presented during the workshop. The outcome of the workshop 
will be a white paper presented on the web site of the workshop. 
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Abstract. The workshop provides an opportunity for researchers, practitioners 
and designers interested in eAccessibilityto discuss and debate the possibilities 
for accessibility and usability in the emerging world of Web 2.0, ubiquitous and 
pervasive technologies, and multimodal interaction, bridging desktop and 
mobile applications. 

1   Background to the Workshop 

Many approaches for developing user interfaces are based on the concept of user 
centered design (UCD). If UCD is applicable, the capabilities of users, analysis of 
tasks and contexts are the basis for all further work including the evaluation of some 
interactive system. An approach for designing accessible user interfaces is much 
harder to implement as in all steps users with large variations of capabilities and 
preferences have to be considered.  

Communities of users have unique ways of addressing issues and different 
approaches for solving problems arising from lack of accessibility. Web 2.0 addresses 
communities of users specifically and allows authoring of content in flexible ways. 
But authoring of Web 2.0 content by users with different disabilities is still difficult 
and new approaches to implement assistive technologies will be needed to ensure 
successful integration of these users. 

2   Goals and Issues 

The workshop aims to develop a better understanding of the varied communities of 
users in the digital world, how accessible design solutions benefit from collaboration 
of users having possibly different if not contradicting requirements, systems that 
support such collaboration and evaluation methods allowing better insight by experts 
into the limitations of assistive technologies while using services in the digital world 
collaboratively.  
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Web 2.0 has arrived with a plethora of possibilities to contribute information 
through many types of media. The workshop is interested in studies accessibility 
issues related to usage of such services. 

Mobile devices combine social platforms with location based services. Thereby the 
digital and the physical world may be bridged while taking the physical context of 
services and applications into account. In this context, lack of mobility adds to the 
possible of accessibility of mobile services. Reporting about obstacles, collaborative 
pre-journey systems, finding accessible routes and rating places from the perspective 
of users with a disability or who are elderly are topics of this workshop. 

Novel cyber-physical systems (Lee, 2008) integrate computational with physical 
design, propose more natural user interfaces, may be multimodal, and are 
implemented as embedded systems. Accessibility of cyber-physical devices is much 
harder to ensure as embedded devices lack assistive technologies by and large. 
Tangible user interfaces are one example. Access by physically impaired people to 
collaborative tangible interaction for example on large multitouch tables cannot easily 
be ensured by writing software and must be designed from the beginning on. 
Submissions to this workshop should address solutions for designing accessible 
cyber-physical systems. 

Support tools and methods in all stages of user-centered design are to be 
considered in Web 2.0 application domains such as education, location-based 
services, and e-government. Cloud-based computing and collaborative accessibility 
are examples for new technologies which may be utilized for better integration of all 
users. 

3   Organisation 

The Accessible Design in the Digital World conference was conceived by the 
University of Dundee's Digital Media Access Group, which was held in Dundee in 
2005. ADDW 2008 was hosted by York University and brought an international 
group together, who were presenting their papers over two days (Petrie, 2008).  

ADDW 2011 is supported by IFIP Working Group TC 13.3 HCI and Disabilities. 
Organizers of ADDW 2008 and chairs of WG 13.3 are organizing this workshop. 
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Abstract. The fields, HCI and visualization, are usually practiced as two 
separate disciplines by researchers with different backgrounds and capabilities. 
However, these two disciplines, HCI and visualization, could complement each 
other and leveraging on the differences and complementary features of the two 
research fields could be beneficial for both. In this workshop, we are going to 
discuss the different approaches and capabilities of these two disciplines and 
layout a road map for a unified approach of research using both. 

Keywords: HCI, Visualization, Standardization. 

1   Workshop Objectives 

Whenever discussing the relation between HCI and visualization in general or when 
presenting research results in these areas, questions arise about the differences 
between these research fields. Aren’t both fields just the same? And if not, where is 
the common ground? Where is one research field dependent on the other? Can we 
combine the separated viewpoints and paradigms in a unified and complementary 
approach, or are we forced to choose one or the other? How can we provide the 
general public (the developers and users of visualization and HCI and the engineers 
implementing our designs) a precise and practical enough idea about what’s 
happening in these fields and what’s not? What are the consequences of the answers 
on the previous: how and what should we teach? What will be the future? This 
dilemma is a topic of frequent discussion around the water cooler, lecture halls, as 
well as in the boardroom.  

One of the major issues is that it is not easy to precisely define the terms 
visualization and HCI and that there are many interpretations of these two fields that 
appear to be distinct. 

In order to better (or at all) answer the questions on similarities, differences, and 
correlations of HCI and Visualization, in our workshop we want to discuss topics  
like: 
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• What is HCI? What is Visualization? What is a working description that is 
practical highlighting the special features of each of the fields? 

• Are there other disciplines involved in this struggle (e.g., Visual Analytics)? 
• How can we take advantage of the two fields and how can we find ways for 

people with different inclinations to collaborate and take advantage of the 
strengths of each other? 

• What are the similarities of the disciplines? What are the major differences? 
• Do we need to really split the domains? Or do we need to join them and 

provide a joint curriculum for studying and practicing them? 
• Can we give definitions that are better applicable in real situations? 
• Does one need to further research the ways to make people take advantage of 

both disciplines in designing interactive visual systems? In that case, what are 
the research agenda(s) and what are the Top 10 Research Challenges? 

We welcome participants from various backgrounds interested in research and 
application of HCI and visualization, including designers, artists, researchers in 
visualization, interaction, psychology, and usability, and people from all application 
fields. The intended length of the workshop is one day. Prospective attendees will 
submit open position papers from their own areas of interest and also provide short 
answers to two pro forma questions asking for (i) the participant's views on the most 
important existing knowledge in the area, including a position statement on possible 
definitions, and (ii) key research challenges related to HCI and Visualization issues. 

The team of organizers is comprised of representatives of both university and 
industry, giving them a wide multi-disciplinary expertise. They all have significant 
experience in the main disciplines, as well as in related areas and application domains. 
Some of the organizers have already worked together in many workshops of the 
HCIV series [www.hciv.de]. The gained expertise and large number of members will 
be of a great value for successfully advertising this workshop. 

Beside the position papers submitted by the workshop attendances, we plan to start 
an interactive blog in order to continue the discussions of the workshop. For a better 
visibility of our actions and progresses made, we will also distribute and discuss them 
using means of social media like Facebook groups and Twitter. Furthermore, the 
results of the discussions should form common ground for at least one high-quality 
conference or journal paper. 

2   Additional Information 

Additional information (full proposal, first schedule, references, CfP) on this 
proposed workshop can be found at  http://www.hciv.de/interact11 
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Abstract. Development of interactive systems and their user interfaces 
combines engineering and design, formal and informal development methods 
from different domains. Diverse models and tools can be used to support the 
developers’ work. In model-driven development, software systems are specified 
systematically using dedicated models for different aspects of the system. Yet, 
appropriate design of user interfaces is as important as functional correctness. 
This workshop provides a forum of multi-disciplinary discussion on how to 
integrate model-driven development with the often more informal 
methodologies used in user-centered design and engineering. Starting point of 
the discussion are the tools, models, methods and experiences of the workshop 
participants. 

Keywords: User-interface engineering, interaction design, model-driven 
development, user-centered design, models. 

1   Model-Driven Development of Interactive Systems 

Model-Driven Development (MDD) has become an important paradigm in software 
development. In MDD, models are the primary artifacts in the development process. 
Models are often visual models, like UML models, but can also be represented in 
textual formats like XML. Each model is denoted by a modeling language that can be 
tailored to the according stakeholders while still remaining machine applicable.  

Analogous to traditional software development, MDD processes leverage models 
on different levels of abstraction. But unlike traditional software development, the 
transition between the levels can be described in a formal way and enable (semi-) 
automatic transformations between the levels, even finally into implementation source 
code. Having models as development artifacts also enables the application of model 
checking methods for verification, early testing or tool support.  
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MDD provides a large number of powerful concepts and tools to deal with models, 
meta-models, and model transformations. Together, they provide support for 
systematic and efficient software development. 

Model-driven development of interactive systems (MDDIS) and, in particular, their 
user interfaces (UI) applies the principles of MDD to the target domain of interactive 
systems and UIs. While traditional model-based user interface development 
approaches have not spread widely into practice in the past, requirements of new 
interaction devices, e.g. demanding for device independence, make model-driven 
approaches more and more important. One major advantage of MDD is that there are 
different models for particular purposes. One well-known use case is to separate the 
content (what is displayed) from the design (how it is displayed) into distinct models. 

This workshop follows the series of workshops on model-driven development of 
advanced user interfaces (MDDAUI), held in 2005-2010. In the five editions of that 
workshop series we have seen a lot of models, transformations and tools for model-
driven user interface development. These approaches also tackled advanced UI 
features like multi-platform development and plasticity, context-sensitiveness, 
multimedia, 3D and augmented reality, ambient production environments, wearable 
sensors, interactive TV, and many others. 

2   Design and Engineering: Enhancing the User Experience 

The previous workshop editions have shown that concepts for model-driven user 
interface development are already becoming mature. However, the quality of the 
resulting UIs, in terms of the user experience, has always been one of the most 
important challenges. In some cases, the UIs generated from the models can even 
improve the usability as they are for instance very consistent. However, it comes to a 
drawback if some parts of the UI require individual design e.g. because of its 
complexity or to increase the likeability of the product.  

For these reasons, an optimal development method should support both: systematic 
MDDIS and incorporation of individual design knowledge, the latter usually resulting 
from manual, informal methods in user-centered design. 

3   Workshop Goals 

This workshop focuses on challenges, opportunities, practical problems, and proposed 
solutions to integrate MDDIS and informal design methods and tools. It aims at 
fostering interdisciplinary discussions between the respective expert groups and 
viewpoints. Workshop participants investigate how models, tools and current or 
future MDD techniques can be combined with design expertise in a way that 
improves the development process for interactive systems, better supports the work of 
UI creators and eventually benefits the user experience of end users. Our objective is 
improving the tools for software engineers and UI developers, being the creators and 
users of models, e.g. by integrating design measures in engineering models, providing 
modeling tools for designers or novel methods for MDD, etc. 
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Abstract. The World Wide Web has become a global database in recent years, 
with an ever-growing amount of data that is published online every day. 
Interactions with this data raise a number of research questions and practical 
challenges that are not yet sufficiently investigated. These issues will be 
addressed by the International Workshop of Data-Centric Interactions on the 
Web. It will serve as a platform for researchers, developers, and designers to 
foster the exchange of experiences and to discuss novel research ideas and 
results regarding data-centric interactions on the web. 

Keywords: Web interaction, user interfaces, data-centric systems, semantic 
web, visualization, large datasets, interactive systems, data management. 

1   Workshop Theme 

While the original World Wide Web was mainly a web of documents, today's web is 
characterized by an ever-growing amount of data that is published and linked in 
structured formats. Data about products or services is increasingly made available for 
public access by companies (e.g., Amazon A2S API, Google Maps API, etc.). 
Governments and organizations publish more and more often statistics and other data 
on the web, usually with the aim to increase transparency and empowering the public 
to utilize this data (e.g., data.gov, data.gov.uk, etc.). In other attempts, structured data 
is extracted from Wikipedia (e.g., DBpedia [1, 2]) or from multiple web sources (e.g., 
Freebase [3, 4]). Last but not least, huge amounts of data and metadata are created by 
the web users themselves, either indirectly (e.g., via social tagging) or in directed 
community efforts (e.g., Open Directory Project, OpenStreetMap, etc.). These are just 
a few of the many examples where data is published on the web nowadays. 

Several standards and best practices for the description, publication, linking, and 
exchange of web data have been developed in the past. Popular examples are W3C 
specifications such as XML, SOAP, and RDF, the recommended best practices of the 
Linked Data initiative [5], and various vocabularies that emerged from these 
approaches (e.g., Dublin Core, SKOS, etc.). A similar line is taken in less formal 
attempts to structure data, such as microformats [6] or advanced tagging approaches 
(e.g., geotagging, hashtags, etc.). 



 Data-Centric Interactions on the Web 727 

 

However, the full potential of the data can only be exploited with well-designed 
user interfaces and powerful interaction techniques that allow an efficient exploration 
and utilization of the data. Although some early attempts to investigate the interaction 
with this data have been made in the past, there is still a large number of research 
questions and practical challenges that are not yet sufficiently addressed. Reoccurring 
interaction problems are differently solved and more general design recommendations 
and guidelines are just beginning to emerge. A need for reusable design patterns and 
interaction techniques as well as novel ideas, tools, and methods to present web data 
to the users is clearly recognizable. These and related issues of data-centric 
interactions on the web are addressed by the workshop. 

2   Format and Target Audience 

The workshop will be a full-day event consisting of paper presentations, discussions, 
tool demonstrations, and collaborative activities. It aims to bring together researchers, 
developers, and designers with a shared interest in data-centric interactions on the 
web. As several research areas are affected by the workshop theme, participants from 
various backgrounds and communities are expected to attend. The workshop will 
provide an interdisciplinary forum to exchange experiences and ideas and to discuss 
novel research results and future developments regarding data-centric interactions on 
the web. 

The workshop will consist of 3-4 sessions, each focusing on a particular aspect of 
the workshop theme. Accepted papers will be presented in 15-20 minute time slots. A 
summarization of all papers at the end of each session will help to identify shared 
goals and challenges and stimulate an in-depth discussion of the session topics. One 
session will be dedicated to tool demonstrations and selected design cases. In a final 
wrap up session, open problems and a roadmap for future research efforts will be 
identified. Further information can be found on the workshop website at http://dci-
workshop.org 
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Abstract. We regularly make serendipitous discoveries in both online and 
offline contexts – from stumbling upon a useful website when searching for 
something completely different to meeting someone with mutual research or 
business interests in an unlikely place. However, most existing interactive 
systems do not provide a fertile environment for serendipity to occur. This 
workshop will identify key requirements and research challenges for designing 
and evaluating user-centred systems that aim to encourage serendipity. 

1   Introduction and Workshop Objectives 

While not usually life-changing like Fleming’s discovery of Penicillin, we often make 
serendipitous discoveries that involve a mix of chance and insight and lead to a 
valuable outcome – , particularly when interacting with information and people. For 
example, consider finding a useful article for a paper you are currently writing while 
researching a different topic entirely, meeting someone with mutual business or 
research interests in an unlikely place such as at a conference on a different subject, or 
applying for a job position after being approached by a company that notices your 
enthusiastic tweets on Twitter.  

Interactive systems cannot directly ‘induce’ serendipity. Indeed, it can be argued 
that even ‘designing to encourage’ it is an oxymoron; as soon as serendipity is 
‘engineered’ into a system, discoveries might cease to be regarded as serendipitous 
even if they lead to a valuable outcome. This is because the system is likely to reduce 
the amount of chance and insight involved in the serendipitous discovery simply by 
helping to encourage it. So how can we harness the potential of this fleeting concept? 
How can we best design interactive systems that surprise and delight users without 
devaluing users’ perceptions of the role of chance or insight? And how can we best 
evaluate the success of the systems we design if by designing to encourage 
serendipity, we might actually make the resultant discoveries appear to be less 
serendipitous than if they had been made without our assistance? With these tensions 
in mind, this workshop will identify key requirements and research challenges for 
designing and evaluating user-centred systems that aim to encourage serendipity. 

The workshop will be structured according to 3 themes: 1) understanding 
serendipity to inform design (i.e., what do we know and need to know about the 
conditions that stimulate serendipity?), 2) designing to encourage serendipity (i.e., 
what are the key requirements for designing interactive systems so that conditions are 
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optimum for serendipity to occur?), and 3) evaluating the success of interactive 
systems aimed at encouraging serendipity (i.e., what approaches and criteria should 
we use to judge the success of the systems we design?). 

2   Workshop Structure and Organisation 

The workshop will begin with 1 minute introductions by each participant, focusing on 
serendipity-related interests. Next, multi-disciplinary groups of 3-4 chosen by the 
organisers based on attendees’ research interests will sub-divide by the 3 workshop 
themes to discuss the current state-of-the-art for understanding serendipity, designing 
to encourage it and evaluating the success of interactive systems that aim to 
encourage it. Findings will be reported back to the workshop and the links across 
themes will be discussed as a whole group. After lunch, a group design activity will 
allow participants to consider how serendipity might be enabled by future 
technologies. Individuals will be asked to think of a novel interactive tool or system 
aimed at encouraging serendipity, then pair up with someone from a different 
institution with a similar/complementary idea. The process will be repeated to form 
groups of 4 and these groups asked to devise a scenario of how their tool/system 
might be used and reflect on the key requirements and research challenges highlighted 
by their scenario for understanding serendipity and designing and evaluating systems 
aimed at encouraging it. Each group will present their scenario and a summary of the 
requirements and research challenges identified. This will be followed by a plenary 
discussion on how the identified requirements and challenges might be addressed 
through future research efforts. Finally, there will be an optional group dinner. 

3   Target Audience and Expected Workshop Outcomes 

To encourage a range of perspectives during discussion, and fitting with this year’s 
conference theme, this workshop aims to ‘build bridges’ by bringing together up to 20 
participants from a mix of HCI and related disciplines (e.g. Design, Psychology, 
Information Retrieval, Information Science and Computer Science) who share an 
interest in the user-focused design and evaluation of interactive systems that aim to 
encourage serendipity. We expect most participants to be researchers or PhD students 
as well as practitioners who are currently involved in developing interactive systems. 

We have created a workshop website to facilitate discussion, knowledge-sharing 
and post-workshop collaboration (http://sites.google.com/site/serendipityworkshop). 
The current approaches and research challenges identified for each workshop theme 
and future research directions will be summarised on the site and will form the basis 
of an article to be submitted to ACM Communications and one aimed at 
communicating our findings to practitioners in a magazine such as Interactions. 
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Abstract. Varied backgrounds of users, heterogeneous delivery media and 
diverse socio-cultural and organizational contexts pose new challenges of 
human work interaction design in the field of e-government and public 
information systems. The workshop will consolidate the empirical case studies 
of how human work analysis and interaction design has benefited in enhancing 
the user experience of e-government and public information systems and a set 
of effective methods, techniques and theories for this purpose. Selected research 
papers from the workshop will be published in the International Journal of 
Public Information Systems (IJPIS), Sweden. 

Keywords: Interaction design, human work analysis, empirical case studies, e-
government, public information systems. 

1   Workshop Theme 

This proposal is for the one day workshop during INTERACT 2011 to be organized 
by the members of WG 13.6 Human Work Interaction Design (authors of this 
proposal). We propose to involve the community of WG 8.5 Information Systems in 
Public Administration. 

The complex interplay and information exchanges between the models of 
Government to Government, Government to Business and Government to Citizen 
pose different kind of challenges while designing the e-government systems. Human 
work analysis is very critical in public information systems design as the procedures, 
working styles, organizational contexts are different in various public sector 
organizations. Interaction design of e-government system and public information 
systems has to simultaneously address the user experience requirements of diverse 
users such as people from varied educational and professional backgrounds, senior 
citizens, physically disabled, illiterate and people with different languages and 
cultural preferences. The combination of Human Work analysis and Interaction 
Design in user interface design for e-government systems has to adopt itself to diverse 
delivery media such as web, desktop, touch screen kiosks and mobile devices. 
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We would like to invite position papers on the theme of the workshop following 
(but not excluded to) methodological approaches and domains such as –  

• Human work analysis and interaction design case studies in e-
government and public information systems 

• The influence of socio-economical, political and cultural context on the 
design of public information systems 

• Social networks and collaborative user interfaces for policy crowd-
sourcing 

• Government-centric versus citizen-centric design approaches 
• User interface design for diverse delivery media for e-government 

services such as web, desktop, touch screen kiosk and mobile devices 
• Designing for diverse users, Every-citizen interface design, Mass 

personalization 
• Democratic design for e-government 
• HCI challenges in bridging the digital divide through e-government 
• Usability evaluation methods for e-government 
• User experience design for e-government 

1.1   Intended Audience 

The theme of this workshop involves many disciplines across academic boundaries 
and hence a diverse audience can submit papers and attend the workshop. Obviously, 
people attending INTERACT 2011 and Participants of IFIP HWID WG 13.6, but also 
practitioners and researchers, who attend only this workshop, because they have a 
specific interest in the proposed themes. For example, researchers and practitioners in: 

•  e-government and public information systems 
•  Organizational engineering and work analysis 
•  Interaction design 
•  E-government policy makers  
•  Public information system design / development 
•  HCI, Usability and UX practice 

This INTERACT workshop takes place in Portugal, and we encourage Portuguese 
researchers and practitioners to submit papers and to participate. 

1.2   Publication of Workshop Papers 

We have already formed an international programme committee for reviewing the 
research papers of this workshop. International Journal of Public Information Systems 
(IJPIS), Sweden has agreed to publish a special issue from the proceedings of this 
workshop. 
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Improving the Content of User Requirements 

Nigel Bevan 
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mail@nigelbevan.com 

Abstract. Identifying and defining user requirements is an essential input to 
good user centred design, but there is little guidance on content. The workshop 
will share and review examples of user requirements provided by the 
participants, to generate a contents list that could help practitioners identify and 
document the relevant requirements. 

Keywords: Usability, requirements. 

1 Description 

Most existing approaches emphasize the need to understand user requirements in 
order to provide a basis for good design.  They describe the methods that can be used 
to gather information about users and their tasks (e.g. [1,2]).  For example the 
methods suggested by Courage and Baxter [2] are interviews, surveys, user needs 
analysis, card sorting, group task analysis, focus groups and field studies.  But what 
are the resulting requirements against which the completed system could be 
evaluated? The Common Industry Specification for Usability Requirements [3] 
emphasizes the value of high-level requirements for effectiveness, efficiency and 
satisfaction.  But how should these be complemented by more detailed requirements? 

An ISO standards group is attempting to define the contents of a user requirements 
specification, but this has proved to be unexpectedly difficult to do.  

The objective of the workshop is to identify a set of categories of user requirements 
that cover a range of projects and organizations, which could be used to help 
practitioners elicit, identify and document the relevant requirements.  Participants 
should have experience of producing user requirements, and provide an (anonymized) 
example at least one month before the workshop, together with their own suggestions 
for categorization.  Issues to be discussed include: 

• Is a common categorization possible or appropriate across different 
organizations and application domains?   

• Is there a difference between user needs and user requirements, and is the same 
categorization appropriate for both? 

• How important is it to include requirements for effectiveness, efficiency and 
satisfaction?   

• Should user requirements always be documented, and is it possible in principle 
to evaluate whether they have been achieved? 
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The most appropriate method for wider dissemination will be discussed at the end of 
the workshop, with a paper in Interactions or the Journal of Usability Studies being 
possibilities.  The results will also submitted to the ISO standards group for 
information, and could influence national comments on the draft standards. 

1.1   Organizer 

Nigel Bevan is an independent consultant and researcher with wide industrial 
experience.  He has contributed to many international standards, and is a member of 
the ISO standards group that is developing a Common Industry Format for User 
Requirements Specifications.  Nigel is co-editor of the Common Industry Format for 
Context of Use Descriptions and the new version of the ISO standard for usability 
methods supporting human-centered design.  He was a member of the National 
Academy of Science Committee on Human-System Design Support for Changing 
Technology.  

2 Schedule 

Overview of the examples and summary of prior discussion and conclusions from 
review of the examples before the workshop. 

Brief presentation of each example with questions for clarification. 

Discussion: what are the common principles and situation-specific factors?   

Identify topics for detailed discussion, ideally in groups, for example based on 
application domain, methodology or organization size.  

LUNCH 

Discussion of topics. 

Report back/suggestions for a contents list that categorizes needs and requirements 
(guided by the issues identified). The conclusions may be general, or specifically 
related to particular situations.   

Plans for dissemination and any further work. 

The timetable provides a framework for discussing these issues, but will be 
adapted depending on the knowledge and experience of the participants, and the 
issues that arise from the position papers. 
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Abstract. In this document we propose the creation of a Mobile Accessibility 
Workshop at Interact 2011. Mobile Accessibility is an area that has grown both 
in importance and number of researchers in recent years. Bringing them 
together in a workshop would be fruitful and lead to synergies and major 
developments in the area. 

Keywords: Mobile Accessibility, mobile computing, accessibility, workshop. 

1   Topic and Objectives 

In recent years, we have witnessed an increasing importance of mobile devices. They 
pervade our daily lives, not only just in the form of feature phones, but also as 
smartphones and tablets. Tablets in particular have been the object of much attention, 
lately. They are set to be one of the fastest growing mobile device markets. What is 
more, they have the computing power of small computers. This is also true for the 
most advanced smartphones and mobile operating systems. We are, thus, in the cusp 
of a fundamental change in how we relate to information and others, accessible at all 
times and places with the help of mobile devices.  

Alas, this change might be barred to a large number of people, suffering from a 
wide range of disabilities. Mobile devices are increasingly visual, making them hard 
to use by the blind or other vision-impaired people. Keyboards are steadily being 
replaced by touchscreens, without tactile feedback, introducing additional barriers. 
Tetraplegic users have limited mobility of their limbs and hardly are able to pick up 
the devices or use their fingers for precise pointing. Additionally, mobile devices are 
being used as mediators to reach distal interfaces (e.g. interactive TV, information 
kiosks, etc.) providing people with disabilities with the means to potentially overcome 
physical barriers and freely interact with the environment. 

Moreover, the mobile aspect often creates situations where those interaction modes 
are cumbersome or socially unacceptable, even for non-impaired people. Riding a 
bicycle on a mountain trail and looking at the maps at the same time is difficult and 
dangerous. Timely responding to urgent and confidential solicitations on a public site 
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may be distressing or embarrassing. These are considered situational disabilities that 
often introduce similar problems to the use of mobile apparatus. Overall, the list of 
problems is immense.  

Fortunately, there is a nascent area of research, Mobile Accessibility, where 
researchers are focusing on solving accessibility problems in mobile devices and 
settings. Bringing together Mobile Computing and Accessibility, it is the source of 
synergistic works that have the potential of deeply transforming how we look at 
mobile devices, and to shape the ongoing mobile revolution. Work in this area ranges 
from new text introduction techniques to multimodal interaction solutions, mobile 
assistive technology, prototyping tools, navigation tools, theoretical models, etc. A 
wide range of users and situations is also considered (blind, tetraplegic, elderly, deaf, 
etc.). As a result, solutions provided to people with disabilities could be applied to the 
aforementioned situationally impaired users. 

Papers on Mobile Accessibility have become an increasing presence in conferences 
such as CHI, Assets, W4A and MobileHCI, proof of a growing and active 
community. However, there has been a lack of a single well defined venue for the 
topmost researchers in the area to meet and exchange ideas and results. We propose, 
in this first Mobile Accessibility Workshop, to provide such a venue. It is our 
objective to bring together researcher and practitioners with clear advantages in terms 
of critical mass, synergies, collaborations and networking, and unmistakable benefits 
for the area. 

2   Participants 

Organizers: The workshop will be organized by Prof. Daniel Gonçalves, Prof. Luís 
Carriço and Markel Vigo, all of them researchers in mobile accessibility, with several 
papers published in the area. 
 
Intended Audience: Researchers and practitioners of Mobile Accessibility, both 
from academia and industry, in any of its facets (as described in the introduction). 
 
Expected participants: we expect to attract 12-18 participants. 

3   Organization 

Duration: the workshop will last an entire day 
 
Format: the workshop will consist, mainly, of peer-reviewed paper presentations by 
its participants. We’ll solicit submissions using the Interact short paper template.  
 
Extended versions of the best papers will be chosen for submission to a Special Issue 
of the Universal Access in the Information Society Journal 
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Abstract. Chronic diseases are the main causes of premature deaths, and the 
number of these deaths keeps growing. People often do not understand, 
however, that by changing their diet and how much they exercise, they can 
drastically reduce their risk of being affected by chronic disease. The key to 
moderating people’s behaviour lies in raising awareness of the links between 
lifestyle and chronic disease and in supporting the adoption and maintenance of 
a healthy lifestyle. Despite rises in global spending on health care, the pressure 
on resources is growing as people live longer. With people already using 
technology for medical information, it is an opportune time to develop 
technologies that can be used to raise public awareness of the links between 
lifestyle choices and chronic disease, and facilitate behavioural change.  

1   Introduction 

Worldwide, chronic diseases such as cardiovascular disease, stroke and cancer are the 
main causes of premature deaths. By 2030 nearly 75% of deaths will be caused by 
chronic diseases [1]. The majority of these deaths are the result of a small group of 
personal lifestyle risk factors such as poor diet, tobacco and alcohol use, and lack of 
exercise. The incidence of these risk factors keeps growing as people adopt diets high 
in fats, salt and sugars whilst working longer and exercising less. 

From 1997 to 2007, health expenditure grew quicker than national income in most 
OECD countries [2]. Pressure on the increased resources, however, continues to rise 
as people live longer. Health care sectors are increasingly unlikely to be able to cope 
with the rising numbers of people falling ill because of their unhealthy lifestyle.  

Many deaths could be prevented if people were aware of the links between lifestyle 
and chronic diseases, and adopted a healthier lifestyle. People already use technology 
to increase their knowledge of health issues, e.g., in 2009, in the UK, 14% of people 
had searched the internet for medical information; a figure expected to rise to 37% by 
2020 [3]. It therefore makes sense to develop technologies to raise awareness about 
links between lifestyle and chronic diseases, and to help people adopt and maintain a 
healthier lifestyle. In addition to being designed to be usable, these technologies must 
be: attractive (so people want to use them); effective (in promoting and supporting 
healthy living); and acceptable (by fitting in with people’s everyday lives) [4]. 
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2   Goals 

This one-day workshop will provide a forum to address current and future issues of 
designing resources to promote and support healthy living. We want to make learning 
about, and following a healthy lifestyle enjoyable activities for everybody. This 
requires an interdisciplinary approach, so we will bring together researchers and 
practitioners from  psychology, health care, computer science, human factors, design 
and sociology to understand how we can exploit existing technologies (such as 
gaming [e.g., 5] and Web 2.0 [e.g., 6]), and establish new collaborations to investigate 
novel ways of promoting and supporting healthy living.  

3   Workshop Structure 

The workshop will comprise a mixture of invited talks, presentations, and discussion 
sessions, and there will be a session for demonstrations of existing tools. Participants 
will submit position papers; accepted papers will be included in the workshop 
proceedings. The workshop will conclude with a general discussion about future 
directions to maintain the momentum created by the workshop. 

4   Participants 

The workshop is aimed at researchers and practitioners from all areas with an interest 
in preventing chronic disease by promoting and supporting healthy living. These areas 
include, but are not limited to usability, health and social care, health promotion, 
ubiquitous computing, health informatics and computer gaming. 
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Abstract. This one-day workshop aims to present different local and 
indigenous perspectives from all over the world in order to lead into an 
international dialogue on re-framing concepts and models in HCI/Interaction 
Design. The target audience is HCI researchers and practitioners who have 
experience with working with culture and HCI. The expected outcome of the 
workshop is a) network building among the participants, b) a shortlist of papers 
that can be basis for a proposal for a special issue of the UAIS journal, and c) 
identify opportunities to develop a funded network or research proposal.  

Keywords: Indigenous HCI, HCI theory and methodology, localization, 
globalization, cultural usability. 

1   Objective and Theme 

One of the current challenges for HCI as a discipline is addressing the tensions created 
between local cultures and the assumptions, priorities and values embedded in the HCI 
as a discipline. The objective of this workshop is to further our understanding of these 
issues and lead to practical recommendations for people researching and implementing 
HCI from an explicit indigenous perspective. Translating local knowledge into valid 
and useful HCI tools is not a simple problem, but one that requires re-defining and re-
negotiating disciplinary boundaries (and connections) and the subject and object of the 
interaction design. Focusing on local or indigenous awareness and practices in design 
pushes the envelope in a very exciting way. For instance, the democratic values of 
equal participation driving user-centred design are not necessarily shared by local 
communities which prioritize respecting the views of their leaders.  Addressing these 
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gaps requires a fresh look at how diverse disciplines and professions explore and 
conceptualize the relation between users, designers and other stakeholders. While the 
global HCI community has well-defined conceptual and methodological frameworks, 
there is little research about how local HCI professionals experience, adapt and 
implement this knowledge, nor how to locate HCI so that it is locally accountable [1]. 
To progress this research we must start by better understanding relationships between 
HCI concepts and methods and their meanings to local and indigenous groups. 
Universal perspectives on HCI like ethnology and ethnography, e.g., 
technomethodology [2], and national culture models [3] and activity theory [4] have all 
had an impact in the design of interactive systems for culturally different users, but the 
potential contribution of explicitly local or indigenous perspectives, approaches and 
experiences with HCI, see e.g., [5], have not become so clear and uniform. 
Furthermore, the idea of what constitutes a useful and usable system in different 
cultural contexts remains partially explored at the very least. In addition, a simple 
localization, i.e. the adaptation of products and systems developed in advanced 
countries to developing countries, may take the form of cultural invasion or sometimes 
a technological colonization. Thus, we need to support those who are interested in 
improving the Quality of Life (QOL) of people in developing countries by co-
operating the user research and designing something new that will contribute to the 
QOL of people living there, as well as conducting the conventional localization.  

2  Workshop Organization and Duration, Target Audience, and 
Expected Outcomes 

This one-day workshop will address the goals above through three activities: (a) 
workshop participants will together compile a list of examples of indigenous HCI 
problems, (b) participants will present short papers on their own current research; (c) 
group discussion will address specific issues. The target audience is HCI researchers 
and practitioners who have experience with working with culture and HCI, e.g., 
participants in IWIPS, ICIC, IFIP TC 13 SIG on Interaction Design and International 
Development, and more. The expected outcome of the workshop is a) network 
building among the participants, b) a shortlist of papers that can be basis for a 
proposal for a special issue of the UAIS journal, and c) identify opportunities to 
develop a funded network or research proposal.  
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Abstract. A User Interface Description Language (UIDL) is a formal language 
used in Human-Computer Interaction (HCI) in order to describe a particular 
user interface independently of any implementation. Considerable research ef-
fort has been devoted to defining various meta-models in order to define rigor-
ously the semantics of a UIDL. These meta-models adhere to the principle of 
separation of concerns. Any aspect of concern should univocally fall into one of 
the following meta-models: context of use (user, platform, environment), task, 
domain, abstract user interface, concrete user interface, usability (including ac-
cessibility), workflow, organization, evolution, program, transformation, and 
mapping. Not all these meta-models should be used concurrently, but may be 
manipulated during different steps of a user interface development method. In 
order to support this kind of development method, software is required 
throughout the user interface development life cycle in order to create, edit, 
check models that are compliant with these meta-models and to produce user 
interfaces out of these methods. This workshop is aimed at reviewing the state 
of the art of software support for a UIDL in the context of any development 
method (e.g., formal method, model-based, model-driven). From this review, a 
taxonomy of software support for UIDLs will emerge that will serve for de-
scribing, comparing, and exploring software support for UIDLs. 

Keywords: Context of use, Model-driven architecture (MDA), Model-driven 
engineering (MDE), Service Oriented Architecture (SOA), situation engineer-
ing, user interface description language (UIDL). 

1   Theme, Goals, and Relevance 

A User Interface Description Language (UIDL) is a formal language used in Human-
Computer Interaction (HCI) in order to describe a particular User Interface (UI)  
independently of any implementation technology. As such, a UI may involve different 
interaction modalities (e.g., graphical, vocal, tactile, haptic, multimodal), interaction 
techniques (e.g., drag and drop) or interaction styles (e.g., direct manipulation, form 
filling, virtual reality). A common fundamental assumption of most UIDLs is that UIs 
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are modeled as algebraic or model-theoretic structures that include a collection of sets of 
interaction objects together with behaviors over those sets. Significant examples of 
UIDLs include: UIML (www.uiml.org) [5], useML (http://www.uni-kl.de/pak/useML/), 
MariaXML, UsiXML (www.usixml.org), and XIML (www.ximl.org). Various UIDLs 
have been subject to discussion, understanding their common ground and their sub-
sumed approach, comparative analysis, and their consideration for standard.  Some-
times, alternative approaches have been considered and compared within a same UIDL 
such as UsiXML.A UIDL can be used during: 

• Requirements analysis: in order to gather and elicit requirements. 
• Systems analysis: in order to express specifications those address the aforemen-

tioned requirements. 
• System design: in order to refine specifications depending on the context of use. 
• Run-time: in order to realize a UI via a rendering engine. 

The design process for a UIDL encompasses defining the following artefacts: 
• Semantics. They express the context, meaning and intention of each abstraction 

captured by the underlying meta-models on which the UIDL is based on. Meta-
Models are normally represented by means of UML Class Diagrams, OWL or 
other conceptual schemas. Semantics are usually conveyed using natural language. 

• Abstract Syntax. It is a syntax that makes it possible to define UI models (in ac-
cordance with the UIDL semantics) independently of any formalism. 

• Concrete Syntax/es. They are (one or more) concrete representation formalisms 
intended to express syntactically UI Models. Many UIDLs has an XML-based 
concrete syntax. In fact XML has been proven to be extremely useful in describing 
UIs according to the different levels of the Cameleon Reference Framework 
(CRF) [1] and for adapting UIs according to adaptation dimensions of the Similar 
Adaptation Space (SAS) [2]. 

• Stylistics. They are graphical and textual representations of the UIDL abstractions 
that maximize their representativity and meaningfulness in order to facilitate un-
derstanding and communication among different people. Stylistics are typically 
used by models editors and authoring tools. 

Many UIDLs reveal themselves as a markup language that renders and describes 
graphical user interfaces and controls. But a UIDL is not necessarily a markup lan-
guage (albeit most UIDLs are) and does not necessarily describe a graphical user 
interface (albeit most UIDLs abstract only graphical user interfaces). Figure 1 shows a 
general software architecture depicting typical software support for a UIDL. The 
workshop is aimed at defining a taxonomy for such a software support so that it can 
be used widely to refer to the same base. It is expected to review existing software 
support in the light of this taxonomy. 
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Abstract. This workshop will address two emerging fields within the HCI 
community: user experience (UX) and the automotive context. It will bring HCI 
experts together to discuss UX factors for the specific characteristics of car 
interiors and automotive user interfaces. It targets the development of a better 
view of UX within the whole car (driver, front seat, backseat area) beyond 
traditional marketing instruments known within the automotive industry. 

1   Topic, Objectives and Outcomes 

HCI is always dependent on the context where the interaction happens and therefore 
contingent on a multitude of factors. Especially the automotive context has its own 
and very specific characteristics. Car cockpits have become more complex due to a 
variety of assistance systems and infotainment capabilities. In addition cars are often a 
very emotional topic for humans. This workshop will explore the inclusion of user 
experience (UX) aspects in researching and developing automotive user interfaces.  

With cars becoming interactive systems that offer besides transportation all kinds 
of information access, assistance, as well as entertainment, UX research has become a 
major challenge in this context. Alternative interaction means for example will be 
offered for the driver as well as for front and rear seat passengers (e.g. supporting 
transparency related to the driving situations or supporting co-pilot activities). The 
introduction of such interactive systems will require a deep understanding of UX in 
the car (i.e. car as a very special context) in order to be successful. For that purpose a 
common understanding of user experience and its effects on car technology (and all 
different subparts) usage is needed, as well as an in depth discussion on the 
applicability of UX methods that were established in other application contexts. This 
workshop therefore addresses the following issues: - Understanding of UX in the automotive context in a holistic way - Looking into different sub-domains: the driver, the front seat, the backseat 

area, interconnection to the outside world - Researching the relevance of traditional UX factors in the automotive context 
and identification of new UX factors especially relevant for the car 
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- Contextual analysis and evaluation methods for UX in the automotive context - Discussion of car laboratory setups in comparison to in-situ methods for car 
UX research - Automotive user interface frameworks and toolkits - New concepts for in-car user interfaces increasing UX and supporting safety - Experience design in the car - Looking into the future: the ubiquitous car in a mobile society 

The intended outcomes of this workshop include the creation of a common 
understanding and perspective of the challenges related to UX and automotive 
interfaces. For that purpose the workshop will discuss perspectives on how to address 
these challenges in future research and development. After the workshop accepted 
papers will be made available on the workshop website. The publication of a revised 
version of papers as a special issue of a journal (such as Personal and Ubiquitous 
Computing or Interacting with computers) will be considered and an Edited Book is 
envisaged (see more details on http://workshops.icts.sbg.ac.at/interact2011). 

2   Workshop Organization  

The workshop is intended for: HCI researcher in general, who are interested 
specifically in the automotive context; UX experts, who are willing to adapt UX 
models and extend UX factors for the specific characteristics of interaction in the car; 
automotive user interface designers and engineers both from a scientific, as well as 
from an industrial perspective. Workshop candidates are requested to send a position 
paper about their research and link to the workshop theme to the organizers (email: 
interact2011@hciunit.org).  

This is a one-day workshop with breakout sessions, alternated with a moderated 
group discussion. The workshop will start with an introduction to the workshop topic, 
followed by introductory presentations. After a break the organizers present the 
common themes of the submitted papers, grouping them into different sessions. The 
different groups will then discuss their topics during a first breakout session. After the 
lunch break a short alignment of pre-lunch discussions will happen in the whole 
group. This continues into a second round of breakout sessions to further discuss 
grouped topics. After a coffee break the results of the breakout sessions will be 
discussed in the whole group. The conclusions of the workshop will be worked out 
and follow up activities will be specified. 

Organizers’ backgrounds: Manfred Tscheligi is professor for HCI & Usability at 
the University of Salzburg. He is currently acting as Conference Chair for the 3rd 
Conference AutomotiveUI 2011. Albrecht Schmidt is a professor for Human-Systems 
Interaction and Cognitive Systems at the University of Stuttgart and was Conference 
Co-Chair of AutomotiveUI 2010 and 2009. Andrew Kun is Associate Professor of 
Electrical and Computer Engineering at the University of New Hampshire and was 
Program Co-Chair of AutomotiveUI 2010. Alexander Meschtscherjakov and David 
Wilfinger are Research Fellows at the HCI Unit of the ICT&S Center (University of 
Salzburg) working in the area of automotive user interfaces. 



P. Campos et al. (Eds.): INTERACT 2011, Part IV, LNCS 6949, pp. 744–745, 2011. 
© IFIP International Federation for Information Processing 2011 

User Interaction Techniques for Future Lighting Systems 

Dzmitry Aliakseyeu1, Jon Mason1, Bernt Meerbeek1, Harm van Essen2,  
Serge Offermans2, and Andrés Lucero3 

1 Philips Research Europe, 5656 Eindhoven, The Netherlands 
2 TU Eindhoven, Industrial Design department, Eindhoven, The Netherlands 

3 Nokia Research Center, Visiokatu 1, 33720 Tampere, Finland 
{dzmitry.aliskseeyeu,jon.mason,bernt.meerbeek}@philips.com 

{h.a.v.essen,s.a.m.offermans}@tue.nl, andres.lucero@nokia.com 

Abstract. LED-based lighting systems have introduced radically new 
possibilities in the area of artificial lighting. Being physically small the LED 
can be positioned or embedded into luminaires, materials and even the very 
fabric of a building or environment. Together with new functionality and 
flexibility comes complexity; the simple light switch is not anymore sufficient 
to control our light. This workshop explores new ways of interacting with light. 
The goal is to define directions for new forms of user interaction that will be 
able to support the emerging LED-based lighting systems. 

Keywords: Lighting, User Interaction, LED, Smart lighting. 

1   Introduction 

The Light Emitting Diode (LED) has caused a profound change within the lighting 
industry. This is due in part to the LED’s key properties of being physically small, 
highly efficient, digitally controlled and soon, very cheap to manufacture. Being 
physically small the LED can be positioned or embedded into luminaires, materials 
and even the very fabric of a building or environment [1].  The price to pay for all this 
functionality and flexibility is complexity.  In the past, the single light bulb was 
controlled using a single switch; on and off. LED-based lighting systems can easily 
consist of hundreds separate light sources, with each source having many individually 
controllable parameters including colour, intensity, and saturation. With this high 
complexity, end-users cannot be expected to fully control all aspects of the lighting 
system. One direction that is being explored is to enrich lighting systems with sensor 
networks that will enable automatic lighting control that is based on contextual 
information [2]. However in many situations, such as setting up an atmospheric light, 
an explicit user interaction will still be required. Moreover, as functionality and 
complexity of light systems grow, the mapping between the sensors data and the 
desired light outcome will become fuzzy and will require an explicit user interaction 
for fine tuning the outcome or for adjusting the mapping between sensor input and 
light output. Thirdly, explicit interaction can be desired to allow users to feel in 
control while interacting with intelligent lighting systems. The light switch therefore 
in many situations will need to be replaced by novel forms of interactions that offer 
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richer interaction possibilities such as tangible, multi-touch, or gesture-based user 
interfaces. As proliferation of LED light continues, it becomes more important to go 
beyond scattered design efforts [2, 3] and systematically study user interaction with 
emerging lighting systems. The goal of this workshop is to take the first steps in this 
direction.   

2   Goals of the Workshop 

The focus of this workshop is on formulating key research challenges for user 
interaction with future lighting systems, creating initial design guidelines, and 
proposing novel interaction techniques for these systems. The goals of the workshop: 

1. Make a first step toward expanding the design space of interactive technologies to 
include new forms of decorative, ambient, and task lighting. 

2. Identify key challenges of UI for controlling new forms of lighting systems. 
3. Establish a link with existing interaction paradigms that can be (re-)used for 

control of future lighting systems.  

During the workshop, we would like to address and discuss the following questions:  

• What design opportunities for interactive technology exist in the context of the 
new forms of lighting? 

• What forms and types of (existing) interaction are suited for emerging lighting 
systems (in particular tangible, gesture and multi-display interaction techniques)? 

• What forms of interaction are best suited for a global control (e.g. atmosphere) 
and what for a point control (e.g. task lighting)? 

• How to balance between explicit user control and internal system control? 
• How to use a lighting infrastructure as ambient displays and how to combine it 

with its primary function i.e. illumination? 
• What is the impact of the proposed interaction techniques for complex lighting 

systems in other domains? What is the generalizability of these techniques? 

To address the workshop questions we are inviting researchers to submit position 
papers that discuss or present new forms of interaction techniques for lighting. This 
topic deals with the research and design of new forms of user interaction or adaptation 
of existing ones to emerging lighting systems. The topic should attract researchers and 
designers working on new forms of interaction, LED lighting, smart lighting systems 
and who are interested in exploring UI for new emerging types and forms of 
luminaires and lighting systems.  

References 
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1   Objectives 

Designing for values has become increasingly important for technology development. 
In many technological systems (medical applications, social networks etc.) values 
(privacy, autonomy, trust etc.) play a role and are sometimes violated. In working 
with stakeholder requirements or user needs, various design methods in requirements 
engineering (RE) [3] and human computer interaction (HCI), in specific user-centered 
(UCD), deal with “soft issues” [4], “social issues”, “people issues” or values. At the 
same time, applied ethics has begun to pay attention to design. We believe that many 
of the approaches could complement each other in useful ways. The aim of this 
workshop is to bring together people from different disciplines to share knowledge 
and insights about how to account for values in technology design, and to work 
towards integrating approaches, thereby putting value conscious design approaches 
(e.g. values-in-design [1] or value sensitive design [2]) to practice. 

2   Theme and Topics 

The main theme is the interdisciplinary exchange of knowledge, experiences and new 
ideas on values in technology design. The following list reflects possible topics:  

- Designing for specific values, experiences from value-oriented projects  
- Understanding and relating different notions of values 
- Integrating value-oriented methods with software engineering/ design methods  
- Accounting for values in experience oriented designs, e.g. “fun” as a value 
- Values used in evaluations of User Experience (UX) 
- Dealing with soft issues, social issues, and people issues in RE, Value-based RE 
- Value elicitation, dealing with a variety of stakeholder values  
- Capturing and reusing value knowledge (scenarios, design patterns, etc.) 
- Values in Persuasive Technology, Ambient Intelligence and Personal Informatics 
- Values in specific domains (health care, military, crisis management) 
                                                           
* All authors of this proposal are to be considered key organizers of the workshop. 
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The target audience includes HCI and social science researchers interested in social 
aspects of technology and values in design. We also aim at researchers focusing on 
soft issues in RE, UCD and moral philosophers interested in ethics and technology. 
For interactions between academia and industry we will invite (interaction) designers 
and software engineers/developers. 

3   Workshop Format 

This is a one-day workshop divided into two parts. In the first half we will have four 
consecutive panel sessions: the values turn in design - “soft issues” in RE and UCD; 
the design turn in applied ethics; values across disciplines; and values in industry. 
Panels will be led by representatives in the respective field. Each panel will be 
initiated by short presentations by authors of accepted papers followed by a 
discussion with all workshop participants. In the second part, we will create groups of 
4-5 participants with different backgrounds (RE, HCI and Ethics).  Each group will be 
given a design case to work on using tools and methods proposed by the participants. 
The aim will be to create an overview of people issues, values, soft issues and (long 
term) social aspects emerging from each design case. In a debriefing session we will 
share experiences (regarding the cases and tools used) from the group work with all 
participants. Participants who wish to present their work as posters or demos will be 
given the opportunity to do so during the breaks. 

4   Expected Outcomes 

We expect that the interdisciplinary collaboration in the workshop will lead to new 
ideas and more practical approaches to the inclusion of values in technology design. 
More specifically, an outcome of the workshop will be the publication of a volume of 
extended versions of work submitted to the workshop highlighting the state of the art 
in addressing values in design. Additionally, insights from the panel discussions and 
interdisciplinary work will form the basis for a number of publications in a special 
issue of the “Ethics and Information Technology” journal focusing combining 
existing approaches, and on new approaches that emerge from the workshop.  
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Gimeno, Jesús IV-483, IV-576
Ginn, Tim III-117
Giusti, Leonardo II-123
G�lomb, Przemys�law IV-170
Gomez-Aguilar, Diego IV-604
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González, Pascual III-1, IV-612, IV-665
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González-Deleito, Nicolás IV-636
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Heimgärtner, Rüdiger IV-738
Held, Theo IV-438
Helfenstein, Lukas E. IV-323
Helmes, John II-376
Hendley, Robert J. II-438
Hennig, Stefan III-610
Henwood, Flis II-73
Henze, Niels III-134, IV-564
Herdtweck, Christian I-412
Hervás, Raquel I-57
Heuten, Wilko II-640
Hirose, Michitaka I-83
Hiyama, Atsushi I-83
Hobson, Stacy F. I-233
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