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Preface

This volume contains the papers presented at the 14th International Conference
on Computer Analysis of Images and Patterns (CAIP 2011) held in Seville during
August 29–31, 2011.

The first CAIP conference was in 1985 in Berlin. Since then CAIP has been
organized biennially in different cities around Europe: Wismar, Leipzig, Dresden,
Budapest, Prague, Kiel, Ljubljana, Warsaw, Groningen, Versailles, Vienna and
Münster.

Following the spirit of the previous meetings, the 14th CAIP was conceived
as a period of active interaction among the participants, with emphasis on
exchanging ideas and on cooperation.

This year, 286 full scientific papers from 52 countries were submitted, of which
138 were accepted for presentation based on the positive scientific reviews. All
the papers have been revised by, at least, two reviewers and, most of them by
three.

The accepted papers were presented during the conference either as oral pre-
sentations or as posters in the single-track scientific program. Oral presentations
allowed the authors to reach a large number of participants, while posters al-
lowed for a more intense scientific interaction. We tried to continue the tradition
of CAIP in providing a forum for scientific exchange at a high-quality level.

Two internationally recognized speakers accepted our invitation to present a
stimulating research topic this year: Peter Sturm, INRIA Grenoble (France) and
Facundo Memoli, Stanford University (USA).

Indeed, these proceedings are divided into two volumes, 6854 and 6855, where
the index has been structured following the topics and program of the conference.

We are grateful for the great work realized by the Program Committee and
additional reviewers. We especially thank the PRIP and CATAM members, who
made a big effort to help.

We appreciate our sponsors for their direct and indirect financial support and
Springer for giving us the opportunity to continue publishing CAIP proceedings
in the LNCS series.

Finally, many thanks go to our local support team and, mainly, to Maŕıa
José Jiménez Rodŕıguez for her huge and careful work of supervision of almost
all the tasks of the Organizing Committee.

August 2011 Ainhoa Berciano
Daniel Diaz-Pernil
Walter Kropatsch

Helena Molina-Abril
Pedro Real
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Paulo André Vechiatto Miranda

Kernelising the Ihara Zeta Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
Furqan Aziz, Richard C. Wilson, and Edwin R. Hancock

A Hypergraph-Based Approach to Feature Selection . . . . . . . . . . . . . . . . . . 228
Zhihong Zhang and Edwin R. Hancock

Curves, Surfaces and Objects beyond 2 Dimensions

Hypersurface Fitting via Jacobian Nonlinear PCA on Riemannian
Space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

Jun Fujiki and Shotaro Akaho

A Robust Approach to Multi-feature Based Mesh Segmentation Using
Adaptive Density Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 244

Tilman Wekel and Olaf Hellwich

Shape Description by Bending Invariant Moments . . . . . . . . . . . . . . . . . . . . 253
Paul L. Rosin

Fast Shape Re-ranking with Neighborhood Induced Similarity
Measure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261

Chunyuan Li, Changxin Gao, Sirui Xing, and
Abdessamad Ben Hamza

Dynamic Radial Contour Extraction by Splitting Homogeneous
Areas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269

Christopher Malon and Eric Cosatto

Robust Hyperplane Fitting Based on k -th Power Deviation and
α-Quantile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 278

Jun Fujiki, Shotaro Akaho, Hideitsu Hino, and Noboru Murata



XX Table of Contents – Part I

Geo-topological Analysis of Images

Incremental-Decremental Algorithm for Computing AT-Models and
Persistent Homology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 286

Rocio Gonzalez-Diaz, Adrian Ion, Maria Jose Jimenez, and
Regina Poyatos

Persistent Betti Numbers for a Noise Tolerant Shape-Based Approach
to Image Retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 294

Patrizio Frosini and Claudia Landi

A Spanning Tree-Based Human Activity Prediction System Using Life
Logs from Depth Silhouette-Based Human Activity Recognition . . . . . . . 302

Md. Zia Uddin, Kyung Min Byun, Min Hyoung Cho, Soo Yeol Lee,
Gon Khang, and Tae-Seong Kim

Characterizing Obstacle-Avoiding Paths Using Cohomology Theory . . . . 310
Pawe�l D�lotko, Walter G. Kropatsch, and Hubert Wagner

MAESTRO: Making Art-Enabled Sketches through Randomized
Operations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 318

Subhro Roy, Rahul Chatterjee, Partha Bhowmick, and
Reinhard Klette

Kernel Methods

Improved Working Set Selection for LaRank . . . . . . . . . . . . . . . . . . . . . . . . . 327
Matthias Tuma and Christian Igel

Multi-task Learning via Non-sparse Multiple Kernel Learning . . . . . . . . . . 335
Wojciech Samek, Alexander Binder, and Motoaki Kawanabe

Multiple Random Subset-Kernel Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . 343
Kenji Nishida, Jun Fujiki, and Takio Kurita

Getting Robust Observation for Single Object Tracking: A Statistical
Kernel-Based Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 351

Mohd Asyraf Zulkifley and Bill Moran

Image and Video Indexing and Database Retrieval

Visual Words on Baggage X-Ray Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . 360
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Abstract. Several methods in data and shape analysis can be regarded
as transformations between metric spaces. Examples are hierarchical clus-
tering methods, the higher order constructions of computational persis-
tent topology, and several computational techniques that operate within
the context of data/shape matching under invariances.

Metric geometry, and in particular different variants of the Gromov-
Hausdorff distance provide a point of view which is applicable in different
scenarios. The underlying idea is to regard datasets as metric spaces,
or metric measure spaces (a.k.a. mm-spaces, which are metric spaces
enriched with probability measures), and then, crucially, at the same
time regard the collection of all datasets as a metric space in itself.
Variations of this point of view give rise to different taxonomies that
include several methods for extracting information from datasets.

Imposing metric structures on the collection of all datasets could be
regarded as a ”soft” construction. The classification of algorithms, or
the axiomatic characterization of them, could be achieved by imposing
the more ”rigid” category structures on the collection of all finite metric
spaces and demanding functoriality of the algorithms. In this case, one
would hope to single out all the algorithms that satisfy certain natural
conditions, which would clarify the landscape of available methods. We
describe how using this formalism leads to an axiomatic description of
many clustering algorithms, both flat and hierarchical.

Keywords: metric geometry, categories and functors, metric spaces,
Gromov-Hausdorff distance, Gromov-Wasserstein distance.

1 Introduction

Nowadays in the scientific community we are being asked to analyze and probe
large volumes of data with the hope that we may learn something about the
underlying phenomena producing these data. Questions such as “what is the
shape of data” are routinely formulated and partial answers to these usually
reveal interesting science.

An important goal of exploratory data analysis is to enable researchers to
obtain insights about the organization of datasets. Several algorithms have been
developed with the goal of discovering structure in data, and examples of the
different tasks these algorithms tackle are:

A. Berciano et al. (Eds.): CAIP 2011, Part II, LNCS 6855, pp. 1–33, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



2 F. Mémoli

– Visualization, parametrization of high dimensional data
– Registration/matching of datasets: how different are two given datasets?

what is a good correspondence between sub-parts of the datasets?
– What are the features present in the data? e.g. clustering, and number of

holes in the data.
– How to agglomerate/merge (partial) datasets?

Some of the standard concerns about the results produced by algorithms
that attempt to solve these tasks are: the dependence on a particular choice
of coordinates, the invariance to certain uninteresting deformations, the stabil-
ity/sensitivity to small perturbations, etc.

1.1 Visualization of Datasets

The projection pursuit method (see [42]) determines the linear projection on two
or three dimensional space which optimizes a certain criterion. It is frequently
very successful, and when it succeeds it produces a set in R

2 or R
3 which readily

visualizable. Other methods (Isomap [85], locally linear embedding [74], multi-
dimensional scaling [23]) attempt to find non-linear maps to Euclidean space
which preserve the distance functions on the data set to as high a degree as
possible. They also produce useful two and three dimensional versions of data
sets when they succeed.

Other interesting methods are the grand tour of Asimov [2], the parallel co-
ordinates of Inselberg [44], and the principal curves of Hastie and Stuetzle [38].

The Mapper algorithm [80] produces representations of data in a manner akin
to the Reeb graph [71] and is based on the idea of partial clustering and can
be considered as a hybrid method which combines the ability to parametrize
and visualize data, with the the ability to extract features, see Figure 1. This
algorithm has been used for shape matching tasks as well for studies of breast
cancer [65] and RNA [6]. The mapper algorithm is also closely related to the
cluster tree of Stuetzle [82].

1.2 Matching and Dissimilarity between Datasets

Measuring the dissimilarity between two objects is a task that is often performed
in data and shape analysis, and summaries or features from each of the objects
are typically compared to quantify this dissimilarity.

One important instance when computing the dissimilarity between is useful is
the comparison of the three dimensional shape of proteins following the underly-
ing scientific assumption that physically similar proteins have similar functional
properties [52].

The notion of zero-dissimilarity between data-sets can be dependent on the
application domain. For example, in object recognition, rigid motions specifically,
and more generally isometries, are often uninteresting and not important. The
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Fig. 1. A simplification of 3d models using the mapper algorithm [80]

same point applies to multidimensional data analysis, where particular choices
of the coordinate system should not affect the result of algorithms. Therefore,
the summaries/features extracted from the data must be insensitive to these
unimportant changes.

There exists a plethora of practical methods for object comparison and match-
ing, and most of them are based on comparing features. Given this rich and
disparate collection of available methods, it seems that in order to obtain a
deep understanding of the object matching problem and find possible avenues
of improvement, it is of great importance to discover and establish relation-
ships/connections between these methods. Theoretical understanding of these
methods and their relationships will lead to expressing conditions of validity of
each approach or family of approaches. This can no doubt help in

(a) guiding the choice of which method to use in a given practical application,
(b) deciding what parameters (if any) should be used for the particular method

chosen, and
(c) clearly determining what are the theoretical guarantees of a particular method

for the task at hand.
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1.3 Features

Often, data-sets can be difficult to comprehend. One example of this is the case
of high dimensional point clouds because our ability to visualize them is rather
limited. To deal with this situation, one must attempt to extract summaries
from the complicated data-set in order to capture robust global properties that
signal important qualitative features present, but not apparent, in the data.

The term feature typically applies to the result of applying a certain simplifica-
tion to a given dataset with the hope of retaining some useful information about
the original data. The aim is that after this simplification it would become easier
to quantify and/or visualize certain aspects of the dataset. Think for example of:

– computing the number of clusters in a given dataset, according to a given
algorithm (e.g. linkage based methods, spectral clustering, k-means, etc);

– obtaining a dendrogram: the result of applying a hierarchical clustering al-
gorithm to the data;

– computing the average distance to the barycenter of the dataset (assumed
to be embedded in Euclidean space);

– computing the average distance between all pairs of points in the dataset;
– computing a histogram of all the interpoint distances between pairs of points

in the dataset;
– computing persistent topology invariants of some filtration obtained from

the dataset [33,17,81].

In the area of shape analysis a few examples are: the size theory of Frosini and
collaborators [30,29,88,25,24,31]; the Reeb graph approach of Hilaga et al [39];
the spin images of Johnsson [49], the shape distributions of [68]; the canonical
forms of [28]; the Hamza-Krim approach [36]; the spectral approaches of [72,76];
the integral invariants of [58,69,21]; the shape contexts of [3].

The theoretical question of proving that a given family of features is indeed
able to signal proximity or similarity of objects in a reasonable way has hardly
been addressed. In particular, the degree to which two objects with similar fea-
tures are forced to be similar is in general does not seem to be well understood.

Conversely, one should ask the more basic question of whether the similarity
between two objects forces their features to be similar.

Stability of features. Thus, a problem of interest is studying the extent to
which a given feature is stable under perturbations of the dataset. In order to be
able to say something precise in this respect we introduce some mathematical
language.

To fix concepts we imagine that we have a collection D of all possible datasets,
and a collection F of all possible features. A feature map will be any map
f : D → F . Assume further that dD and dF are metrics or distance functions
on F and D, respectively. One says that f is quantitatively stable whenever one
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can find a non-decreasing function Ψ : [0,∞) → [0,∞) with Ψ(0) = 0 such that
for all X, Y ∈ D it holds that

dF (f(X), f(Y )) ≤ Ψ
(
dD(X, Y )

)
.

Note that this is stronger that the usual notion of continuity of maps, namely
that f(Xn) → f(X) as n ↑ ∞ whenever (Xn)n ⊂ D is a sequence of datasets
converging to X .

In subsequent sections of the paper we will describe instances of suitable
metric spaces (D, dD) and study the stability of different features.

2 Some Considerations

2.1 Importance of Stability and Classification of Algorithms

We claim that it would be desirable to elucidate the stability properties of the
main methods used in data analysis. The underlying situation is that the output
of data analysis algorithms are used in order to draw conclusions about the
phenomenon producing the data, hence it is of extreme importance to make sure
that these conclusions would not be grossly affected if the dataset were “noisy”
or “slightly perturbed”. In order to make sense of this question one needs to
ascribe mathematical meaning to “data”, “perturbations”, “algorithms”, etc.

In a similar vein, it would be clearly highly desirable to know what are the
theoretical properties enjoyed by the main algorithms used in data analysis (such
as clustering methods, for example). From a theoretical standpoint, it would be
very nice to be able to derive algorithms from a list of desirable or required
properties or axioms. In this respect, the works of Janowitz [47], Kleinberg [51],
and von Luxburg [90] are very prominent.

2.2 Stability and Matching: A Duality

Assuming that datasets X and Y in D are given, a natural way of comparing
them is to compute the dD distance between them (whatever that distance is).
Often times, however, features computed out of datasets constitute simpler struc-
tures than the datasets themselves, and as such, they are more readily amenable
to direct comparisons.

So, for a family of indices A consider here the stable family {fα, α ∈ A} of
feature maps fα : D → F , where α ∈ A and F is some feature space which is
metrized by the distance function dF . In line with the observation above, spaces
of features tend to have simpler structure than the space of datasets, and in
consequence the computation of dF usually appears to be simpler. This suggests
that in order to distinguish between two datasets X and Y one computes

ηA(X, Y ) := sup
α∈A

dF
(
fα(X), fα(Y )

)
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as a proxy for dD(X, Y ). This would be reasonable because since each of the
features fα, α ∈ A is stable, there exist functions Ψα such that

ηA(X, Y ) ≤ sup
α∈A

Ψα

(
dD(X, Y )

)
.

However, in order for this to be totally satisfactory it would be necessary to
establish in the reverse direction! For a given subclass of datasets O ⊂ D, the
main challenge is to find a stable family {fα, α ∈ A} that is rich enough so that
it will discriminate all objects in O: namely that if X, Y ∈ O and

fα(X) = fα(Y ) for all α ∈ A =⇒ X = Y .

In this respect the work of Olver [67], Boutin and Kemper [5] provide for example
families of features that are able to discriminate certain datasets under rigid
isometries. Other interesting and useful examples are ultrametric spaces, or in
more generality trees.

3 Datasets as Metric Spaces or Metric Measure Spaces

In many applications datasets can be represented as metric spaces (see Figure
2), that is, as a pair (X, dX) where dX : X × X → R

+ satisfies the three metric
properties: (a) dX(x, x′) = 0 if and only x = x′; (b) dX(x, x′) = dX(x′, x) for
all x, x′ ∈ X ; and (c) d(x, x′) ≤ dX(x, x′′) + dX(x′′, x′) for all x, x′, x′′ ∈ X .
Henceforth, G will denote the collection of all compact metric spaces.

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0 d12 d13 d14 . . .
d12 0 d23 d24 . . .
d13 d23 0 d34 . . .
d14 d24 d34 0 . . .
...

...
...

...
. . .

⎞

⎟
⎟
⎟
⎟
⎟
⎠

Fig. 2. Datasets as metric spaces: given the dataset, and a notion of “ruler”, one
induces a matrix containing the distance between all pairs of points; this distance is
application dependent

We introduce some notation: for a finite metric space (X, dX), its separation
is the number sep (X) := minx �=x′ dX(x, x′). For any compact X , its diameter
is diam (X) := maxx,x′ dX(x, x′).

For example in the case of Euclidean datasets, one has the following result:

Lemma 1 ([5]). Let X and Y be finite subsets of R
k s.t. there exists φ : X → Y

a bijection with ‖x − x′‖ = ‖φ(x) − φ(x′)‖ for all x, x′ ∈ X. Then, there exist a
rigid isometry Φ : R

d → R
d s.t. Y = Φ(X).
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This lemma implies that representing a Euclidean dataset (e.g. a protein, a
chemical compound, etc) as a metric space by endowing it with the ambient space
distance, one retains the original information up to ambient space isometries
(in this case, rotations, translations, and reflections). In particular, this is not
restrictive in any way, because anyhow in most conceivable cases one would not
want the output of an algorithm to depend on the coordinate system in which
the data is represented.

In the context of protein structure comparison, some ideas regarding the direct
comparison of distance matrices can be found for example in [40].

There are other types of datasets which are not Euclidean, but also fit in the
metric framework. One example is given by phylogenetic trees. Indeed, it is well
known [78] that trees are exactly those metric spaces (X, dX) that satisfy the
four point condition: for all x, y, z, w ∈ X

dX(x, y) + dX(z, w) ≤ max
(
dX(x, z) + dX(y, w), dX(x, w) + dX(z, y)

)
.

Another rich class of examples where the metric representation of objects
arises in problems in object recognition under invariance to bending transforma-
tions, see [55,28,63,64,12,41,70,11,9,10,8].

Fig. 3. Famous phylogenetic trees

mm-spaces. A metric measure space or mm-space for short, is a triple
(X, dX , μX) where (X, dX) is a metric space and μX is a Borel probability mea-
sure on X . In the finite case, μX reduces to a collection of non-negative weights,
one for each point x ∈ X , such that the sum of all weights equals 1. The in-
terpretation is that μX(x) measures the “importance” of x: points with zero
weight should not matter, points with lower values of the weight should be less
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prominent than points with larger values of the weight, etc. The representation
of objects as mm-spaces can thus incorporate more information than the purely
metric representation of data— when there is no application motivated choice
of weights one can resort to the giving the points the uniform distribution, that
is all points would have the same weight.

Henceforth, Gw will denote the collection of all compact mm-spaces.1

3.1 Equality of Datasets

What is the notion of equality between datasets? In the case when datasets
are represented as metric spaces, we declare that X, Y ∈ G are equal whenever
we cannot tell them apart by performing pairwise measurements of interpoint
distances. In mathematical language, in order to check whether X and Y are
equal we require that there be a surjective map φ : X → Y which preserves
distances and leaves no holes:

– dX(x, x′) = dY (φ(x), φ(x′)) for all x, x′ ∈ X ; and
– φ(X) = Y .

Such maps (when X and Y are compact) are necessarily bijective, and are called
isometries.

When datasets are represented as mm-spaces the notion of equality between
them must take into account the preservation of not only the pair-wise distance
information, but also that of the weights. One considers X, Y ∈ Gw to be equal,
whenever there exists an isometry φ : X → Y that also preserves the weights:
namely that (assume that X and Y are finite for simplicity) μX(x) = μY (φ(x)),
for all x ∈ X , see [60].

4 Metric Structures on Datasets

We now wish to produce a notion of distance between datasets that is not “too
rigid” and allows substantiating a picture such as that emerging from §2.2. We
will now describe the construction of distances in both G and Gw.

4.1 The Case of G
A suitable notion of distance between objects in G is the Gromov-Hausdorff
distance, which can be defined as follows. We first introduce the case of finite
objects and then explain the general construction.

Given objects X = {x1, . . . , xn} and Y = {y1, . . . , ym} with metrics dX and
dY , respectively, let R = ((rij)) ∈ {0, 1}n×m be such that

∑

i

rij ≥ 1 for all j and
∑

j

rij ≥ 1 for all i.

1 The sub-index w is meant to suggest “weighted metric spaces”.
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The interpretation is that any such binary matrix R represents a notion of friend-
ship between points in X and points in Y : namely, that xi and yj are friends if
and only if rij = 1. Notice that the conditions above imply that every point in
X has at least one friend in Y , and reciprocally, that every point in Y has at
least one friend in X .

Denote by R(X, Y ) the set of all such possible matrices, which we shall hence-
forth refer to as correspondences between X and Y .

Then, one defines the Gromov-Hausdorff distance between (X, dX) and (Y, dY )
as

dGH(X, Y ) :=
1
2

min
R

max
i,i′,j,j′

∣
∣dX(xi, xi′ ) − dX(xj , xj′)

∣
∣rijri′j′ ,

where the minimum is taken over R ∈ R(X, Y ).
The definition above has the interpretation that one is trying to match points

in X to points in Y in such a way that the metrics of X and Y are optimally
aligned.

The general case. In the full case of any pair of datasets X and Y (not
necessarily finite) in G, one needs to generalize the definition above. Let R(X, Y )
denote now the collection of all subsets R of the Cartesian product X × Y with
the property that the canonical coordinate projections π1 : X × Y → X and
π2 : X × Y → Y are surjective, when restricted to R.

Then the Gromov-Hausdorff distance between compact metric spaces X and
Y is defined as

dGH(X, Y ) :=
1
2

inf
R∈R(X,Y )

sup
(x,y),(x′,y′)∈R

∣
∣dX(x, x′) − dY (y, y′)

∣
∣. (1)

This definition indeed respects the notion of equality of objects that we put
forward in §3.1:

Theorem 1 ([35]). dGH is a metric on the isometry classes of G.

Another expression for the GH distance. Recall the definition of the Haus-
dorff distance between (closed) subsets A and B of a metric space (Z, dZ):

dZ
H

(
A, B

)
:= max

(
max
a∈A

min
b∈B

dZ(a, b), max
b∈B

min
a∈A

dZ(a, b)
)
.

Given compact metric spaces (X, dX) and (Y, dY ), consider all metrics d on
the disjoint union X � Y s.t.

– d(x, x′) = dX(x, x′), all x, x′ ∈ X ;
– d(y, y′) = dY (y, y′), all y, y′ ∈ Y .

Then, according to [13, Chapter 7]

dGH(X, Y ) := inf
d

d
(X�Y,d)
H

(
X, Y

)
,

where the infimum is taken over all the metrics d that satisfy the conditions
above.
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Remark 1. According to this formulation, computing the GH distance between
two finite metric spaces can be regarded as a distance matrix completion
problem. The functional is J(d) = max

(
maxx miny d(x, y), maxy minx d(x, y)

)

[60]. The number of constraints is roughly of order n3 for all the triangle in-
equalities, where n = |X | � |Y |.

Example: Euclidean datasets. Endowing objects embedded in R
d with the

(restricted) Euclidean metric makes the Gromov-Hausdorff distance invariant
under ambient rigid isometries [59]. In order to argue that similarity in the
Gromov-Hausdorff sense has a meaning which is compatible and comparable
with other notions of similarity that we have already come to accept as natural,
it is useful to look into the case of similarity of objects under rigid motions. One
of the most commonplace notions of rigid similarity is given by the Hausdorff
distance under rigid isometries [43] for which one has

Theorem 2 ([59]). Let X, Y ⊂ R
d be compact. Then

dGH((X, ‖ · ‖), (Y, ‖ · ‖)) ≤ inf
T

dR
d

H (X, T (Y )) ≤ cd · M 1
2 · (dGH((X, ‖ · ‖), (Y, ‖ · ‖))) 1

2 ,

where M = max(diam (X) ,diam (Y )) and cd is a constant that depends only
on d. The infimum over T above is taken amongst all Euclidean isometries.

Note that this theorem is a natural relaxation of the statement of Lemma 1.

4.2 The Case of Gw

Using ideas from mass transport it is possible to define a version of the Gromov-
Hausdorff distance that applies to datasets in Gw.

Fix a metric space (Z, dZ) and let P(Z) denote the collection of all the Borel
probability measures. For α, β ∈ P(Z), the Wasserstein distance (or order
p ≥ 1) on P(Z) is given by:

d
(Z,dZ )
W,p (α, β) :=

(∫∫

Z×Z

(
dZ(z, z′)

)p
μ(dz × dz′)

)1/p

,

where μ ∈ P(Z × Z) is a probability measure with marginals α and β. An
excellent reference for these concepts is the book of Villani [89].

An interpretation of this definition comes from thinking that one has a pile
of sand/dirt that must be moved from one location to another, where in the
destination one wants build something with this material, see Figure 4. In the
finite case (i.e. when all the probability measures are linear combinations of
deltas), μi,j encodes information about how much of the mass initially at xi

must be moved to xj , see Figure 4.
The Gromov-Wasserstein distance between mm-spaces X and Y is de-

fined as an optimal mass transportation problem on X � Y : for p ≥ 1
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z z

α β

zi j k

μ i,j

μ i,k

Fig. 4. An optimal mass transportation problem (in the Kantorovich formulation): the
pile of sand/dirt on the left must be moved to another location on the right with the
purpose of assembling a building or structure

dGW,p(X, Y ) := inf
d

d
(X�Y,d)
W,p (μX , μY ),

where as before d is a metric on X � Y gluing X and Y .
The definition above is due to Sturm [83]. Notice that the underlying optimiza-

tion problems that one needs to solve now are of continuous nature as opposed to
the combinatorial optimization problems yielded by the GH distance. Another
non-equivalent definition of the Gromov-Wasserstein distance is proposed in [60]
whose discretization is more tractable.

As we will see ahead, several features become stable in the GW sense.

4.3 Stability of Hierarchical Clustering Methods

Denote by P(X) the set of all partitions of the finite set X .
A dendrogram over a finite set X is a function θX : [0,∞) → P(X) with the

following properties:

1. θX(0) = {{x1}, . . . , {xn}}.
2. There exists t0 s.t. θX(t) is the single block partition for all t ≥ t0.
3. If r ≤ s then θX(r) refines θX(s).
4. For all r there exists ε > 0 s.t. θX(r) = θX(t) for t ∈ [r, r + ε].

Let D(X) denote the collection of all possible dendrograms over a given finite
set X .

Hierarchical clustering methods are maps H from the collection of all finite
metric spaces into the collection of all dendrograms, such that (X, dX) is mapped
into an element of D(X).

Standard examples of clustering methods are single, complete and average
linkage methods [46].

A question of great interest is whether any of these clustering methods is
stable to perturbations in the input metric spaces.

Linkage based agglomerative HC methods. Here we review the basic pro-
cedure of linkage based hierarchical clustering methods:
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Fig. 5. Complete Linkage is not stable to small perturbations in the metric. On the
left we show two metric spaces that are metrically very similar. To the right of each of
them we show their CL dendrogram outputs. Regardless of ε > 0, the two outputs are
always very dissimilar.

Assume (X, dX) is a given finite metric space. In this example, we use the
formulas for CL but the structure of the iterative procedure in this example is
common to all HC methods [46, Chapter 3]. Let θ be the dendrogram to be
constructed in this example.

1. Set X0 = X and D0 = dX and set θ(0) to be the partition of X into
singletons.

2. Search the matrix D0 for the smallest non-zero value, i.e. find δ0 = sep (X0) ,
and find all pairs of points

{
(xi1 , xj1 ), (xi2 , xj2) . . . , (xik

, xjk
)} at distance δ0

from eachother, i.e. d(xiα , xjα) = δ0 for all α = 1, 2, . . . , k, where one orders
the indices s.t. i1 < i2 < . . . < ik.

3. Merge the first pair of elements in that list, (xi1 , xj1), into a single group.
The procedure now removes (xi1 , xj1) from the initial set of points and adds a
point c to represent the cluster formed by both: define X1 =

(
X0\{xi1 , xj1}

)∪
{c}. Define the dissimilarity matrix D1 on X1×X1 by D1(a, b) = D0(a, b) for
all a, b �= c and D1(a, c) = D1(c, a) = max

(
D0(xi1 , a), D0(xj1 , a)

)
(this step

is the only one that depends on the choice corresponding to CL). Finally,
set

θ(δ) = {xi1 , xj1} ∪
⋃

i�=i1,j1

{xi}.

4. The construction of the dendrogram θ is completed by repeating the previous
steps until all points have been merged into a single cluster.

The tie breaking strategy used in step 3 results in the algorithm producing
different non-isomorphic outputs depending on the labeling of the points. This
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is undesirable, but can be remedied by defining certain versions of all the linkage
based HC methods that behave well under permutations [18] .

Unfortunately, even these “patched” versions of AL and CL fail to exhibit
stability, see Figure 5.

It turns out, however, that single linkage does enjoy stability. Before we phrase
the precise result we need to introduce the ultrametric representation of dendro-
grams. Furthermore, as we will see in 5, there’s a sense in which SLHC is the
only HC method that can be stable.

Dendrograms as ultrametric spaces. The representation of dendrograms as
ultrametrics is well known [48,37,46].

Theorem 3 ([18]). Given a finite set X, there is a bijection Ψ : D(X) →
U(X) between the collection D(X) of all dendrograms over X and the collection
U(X) of all ultrametrics over X such that for any dendrogram θ ∈ D(X) the
ultrametric Ψ(θ) over X generates the same hierarchical decomposition as θ, i.e.

(∗) for each r ≥ 0, x, x′ ∈ B ∈ θ(r) ⇐⇒ Ψ(θ)(x, x′) ≤ r.

Furthermore, this bijection is given by

Ψ(θ)(x, x′) = min{r ≥ 0|x, x′ belong to the same block of θ(r)}. (2)

See Figure 6.

x 1

x 2

x 3

x 4

r 1 r 2 r 3

uθ

x 1 x 2 x 3 x 4

x 1 0 r 1 r 3 r 3
x 2 r 1 0 r 3 r 3
x 3 r 3 r 3 0 r 2
x 4 r 3 r 3 r 2 0

Fig. 6. A graphical representation of a dendrogram θ over X = {x1, x2, x3, x3} and
the corresponding ultrametric uθ := Ψ(θ). Notice for example, that according to (2),
uθ(x1, x2) = r1 since r1 is the first value of the (scale) parameter for which x1 and x2

are merged into the same cluster. Similarly, since x1 and x3 are merged into the same
cluster for the first time when the parameter equals r3, then uθ(x1, x3) = r3.

Let U ⊂ G denote the collection of all (compact) ultrametric spaces. It fol-
lows from Theorem 3 that one can regard HC methods as maps H : G → U .
In particular [18], SLHC can be regarded as the map HSL that assigns (X, dX)
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with (X, uX), where uX is the maximal subdominant ultrametric relative to dX .
This is given as

uX(x, x′) := min
{

max
i=0,...,k−1

dX(xi, xi+1), s.t. x = x0, . . . , xk = x′
}

. (3)

Stability and convergence of SLHC. In contrast with the situation for
complete and average linkage HCMs, we have the following statement concerning
the quantitative stability of SLHC:

Theorem 4 ([18]). Let (X, dX) and (Y, dY ) be two finite metric spaces. Then,

dGH(HSL(X, dX), HSL(Y, dY )) ≤ dGH((X, dX), (Y, dY )).

Invoking the ultrametric representation of dendrograms and using Theorem 4,
[18] proves the following convergence result, see Figure 7.

Theorem 5. Let (Z, dZ , μZ) be an mm-space and write supp [μZ ] =
⋃

α∈A Z(α)

for a finite index set A and {Z(α)}α∈A a collection of disjoint, compact, path-
connected subsets of Z. Let (A, uA) be the ultrametric space where uA is the max-
imal subdominant ultrametric with respect to WA(α, α′) := minz∈Z(α),z′∈Z(α′)

dZ(z, z′), for α, α′ ∈ A.
For each n ∈ N, let Xn = {z1, z2, . . . , zn} be a collection of n indepen-

dent random variables (defined on some probability space Ω with values in Z)
with distribution μZ , and let dXn be the restriction of dZ to Xn × Xn. Then,
HSL(Xn, dXn) n−→ (A, uA) in the Gromov-Hausdorff sense μZ-almost surely.

4.4 Stability of Vietoris-Rips Barcodes

Much in the same way as standard flat clustering can be understood as the
zero-dimensional version of the notion of homology, hierarchical clustering can
be regarded as the zero-dimensional version of persistent homology [27].

The notion of Vietoris-Rips persistent barcodes provides a precise sense in
which the above statement is true. For a given finite metric space (X, dX) and
r ≥ 0, let Rr(X) denote the simplicial complex with vertex set X where σ =
[x0, x1, . . . , xk] ∈ Rr(X, dX) if and only if maxi,j dX(xi, xj) ≤ r. This is called
the Vietoris-Rips simplicial complex (with parameter r). Then, the family

R(X, dX) :=
{
Rr(X, dX), r ≥ 0

}

constitutes a filtration, in the sense that

Rr(X, dX) ⊆ Rs(X, dX), whenever s ≥ r.

In the sequel we may abbreviate Rr(X) for Rr(X, dX), and similarly for R(X).
Now, passing to homology with field coefficients, this inclusion gives rise to a
pair of vector spaces and a linear map between them:

φs
r : H∗(Rr(X) −→ H∗(Rs(X)).
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w13
w23<          <           +          <  w13 w23

w12

X

Fig. 7. Illustration of Theorem 5. Top: A space Z composed of 3 disjoint path connected
parts, Z(1), Z(2) and Z(3). The black dots are the points in the finite sample Xn. In the
figure, wij = WA(ai, aj), 1 ≤ i �= j ≤ 3. Bottom Left: The dendrogram representation
of (Xn, uXn) := HSL(Xn). Bottom Right: The dendrogram representation of (A,uA).
Note that uA(a1, a2) = w23, uA(a1, a3) = w13 and uA(a2, a3) = w23. As n → ∞,
(Xn, uXn) → (A, uA) a.s. in the Gromov-Hausdorff sense, see text for details.

In more detail, if 0 = α0 < α1 < . . . < αm = diam (X) are the distinct values
assumed by dX , then one obtains the persistent vector space:

H∗(Rα0(X))
φ1

0−→H∗(Rα1(X))
φ2

1−→ H∗(Rα2(X))
φ3

2−→ · · ·

· · · φm−1
m−2−→ H∗(Rαm−1(X))

φm
m−1−→ H∗(Rαm(X)).

It is well known [91] that there is a classification of such objects in terms of a
finite multisets of points in the extended plane R

2
, called the persistence diagram

of R(X), and denoted D∗R(X) which is contained in the union of the extended
diagonal Δ = {(x, x) : x ∈ R} and of the grid {α0, · · · , αm}×{α0, · · · , αm, α∞ =
+∞}. The multiplicity of the points of Δ is set to +∞, while the multiplicities
of the (αi, αj), 0 ≤ i < j ≤ +∞, are defined in terms of the ranks of the linear
transformations φj

i = φj
j−1 ◦ · · · ◦ φi+1

i [20].

The bottleneck distance d∞B (A, B) between two multisets in (R
2
, l∞) is the

quantity minγ maxp∈A ‖p−γ(p)‖∞, where γ ranges over all bijections from A to
B. Then, one obtains the following generalization of Theorem 4.

Theorem 6 ([20]). Let (X, dX) and (Y, dY ) be any two finite metric spaces.
Then for all k ≥ 0,

1
2
d∞B

(
DkR(X), DkR(Y )

) ≤ dGH(X, Y ).
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This type of results are of great importance for applications of the Vietoris-Rips
barcodes to data analysis.

4.5 Object Matching: More Details

Some features of mm-spaces. We define a few simple isomorphism invariants,
or features, of mm-spaces, many of which will be used in §4.5 to establish lower
bounds for the metrics we will impose on Gw. All the features we discuss below
have are routinely used in the data analysis and object matching communities.

Definition 1 (p-diameters). Given a mm-space (X, dX , μX) and p ∈ [1,∞]
we define its p-diameter as

diamp (X) :=
(∫

X

∫

X

(
dX(x, x′)

)p
μX(dx)μX(dx′)

)1/p

for 1 ≤ p < ∞.

Definition 2. Given p ∈ [1,∞] and an mm-space (X, dX , μX) we define the
p-eccentricity function of X as

sX,p : X → R
+ given by x �→

(∫

X

dX(x, x′)pμ(dx′)
)1/p

for 1 ≤ p < ∞.

Hamza and Krim proposed using eccentricity functions (with p = 2) for describ-
ing objects in [36]. Ideas similar to those proposed in [36] have been revisited
recently in [45]. See also Hilaga et al. [39]. Eccentricities are also routinely used
as part of topological data analysis algorithms such as mapper [80].

Definition 3 (Distribution of distances). To an mm-space (X, dX , μX) we
associate its distribution of distances:

fX : [0,diam (X)] → [0, 1] given by t �→ μX ⊗ μX

({(x, x′)|dX(x, x′) ≤ t}).
See Figure 8 and [5,68].

Definition 4 (Local distribution of distances). To a mm-space (X, dX , μX)
we associate its local distribution of distances defined by:

hX : X × [0,diam (X)] → [0, 1] given by (x, t) �→ μX

(
BX(x, t)

)
.

See Figure 9. The earliest use of an invariant of this type known to the author
is in the work of German researchers [4,50,1]. The so called shape context
[3,79,75,14] invariant is closely related to hX .

More similar to hX is the invariant proposed by Manay et al. in [58] in the
context of planar objects. This type of invariant has also been used for three
dimensional objects [21,32]. More recently, in the context of planar curves, similar
constructions have been analyzed in [7]. See also, [34].
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Fig. 8. Distribution of distances: from a dataset to the mm-space representation and
from it to the distribution of distances

Remark 2 (Local distribution of distances as a proxy for scalar curva-
ture). There is an interesting observation that in the class Riem ⊂ Gw of closed
Riemannian manifolds local distributions of distance are intimately related to
curvatures. Let M be an n-dimensional closed Riemannian manifold which we
regard as an mm-space by endowing it with the geodesic metric and with prob-
ability measure given by the normalized volume measure. Using the well known
expansion [77] of the Riemannian volume of a ball of radius t centered at x ∈ M
one finds:

hM (x, t) =
ωn(t)

Vol (M)

(
1 − SM (x)

6(n + 2)
t2 + O(t4)

)
,

where SM (x) is the scalar curvature of M at x, ωn(t) is the volume of a ball of
radius t in R

n and O(t4) is a term whose decay to 0 as t ↓ 0 is faster than t4.
One may then argue that local shape distributions play a role of generalized

notions of curvature.

Fig. 9. Local distribution of distances: from a dataset to the mm-space representation
and from it the local distribution of distances. To each point on the object one assigns
the distribution of distance from this point to all other points on the object.
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Precise bounds

Definition 5. For X, Y ∈ Gw define

FLB(X, Y ) :=
1
2

inf
μ∈M(μX ,μY )

(∫

X×Y

|sX,1(x) − sY,1(y)| μ(dx × dy)
)

;

SLB(X, Y ) :=
∫ ∞

0

|fX(t) − fY (t)| dt;

TLB(X, Y ) :=
1
2

min
μ∈M(μX ,μY )

∫

X×Y

(∫ ∞

0

∣
∣hX(x, t) − hY (y, t)

∣
∣ dt

)
μ(dx × dy).

For finite X and Y , computing the (exact) value of each of the quantities in the
definition reduces to solving linear programming problems [60].

We now can state the following theorem asserting the stability of the features
discussed in this section:

Theorem 7 ([60]). For all X, Y ∈ Gw, and all p ≥ 1

dGW,p(X, Y ) ≥
{

TLB(X, Y ) ≥ FLB(X, Y ) ≥ 1
2 |diam1 (X) − diam1 (Y ) |.

SLB(X, Y ).

Bounds of this type, besides establishing the quantitative stability of the differ-
ent intervening features, have the added usefulness that in practice they may be
utilized in layered comparison of objects: those bounds involving simpler invari-
ants are frequently easier to compute, whereas those involving more powerful
features most often require more effort. Furthermore, hierarchical bounds of this
nature that interconnect different approaches proposed in the literature allow
for a better understanding of the landscape of different existing techniques, see
Figure 10.

Fig. 10. Having a hierarchy (arrows should be read as ≥ symbols) of lower bounds such
the one suggested in the figure can help in matching tasks: the strategy that suggests
itself is to start the comparison using the weaker bounds and gradually increase the
complexity

Also, different families of lower bounds for the GH distance have recently been
found [61]; these incorporate features similar to those of [56,86].
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Spectral versions of the GH and GW distances. It is possible to obtain
a hierarchy of lower bounds similar to the ones above but in the context of
spectral methods [62], see Figure 12. The motivation comes from the so called
Varadhan’s Lemma: if X is a compact Riemannian manifold without boundary,
and kX denotes the heat kernel of X , then one has

Lemma 2 ([66]). For any compact Riemannian manifold without boundary X,

lim
t↓0

( − 4t lnkX(t, x, x′)
)

= d2
X(x, x′),

for all x, x′ ∈ X. Here dX(x, x′) is the geodesic distance between x and x′ on X.

The spectral representation of objects (see Figure 12), and in particular shapes
is interesting because it readily encodes a notion of scale. This scale parame-
ter (the t parameter in the heat kernel) permits reasoning about similarity of
shapes at different levels of “blurring” or “smoothing”, see Figure 11. A (still
not thoroughly satisfactory) interpretation of t as a scale parameter arises from
the following observations:

– For t ↓ 0+, kX(t, x, x) � (4πt)−d/2
(
1 + 1

6SX(x) + . . .
)
, where d is the di-

mension of X . Recall that SX is the scalar curvature— therefore for small
enough t, one sees local information about X .

– For t → ∞, kX(t, x, x′) → 1
Vol(X) . Hence, for large t all points “look the

same”.
– Pick n ∈ N and ε > 0 and let Lg = (R, g, λ) for g(x) = 1 + ε cos(2πxn),

then the homogenized metric is g = 1. Then, by results due to Tsuchida and
Davies [87,26] one has that

sup
x,x′∈R

∣
∣kg(t, x, x′) − kg(t, x, x′)

∣
∣ ≤ C

t
as t ↑ ∞.

Since for Riemannian manifolds X and Y , by Varadhan’s lemma, the heat
kernels kX and kY determine the geodesic metrics dX and dY , respectively, this
suggests defining spectral versions of the GH and GW distances. For each
p ≥ 1, one defines [62]

dspec
GW,p(X, Y ) :=

1
2

inf
μ

sup
t>0

Fp

(
kX(t, ·, ·), kY (t, ·, ·), μ)

,

where Fp is a certain functional that depends on both heat kernels and the mea-
sure coupling μ (see [62]).2 The interpretation is that one takes the supremum
over all t as way of choosing the most discriminative scale.

One has:

Theorem 8 ([62]). dspec
GW,p defines a metric on the collection of (isometry classes

of) Riemannian manifolds.

2 Here μ is a measure coupling between the normalized volume measures of X and Y .
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A large number of spectral features are quantitatively stable under dspec
GH

[62]. Examples are the spectrum of the Laplace-Beltrami operator [73], features
computed from the diffusion distance, [53,22], and the heat kernel signature [84].

A more precise framework for the geometric scales of subsets of R
d is worked

out in [54].

Fig. 11. A bumpy sphere at different levels of smoothing

5 Classification of Algorithms

In the next section, we will give a brief description of the theory of categories
and functors, an excellent reference for these ideas is [57].

5.1 Brief Overview of Categories and Functors

Categories are mathematical constructs that encode the nature of certain objects
of interest together with a set of admissible maps between them.

Definition 6. A category C consists of:

– A collection of objects ob(C) (e.g. sets, groups, vector spaces, etc.)
– For each pair of objects X, Y ∈ ob(C), a set

MorC(X, Y ), the morphisms from X to Y (e.g. maps of sets from X to Y ,
homomorphisms of groups from X to Y , linear transformations from X to
Y , etc. respectively)

– Composition operations:
◦ : MorC(X, Y ) × MorC(Y, Z) → MorC(X, Z), corresponding to composi-
tion of set maps, group homomorphisms, linear transformations, etc.

– For each object X ∈ C, a distinguished element idX ∈ MorC(X, X), called
the identity morphism.

The composition is assumed to be associative in the obvious sense, and for any
f ∈ MorC(X, Y ), it is assumed that idY ◦ f = f and f ◦ idX = f .

Definition 7 (C, a category of outputs of standard clustering schemes).
Let Y be a finite set, PY ∈ P(Y ), and f : X → Y be a set map. We define f∗(PY )
to be the partition of X whose blocks are the sets f−1(B) where B ranges over
the blocks of PY . We construct the category C of outputs of standard clustering
algorithms with ob(C) equal to all possible pairs (X, PX) where X is a finite
set and PX is a partition of X: PX ∈ P(X). For objects (X, PX) and (Y, PY )
one sets MorC

(
(X, PX), (Y, PY )

)
to be the set of all maps f : X → Y with the

property that PX is a refinement of f∗(PY ).
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Fig. 12. A physics based way of characterizing/measuring a shape. For each pair of
points x and x′ on the shape X, one heats a tiny area around point x to a very high
temperature in a very short interval of time around t = 0. Then, one measures the tem-
perature at point x′ for all later times and plots the resulting graph of the heat kernel
kX(t, x, x′) as a function of t. The knowledge of these graphs for all x, x′ ∈ X and t > 0
translates into knowledge of the heat kernel of X (the plot in the figure corresponds
to x �= x′). In contrast, one can think that a geometer’s way of characterizing the
shape would be via the use of a geodesic ruler that can be used for measuring distances
between all pairs of points on X, see Figure 2. According to Varadhan’s Lemma, both
approaches are equivalent in the sense that they both capture the same information
about X.

Example 1. Let X be any finite set, Y = {a, b} a set with two elements, and
PX a partition of X . Assume first that PY = {{a}, {b}} and let f : X → Y be
any map. Then, in order for f to be a morphism in MorC

(
(X, PX), (Y, PY )

)
it

is necessary that x and x′ be in different blocks of PX whenever f(x) �= f(x′).
Assume now that PY = {a, b} and g : Y → X . Then, the condition that g ∈
MorC

(
(Y, PY ), (X, PX)

)
requires that g(a) and g(b) be in the same block of PX .

We will also construct a category of persistent sets, which will constitute the
output of hierarchical clustering functors.

Definition 8 (P, a category of outputs of hierarchical clustering
schemes). Let (X, θX), (Y, θY ) be persistent sets. A map of sets f : X → Y
is said to be persistence preserving if for each r ∈ R, we have that θX(r) is a
refinement of f∗(θY (r)). We define a category P whose objects are persistent
sets, and where MorP((X, θX), (Y, θY )) consists of the set maps from X to Y
which are persistence preserving.
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Three categories of finite metric spaces. We will describe three cate-
gories Miso, Minj , and Mgen, whose collections of objects will all consist of
the collection of finite metric spaces M. For (X, dX) and (Y, dY ) in M, a map
f : X → Y is said to be distance non increasing if for all x, x′ ∈ X , we have
dY (f(x), f(x′)) ≤ dX(x, x′). It is easy to check that composition of distance
non-increasing maps are also distance non-increasing, and it is also clear that
idX is always distance non-increasing. We therefore have the category Mgen,
whose objects are finite metric spaces, and so that for any objects X and Y ,
MorMgen(X, Y ) is the set of distance non-increasing maps from X to Y . It is
clear that compositions of injective maps are injective, and that all identity
maps are injective, so we have the new category Minj , in which MorMinj (X, Y )
consists of the injective distance non-increasing maps. Finally, if (X, dX)
and (Y, dY ) are finite metric spaces, f : X → Y is an isometry if f is bijec-
tive and dY (f(x), f(x′)) = dX(x, x′) for all x and x′. It is clear that as above,
one can form a category Miso whose objects are finite metric spaces and whose
morphisms are the isometries. Furthermore, one has inclusions

Miso ⊆ Minj ⊆ Mgen (4)

of subcategories (defined as in [57]). Note that although the inclusions are bijec-
tions on object sets, they are proper inclusions on morphism sets.

Remark 3. The category Mgen is special in that for any pair of finite metric
spaces X and Y , MorMgen(X, Y ) �= ∅. Indeed, pick y0 ∈ Y and define φ : X → Y
by x �→ y0 for all x ∈ X . Clearly, φ ∈ MorMgen(X, Y ). This is not the case for
Minj since in order for MorMinj (X, Y ) �= ∅ to hold it is necessary (but not
sufficient in general) that |Y | ≥ |X |.

Functors and functoriality. Next we introduce the key concept in our discus-
sion, that of a functor. We give the formal definition first, and several examples
will appear as different constructions that we use in the paper.

Definition 9 (Functor). Let C and D be categories. Then a functor from C
to D consists of:

– A map of sets F : ob(C) → ob(D).
– For every pair of objects X, Y ∈ C a map of sets Φ(X, Y ) : MorC(X, Y ) →

MorD(FX, FY ) so that
1. Φ(X, X)(idX) = idF (X) for all X ∈ ob(C), and
2. Φ(X, Z)(g ◦ f) = Φ(Y, Z)(g) ◦ Φ(X, Y )(f) for all f ∈ MorC(X, Y ) and

g ∈ MorC(Y, Z).

Given a category C, an endofunctor on C is any functor F : C → C.

Remark 4. In the interest of clarity, we will always refer to the pair (F, Φ) with
a single letter F . See diagram (6) below for an example.
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Example 2 (Scaling functor). For any λ > 0 we define an endofunctor σλ :
Mgen → Mgen on objects by σλ(X, dX) = (X, λ · dX) and on morphisms by
σλ(f) = f . One easily verifies that if f satisfies the conditions for being a mor-
phism in Mgen from (X, dX) to (Y, dY ), then it readily satisfies the conditions of
being a morphism from (X, λ ·dX) to (Y, λ ·dY ). Clearly, σλ can also be regarded
as an endofunctor in Miso and Minj .

Similarly, we define a functor sλ : P → P by setting sλ(X, θX) = (X, θλ
X),

where θλ
X(r) = θX( r

λ ).

5.2 Clustering Algorithms as Functors

The notion of categories, functors and functoriality provide useful framework for
studying algorithms. One first defines a class of input objects I and also a class
of output objects O. Moreover, one associates to each of these classes a class of
natural maps, the morphisms, between objects, making them into categories I
and O. For the problem of HC for example, the input class is the set of finite
metric spaces and the output class is that of dendrograms. An algorithm is to
be regarded as a functor between a category of input objects and a category of
output objects.

An algorithm will therefore be a procedure that assigns to each I ∈ I an
output OI ∈ O with the further property that it respects relations between
objects in the following sense. Assume I, I ′ ∈ I such that there is a “natural
map” f : I → I ′. Then, the algorithm has to have the property that the relation
between OI and OI′ has to be represented by a natural map for output objects.

Remark 5. Assume that I is such that MorI(X, Y ) = ∅ for all X, Y ∈ I with
X �= Y . In this case, since there are no morphisms between input objects any
functor A : I → O can be specified arbitrarily on each X ∈ ob(O). It is much
more interesting and arguably more useful to consider categories with non-empty
morphism sets.

More precisely. We view any given clustering scheme as a procedure which
takes as input a finite metric space (X, dX), and delivers as output either an
object in C or P :

– Standard clustering: a pair (X, PX) where PX is a partition of X . Such
a pair is an object in the category C.

– Hierarchical clustering: a pair (X, θX) where θX is a persistent set over
X . Such a pair is an object in the category P .

The concept of functoriality refers to the additional condition that the clus-
tering procedure should map a pair of input objects into a pair of output objects
in a manner which is consistent with respect to the morphisms attached to the
input and output spaces. When this happens, we say that the clustering scheme
is functorial. This notion of consistency is made precise in Definition 9 and
described by diagram (6). Let M stand for any of Mgen, Minj or Miso.

According to Definition 9, in order to view a standard clustering scheme as a
functor C : M → C we need to specify:
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(1) how it maps objects of M (finite metric spaces) into objects of C, and
(2) how a morphism f : (X, dX) → (Y, dY ) between two objects (X, dX) and

(Y, dY ) in the input category M induces a map in the output category C,
see diagram (6).

(X, dX)

C

��

f �� (Y, dY )

C

��
(X, PX)

C(f) �� (Y, PY )

(5)

Similarly, in order to view a hierarchical clustering scheme as a functor H :
M → P we need to specify:

(1) how it maps objects of M (finite metric spaces) into objects of P , and
(2) how a morphism f : (X, dX) → (Y, dY ) between two objects (X, dX) and

(Y, dY ) in the input category M induces a map in the output category P ,
see diagram (6).

(X, dX)

H

��

f �� (Y, dY )

H

��
(X, θX)

H(f) �� (Y, θY )

(6)

Precise constructions will be discussed ahead.
We have 3 possible “input” categories ordered by inclusion (4). The idea is that

studying functoriality over a larger category will be more stringent/demanding
than requiring functoriality over a smaller one. We will consider different clus-
tering algorithms and study whether they are functorial over our choice of the
input category. The least demanding one, Miso basically enforces that clustering
schemes are not dependent on the way points are labeled.

We will describe uniqueness results for functoriality over the most stringent
category Mgen, and also explain how relaxing the conditions imposed by the
morphisms in Mgen, namely, by restricting ourselves to the smaller but inter-
mediate category Minj , one allows more functorial clustering algorithms.

5.3 Results for Standard Clustering

Let (X, dX) be a finite metric space. For each r ≥ 0 we define the equivalence
relation ∼r on X given by x ∼r x′ if and only if there exist x0, x1, . . . , xk ∈ X
with x = x0, x′ = xk and dX(xi, xi+1) ≤ r for all i = 0, 1, . . . , k − 1.

Definition 10. For each δ > 0 we define the Vietoris-Rips clustering func-
tor

Rδ : Mgen → C

as follows. For a finite metric space (X, dX), we set Rδ(X, dX) to be (X, PX(δ)),
where PX(δ) is the partition of X associated to the equivalence relation ∼δ. We
define how Rδ acts on maps f : (X, dX) → (Y, dY ): Rδ(f) is simply the set map
f regarded as a morphism from (X, PX(δ)) to (Y, PY (δ)) in C.
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The Vietoris-Rips functor is actually just single linkage clustering as it is
well known, see [15,18].

By restricting Rδ to the subcategories Miso and Minj , we obtain functors
Riso

δ : Miso → C and Rinj
δ : Minj → C. We will denote all these functors by Rδ

when there is no ambiguity.
It can be seen [19] that the Vietoris-Rips functor is surjective: Among the

desirable conditions singled out by Kleinberg [51], one has that of surjectivity
(which he referred to as “richness”). Given a finite set X and PX ∈ P(X),
surjectivity calls for the existence of a metric dX on X such that Rδ(X, dX) =
(X, PX).

For M being any one of our choices Miso, Minj or Mgen, a clustering func-
tor in this context will be denoted by C : M → C. Excisiveness of a clustering
functor refers to the property that once a finite metric space has been parti-
tioned by the clustering procedure, it should not be further split by subsequent
applications of the same algorithm.

Definition 11 (Excisive clustering functors). We say that a clustering
functor C is excisive if for all (X, dX) ∈ ob(M), if we write C(X, dX) =
(X, {Xα}α∈A), then

C
(
Xα, dX |Xα×Xα

)
= (Xα, {Xα}) for all α ∈ A.

It can be seen that the Vietoris-Rips functor is excisive.
However, there exist non-excisive clustering functors in Minj .

Example 3 (A non-excisive functor in Minj). For each finite metric space
X let ηX := (sep (X))−1. Consider the clustering functor R̂ : Minj → C defined
as follows: for a finite metric space (X, dX), we define R̂(X, dX) to be (X, P̂X),
where P̂X is the partition of X associated to the equivalence relation ∼ηX on
X . That R̂ is a functor follows from the fact that whenever φ ∈ MorMinj (X, Y )
and x ∼ηX x′, then φ(x) ∼ηY φ(x′).

Now, the functor R̂ is not excisive in general. An explicit example is the
following: Consider the metric space (X, dX) depicted in Figure 13, where the
metric is given by the graph metric on the underlying graph. Note that sep (X) =
1/2 and thus ηX = 2. We then find that R̂(X, dX) = (X, {{A, B, C}, {D, E}}).
Let (Y, dY ) =

(
{A, B, C},

(
0 2 3
2 0 1
3 1 0

))
. Then, sep (Y ) = 1 and hence ηY = 1.

Therefore,

R̂
(
{A, B, C},

(
0 2 3
2 0 1
3 1 0

))
= ({A, B, C}, {A, {B, C}}),

and we see that {A, B, C} gets further partitioned by R̂.

It is interesting to point out that the similar constructions of a non-excisive
functor in Mgen would not work, see [19].
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Fig. 13. Metric space used to prove that the functor R̂ : Minj → C is not excisive.
The metric is given by the graph distance on the graph.

The case ofMiso One can easily describe allMiso-functorial clustering schemes.
Let I denote the collection of all isometry classes of finite metric spaces. For each
ζ ∈ I let (Xζ , dXζ

) denote an element of the class ζ, Gζ the isometry group of
(Xζ , dXζ

), and Ξζ the set of all fixed points of the action of Gζ on P(Xζ).

Theorem 9 (Classification of Miso-functorial clustering schemes, [19]).
Any Miso-functorial clustering scheme determines a choice of pζ ∈ Ξζ for each
ζ ∈ I, and conversely, a choice of pζ for each ζ ∈ I determines an Miso-
functorial scheme.

Representable Clustering Functors. In what follows, M is either of Minj

or Mgen. For each δ > 0 the Vietoris-Rips functor Rδ : M → C can be de-
scribed in an alternative way. A first trivial observation is that the condition that
x, x′ ∈ X satisfy dX(x, x′) ≤ δ is equivalent to requiring the existence of a map
f ∈ MorM(Δ2(δ), X) with {x, x′} ⊂ Im(f). Using this, we can reformulate the
condition that x ∼δ x′ by the requirement that there exist z0, z1, . . . , zk ∈ X with
z0 = x, zk = x′, and f1, f2, . . . , fk ∈ MorM(Δ2(δ), X) with {xi−1, xi} ⊂ Im(fi)
∀i = 1, 2, . . . , k. Informally, this points to the interpretation that {Δ2(δ)} is the
“parameter” in a “generative model” for Rδ.

This suggests considering more general clustering functors constructed in the
following manner. Let Ω be any fixed collection of finite metric spaces. Define a
clustering functor

CΩ : M → C
as follows: let (X, d) ∈ ob(M) and write CΩ(X, d) = (X, {Xα}α∈A). One declares
that points x and x′ belong to the same block Xα if and only if there exist

– a sequence of points z0, . . . , zk ∈ X with z0 = x and zk = x′,
– a sequence of metric spaces ω1, . . . , ωk ∈ Ω and
– for each i = 1, . . . , k, pairs of points (αi, βi) ∈ ωi and morphisms fi ∈

MorM(wi, X) s.t. fi(αi) = zi−1 and fi(βi) = zi.

Also, we declare that CΩ(f) = f on morphisms f . Notice that above one can
assume that z0, z1, . . . , zk all belong to Xα.

Definition 12. We say that a clustering functor C is representable whenever
there exists a collection of finite metric spaces Ω such that C = CΩ. In this case,
we say that C is represented by Ω. We say that C is finitely representable
whenever C = CΩ for some finite collection of finite metric spaces Ω.
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As we saw above, the Vietoris-Rips functor Rδ is (finitely) represented by
{Δ2(δ)}.

Representability and excisiveness. Notice that excisiveness is an axiomatic
statement whereas representability asserts existence of generative model for the
clustering functor, and interestingly they are equivalent.

Theorem 10 ([19]). Let M be either of Minj or Mgen. Then any clustering
functor on M is excisive if and only if it is representable.

A factorization theorem. For a given collection Ω of finite metric spaces let

TΩ : M → M (7)

be the endofunctor that assigns to each finite metric space (X, dX) the metric
space (X, dΩ

X) with the same underlying set and metric dΩ
X given by the maximal

metric bounded above by WΩ
X , where WΩ

X : X × X → R+ is given by

(x, x′) �→ inf
{
λ > 0| ∃w ∈ Ω andφ ∈ MorM(λ · ω, X)with {x, x′} ⊂ Im(φ)

}
,
(8)

for x �= x′, and by 0 on diag(X×X). Above we assume that the inf over the empty
set equals +∞. Note that WΩ

X (x, x′) < ∞ for all x, x′ ∈ X as long as |ω| ≤ |X |
for some ω ∈ Ω. Also, WΩ

X (x, x′) = ∞ for all x �= x′ when |X | < inf{|ω|, ω ∈ Ω}.
Theorem 11 ([19]). Let M be either Mgen or Minj and C be any M-functorial
finitely representable clustering functor represented by some Ω ⊂ M. Then, C =
R1 ◦ TΩ.

This theorem implies that all finitely representable clustering functors in Mgen

and Minj arise as the composition of the Vietoris-Rips functor with a functor
that changes the metric.

A Uniqueness theorem for Mgen. In Mgen clustering functors are very
restricted, as reflected by the following theorem.

Theorem 12 ([19]). Assume that C : Mgen → C is a clustering functor for
which there exists δC > 0 with the property that

– C(Δ2(δ)) is in one piece for all δ ∈ [0, δC], and
– C(Δ2(δ)) is in two pieces for all δ > δC.

Then, C is the Vietoris-Rips functor with parameter δC. i.e. C = RδC
.

Recall that the Vietoris-Rips functor is excisive.

Scale invariance in Mgen and Minj . It is interesting to consider the effect
of imposing Kleinberg’s scale invariance axiom on Mgen-functorial and Minj-
functorial clustering schemes. It turns out that in Mgen there are only two
possible clustering schemes enjoying scale invariance, which turn out to be the
trivial ones:
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Theorem 13 ([19]). Let C : Mgen → C be a clustering functor s.t. C ◦ σλ = C
for all λ > 0. Then, either

– C assigns to each finite metric space X the partition of X into singletons, or
– C assigns to each finite metric the partition with only one block.

By refining the proof of the previous theorem, we find that the behavior of any
Minj-functorial clustering functor is also severely restricted [19].

5.4 Results for Hierarchical Clustering

Example 4 (A hierarchical version of the Vietoris-Rips functor). We
define a functor

R : Mgen → P
as follows. For a finite metric space (X, dX), we define (X, dX) to be the per-
sistent set (X, θVR

X ), where θVR
X (r) is the partition associated to the equivalence

relation ∼r. This is clearly an object in P . We also define how R acts on maps
f : (X, dX) → (Y, dY ): The value of R(f) is simply the set map f regarded as
a morphism from (X, θVR

X ) to (Y, θVR
Y ) in P. That it is a morphism in P is easy

to check.
Clearly, this functor implements the hierarchical version of single linkage clus-

tering in the sense that for each δ ≥ 0, if one writes Rδ(X, dX) = (X, PX(δ)),
then PX(δ) = θVR

X (δ).

Functoriality over Mgen: A uniqueness theorem. We have a theorem of
the same flavor as the main theorem of [51], except that one obtains existence
and uniqueness on Mgen instead of impossibility in our context.

Theorem 14 ([15]). Let H : Mgen → P be a hierarchical clustering functor
which satisfies the following conditions.

(I) Let α : Mgen → Sets and β : P → Sets be the forgetful functors (X, dX) →
X and (X, θX) → X, which forget the metric and persistent set respectively,
and only “remember” the underlying sets X. Then we assume that β ◦ H = α.
This means that the underlying set of the persistent set associated to a metric
space is just the underlying set of the metric space.

(II) For δ ≥ 0 let Δ2(δ) = ({p, q}, ( 0 δ
δ 0

)
) denote the two point metric space with

underlying set {p, q}, and where dist(p, q) = δ. Then H(Δ2(δ)) is the persis-
tent set ({p, q}, θΔ2(δ)) whose underlying set is {p, q} and where θΔ2(δ)(t) is
the partition with one element blocks when t < δ and is the partition with a
single two point block when t ≥ δ.

(III) Write H(X, dX) = (X, θH), then for any t < sep (X), the partition θH(t)
is the discrete partition with one element blocks.

Then H is equal to the functor R.



Metric Structures on Datasets: Stability and Classification of Algorithms 29

Extensions. There are extensions of the ideas described in previous sections
that induce functorial clustering algorithms that are more sensitive to density,
see [16,19].

6 Discussion

Imposing metric and or category structures on collections of datasets is useful.
Doing this enables organizing the landscape composed by several algorithms
commonly used in data analysis. With this in mind is possible to reason about
the well posedness of some of these algorithms, and furthermore, one is able to
infer new algorithms for solving data and shape analysis tasks.

Acknowledgements. This work was supported by DARPA grant number
HR0011-05-1-0007 and ONR grant number N00014-09-1-0783.
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Abstract. Embedding biometric templates as image-dependent water-
mark information in semi-fragile watermark embedding is proposed. Ex-
periments in an iris recognition environment show that the embedded
templates can be used to verify sample data integrity and may serve
additionally to increase robustness in the biometric recognition process.

1 Introduction

There has been a lot of work done during the last years proposing watermarking
techniques to enhance biometric systems security in some way (see [4] for our
recent survey on the topic). Major application scenarios include biometric wa-
termarking (where biometric templates are embedded as “message” as opposed
to classical copyright information), sample data replay prevention (by robustly
watermarking once acquired sample data), covert biometric data communica-
tion (by steganographic techniques), and employing WM is a means of tightly
coupled transport of sample data and embedded (template or general purpose
authentication) data for multibiometric or two-factor authentication schemes,
respectively.

In this work we consider the application scenario where the aim of WM is to
ensure the integrity and authenticity of the sample data acquisition and trans-
mission process. During data acquisition, the sensor (i.e. camera) embeds a wa-
termark into the acquired sample image before transmitting it to the feature
extraction module. The feature extraction module only proceeds with its tasks
if the WM can be extracted correctly (which means that (a) the data has not
been tampered with and (b) the origin of the data is the correct sensor).

Attack. An attacker aims at inserting the WM in order to mimic correctly
acquired sensor data or to manipulate sample data without affecting the
WM.

WM properties and content. The WM needs to be unique in the sense that
it has to uniquely identify the sensor. Resistance against a WM insertion
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attack can be achieved by sensor-key dependent embedding. Since the water-
marking scheme has to be able to detect image manipulations, (semi-)fragile
embedding techniques are the method of choice. Especially in semi-fragile
watermarking it was found to be highly advantageous to embed image-
dependent watermark data in order to prevent copy attacks. WM extraction
should be blind.

Crypto alternative. Classical authentication protocols can be used to secure
the communication between sensor and feature extraction module – a digital
signature signed with the private key of the acquisition device can ensure the
authenticity of the sensor and the integrity of the image data. However, this
approach cannot provide robustness and no information about tampering
locations is obtained.

Yeung et al. [9] propose a fragile watermarking technique to add the ability for
integrity verification of the captured fingerprint images against altering during
transmission or in a database. Ratha et al. [8] propose to embed a response to an
authentication challenge sent out by a server into a WSQ compressed fingerprint
image in order to authenticate the sensor capturing the fingerprint image. If the
(fragile) watermark cannot be extracted, either the image has been tampered
with or the image does not come from the correct sensing device.

Also, semi-fragile watermarking has been suggested to verify authenticity of
biometric sample data. PCA features are used as embedded data in [7], while [1]
proposes the embedding of robust signatures into fingerprint images.

Finally, dual WM techniques have been proposed applying two different em-
bedding techniques concurrently. The first technique in [6] is used for checking
integrity on a block level using CRC checks, the second provides reversible wa-
termarking in case the first technique rates the sample as being authentic. Two
different embedding techniques (a semi-fragile and a robust one) for embedding
both, a sample image dependent signature as well as a template of a different
modality are proposed by Komninos et al. [5].

In this paper we focus on protecting the transmission of sample data from
the sensor to the feature extraction module employing a specific semi-fragile
watermarking technique. In particular, we propose to embed biometric template
data instead of general purpose watermark information which can then be used in
the matching process in addition to checking integrity. In Section 2, we introduce
the template-embedding based semi-fragile watermarking approach and discuss
its properties. Section 3 presents experiments where the proposed concept is
evaluated in the context of iris recognition using a variant of a well known
watermark embedding scheme. Section 4 concludes the paper.

2 Semi-fragile Watermarking by Template Self
Embedding

In the context of biometrics, we propose to embed template data as semi-fragile
WM information instead of general purpose image descriptors as used in classical
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semi-fragile WM schemes [2]. This is sensible since on the one hand template data
are of course image dependent data and therefore are able to prevent WM copy
attacks or similar. On the other hand, in case of tampering or other significant
data manipulations, the aim is not to reconstruct the sample data at first hand,
but to be able to generate template data from the sample data required for
matching. So data for reconstructing the sample data is suggested to be replaced
by data for directly generating template data. In the following, we describe the
WM embedding and extraction processes:

1. From the acquired sample data, a template is extracted.
2. The template is embedded into the sample data employing a semi-fragile

embedding technique (this template is referred to as “template watermark”
subsequently).

3. The data is sent to the feature extraction and matching module.
4. At the feature extraction module, the template watermark template is ex-

tracted, and is compared to the template extracted from the sample (de-
noted simply as “template” in the following). In this way, the integrity of
the transmitted sample data is ensured when there is sufficient correspon-
dence between the two templates. In case of a biometric system operating
in verification mode the template watermark can also be compared to the
template in the database corresponding to the claimed identity (denoted
“database template” in the following).

5. Finally, in case the integrity of the data has been proven, the watermark
template and the template are used in the matching process, granting access
if the similarity to the database template(s) is high enough.

When comparing this approach to previous techniques proposed in literature,
we notice the following differences / advantages: As opposed to techniques em-
ploying robust template embedding watermarking (e.g. as proposed for enabling
tightly coupled transport of sample and template data of different modalities),
the proposed scheme can ensure sample data integrity. The importance of this
property has been recently demonstrated [3] in an attack against robust embed-
ding schemes used in the multibiometric and two-factor authentication scenarios.
As opposed to techniques employing arbitrary (semi-)fragile watermarks for in-
tegrity protection (instead of the template watermark used here), the template
watermark data can be used to provide a more robust matching process after
data integrity has been assured.

However, some issues need to be investigated with respect to the proposed
scheme (which will be done in the experiments):

– Does integrity verification indeed work in a robust manner ?
– What is the impact of the embedded template watermark on the recognition

performance using the template for matching only ?
– Can a combination of template watermark and template result in more ro-

bustness in an actual matching process ?
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3 Experiments in the Case of Iris Recognition

3.1 Iris Recognition and Iris Databases

The employed iris recognition system is Libor Masek’s Matlab implementation1

of a 1-D version of the Daugman iris recognition algorithm. First, this algorithm
segments the eye image into the iris and the remainder of the image. Iris image
texture is mapped to polar coordinates resulting in a rectangular patch which
is denoted “polar image”. For feature extraction, a row-wise convolution with
a complex Log-Gabor filter is performed on the polar image pixels. The phase
angle of the resulting complex value for each pixel is discretized into 2 bits. The
2 bit of phase information are used to generate a binary code. After extracting
the features of the iris, considering translation, rotations, and disturbed regions
in the iris (a noise mask is generated), the algorithm outputs the similarity score
by giving the Hamming distance between two extracted templates.

The following three datasets are used in the experiments:

CASIAv3 Interval database2 consists of 2639 images with 320×280 pixels in
8 bit grayscale .jpeg format, out of which 500 images have been used in the
experiments.

MMU database3 consists of 450 images with 320×240 pixels in 24 bit grayscale
.bmp format, all images have been used in the experiments.

UBIRIS database4 consists of 1876 images with 200×150 pixels in 24 bit colour
.jpeg format, out of which 318 images have been used in the experiments.

3.2 The Watermarking Scheme

As the baseline system, we employ the fragile watermarking scheme as developed
by Yeung et. al and investigated in the context of fingerprint recognition [9]. For
this algorithm, the watermark embedded is binary and padded to the size of
the host image. Subsequently, the WM is embedded into each pixel according to
some key information. As a consequence, the WM capacity is 89600, 76800, and
30000 bits for CASIAv3, MMU, and UBIRIS, respectively.

Since this technique is a fragile WM scheme, no robustness against any im-
age manipulations can be expected of course. However, the usually smaller size
of biometric templates can be exploited to embed the template in redundant
manner, i.e. we embed the template several times. After the extraction process,
all template watermarks are used in a majority voting scheme which constructs
a “master” template watermark. We expect to result in higher robustness as
compared to the original algorithm due to redundant embedding leading to an
overall quasi semi-fragile WM scheme for the watermark templates. In our im-
plementation, the iris code consists of 9600 bits, therefore, we can embed 9, 8,

1 http://www.csse.uwa.edu.au/~pk/studentprojects/libor/sourcecode.html
2 http://www.cbsr.ia.ac.cn/IrisDatabase.htm/
3 http://pesona.mmu.edu.my/~ccteo/
4 http://www.di.ubi.pt/~hugomcp/investigacao.htm
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and 3 templates into images from the CASIAv3, MMU, and UBIRIS databases,
respectively.

Note that instead of this embedding scheme, any semi-fragile WM scheme [2]
with sufficient capacity to embed template information can be employed.

3.3 Experimental Results

As first topic, we investigate integrity verification under conditions which re-
quire robustness properties. As “attacks” against the sample data with embed-
ded WM, we consider mean filtering, noise addition, and JPEG compression. As
a first scenario S1 (restricted to the verification scenario), comparison between
extracted template WM and database (DB) template is covered. We consider
the case that 5 different templates are stored in the database out of which a
single database template is generated by majority coding like explained before
in the case of the template WM. Table 1 (left) shows the bit error rate (BER)
for the different attacks considered. The second scenario S2 is the comparison
between extracted template WM and the template extracted from the water-
marked sample data the results of which are shown in Table 1 (right).

Table 1. BER for seven different attacks

DB template vs. template template WM vs. template

Attack CASIAv3 MMU UBIRIS CASIAv3 MMU UBIRIS

No attack 0.21 0.23 0.19 0.14 0.06 0.07

Mean filtering 0.49 0.50 0.50 0.49 0.50 0.50

Gaussian Noise N = 0.0005 0.21 0.23 0.19 0.14 0.06 0.07

Gaussian Noise N = 0.001 0.21 0.23 0.19 0.14 0.06 0.07

JPEG Q100 0.21 0.23 0.19 0.14 0.06 0.08

JPEG Q99 0.21 0.24 0.22 0.14 0.07 0.11

JPEG Q98 0.25 0.30 0.32 0.20 0.18 0.26

JPEG Q95 0.41 0.45 0.45 0.39 0.41 0.44

The first thing to note is that even without attack, BER is clearly above
zero. For S2 this effect is solely due to the influence the embedded WM has on
the extracted template - obviously the WM changes the sample in a way that
about 10% of the bits are altered. For S1 the differences are higher which is clear
since the DB template is constructed from several distinct templates. We have
to consider that a typical decision threshold value for the iris recognition system
in use is at a BER in [0.3, 0.35]. When taking this into account, the extent of
template similarity is of course enough to decide on proven sample integrity. For
both S1 and S2, adding noise and applying JPEG compression with quality set
to 100 (Q100) does not change the BER. When decreasing JPEG quality to 98,
BER starts to increase slightly. The situation changes drastically when applying
JPEG Q95 and mean filtering: BER is up to 0.4 - 0.5 which means that integrity
cannot be verified successfully. We realize that integrity verification in our tech-
nique is indeed robust against moderate JPEG compression and noise. On the
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other hand, mean filtering and JPEG compression at quality 95% destroys the
template WM and indicates modification. The distribution of incorrect bits can
be used to differentiate between malicious attacks (where an accumulation of in-
correct bits can be observed in certain regions) and significant global distortions
like compression where incorrect bits are spread across the entire data.

S1 and S2 can be combined into a single integrity verification scheme. The idea
is to combine the single templates extracted from the watermark and the tem-
plate extracted from the watermarked sample into a weighted “fused template”:
in our example, we use 4 copies of the template and the embedded number of
templates from the template WM in a majority voting scheme to generate the
fused template. Table 2 shows the corresponding BER when comparing the fused
template to the DB template.

Table 2. BER for the fused template under seven different attacks

Attack CASIAv3 MMU UBIRIS

No attack 0.21 0.21 0.21

Mean filtering 0.30 0.27 0.21

Gaussian Noise N = 0.0005 0.21 0.21 0.21

Gaussian Noise N = 0.001 0.21 0.21 0.21

JPEG Q100 0.21 0.21 0.21

JPEG Q99 0.21 0.21 0.21

JPEG Q98 0.23 0.23 0.21

JPEG Q95 0.27 0.26 0.21

It can be clearly seen that while the BER without attack and applying mod-
erate attacks is higher as compared to S2, we get much better robustness against
JPEG Q95 and even mean filtering. With the fusing strategy, robustness even
against those two types of attacks can be obtained. Of course, the fusion scheme
does only make sense in a biometric system in verification mode, since integrity
verification is done against templates stored in the template database.

As a second topic, we investigate iris recognition performance using the tem-
plate extracted from the watermarked sample (W1) and the extracted template
WM (W2), and compare the behavior to the “original” results using templates
extracted from the original sample data (without embedded WM, W0). For this
purpose, we compare ROC curves of the three cases with and without attacks
(i.e. JPEG compression, noise insertion, and mean filtering) conducted against
the sample data.

In both Figs. 1.a and 2.a the curve W0 is hidden by W2 and we clearly note
that the embedded WM impacts on recognition performance since W1 shows
clearly inferior ROC (note that this contrasts to the case of fingerprint matching
reported in [9]). So without attack, using the template WM is beneficial over the
template. This situation is also typical for moderate attacks being conducted as
shown in Figs. 1.b and 2.b as an example for the case of JPEG compression with
Q98. While for the CASIAv3 data W0 and W2 are close, both being superior to
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(a) no attack (b) JPEG Q98 (c) JPEG Q95

Fig. 1. ROC curves of the CASIAv3 data

(a) no attack (b) JPEG Q98 (c) JPEG Q95

Fig. 2. ROC curves of the UBIRIS data

(a) CASIAv3, mean (b) UBIRIS, mean (c) UBIRIS, Q95

Fig. 3. ROC curves for fused templates

W1, for the UBIRIS data W2 is the best option. W0 is clearly inferior to W2,
while W1 is the worst option. Obviously, the embedded template watermark is
not yet severely impacted by the compression artifacts.

The situation changes when the attacks get more severe. As shown in Figs. 1.c
and 2.c, under JPEG compression with Q95 W2 is the worst option now since the
robustness of the WM is not sufficient any more. While for the CASIAv3 data
W0 and W1 are close (so the impact of the WM is negligible), for UBIRIS the
impact of the WM is quite significant (which can be explained by the fact that the
UBIRIS data is of already quite low quality without any further degradation,
the additional WM complicates template extraction). For mean filtering the
result for W2 is even worse as shown in Figs. 3.a and 3.b, no recognition can be
performed at all with the extracted template WM after this attack.
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Finally, the strategy of combining W1 and W2 into a fused template for in-
tegrity verification (results given in Table 2) can also be applied for matching. Fig.
3 shows examples where the ROC behavior of W2 can be significantly improved by
using this approach. In particular, in the case of mean filtering the fused template
can be used for recognition purposes as shown in Figs. 3.a and 3.b.

4 Conclusion

We have introduced the concept of embedding biometric templates as image-
dependent watermark information in semi-fragile watermark embedding which
serves the purpose of verifying the integrity and authenticity of the sensor - fea-
ture extraction communication. Experiments in an iris recognition environment
show the feasibility of the approach and demonstrate, that the embedded tem-
plates can be used to verify integrity and may serve additionally as a means to
increase robustness in the biometric recognition process.
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Abstract. Computer aided craniofacial reconstruction plays an important role in 
criminal investigation. By comparing the 3D facial model produced by this 
technology with the picture database of missing persons, the identity of an 
unknown skull can be determined. In this paper, we propose a method to 
quantitatively analyze the quality of the facial landmarks for skull 
identification. Based on the quality analysis of landmarks, a new landmark-
based algorithm, which takes fully into account the different weights of the 
landmarks in the recognition, is proposed. Moreover, we can select an optimal 
recognition subset of landmarks to boost the recognition rate according to the 
recognition quality of landmarks. Experiments validate the proposed method.  

Keywords: Skull identification, landmark quality, 3D-2D face recognition, 
optimal recognition subset, Q-weighted algorithm. 

1   Introduction 

When an unknown skull is found at a crime scene, enforcement officials usually 
compare it against a gallery of facial images of missing persons in order to determine 
its identity. There are two kinds of methods for this. One is the craniofacial 
superimposition [1], which directly compares the skull against the photos, the other is 
to reconstruct the victim's face model by the craniofacial reconstruction technology  
[2, 3]  and then compare the 3D face model with facial images of missing persons. 
Although some successful cases using the craniofacial superimposition have been 
reported, many researchers are still suspicious of its scientific and validity. 

This paper employs the latter method. The basic flow is shown in Figure.1. The 
probe object is the 3D face model reconstructed from the skull, and the recognized 
result is the 2D facial image.  

The recognition here is to compare the 3D face model against the 2D face image, 
and the 3D face model has only the shape information but no texture information 
(Figure 2). In the realm of 3D vs. 2D face recognition, Blanz. and Vetter employed a 
Morphable Model(3DMM) [4, 5]and G.Toderici et al. employed Annotated Face 
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Model (AFM)[6] to compare 2D and 3D faces. However, the 3DMM and AFM both 
are complex to be developed and computationally expensive. Similar to 2D face 
recognition, several subspace-based algorithms to compare the 3D faces were also 
proposed. This kind of algorithms includes Canonical Correlation Analysis (CCA) 
based algorithm [7, 8] and Partial Principal Component Analysis [9] and so on. Those 
algorithms can achieve good results, but need a great number of training samples. In 
[10], D.Riccio et al. propose a particular 2D-3D face recognition method based on 16 
geometric invariants, which are calculated from a number of control points. The main 
problem is the sensitiveness of the algorithm with respect to the pose variations and 
inaccuracy in the detection of the control points. These algorithms all have not been 
used in skull identification. 

 

Fig. 1. The procedure of skull identification with craniofacial reconstruction 

For skull identification, only Peter Tu etc. propose a landmark-based recognition 
algorithm [3]. The algorithm recognizes the face by extracting the landmarks in the 
3D and 2D face, and then calculates the reprojection errors. This method is simple 
and practicable. However, it fails to take into account of the varying quality of 
landmarks.  

In this paper, we propose a novel measurement for recognition quality of the 
landmarks, and based on this measurement, a new landmark-based algorithm, which 
takes fully into account the different weights of the landmarks in the recognition, is 
proposed. Moreover, we can select an optimal recognition subset of landmarks to 
improve the recognition rate according to the recognition quality of landmarks. 

2   Landmark Definition and Analysis 

To define the facial landmarks, it is necessary to meet two requirements: 1) landmarks 
must be obvious and easily to be labeled; 2) landmarks also need to be stable and do 
not vary greatly with the change of expression, age and weight.  

After determining the 3D and 2D landmarks, we project the 3D landmarks to 2D 
image, and then calculate the distance of the projection results to their corresponding 
2D landmarks. The distance can be used to measure the similarity of 3D-2D faces. 
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Fig. 2. Facial landmarks in 2D and 3D faces 

Let ( ){ },, 1 | 1, 2,...,
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i ix x y i n= = and ( ){ }, ,, 1 | 1, 2,...,
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i i iX X Y Z i n= = denote the 2D image 

landmarks and the 3D model landmarks respectively. According to the pinhole 

camera model, the 3D landmarks can be projected to the 2D image plane as follows: 

3 3 4 4*n n× × ×=x P X , (1)

where 3 4×P  is the camera projection matrix, which can be estimated from a group of 

2D-3D correspondences by minimizing the following objective function: 
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This optimization problem can be solved by the least squares method. The optimal 
value of the objective function is defined as the disparity value of the 3D face and 2D 
image. Smaller the disparity value is, more similar the two faces are. Thus a landmark 
based method to recognize the 3D face model is defined.  

In the following, we analyze the recognition quality of landmarks with given 
samples. Suppose we have m pairs of 3D-2D faces and n landmarks per face. The 3D 
face and the 2D face of a same person have a same index. Let klP be the optimal 
camera matrix which gives the minimal reprojection error for projecting landmarks of 
the kth 3D face model to the lth 2D face image. ijX is the jth landmark in the ith 3D 
face model, and ijx  is the jth landmark in the ith 2D face image. 

1) The reliability. The reliability of kth landmark can be defined as: 

2
2

1

|| ||      ,    =1,2,...,n
m

k ik ii ik

i

R k
=

= −∑ P Xx  (3)

A smaller R value means a less reprojection error of the landmark under the optimal 
projection, and the kth landmark can be located accurately and is not disturbed greatly 
by the change of expressions, ages and weights.  

2) The discrimination. The discrimination of kth landmark can be calculated by the 
following formula: 
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Contrary to the R value, the larger the D value is, the better the discriminative quality 
of the landmark is. 

Through the above analysis, we can see that the quality of landmark is directly 
proportional to its D value and inversely proportional to its R value. Therefore, the 
two indications can be combined to describe the quality of landmarks as follows: 
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3   A Recognition Algorithm Based on Landmark Quality Analysis  

3.1   A Weighted Similarity Measurement of a 3D-2D Face Pair 

The procedure of the weighted similarity measurement is as follows: 

1) To calculate the R value, D value and the Q value of each landmark. 
2) The landmarks of unknown 3D face are projected onto all pictures of missing 
people, and then to calculate the reprojection errors weighting by Q values. 
Specifically, 
     2.1) estimate the optimal projection matrix P of the 3D-2D face pair. 
     2.2) the final distance of the 3D-2D face pair can be calculated by the following 
formula: 

2
2

1

1
|| ||

n

i i i

i

dist Q
n =

= −∑ x PX . (6)

3) From all the candidates of the face image, choose the face image of the smallest 
distance as the recognition result of the unknown skull. 

3.2   Searching an Optimal Recognition Subset of Landmarks 

Experiments have shown that the best recognition result is not achieved by using all 
the landmarks. In fact, selecting a part of landmarks with high quality can obtain a 
better recognition performance than using the all landmarks.  

With above quantitative analysis of the quality of landmarks, the landmarks can be 
ordered by the Q values in a descending order. Let iAR  be the average rank of 
recognition using the top i landmarks and { }0

max | 1..iiAR AR i n= = . Then the 

top 0
i landmarks compose the optimal recognition subset of landmarks, and 

0
iAR is 

the best average rank of recognition. 
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4   Experimental Results 

In the experiment, we have a total 41 3D- 2D face pairs. We get 2D landmarks by 
manually labeling. Firstly we compute the R values and the D values of all landmarks 
through the samples in the training database, and then get the Q values of those 
landmarks. The detailed results are shown in Table 2, and Figure 3 is the visualization 
of the results.  

We compare four methods. Table 1 shows the results. The attribute of each method 
is also shown in the table. Less the average rank of a method is, better its  
 

Table 1. The four methods in the experiment 

Methods 
Using the optimal subset  
of landmarks 

Weighting the  
reprojection errors 

The average rank 

Method 1 N N 12.34146 

Method 2 Y N 10.34146 

Method 3 N Y 10.41463 

Method 4 Y Y 10.02439 

Table 2. The results of recognition 

Rank ID R value D value Q value AR(No weighting) AR-Weighting 

1 7 0.212852 1 1 0 0 

2 4 0.148425 0.542458 0.777926 0 0 

3 3 0.393937 0.104859 0.056658 23.26829268 22.90243902 

4 2 0.775259 0.155122 0.04259 21.80487805 21.75609756 

5 8 0.239004 0.032522 0.028964 20 19.19512195 

6 1 0.383031 0.049366 0.027433 21.53658537 21.43902439 

7 17 0.322997 0.037264 0.024557 18.2195122 18.87804878 

8 9 0.564052 0.062562 0.023609 14.14634146 14.43902439 

9 16 0.149526 0.01615 0.02299 12.43902439 13.41463415 

10 15 1 0.107021 0.02278 11.04878049 12.92682927 

11 12 0.606698 0.061926 0.021726 11.82926829 13.02439024 

12 18 0.18197 0.018084 0.021153 11.17073171 12.87804878 

13 5 0.281467 0.0274 0.020721 10.58536585 12.12195122 

14 19 0.22985 0.021787 0.020176 10.87804878 11.65853659 

15 10 0.53388 0.047192 0.018815 10.34146341 10.46341463 

16 13 0.5345 0.035885 0.01429 11.07317073 11.12195122 

17 6 0.353525 0.02368 0.014257 11.58536585 10.63414634 

18 14 0.983102 0.063833 0.013821 12.36585366 10.02439024 

19 11 0.69372 0.039972 0.012265 12.34146341 10.41463415 
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performance. It can be seen that the average rank of the method 4 is decreased about 
18.78% compared with the method 1. The detailed information can be seen in Table 
2. In Table 2, the landmarks were arranged by descending order of their Q values. 
Each column of the ith row of the table includes the rank of the Q values, the 
landmark number corresponding to this rank (1-19), and the R, D, Q values of the 
landmark. The last two columns represent the average rank using the top i landmarks 
in the table with weighting by the Q values or not. We use different colors in Table 2 
to represent the average ranks of the four methods.  

 

Fig. 3. Landmarks ranking by Q values (in descending order). The red numbers are the Q 
values of landmarks, and the green are the landmark ranks. 

The Cumulative Match Characteristic (CMC) graphs of the four methods are 
shown in Figure 4. From Figure 4, we can see that using merely the optimal subset of 
the landmarks (method 2), and only weighting the reprojection errors (method 3), or 
using the both measures (method 4), all have better performance than the algorithm 
(method 1) without any improving measure for nearly all sizes of the candidate list 
(except that the method 3 is slightly worse than method 1 when the size is 35 or 36).  
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5   Conclusions 

In this paper, we propose a new method to quantitatively analyze the qualities of the 
facial landmarks for skull identification. Based on this, a new landmark-based 
algorithm, which takes fully into account the different weights of the landmarks in the 
recognition, is proposed. In addition, we can select an optimal recognition subset of 
landmarks to improve the recognition rate according to the recognition quality of 
landmarks. Experiments show that the improving measures are effective. 
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Abstract. Fusion techniques have received considerable attention for achieving 
lower error rates with biometrics. A fused classifier architecture based on 
sequential integration of multi-instance and multi-sample fusion schemes 
allows controlled trade-off between false alarms and false rejects. Expressions 
for each type of error for the fused system have previously been derived for the 
case of statistically independent classifier decisions. It is shown in this paper 
that the performance of this architecture can be improved by modelling the 
correlation between classifier decisions. Correlation modelling also enables 
better tuning of fusion model parameters, ‘N’, the number of classifiers and 
‘M’, the number of attempts/samples, and facilitates the determination of error 
bounds for false rejects and false accepts for each specific user. Error trade-off 
performance of the architecture is evaluated using HMM based speaker 
verification on utterances of individual digits. Results show that performance is 
improved for the case of favourable correlated decisions. The architecture 
investigated here is directly applicable to speaker verification from spoken digit 
strings such as credit card numbers in telephone or voice over internet protocol 
based applications. It is also applicable to other biometric modalities such as 
finger prints and handwriting samples. 

Keywords: Multi-instance fusion, multi-sample fusion, verification error trade-
off, sequential decision fusion, correlation, verification error bounds. 

1   Introduction 

Reliability of the performance of biometric identity verification systems remains a 
significant challenge. Performance degradation arises from intra-class variability and 
inter-class similarity. Intra-class variability is caused when individual samples of the 
same person are not identical for each presentation and inter-class similarity arises 
from high degree of identicalness of the same biometric trait between different 
persons. These limitations may lead to misclassification of the verification claims 
resulting in false alarms and false rejects. These two errors are dependent and in 
general, it is difficult to reduce the rate of one type of error without increasing the 
other. Fusion techniques attempt to reduce both.  

Fusion techniques have been classified into the 6 categories: multi-instance, multi-
sample, multi-sensor, multi-algorithm, multi-modal and hybrid. A system that 
integrates multi-instance and multi-sample fusion proposed in [1] is analytically 
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shown to improve performance and allow a controlled trade-off between false 
rejection rate (FRR) and false acceptance rate (FAR) when the classifier decisions are 
assumed to be statistically independent. A statistical analysis of the problem of fusing 
independent decisions from classifiers has also been addressed in the context of writer 
identification from different handwritten words in [2]. This analysis did not consider 
multiple instances in a sequential scheme as used in [1].   

Attempts [3] have also been made to model the correlation between classifiers and 
incorporate the statistical dependence information into the fusion scheme in order to 
improve performance. There have been claims of marginal improvement [4] in 
performance when correlation is considered, but a systematic analysis of this problem 
has not yet been presented. In this paper, we analyse the effect of modelling the 
statistical dependence between classifier decisions for multi-instance and multi-
sample fused biometric identity verification system. 

Section 2 and section 3 explain the methodology and theoretical analysis of the 
proposed sequential decision fusion scheme in the context of text-dependent speaker 
verification system. Section 4 develops the equations required for modelling the 
correlation between the classifier decisions and section 5 provides a brief conclusion 
with suggestions for possible future work. 

2   Experimental Setup 

Speech data from the CSLU Speaker Recognition Version 1.1 database is used for 
evaluating performance of the proposed fusion scheme. The data comprise of spoken 
digit strings that are manually segmented into individual digits. The methodology 
used is the same as explained in [1]. Mel Frequency Cepstral Coefficient features are 
extracted by processing utterances in 26 ms frames. Left - Right HMM models with 
five states per phoneme and three mixtures per state are created for each digit. The 
digit models are trained separately for each speaker. A universal background model is 
used for speaker normalization and this model is adapted using MAP and MLLR.  

Data from 11 male speakers is used for performance evaluation. Each speaker data 
is divided into train, tune and test subsets that are kept disjoint. Impostor testing for a 
client is the done using data from the 10 speakers other than the client. Several 
combinations are used to obtain reliable estimates of error rates. A training set (21 
client utterances) is first chosen for creating speaker specific digit dependent HMM 
models. Once the models are trained, the remaining data are divided into 5 different 
tune and test data subset combinations. Each tune set (35 client and 140 impostor 
utterances) is used to set appropriate digit dependent threshold and evaluate individual 
classifier error rates and finally the test set (70 client and 420 impostor utterances) is 
used to evaluate the performance of the proposed fusion.   

In text-dependent speaker verification (TDSV) mode, the digit is known and the 
speaker is unknown. If the claimed speaker’s model for the digit matches the 
utterance, it is accepted. This may be a true or false acceptance depending on whether 
the utterance came from the claimed speaker or an impostor. Impostor testing is done 
using utterances of the same (known) digit, resulting in true rejections or false 
acceptances. An instance in the context of TDSV by the proposed architecture refers 
to the text or digits which form the decision stages. A sample represents any single 
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utterance of a digit from a speaker. If a sample is rejected at a decision stage, the next 
sample is randomly picked from the remaining utterances. 

3   Multi-biometric Fusion for Speaker Verification 

As explained in [1], the combination of multi-instance and multi-sample fusion 
schemes allows control of the verification error trade-off. It is desirable in most of the 
speaker verification applications such as remote authentication, telephone and internet 
shopping applications to serve both security and user convenience requirements 
which can be achieved by setting the parameters of the architecture, the number of 
attempts at each decision stage (samples) and the number of decision stages 
(instances), to be used for verification of a specific speaker.  

In the proposed architecture (Fig. 1), the maximum permissible number of repeated 
samples, ‘M’, and the number of instances ‘N’ are fixed prior based on the error rates 
obtained from the tune dataset. In this system, the speaker presents an input test 
utterance nmX , (m=1, 2 ...M, n =1, 2 ...N) and the classifier nC  (here HMM) makes a 

decision to either accept or reject the claimed identity.  
For a speaker to be declared genuine for a particular instance (or spoken text), it is 

considered sufficient if any one sample (or utterance) presented to the system gets 
accepted. Acceptance decisions are logical ‘OR’ for multiple samples. However if the 
speaker is accepted by ‘ith sample’ (1<i<m) then the subsequent samples need not be 
verified. The speaker is considered to be an impostor when all the ‘m’ samples are 
rejected. Rejection decisions are logical ‘AND’ for multiple samples. Conversely, it is 
considered necessary in the sequential decision framework that a speaker be accepted 
by all instances in the sequence of decision stages. Acceptance is thus logical ‘AND’ 
for multiple instances. If the speaker is rejected by any decision stage, the sequence 
terminates and thus rejection decisions are logical ‘OR’ for multiple instances. 
Considering false acceptance rate or FAR (α) and false rejection rate or FRR (ρ) to be 
independent for each instance, the fusion scheme equations are: 
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From the above equations it is clear that while the FRR decreases (since ρ is less 
than 1) multiplicatively with the number of attempts ‘m’, the FAR increases 
additively with ‘m’ and the reduction in the FAR is multiplicative (Equation 2) with 
the number of instances ‘n’, while the increase in the FRR is approximately additive 
with ‘n’. The facts to be noted here are (a) the behaviour with respect to ‘m’ and ‘n’ 
are complementary and (b) multiplicative changes are faster than additive ones and 
this enables control of the errors through these parameters in the architecture.  

With the above equations, it is possible to design a fused system that has lower 
errors of both types compared to a single verification stage using a single sample. It is  
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Fig. 1. Architecture for a multi-instance and multi-sample fusion scheme with ‘M’ repetition of 
samples and ‘N’ classifiers arranged sequentially 

also possible to keep both errors within reasonable bounds – without false rejections 
rising quickly to nearly 100% when the false acceptance reduces or the other way 
around. The trade-off in achieving this is the time for computations required to 
perform multiple matches and make decisions with every sample and instance in the 
architecture. It will indeed be so if the decisions were statistically independent as 
assumed, for multiple samples as well as for multiple instances. 

In the above analysis, it is assumed that the FAR and FRR are the same for all 
stages (instances) for the purpose of simplicity. This can be relaxed and more 
complicated and exact formulae obtained as:  
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Verification error rates for this fusion architecture can be estimated using the above 
equations and substituting the error rates for individual digits from the tune dataset 
(Ideal Error Rates). Digit models with reasonably lower error rates need to be used for 
fusion, otherwise ideal error rates may sometimes reach 100%. In case of statistically 
independent decisions, these ideal error rates are the same as the experimental error 
rates. However, statistical independence between decisions may not be always valid. 
Ideal error rates may be different from the experimentally obtained error rates and the 
difference can be statistically significant as demonstrated in [1]. This most likely 
cause of the difference is statistical dependence (correlation) between classifier 
decisions, resulting in error rates that are larger or smaller than the ideal values 
obtained under independence assumption [5, 6]. The input data presented at each 
classifier may also be correlated even though the text is different [7]. Taking classifier 
decision correlations into account is a further refinement of the statistical analysis as 
done in this work. In the next section, the effect of correlation modelling for the 
sequential decision fusion scheme is analysed. 
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4   Fusion of Correlated Decisions 

A limitation of the analysis presented in [1] is the assumption that the decisions made 
on each instance are independent, which in general is not true for several words/digits 
spoken by the same individual. For modelling correlation, it is important to express 
the degree of dependence between the decisions and then to derive the appropriate 
decision fusion rule for fusing these decisions. The degree of dependence between the 
classifier decisions can be estimated based on the Bahadur-Lazarsfeld Expansion 
(BLE) [7]. The expansion begins with the ideal error rates (calculated assuming 
statistical independence), and then multiplies them by a correction factor. The ideal 
error rates for multi-instance fusion are obtained by using equations 4 & 5 with ‘m’ 
equal to one where as for a multi-sample system the ‘n’ is equal to one. For the 
proposed sequential fusion, the decision fusion rules used are ‘AND’ and ‘OR’ logics.  

The equations to calculate the estimated false acceptance rate (α ) and false 
rejection rate ( ρ ), for multiple instances using the BLE [7] and error rates for 

individual instances can be given as: 
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For multi-sample system, the estimated values of true rejection rate ( αβ −=1 ) and 

false rejection rate ( ρ ) for correlated decisions can be given as: 

      

....
)1)(1)(1()1)(1(

1 11

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

−−−
+

−−
+= ∑ ∑

< <<ji kji kji

kji
ijk

ji

ji
ijIdealEst ααα

ααα
γ

αα
αα

γββ
 

(8)

...
)1)(1)(1()1)(1(

1 00

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛ −−−
+

−−
+= ∑ ∑

< <<ji kji kji

kji
ijk

ji

ji
ijIdealEst ρρρ

ρρρ
γ

ρρ
ρρ

γρρ
 

(9)

Here kγ (k=0, 1) are the correlation coefficients for client and impostor decisions and 

are defined using iz ’s, variables that are orthogonal with respect to the independence 

model with zero mean and unit variance,  
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Fig. 2. Comparison of Ideal Error Rates and Estimated Error Rates calculated using positive 
and negative correlation coefficients. (a) FRR for Multi-instance Fusion (b) FAR for Multi-
instance Fusion (c) FRR for Multi-sample Fusion (d) FAR for Multi-sample Fusion. 

Figure 2 demonstrates the effect of 2nd order correlation coefficients on the 
performance of multi-instance and multi-sample fusion schemes. The error rates 
plotted in the figure are calculated using the dataset 1 for ‘speaker 0241’. The lines 
plotted for multi-instance fusion refers to the different two digit combinations 
whereas multi-sample fusion lines represent the error rates for a single instance (digit 
model) verified on two samples. It is evident that for multi-instance fusion the 
reduction in the estimated FRR is proportional to the increase in decision correlation 
(Fig. 2(a)) and whereas the estimated FAR is inversely proportional to the correlation 
(Fig 2(b)). However for multi-sample fusion, the reduction in experimental FRR is 
because of lower correlation values for a client (Fig. 2(c)) and experimental FAR 
decreases with higher decision correlation for an impostor (Fig 2(d)). The comparison 
of ideal error rates with the estimated values (Fig. 2) represents the same conclusion 
regarding the favourable dependence for fusion as explained in [5, 6] using Q values 
between classifier decisions. The favourable conditional dependence for OR fusion 
[5] is negative for clients and positive for impostors. However, for AND fusion [6] 
the favourable dependence is positive for clients and negative for impostors. 

Favourable dependence between individual digits enables determination of the set 
of favourable digit combinations for a specific speaker. Table 1 represent the decrease 
in mean error rates for three random speakers for all possible digit sequences and the 
set of digit sequences/combinations with favourable correlation. It can be said from 
the results that favourable digit combinations are similar across different datasets for a 
given speaker and differ slightly between different speakers. So verifying a speaker 
using his/her favourable digit sequence can result in lower error rates. Selecting the 
optimal set of digit models specific for performance enhancement can be further 
based on phoneme correlation which will be explored in future.  

It can also be noted from table 1 that trade-off between security and user 
convenience can be achieved by selecting the parameter set (nD, mS), ‘n’ - number of  
‘Digits’ and ‘m’ - number of ‘Samples’, required for verification. For example, the 
FRR and FAR values reduce from initial mean error rates (1S-1D) by 4.9% and 27% 
respectively for (4D, 2S) and 18.8% and 8.7% respectively for (4D, 3S) in the case of  
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Table 1. Mean Error Rates for proposed fusion (1D-1S: One Digit-One Sample Combination...) 

Speaker  1D-1S 4D-2S 4D-2S( ) 4D-3S 4D-3S( ) 

0047 FRR      
FAR      

0176 FRR      
FAR      

0241 FRR      
FAR      

 
favorable correlation (speaker 0241). This performance can be further improved by 
increasing the number of instances and samples used for verification. 

The equations derived above can thus be used to tune the parameters, such as number 
of instances, number of samples and favourable set of digit sequences, required to 
determine the performance of the fusion method on test data set. For tune dataset, the 
correlation between decisions are known and so the experimental values obtained are 
equal to the estimated values obtained using Equations (6-9). However in real world 
applications (test dataset), the correlation values are unknown. In order to estimate the 
error rates for the test set, the correlation coefficient for a speaker across different tune 
datasets can be used. Figure 3(a) & 3(b) show the overlap of 2nd order correlation 
coefficient values between the tune and test datasets for ‘speaker 9’. By ensuring that 
the tune set considers all the (prior) conditions under which a speaker may be tested, the 
overlap between the correlation sets can be maximised. Thereby using the variance of 
correlation values for a specific speaker, the maximum and minimum error rates (i.e., 
error bounds) can be calculated for fixed ‘M’ and ‘N’ values using equations 6-9 with 
individual error rates for each instance from tune set. The error bounds obtained using 
the correlation coefficients for 2 digit combinations are shown in figure 3(c) & 3(d). It is 
evident that most of the experimental error rates obtained from the test set fall within the 
bounds of error rates estimated using the tune set parameters.  

 

Fig. 3. Comparison of tune and test dataset parameters (a) Correlation for Client (b) Correlation 
for an Impostor (c) Estimated and Experimental FRR (d) Estimated and Expected FAR 

γ γ
08.0233.0 ± 04.0241.0 ± 03.0222.0 ± 02.0069.0 ± 01.0053.0 ±

09.0231.0 ± 02.0047.0 ± 02.0029.0 ± 03.0083.0 ± 02.0055.0 ±

09.0314.0 ± 06.0364.0 ± 06.0300.0 ± 06.0159.0 ± 06.0143.0 ±

08.0295.0 ± 02.0079.0 ± 01.0062.0 ± 04.0179.0 ± 04.0157.0 ±

07.0392.0 ± 08.0377.0 ± 07.0343.0 ± 05.0229.0 ± 05.0204.0 ±

07.0392.0 ± 04.0146.0 ± 03.0122.0 ± 05.0311.0 ± 04.0304.0 ±
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In real world applications, the verification system may set initial acceptable values 
for FRR and FAR. These error rates can be easily estimated using the mathematical 
formulae discussed and the fusion parameters, i.e., the number of digits and samples, 
the particular digit sequence and variance of correlation. This fusion method can be 
applied to biometric systems used for remote authentication with modalities such as 
voice, handwriting, fingerprints, and keyboard strokes. 

5   Conclusion and Future Work 

A sequential decision fusion architecture with multiple attempts can be effectively used 
to control the trade-off between false accepts and false rejects.  It was shown in [1] that 
there is potential to improve the performance of weaker classifiers by combining 
decisions under the assumption of statistical independence. This work demonstrates 
that superior performance can be obtained by considering the correlation values that 
are favourable in the multi-instance and multi-sample components. Correlation 
modelling also enables prediction of verification errors using parameters adjusted 
using a tune data set. Future work possible in this direction includes (a) the modelling 
of user adaptation in repetitive samples and (b) optimal classifier selection in this 
architecture amongst many possible instances or digit combinations.  
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Abstract. Finding facial features respectively under expression and il-
lumination variations is always a difficult problem. One popular solu-
tion for improving the performance of facial point localization is to use
the spatial relation between facial feature positions. While existing al-
gorithms mostly rely on the priori knowledge of facial structure and on
a training phase, this paper presents an online approach without re-
quirements of pre-defined constraints on feature distributions. Instead
of training specific detectors for each facial feature, a generic method
is first used to extract a set of interest points from test images. With
a robust feature descriptor named Patterns Oriented Edge Magnitude
(POEM) histogram, a smaller set of these points are picked as candi-
dates. Then we apply a game-theoretic technique to select facial points
from the candidates, while the global geometric properties of face are
well preserved. The experimental results demonstrate that our method
achieves satisfactory performance for face images under expression and
lighting variations.

Keywords: facial point localization, game-theoretic matching, POEM.

1 Introduction

Although there exists some reliable face detection methods, e.g. Viola-Jones de-
tector [12], the output faces are still not error-free. Hence, localization of facial
points is an important step for many tasks such as face recognition and face
alignment. Finding facial features respectively under expression and illumina-
tion variations is always a difficult problem. One popular solution for improving
the localization performance is to use the spatial relation between facial feature
positions. Existing algorithms mostly rely on the priori knowledge of facial struc-
ture and on a training phase. In [2,11], pairwise spatial relations between facial
point positions are learned for detection. With the knowledge of facial feature
distributions, [14] divides faces into several regions of interest(ROI), then indi-
vidual feature patch templates are used to detect points in the relevant ROI.
Ding et al.[4] first localize two eyes and estimate the approximate positions of
other features with a priori knowledge about face.

Inspired by the work of [1], where the game-theoretic technique is used for 3D
image registration and where the global consistency between correspondences is
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well preserved, we propose here an online, three-stage method for facial point
localization. While [1] matches the features of images for the same scene/object,
we try to find the correspondences between feature points of two different face
images with different identities and even of different expressions and illumina-
tions. As can be seen in Figure 1, we cast the feature point localization problem
in a coarse-to-fine matching task. In our model, the template (T ) is an image
with manually labeled target points and for each test image (I), we aim at find-
ing the corresponding feature points. In the first step, instead of training specific
detectors for each facial feature, as commonly used in other algorithms [2,14],
a generic method is applied to extract a set of interest points from I. Then,
for each target point in T , a smaller set of these interest points are picked as
candidates, using a robust feature descriptor named Patterns Oriented Edge
Magnitude (POEM) histogram [13]. Finally, we apply the game-theoretic tech-
nique to select desired facial points from candidates, without requirements of
pre-defined constraints on feature distributions.

Fig. 1. Overview of our method. For clarity, only 3 facial points are located as examples.
In Step 1, interest points are found by a generic detector. For each point in the template,
a small set of points are picked as candidates in Step 2. The desired facial points are
selected from candidates in Step 3.

2 Methodology

2.1 Step 1: Detection of Interest Points

Unlike some approaches requiring trained detectors for specific facial features
[2,14], we first use a more generic method to extract a set of interest points
which are invariant to scale, rotation and translation and which are also robust
to illumination changes. A smaller set of these points will be picked as candi-
dates in the following step. The fundamental idea behind this is that we believe
some facial features, e.g. eye corners, mouth corners and nostrils are invariant to
similarity transformations with respect to the change of identity, expression and
illumination. We have tested several interest point detectors which are commonly
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used, including Difference of Gaussian(DoG)[6], Laplacian-of-Gaussian(LoG) [5],
Hessian-Laplacian and Harris-Laplacian [9]. According to the visual results on
several images (see an example in Figure 2), we adopt Harris-Laplacian detector
in this paper, since it can find more facial feature points.

Fig. 2. Interest points detected by different methods. From left to right: DoG, LoG,
Hessian-Laplacian and Harris-Laplacian detector.

2.2 Step 2: Candidate Points Screening with POEM Descriptor

After the extraction of interest points, the localization of facial points turns into
a matching problem between the target points from T and the interest points
from (I). Considering the efficiency of matching, for each target point, only K
(e.g. K ≤ 10) points in I with the nearest descriptor are picked as candidates.

Since facial features are not stable under identity, expression and lighting vari-
ations, we need a robust descriptor to distinguish facial points. We propose here
to use the recent feature descriptor called Patterns Oriented Edge Magnitude
(POEM), which has been successfully applied for face representation with very
strong quality results [10,13]. The main steps of calculating POEM histogram
are (for more details see [13]):

(1) Calculation of image gradient and quantification of orientations.
(2) Magnitude Accumulation. For a pixel p, a local histogram of gradients

over all pixels within the cell, centered on p, is calculated and assigned to p.
(3) Computation of self-similarity-based operator. In each orientation θi, the

magnitude at pixel p is compared with l surrounding pixels in a radius r:

POEMθi(p) =
l∑

j=1

(Iθi
p − Iθi

cj
> τ)2j , (1)

where Iθi
p , Iθi

cj
are the magnitudes of central and surrounding pixels p, cj , the

threshold τ is 0.2.
So for each pixel, there will be a set of m values:

POEM(p) =
{
POEMθ1(p), ..., POEMθm(p)

}
, (2)

where m equals to the number of defined orientations.
(4) Finally, for a pixel, we calculate m histograms of POEM (one for each

orientation) over a small window, centered on that pixel. These m histograms
are concatenated and used as the feature descriptor of the considered pixel.

Depending on the distances between histograms, K interest points with the
nearest descriptor are picked as candidates for each target point.
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2.3 Step 3: Multi-template Game-Theoretic Matching

Up to this point, there are several candidate points in I for each target point in
T . Let O1 = {a1, ...,aN} andO2 = {b1, ..., bL} be the target and candidate point
sets respectively, where ai,bj represent the coordinates. Thus a target point ai

corresponds toK candidate point pairs: (ai, b1),...,(ai, bK). In this stage, we aim
at finding the match pairs for every target point, e.g. (a1, b1),(a2, b2) and (a3, b3)
in Figure 1. As facial features have certain geometric structure, there exists a
compatible transformation for all these match pairs. The selection process can
be seen as a matching game [1], in which candidate pairs (ai, bj) are defined
as pure strategies available to players and the payoffs for every combination of
strategies are calculated as:

π((a1, b1), (a2, b2)) =
min(‖a1 − a2‖ , ‖b1 − b2)‖)
max(‖a1 − a2‖ , ‖b1 − b2)‖) , (3)

where ‖·‖ represents the Euclidian distance.
With Equation 3, strategies that correspond to rigid transformation have high

payoff values, while less compatible pairs get lower scores. Take Figure 1 for
example, π((a1, b1),(a2, b2)) and π((a1, b1),(a3, b3)) are higher than π((a1, b2),
(a2, b3)). Since players always want to get higher payoffs, they prefer to pick
strategies that are compatible with their opponents’ choices. As the game is
repeated by a large population of players, a set of strategies with high mutual
compatibility will be assigned to high weights. The compatible set of strategies
can be obtained by calculating evolutionary stable states (ESS’s), see Appendix
for details. Finally, the point pairs with high weights are taken as match pairs.

Since facial features in test images vary with the change of identity and ex-
pression, the matching problem will suffer from the error of candidate screening.
More precisely, the correspondence bi of one target point ai may not be in-
volved in the candidate set of ai. In that case, all pairs that contain ai will
get low weights after the matching game, i.e. this facial point is miss-located.
To increase the robustness of game-theoretic matching, we apply multiple tem-
plates to match with test images. Only if one of these templates gives a match
point of target point ai, this facial point can be successfully located. Hence, the
probability of “miss-located” is very low. If a facial point is located by several
templates, the average location is used as the final result.

3 Experimental Results

3.1 Experiment Settings

Database. We use images from AR-face database [8] which contains over 4,000
color images corresponding to 126 people’s faces. Images feature frontal view
faces with different facial expressions and illumination conditions (see Figure 3).

Evaluation criterion. Let bi and b+
i be the predicted and manually labeled

locations (ground truth), the localization error is calculated as: mi =
∥
∥bi − b+

i

∥
∥

/deye, where deye is the average distance between two eye pupils in ground truth.
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Fig. 3. Examples of test images. From left to right: neutral, smile, anger and side light.

If we choose a threshold c, the correct localization rate will be:

rate =

∑M
j=1

∑N
i=1

(
mj

i < c
)

M ×N
, (4)

where M is the number of test images and N is the number of target points per
template.

3.2 Matching of Labeled Points

In order to verify the effectiveness of our method for facial features, with the
assumption of perfect selection of candidates, we first applied our method to
match two sets of labeled points from two different images. We randomly selected
20 images of different individuals with neutral expression from AR-face database
and ran game-theoretic matching between every two images, i.e. 190 image pairs.
Original images with the resolution 768×576 are used directly in this experiment.

For each image pair, we take one image as template (T ) and calculate feature
descriptors for all labeled points in both images. For each point in T , 5 points
with nearest descriptor in another image (I) are used as candidates. AR-face
images have been manually labeled with 22 landmarks, so there are 110 point
pairs which are then regarded as strategies in the matching game.

A point in image I assigned to the corresponding point in T , means a cor-
rect match. We adopted different POEM parameters to determine the closest
neighbors, the average match rate is about 98% and the results are not sensitive
to parameter selection. Hence, our method works well for the matching of facial
points.

3.3 Facial Features Localization

Here, we aim at locating 10 facial points in test images (Figure 8). We form two
image sets for evaluation: Data 1 consists of frontal faces with neutral, smile
and anger expression and Data 2 is a set of face images under side illumination
(Figure 3). All the face images are extracted by Viola-Jones detector [12].

1. Using different number of templates
We first evaluated the impact of adopting different numbers of templates. The
templates and 350 test images were randomly selected from Data 1. The local-
ization results can be seen in Figure 4. It is clear that matching with single
template gets lower accuracy than multiple templates, due to the high probabil-
ity of “miss-located”. While the results with 10, 15 and 20 templates are very
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similar, the accuracy of using 5 templates is slightly worse. For efficiency, we
adopt 10 templates in the following experiments, which have no overlap with
test images.

2. Verification of the importance of game-theoretic matching
To show the importance of game-theoretic matching, we also tried to localize
points without this step, i.e. we directly picked the points with closest descrip-
tor in I as the correspondence of a target point in T . Suffering from the vari-
ation of facial features, the closest-feature-based method is more like a random
selection from detected interest points (Figure 5, Data 1), while game-matching-
based method achieves a good performance. Hence the game-theoretic technique,
which carries the information of face structure, is very important to facial point
localization.

3. Using different feature descriptors under neutral condition
This section compares the performance of our method when different feature
descriptors are used: intensity, SIFT[7] and POEM descriptor. When using in-
tensity values, the sum of squared differences(SSD) between two sub-regions is
computed as the measure of distance. We calculated the three feature descriptors
with the same window size, and the localization results can be seen in Figure 6
(Data 1). The facial point localization method works better with POEM than
with SIFT, and SSD does not seem to be suitable in this case. Using a threshold
m < 0.15, our approach is successful in 95% of points (see some examples in
Figure 8), while localization accuracy with SIFT only reaches 82%. The rates
of other methods, e.g. 96% for PRFR [2] and TST [3], 95% for [11], are very
close to our result. Considering that our approach runs without specific trained
detectors nor face models, the localization performance is satisfactory.

4. Using different feature descriptors under lighting changes
Few evaluations have been done specifically for locating facial points under light-
ing changes. Here, 100 images were selected randomly as test images from Data 2,
and template set consists of 5 images from Data 1 and 5 images from Data 2.
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Fig. 8. Examples of localized facial points, where “+” is the output of our method and
“×” is the manually labeled location

Three kinds of features are also compared in this case, and the results are shown
in Figure 7. The game-theoretic method with POEM still gives better result
than with other two features. For m < 0.15, our method reaches a success rate
of 90% and the method with SIFT gets 81%. The accuracies are slightly lower
than in neutral condition but still acceptable.

4 Conclusion

This paper presents an online approach to locating facial points, requiring no
pre-defined constraints on feature distributions. We cast the localization problem
in a matching game which preserves global geometric consistency of facial points.
The experimental results demonstrate that the game-theoretic technique works
well for facial point localization with a combination of a generic interest point
detector. Besides, POEM descriptor is adopted in our method, and it shows
better ability to represent facial features than SIFT.
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Appendix: Basic Knowledge of Game Theory

Let O = {1, 2, ..., n} be the pure strategies set and C = (Cij) stands for the payoff
matrix. A mixed strategy is a probability distribution x = (x1, ..., xn)T over O,
and belongs to Δ = {x ∈ R

n :
∑n

i=1 xi = 1 and xi ≥ 0, i = 1, ..., n}. The support
of a mixed strategy σ(x) defines the set of elements with non-zero probability.

If a player plays pure strategy i against a mixed strategy x, the payoff will
be (Cx)i =

∑
j cijxj . Hence, the expected payoff by adopting a mixed strategy

y against x is yTCx. The best replies against a mixed strategy x are β(x) ={
y ∈ Δ : yTCx = maxzz

TCx
}
. A mixed strategy x is a Nash equilibrium if it

is the best reply to itself, i.e. ∀y ∈ Δ,yTCx ≤ xTCx. A strategy is said to
be an evolutionary stable strategy(ESS) if it is a Nash equilibrium and ∀y ∈
Δ,xTCx = yTCx ⇒ xTCy > yTCy. An ESS can be estimated iteratively by:

xi(t+ 1) = xi(t)
(Cx(t))i

x(t)TCx(t)
(5)

where t is the number of iteration.
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Abstract. Dental biometrics are commonly used in the process of foren-
sic human identification. In order to automatize the identification, a
method of extracting and comparing dental features from digital radio-
grams was developed by the creators of Automated Dental Identification
System (ADIS). In this paper, a novel method of extracting teeth shapes
from extraoral radiograms, known as orthopantomograms, is proposed.
The method segments the image using the watershed algorithm and clas-
sifies every resulting region as belonging either to the tooth or the back-
ground. Example results obtained by means of the proposed method are
also presented.
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1 Introduction

Forensic human identification is the process of establishing the identity of an in-
dividual, to be later used in judicial proceedings. Various biometrics are applied
for this purpose, e.g. fingerprints, DNA or dental records. After the success-
ful implementation of the Automatic Fingerprint Identification System (AFIS),
other biometrics have received similar scrutiny from researchers in the hope of
automatization of the process of identification. Existing dental identification sys-
tems, such as WinID, compare dental records previously codified by an expert.
Another approach, presented by the creators of the Automated Dental Identifi-
cation System (ADIS), consists in the automatic extraction of dental biometrics
from a radiographic image, thus minimizing the participation of an expert, which
results in speeding up the whole process ([1]). Whereas systems like WinID uti-
lize dental works as a basis for the comparison, teeth contour shapes extracted
from radiograms are used in ADIS in the process of matching ([2]).

In this paper, a method for extracting the shapes of teeth from orthopanto-
mograms is proposed. As opposed to intraoral radiograms, which are taken with
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the film situated inside the patient’s mouth, showing only a fragment of the
dentition, pantomograms are taken with the film outside the patient’s mouth
(extraoral imaging) and show the full dentition on a single image. This type of
radiogram is considered to be of poorer quality than intraoral images, because of
the relatively lower dose of radiation used in the process of developing the film.
The representation of semi-circular geometry of the jaw on a 2-dimensional im-
age also results in neighboring teeth occluding with each other more frequently
than in intraoral images.

Before the teeth contours can be extracted, firstly an image needs to be
contrast-enhanced and segmented into areas containing only a single tooth. The
image enhancement method preceding the algorithm presented in this paper
consists in decomposing the radiogram into a set of smaller images containing
a subset of information from the original image, called the Laplacian pyramid
([3]). The decomposed images, also known as the pyramid layers, are then fil-
tered and recomposed, creating as a result an enhanced version of the original
image.

The segmentation method proposed in the paper is a combination of an ex-
isting method created for intraoral images and a new approach utilizing dental
features easily localizable on a pantomogram. After using the integral projec-
tions method described in [4] to determine a line separating the upper and lower
jaw, the resulting curve is translated vertically in order to find a position where
it passes through the soft tissue in the center of a tooth known as dental pulp.
Once the location of such a line is established for both upper and lower jaw, a
new image is created by combining a range filtered original image and the neg-
ative of the original image, which helps in emphasizing the gaps between teeth.
Lastly, the values of the pixels on the new image through which the dental pulp
curve passes are grouped in an array, which is then searched for sharp spikes in
values. These spikes occur in points where the original image is dark (negative
component) and surrounded by pixels of high and low intensity values (range
filtering component), indicating a gap between teeth. After finding all the nec-
essary gaps, for each molar tooth an additional search is performed in order to
find the slope of the line separating neighboring teeth. This is caused by the
fact that molars have a higher probability of malalignment, which makes the use
of a vertical line passing through the detected gap between teeth insufficient to
properly separate them. To determine the location of the second point, a greedy
algorithm is used, moving iteratively one pixel vertically towards the root of the
tooth and selecting the darkest pixel in its horizontal vicinity. After the amount
of iterations equal to an average length of a tooth on the image, the last selected
point becomes the second segmentation point and a line passing through the
aforementioned gap position and this second point becomes the segmentation
line.

All pantomograms presented in this paper are used courtesy of Pomeranian
University of Medicine in Szczecin, Poland. A sample pantomogram with a single
segmented tooth is displayed on Fig. 1.
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(a) (b)

Fig. 1. A sample pantomogram (1(a)) and a single segment from which a tooth shape
is extracted (1(b))

2 Methods Developed for Intraoral Images

Several approaches for extracting the shapes of teeth from dental radiograms
have been presented in scientific literature so far. These algorithms are usually
developed with intraoral images in mind and do not address the problems typical
for pantomograms. The first method, described in [5], utilizes the active contour
model (so-called ‘snakes’) to extract the shapes from a previously segmented
image. Active contours, first described in [6], are a model of parametrized curves
that, while under the influence of an external driving force (usually derived from
the image), attempt to minimize the sum of their external and internal energy by
moving in the spatial domain in accordance with limitations imposed on their
shape. The external driving force needs to be chosen in such a way that the
function takes low values in the points belonging to the contour and high values
outside of the contour; in [5] the assumed external energy function is represented
by the formula:

Eext = −|∇[Gσ(x, y) ∗ I(x, y)]|2, (1)

where Gσ is a Gaussian with the standard deviation σ and ∇ is a Laplacian.
The Laplacian of Gaussian is commonly utilized in image processing for edge
detection if the image background is noisy. It results in the reduction of false
edge detection.

A modified approach based on snakes — the active contour without edges, was
used in [7]. Instead of minimizing the energy of the contour, a model fit error
term was applied to guide the contour. Thus, the minimized energy function
becomes:

E(C) =
∫

inside(C)

|I0(x, y) − c1|2dxdy +
∫

outside(C)

|I0(x, y) − c2|2dxdy, (2)

where C is the current contour, I0 is the original image, c1 and c2 are the mean
intensities of the pixels inside and outside C, respectively. The energy of a given
contour is minimized when the difference between c1 and c2 is maximized, i.e.
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when the contour C contains an homogeneous area with high-intensity pixels
and the area outside C contains low-intensity pixels. The contour shape can still
be controlled by the limitations imposed on its curvature.

Another method, applied by Chen and Jain ([8]), consists in the use of active
shape models in the process of dental shape extraction. Presented in [9] active
shape models are ”used to extract eigen-shapes from aligned training tooth con-
tours, which include tooth contours and their scaled and rotated variations”
([8]). After the resulting contour and the tooth on the image are aligned, splines
are used to represent the extracted shape.

The last described approach was presented in [4]. In this method, it is assumed
that the center of the crown (the uncovered part of the tooth) is located in
the segment. A radial scan is then performed with the angle ranging between
0 and π, from the crown center to the edge of the image. Along every scan
line, a single point with the highest bayesian probability of belonging to the
contour (determined by its intensity and the intensity of the next pixel in the
given direction) is accepted and connected to the previously selected point to
form the crown contour. To extract the shape of the root (part of the tooth
covered by gums) an iterative algorithm is used, starting from both ends of the
crown contours, i.e. points selected for the angles 0 and π, moving towards the
horizontal edge of the image and choosing a single point in the horizontal vicinity
maximizing the intensity difference between the points inside and outside the
contour. Which points are considered to be inside depends which side of root’s
shape is being extracted, e.g. for the left side of the root the pixels to the right
of the selected contour point are considered to be inside the contour. When the
horizontal edge of the image is reached on both sides of the tooth, the contour
is complete.

3 Description of the Proposed Method

While the approaches presented in the previous section provide good results
for intraoral images, frequent occlusions appearing in pantomograms require a
different solution, one that does not require high contrast between the pixels of
the tooth and the background. For instance, if two neighboring teeth occlude
with each other, their edes will have higher intensities than the pixels in the
center of the tooth.

It is assumed that before the proposed algorithm starts, a detection step is per-
formed to decide whether a tooth is present in a given segment of the radiogram.
Then, the image is morphologically opened in order to reduce the noise and to cre-
ate larger areas of similar intensity range. Afterwards, the image is entropy filtered
in order to detect the edges of similarly colored areas and then segmented into
small fragments using the watershed method. Because the image was previously
morphologically opened, the resulting segments are larger than on a watershed-
segmented original image, thus reducing the number of segments and, as a result,
speeding up the later stages of the presented method. The size of the resulting
segments depends on the structuring element used in morphological opening —
the larger the structuring element, the larger the segments on the image.
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For every thus achieved segment, a set of features is calculated from the orig-
inal image: segment’s centroid, normalized mean value of the intensities of its
pixels and the normalized vertical distance from the centroid to the curve sepa-
rating the upper and lower jaw. The Euclidean distance between the centroids is
also calculated and for each segment, 50 segments with the closest centroids are
chosen to calculate the distinction of its mean intensity. The distinction value of
segment i is calculated as:

D(i) =
N∑

j=1

max(Ī(i) − Ī(j), 0), (3)

where Ī(i) and Ī(j) are respectively the mean intensities of segments i and j.
The distinction values are later normalized and are used as an indication whether
the chosen segment is brighter than its surrounding segments. Finally, a mean
intensity is calculated for all the non-zero pixels to serve as a reference of the
image exposure.

To determine which segments belong to the tooth, a fitness function is cal-
culated. The values used in the calculation of the fitness function depend on
the type of tooth being segmented: for the first two teeth from the center of
the jaw (incissors) only the distinction function and vertical distance from the
curve separating upper and lower jaws are used, with the weights of 0.7 and 0.3
respectively, for all the other teeth the mean intensity is added, with the weights
of 0.4 (mean intensity), 0.4 (distinction function) and 0.2 (vertical distance from
the curve separating jaws). Once every region has an assigned fitness function,
the segments with the fitness above a preselected threshold are considered to
belong to the tooth and have their pixel values set to 1, and all other regions
are excluded and set to 0. The thresholds used in this study were: 0.4 for the
incissors, 0.5 for the third and fourth tooth from the center (the canine and the
first premolar) and the mean intensity of the whole image multiplied by 0.8 for
all the other teeth. All the values were established experimentally and did not
require scaling for different images, as all the radiograms used in this study were
the same size and subject to the same contrast enhancement.

Finally, after all rejected regions are set to 0, the remaining regions are mor-
phologically dilated in order to remove the borders between them. Exterior
boundaries of the objects on the resulting image are then traced and the longest
contour that also lies close to the jaws separating curve is selected as the tooth
contour. In order to smooth the contour, all border pixel positions are then
Gaussian filtered. The resulting list of points is the final contour of the tooth.
The result of consecutive stages of the proposed algorithm on the sample tooth
is presented on Fig. 2.

4 Experimental Results

The algorithm was tested on a database containing 218 digital pantomograms
belonging to 176 different people and the result for the exemplary tooth is pre-
sented on Fig. 3(a). A contour of the same tooth extracted using the active
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(a) (b)

Fig. 2. Results of consecutive stages of the algorithm: 2(a) watershed segmentation,
2(b) regions remaining after thresholding, with brightness equal to their fitness value

contours without edges ([7]) can be seen on Fig. 3(b). The contour shown on
3(b) was achieved after 650 iterations and a further increase of this parameter
did not result in the inclusion of the area of dental pulp inside the contour. This
is caused by the fact that the dental pulp is a soft tissue and appears darker
than the surrounding tooth on the radiogram. Because of this, the inclusion of
the area inside the contour results in the increase of its energy. This problem is
also evident on Fig. 2(b), but it has no impact on the final result.

(a) (b)

Fig. 3. A comparison of the results of shape extraction using the proposed method
(3(a)) and active contour without edges ([7], 3(b))

More test results of the presented method are shown on Fig. 4. The extracted
contours are repeatable across different images of the same person, as seen on Fig.
3(a) and Fig. 4(g). The incorrect results are often caused by the bone formation
known as trabecula. Other problems might be caused by incorrect segmentation
that results in a fragment of neighboring tooth visible on the image segment,
like on Fig. 4(a). Incorrectly excluded regions do not affect the resulting contour
as they do in the case of the active contours without edges (Fig. 4(g)).

It should be noted that because the extracted shapes are later used for iden-
tification, the best way to compare the presented methods is to assess their
influence on the successful retrieval rate. Repeatability in similar conditions is
more important than the correctness of the result, because two incorrectly ex-
tracted shapes (for example because of the presence of dental braces on the
image) could still lead to a successful retrieval, if the error is similarly reflected
on both of them. Such a comparison should be the basis of a future study.
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(a) (b)

(c) (d)

(e) (f)

(g)

Fig. 4. Exemplary results of the proposed method. Teeth on figures 4(a)-4(e) come
from the image shown on Fig. 1(a). Teeth on figures 4(f) and 4(g) are the same teeth
as those shown on 4(e) and 3(a), respectively. They were extracted from an another
pantomogram belonging to the same person.
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5 Conclusions and Future Work

In this paper, a novel method of extracting teeth contours from orthopanto-
mograms was presented. The method works fully automatically and provides
acceptable results, which can be later used in the process of forensic human
identification. The proposed algorithm was compared with another approach —
active contour model without edges.

Further development of the method could include the use of artificial neural
networks instead of the fitness function in the process of deciding which regions
on the image belong to the tooth. Another improvement could be achieved if a
post-processing step is added, removing protrusions from the contour that do
not fit the general shape of a tooth.
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Abstract. JPEG XR is considered as a lossy sample data compression
scheme in the context of iris recognition techniques. It is shown that
apart from low-bitrate scenarios, JPEG XR is competitive to the current
standard JPEG2000 while exhibiting significantly lower computational
demands.

1 Introduction

With the increasing usage of biometric systems the question arises naturally
how to store and handle the acquired sensor data (denoted as sample data sub-
sequently). In this context, the compression of these data may become imperative
under certain circumstances due to the large amounts of data involved. Among
other possibilities (e.g. like compressed template storage on IC cards and op-
tional storage of (encrypted) reference data in template databases), compression
technology is applied to sample data in distributed biometric systems, where the
data acquisition stage is often dislocated from the feature extraction and match-
ing stage (this is true for the enrolment phase as well as for authentication). In
such environments the sample data have to be transferred via a network link
to the respective location, often over wireless channels with low bandwidth and
high latency. Therefore, a minimisation of the amount of data to be transferred
is highly desirable, which is achieved by compressing the data before transmis-
sion and any further processing. As an alternative, the application of feature
extraction before transmission looks promising due to the small size of template
data but cannot be done under most circumstances due to the prohibitive com-
putational demand of these operations (current sensor devices are typically far
too weak to support this while compression can be done e.g. in dedicated low
power hardware).

While current international standards define the application of JPEG2000 for
lossy iris sample data compression, we focus in this paper on the corresponding
application of the recent JPEG XR still image coding standard. We experimen-
tally compare the achieved results to a JPEG2000 based (and therefore standard
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conformant) environment. In particular, we investigate the effects of applying
different settings concerning the use of the optional Photo Overlap Transform
(POT) as a part of JPEG XR’s Lapped Biorthogonal Transform (LBT) with re-
spect to iris recognition accuracy. In Section 2, we review related standards and
literature in the area of lossy iris sample data compression. Section 3 presents
experiments where we first shortly review the four different iris recognition sys-
tems employed in this study. Subsequently, JPEG XR basics and the investigated
transform settings are briefly explained. Experimental results comparing JPEG
XR and JPEG2000 are shown with respect to PSNR (image quality), execution
speed, and iris recognition accuracy in terms of EER. Section 4 concludes the
paper.

2 Biometric Iris Sample Compression

During the last decade, several algorithms and standards for compressing image
data relevant in biometric systems have evolved. The certainly most relevant one
is the ISO/IEC 19794 standard on Biometric Data Interchange Formats, where
in its former version (ISO/IEC 19794-6:2005), JPEG and JPEG2000 (and WSQ
for fingerprints) were defined as admissible formats for lossy compression, whereas
for lossless and nearly lossless compression JPEG-LS as defined in ISO/IEC 14495
was suggested. In the most recently published version (ISO/IEC FDIS 19794-6 as
of August 2010), only JPEG2000 is included for lossy compression while the PNG
format serves as lossless compressor. These formats have also been recommended
for various application scenarios and standardised iris images (IREX records) by
the NIST Iris Exchange (IREX http://iris.nist.gov/irex/) program.

The ANSI/NIST-ITL 1-2011 standard on “Data Format for the Interchange
of Fingerprint, Facial & Other Biometric Information” (2nd draft as of February
2011, former ANSI/NIST-ITL 1-2007) supports both PNG and JPEG2000 for
the lossless case and JPEG2000 only for applications tolerating lossy compres-
sion.

In literature on compressing iris imagery, rectangular as well as polar iris
sample data has been considered. With respect to employed compression tech-
nology, we find JPEG [1, 8], JPEG2000 [4, 1, 8], and other general purpose com-
pression techniques [8] being investigated. Superior compression performance
of JPEG2000 over JPEG is seen especially for low bitrates (thus confirming the
choice of the above-referenced standards), however, for high and medium quality
JPEG is found still to be competitive in terms of impacting recognition accu-
racy. Apart from applying the respective algorithms with their default settings
and standard configurations, work has been done to optimise the compression
algorithms to the application domain: For JPEG2000, we have proposed to in-
voke RoI coding for the iris texture area [3] whereas the removal of the image
background before compression has also been suggested (i.e. parts of the image
not being part of the eye like eye-lids are replaced by constant average gray
[1]). For JPEG, we have demonstrated an optimisation of quantisation matri-
ces to achieve better matching accuracy compared to the standard values for
rectangular iris image data [7] as well as for polar iris images [6].
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The recent JPEG XR standard has not yet been investigated in the context
of biometric systems. It might represent an interesting alternative to JPEG2000
due to its simpler structure and less demanding implementations in terms of
memory and CPU resources.

3 Experiments on Compressing Iris Sample Data

3.1 Iris Recognition and Iris Database

It is crucial to assess the effects of compressing iris samples using a set of different
iris recognition schemes since it can be expected that different feature extraction
strategies will react differently when being confronted with compression artefacts
and reduced image quality in general.

Many iris recognition methods follow a quite common scheme close to the
well known and commercially most successful approach by Daugman. In our
pre-processing approach (following e.g. Ma et al. [9]) we assume the texture to
be the area between the two almost concentric circles of the pupil and the outer
iris. These two circles are found by contrast adjustment, followed by Canny edge
detection and Hough transformation. After the circles are detected, unwrapping
along polar coordinates is done to obtain a rectangular texture of the iris. In our
case, we always re-sample the texture to a size of 512x64 pixels. Subsequently,
features are extracted from this iris texture (which has also been termed polar
iris image), we consider the following four techniques in this work:

1. A wavelet-based approach proposed by Ma et al. [9] is used to extract a
bit-code. The texture is divided into N stripes to obtain N one-dimensional
signals, each one averaged from the pixels of M adjacent rows. We used
N = 10 and M = 5 for our 512x64 pixel textures (only the 50 rows close to
the pupil are used from the 64 rows, as suggested in [9]). A dyadic wavelet
transform is then performed on each of the resulting 10 signals, and two
fixed subbands are selected from each transform. This leads to a total of
20 subbands. In each subband we then locate all local minima and maxima
above some threshold, and write a bitcode alternating between 0 and 1 at
each extreme point. Using 512 bits per signal, the final code is then 512x20
bit. Matching different codes is done by computing the Hamming Distance.

2. Again restricting the texture to the same N = 10 stripes as described be-
fore, we use a custom C implementation similar to Libor Masek’s Matlab
implementation1 of a 1-D version of the Daugman iris recognition algorithm
as the second feature extraction technique. A row-wise convolution with a
complex Log-Gabor filter is performed on the texture pixels. The phase an-
gle of the resulting complex value for each pixel is discretized into 2 bits.
Those 2 bit of phase information are used to generate a binary code, which
therefore is 512x20 bit (again, Hamming Distance can be used for similarity
determination).

1 http://www.csse.uwa.edu.au/~pk/studentprojects/libor/sourcecode.html
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3. The third algorithm has been proposed by Ko et al. [5]. Here feature extrac-
tion is performed by applying cumulative-sum-based change analysis. The
algorithm discards parts of the iris texture, from the right side [45o to 315o]
and the left side [135o to 225o], since the top and bottom of the iris are often
hidden by eyelashes or eyelids. Subsequently, the resulting texture is divided
into basic cell regions (these cell regions are of size 8 × 3 pixels). For each
basic cell region an average gray scale value is calculated. Then basic cell
regions are grouped horizontally and vertically. It is recommended that one
group should consist of five basic cell regions. Finally, cumulative sums over
each group are calculated to generate an iris-code. If cumulative sums are
on an upward slope or on a downward slope these are encoded with 1s and
2s, respectively, otherwise 0s are assigned to the code. In order to obtain a
binary feature vector (to enable Hamming Distance computation for com-
parison) we rearrange the resulting iris-code such that the first half contains
all upward slopes and the second half contains all downward slopes. With
respect to the above settings the final iris-code consists of 2400 bits.

4. Finally, we employ the feature extraction algorithm of Zhu et al. [10] which
applies a 2-D wavelet transform to the polar image first. Subsequently, first
order statistical measures are computed from the wavelet subbands (i.e.
mean and variance) and concatenated into a feature vector. The similarity
between two of these real-valued feature vectors is determined by computing
the corresponding l2-Norm.

The following dataset is used in the experiments:

CASIAv3 Interval database2 consists of NIR images with 320× 280 pixels in
8 bit grayscale .jpeg format (high quality) of 249 persons, where for many
persons both eyes are available which leads to 391 (image) classes overall.

For intra-class matches (genuine user matches), we consider all possible tem-
plate pairs for each class (overall 8882 matches), while for inter-class matches
(impostor matches) the first two templates of the first person are matched against
all templates of the other classes (overall 2601 matches).

3.2 Compression Techniques: JPEG XR and JPEG2000

Originally developed by Microsoft and termed “HD Photo”, JPEG XR got stan-
dardized by ITU-T and ISO in 2009 [2], which makes it the most recent still image
coding standard. The original scope was to develop a coding scheme targeting
“extended range” applications which involves higher bit-depths as currently sup-
ported. However, much more than 10 years after JPEG2000 development and
10 years after its standardisation it seems to be reasonable to look for a new
coding standard to eventually employ “lessons learnt” in JPEG2000 standard-
isation. In particular, the focus is on a simpler scheme which should offer only
the amount of scalability actually required for most applications (as opposed
2 http://www.cbsr.ia.ac.cn/IrisDatabase.htm/



Effects of JPEG XR Compression Settings on Iris Recognition Systems 77

to JPEG2000 which is a rather complex scheme offering almost unconstraint
scalability). JPEG XR shares many properties with JPEG and JPEG2000 but
exhibits also elements of the recent H.264 video standardisation [2].

JPEG XR is a transform coding scheme showing the classical three-stage de-
sign: transform, quantisation, and entropy encoding. JPEG XR supports lossless
to lossy compression of up to 32 bits per colour channel. The transform operates
on macroblocks consisting of 16 (arranged in 4 by 4) 4 × 4 pixel blocks. The
first stage of the integer-based transform allowing for perfect reconstruction is
applied to all 4×4 pixel blocks of a macroblock. Subsequently, the resulting coef-
ficients are partitioned into 240 “high pass (HP) coefficients” and 16 coefficients
corresponding to the lowest frequency in each block. The latter are aggregated
into a square data layout (4 x 4 coefficients) onto which the transform is applied
for a second time. The result are 15 “low pass (LP) coefficients” and a single
“DC” coefficient (per macroblock). It is interesting to note that the concept of
recursively applying a filtering operation is “borrowed” from the wavelet trans-
form. Obviously, this also corresponds to three scalability layers: DC, LP, and
HP coefficients, similar to the scans being built in the spectral selection JPEG
progressive mode.

In fact, the transform used in JPEG XR is more complicated as compared to
JPEG, it is a so-called “two-stage lapped biorthogonal transform (LBT)” which
is actually composed of two distinct transforms: The Photo Core Transform
(PCT) and the Photo Overlap Transform (POT). The PCT is similar to the
widely used DCT and exploits spatial correlation within the 4 x 4 pixels block,
however, it suffers from the inability to exploit inter-block correlations due to its
small support and from blocking artifacts at low bitrates. The POT is designed to
exploit correlations across block boundaries as well as mitigate blocking artifacts.

Each stage of the transform can be viewed as a flexible concatenation of POT
and PCT since the POT is functionally independent of the PCT and can be
switched on or off, as chosen by the encoder (this is signalled by the encoder in
the bitstream). There are three options: disabled for both PCT stages, enabled
for the first PCT stage but disabled for the second PCT stage, or enabled for
both PCT stages.

Since our experiments are focused on the evaluation of those three options con-
cerning POT employment, we do not describe the subsequent JPEG XR stages
in the following, please consult the standard or related publications with respect
to this issue [2]. For experimentation, we use the official JPEG-XR reference soft-
ware 1.8 (as of September 2009) and for JPEG2000 compression, imagemagick
8.6.6.0.4-3 (employing libJASPER 1.900.1-7+b1) is used with standard settings.

3.3 Experimental Results

For enabling a fair comparison in the experiments, the same bitrate has to be set
in JPEG XR and JPEG2000. While this is straightforward in JPEG2000, JPEG
XR suffers from the same weakness as JPEG being unable to explicitly specify
a target bitrate. Therefore we have employed a wrapper-program, continuously
adapting the JPEG XR quantisation factors (set to identical values for DC, LP,
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(a) PSNR (b) Speed

Fig. 1. Comparing JPEG XR and JPEG2000 in terms of PSNR and Execution Speed

and HP band as used in the default settings) to achieve a certain target bitrate
(given in bytes per pixel bpp).

In Fig. 1.a we compare PSNR performance averaged over all images in the
considered dataset. Up to 0.2 bpp, JPEG2000 provides the highest values. In
this bitrate range, applying no POT (LBT= 0) clearly gives the worst results
(PSNR is about 1dB reduced as compared to JPEG2000). Applying POT for
the first (LBT= 1) or both transform stages (LBT= 2) leads to almost identical
results across the entire bitrate range, up to 0.2bpp PSNR quality is only slightly
below that of JPEG2000.

The situation is different for higher bitrates. JPEG2000 saturates from 0.3bpp
upwards due to the employed irreversible 9/7 transform and is clearly outper-
formed by all JPEG XR settings. Interestingly, for bitrates larger than 0.2bpp,
applying no POT gives the best PSNR values, which is explained by the fact
that POT application is targeted to optimise data for human perception but not
for numerical error minimisation.

Fig. 1.b shows a comparison of execution timings for compressing the entire
dataset. We note that depending on the target bitrate considered, JPEG XR is
faster by a factor of 2-5 as compared to JPEG2000 (target bitrate optimisation
is disabled for this evaluation). This result underlines that JPEG XR could be
an interesting alternative to JPEG2000 in biometric environments, especially in
cases with limited CPU resources at the compressing site.

In the following, we will investigate the impact compression of one template
involved in matching has on the recognition performance of the four iris recog-
nition systems considered (e.g., the sample data acquired by the sensor is com-
pressed and sent to the feature extraction / matching site). For this purpose,
we plot equal error rate (EER, on the vertical axis) for applying compression in
an entire range of target bitrates (in bpp, on the horizontal axis) and compare
JPEG2000 to the three JPEG XR POT employment variants. For reference, also
the “Lossless” case (i.e. recognition accuracy in EER without any compression
applied) is indicated as a horizontal line in Figs. 2 and 3.
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(a) Ma et al. (b) Ko et al.

Fig. 2. EER for varying bitrates and JEPG XR compression settings

(a) Masek (b) Zhu et al.

Fig. 3. EER for varying bitrates and JEPG XR compression settings

For the algorithms of Ma and Masek, JPEG2000 provides the lowest (i.e. best)
EER up to a bitrate of 0.15bpp, while for the other two recognition algorithms,
no clear tendency can be observed. In particular, for no algorithm there is a clear
indication whether application of POT would be beneficial or not. Further, it is
interesting to see that for some algorithms and bitranges, the results involving a
compressed template are superior to the uncompressed case (e.g. Ko and Masek
for bitrates > 0.2bpp, Zhu for bitrates between 0.04 and 0.15). This can be
explained by the fact that compression acts as a denoising filter and has been
observed in earlier studies as well [6].

What is especially interesting to observe, is that PSNR behaviour as shown
in Fig. 1.a does not directly propagate to recognition accuracy. While the better
PSNR behaviour of JPEG2000 at low bitrates is at least reflected by the results
of two algorithms, we do not find any superiority of JPEG XR for higher bi-
trates. On the other hand it is interesting to see that except for two recognition
algorithms at low bitrates, JPEG XR compressed sample data perform almost
equivalent to JPEG2000 compressed one. Given the significantly reduced compu-
tational demand as shown in Fig. 1.b, JPEG XR can be considered a promising
alternative to JPEG2000 in this application scenario and should be considered
in future standardisation efforts in the area.
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4 Conclusion

We have found that in the context of biometric systems, JPEG XR can be
an interesting alternative to the current standard JPEG2000, especially due
to its significantly lower computational demand. A minor decrease in EER as
compared to JPEG2000 can be seen only for lower bitrates for two out of four
iris recognition systems only. For most iris recognition scenarios, compression
with JPEG XR has been identified to be quite competitive to compression with
JPEG2000.
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Abstract. Motivated by the nuclear magnetic resonance (NMR) spec-
troscopy of biofluids (urine and blood serum), we present a recursive
blind source separation (rBSS) method for nonnegative and correlated
data. A major approach to non-negative BSS relies on a strict non-
overlap condition (also known as the pixel purity assumption in hyper-
spectral imaging) of source signals which is not always guaranteed in the
NMR spectra of chemical compounds. A new dominant interval condi-
tion is proposed. Each source signal dominates some of the other source
signals in a hierarchical manner. The rBSS method then reduces the
BSS problem into a series of sub-BSS problems by a combination of data
clustering, linear programming, and successive elimination of variables.
In each sub-BSS problem, an �1 minimization problem is formulated
for recovering the source signals in a sparse transformed domain. The
method is substantiated by NMR data.

Keywords: NMR spectroscopy, non-negative correlated sources, recur-
sive blind separation.

1 Introduction

Blind source separation (BSS) aims to recover source signals from their mix-
tures without detailed knowledge of the mixing process. Nonnegative BSS has
received much attention in various fields lately, such as image processing, analyt-
ical chemistry, metabolic fingerprinting, and disease diagnosis [1, 2, 5–8, 10–14]
where nonnegative constraints are imposed on the mixing process and source
signals. The nonnegative BSS problem is defined by the following matrix model:

X = AS, with Aij ≥ 0, Sij ≥ 0, (1.1)

where X ∈ R
m×p is the mixture matrix containing known mixture signals as its

rows, S ∈ R
n×p is the unknown source matrix, A ∈ R

m×n is the unknown mixing
matrix. The dimensions of the matrices are expressed in terms of three numbers:
(1) p is the number of available samples, (2) m is the number of mixture signals,
and (3) n is the number of source signals. Both X and S are sampled functions of
an acquisition variable (time, frequency, position, or wavenumber). The problem

A. Berciano et al. (Eds.): CAIP 2011, Part II, LNCS 6855, pp. 81–88, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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is to estimate nonnegative A and S from X , also known as nonnegative matrix
factorization (NMF [5]).

Naanaa and Nuzillard (NN) proposed a nonnegative BSS method [6] based
on the sparseness assumption (NNA) that the source signals be strictly non-
overlapping at some locations of acquisition variable. Each source signal must
have a stand-alone peak where other sources are strictly zero. Such a strict
sparseness condition leads to a dramatic mathematical simplification of a general
nonconvex NMF problem (1.1). Geometrically speaking, the problem of finding
the mixing matrix A reduces to the identification of a minimal cone containing
the column vectors of X . The latter can be done by linear programming. Similar
assumption and geometric construction were known earlier [2, 12] in blind hyper-
spectral unmixing. The analogue of NNA is called pixel purity assumption. The
resulting geometric (cone) method is the so called N-findr [12]. However, certain
class of NMR data may not satisfy NNA as seen in the following two examples.

Example 1: Consider the NMR spectra of two chemical compounds β-sitosterol
and menthol in Fig. 1. The β-sitosterol (blue) has a stand-alone peak (circled)
however menthol (red) does not have such a peak. Hence NNA does not hold.
However, β-sitosterol (blue) has a dominant interval ([420, 600]) over menthol
(red), though spectral overlap occurs on [0, 420].
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Fig. 1. NMR spectra of two chemical compounds. In the circled region, β-sitosterol
(blue) has a stand-alone peak, while menthol (red) does not have such region.

Example 2: The data in Fig. 2 are from NMR spectroscopy of urine and blood
serum. The complicated NMR spectra contain both wide-peak source signals
and narrow-peak source signals. The blood serum has constituents with wide
spectral peaks which overlap others over the whole acquisition region. The urine
NMR spectrum is similar. NNA does not hold for this type of data.

The above two examples show that new BSS methods should be developed
for these non-NNA signals where wide spectral peaks exist and violates NNA.
Our work is motivated by NMR spectroscopy of biofluids such as urine and
blood serum (example 2) which provide important information for metabolic
fingerprinting and disease diagnosis [1, 11, 13, 14]. The main challenge of the



A Recursive Sparse Blind Source Separation Method 83

Fig. 2. Standard NMR spectra of serum and urine, showing representative structural
complexity produced by multiple metabolite signals (plot from [1])

non-NNA problem is that the mixing matrix A cannot be recovered from data
matrix X independently of S as in [6]. Our method breaks the source separation
process into two stages. In the first stage, clustering and linear programming
techniques are employed to recursively identify columns of the mixing matrix
while simultaneously eliminating source variables. The first stage also serves
to convexify the orginal non-convex matrix factorization problem because half
of the unknowns are estimated. The second stage is to solve a sequence of �1
regularized convex optimization problems to recover the source signals.

The paper is organized as follows. In section 2, we propose a new condition on
the source signals motivated by NMR spectroscopy data of biofluids. Then we
present our recursive BSS method, and illustrate it with a numerical example.
Section 3 is the conclusion. The following notations will be used throughout the
paper. The notation Aj (Xj) denotes the j-th column of matrix A (X); Sj (Xj)
is the j-th row of matrix S (X).

This work was partially supported by NSF-ADT grant DMS-0911277.

2 Source Assumption and Recursive Method

Let us consider the determined case (m = n) for simplicity. Each column in X
of model (1.1) represents data collected at a particular value of the acquisition
variable, and each row represents a mixture spectrum. Motivated by the NMR
spectra of urine and blood serum, we propose here a more general and relaxed
condition on the source signals. Rows S1, S2, . . . , Sn of S, i.e. the source signals,
satisfy: for i = 2, 3, . . . , n, the source signal Si has a dominant interval over
Si−1, . . . , S2, S1, while the other part of Si may overlap with Si−1, . . . , S2, S1.
More precisely, the source matrix S satisfies the hierarchical dominant interval
(DI) condition:

• For each k ∈ {2, 3, . . . , n}, there is a set Ik ⊂ {1, 2, . . . , p} such that for each
l ∈ Ik sil � sjl, i = k, k + 1, . . . , n, j = 1, 2, . . . , k − 1.
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The recursive method consists of the backward and forward steps. In the
backward step (elimination of variables from Sn to S1), the original BSS problem
is reduced to a series of smaller BSS problems. The DI condition implies that
there are columns of X such that Xk = sn,kA

n +
∑n−1

i=1 oi,kA
i, where sn,k

dominate oi,k(i = 1, . . . , n−1), i.e., sn,k � oi,k. The An is found inside a cluster
formed by these Xk’s in R

n. All X ’s column vectors form a set of points P =
{X1, X2, . . . , Xp} in n dimensional space. The convex hull of P is a polytope,
A in R

n. The frame F of these points is the set of extreme points of the convex
hull. To determine if the element Xk of P constitutes an element of F , the
following constraint is examined:

∑p
j=1,j �=k X

jλj = Xk, λj ≥ 0, k = 1, . . . , p.
Xk belongs to F if it cannot be written as a linear combination of other points of
P . The above constraint is solved by linear programming. Among the elements
of F , An is the one attracting a cluster or most number of data points in its
neighborhood.

After An is obtained, we reduce the model by eliminating Sn from X . Let row
vectors ofX beX1, . . . , Xn. Using An, we eliminate Sn by performingXi → Xi−
Ain

Ann
Xn, i = 1, 2, . . . , n−1. The reduced mixture matrix is:X(1,2,...,n−1) consisting

of rows: X1 − A1n

Ann
Xn, X2 − A2n

Ann
Xn, · · · , Xn−1 − An−1,n

Ann
Xn. which contains

n − 1 mixtures from source signals S1, . . . , Sn−1. The reduced BSS system is:
X(1,2,...,n−1) = A(1,2,...,n−1) S(1,2,...,n−1), where A(1,2,...,n−1) is the mixing matrix
of sources S1, . . . , Sn−1. In X(1,2,...,n−1), the source Sn−1 has dominant regions
over other sources. So data clustering and linear programming can be used again
to recover the mixing coefficients of Sn−1 from X(1,2,...,n−1). Then we reduce the
mixture matrix further to X(1,2,...,n−2) containing S1, . . . , Sn−2. The procedure
iterates until the source S1 is obtained.

In summary, the backward step not only extracts source signal S1, but also
generates reduced mixtures X(1,2), X(1,2,3), . . . , X(1,2,...,k), . . . , X(1,2,...,n−1). Al-
though the original model (1.1) contains nonnegative A,S and X , the reduced
mixtures and mixing matrices may have negative entries from variable elimina-
tions. The geometric cone method is still applicable, only that the cone may not
lie in the sector consisting of nonnegative vectors.

The forward step (recovery of sources from S2 to Sn) is as follows. With S1

recovered by the end of the forward step, we continue to separate out the source
signals S2, . . . , Sn. We shall use sparseness property in a transformed domain.
Analytical chemistry [4] says that an NMR spectrum is represented as a sum of
symmetric, positive Lorentzian-shaped peaks. An NMR spectrum can be viewed
as a linear convolution of Lorentzian kernel with some sparse function or S =
Ŝ ∗L(x,w), where L(x,w) = 1

π

1
2 w

x2+( 1
2 w)2

, w specifies its width, and Ŝ is a sparse
function. The sparsity under the Lorentzian kernel suggests an �1 minimization
problem to recover the source signals. To estimate Sk (k = 2, . . . , n− 1) with Sj

(j = 1, · · · , k − 1) known, we solve:

min
A(1,2...,k−1)∈R

k×(k−1) ,

Ŝ∈Rk×p, Ŝ≥0

μ‖Ŝ‖1 +‖X(1,2,...,k)−A(1,2...,k−1) S(1,2,...,k−1)− Ŝ ∗L(wk)‖2
2 ,

(2.1)
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where X(1,2,...,k) ∈ R
k×p is the mixture matrix that contains source S1, . . . , Sk,

the columns of A(1,2...,k−1) ∈ R
k×(k−1) correspond to the mixing coefficients of

sources S1, . . . , Sk−1 in X(1,2,...,k). The rows of Ŝ ∗ L(wk) represent source Sk

in X(1,2,...,k), wk is the peak width of Sk. Because (2.1) allows the constraint
A(1,2...,k−1) S(1,2,...,k−1) + Ŝ ∗ L(wk) = X(1,2,...,k) to be relaxed, it is applicable
when the mixtures are contaminated by measurement errors. The l2 norm in (2.1)
models the unknown measurement error as Gaussian. When there is minimal
measurement error, one assigns a tiny value to μ to heavily weigh the fidelity
term. The widths wk’s may be estimated from peaks in the mixture. An upper
bound often suffices. The convex optimization (2.1) is solved by a projected
gradient descent method which converges to a global minimum. At this point,
we have retrieved S1, . . . , Sn−1. Finally, we extract the last source signal Sn from
the original mixture matrix X . We solve the �1 minimization problem:

min
0≤A(1,...,n−1)∈R

n×(n−1), ,

Ŝ∈Rn×p, Ŝ≥0

μ‖Ŝ‖1 +‖X−A(1,...,n−1) S(1,...,n−1)− Ŝ ∗L(wn)‖2
2 , (2.2)

where rows of X ∈ R
n×p represent the n mixture signals, the columns of

A(1,...,n−1) correspond to the mixing coefficients of S1, . . . , Sn−1 in X . The rows
of Ŝ ∗ L(wn) are the multiples of Sn in X . Again, we use projected gradient de-
scent approach to solve (2.2). The difference is that, in (2.1) the nonnegativity
constraint is only imposed on the source signals, while in (2.2) both the mixing
matrix and sources are required to be nonnegative.

A brief pseudo-code is: (B1) recover last column An of mixing matrix A by
clustering columns of data matrix X ; eliminate Sn from mixing equation. (B2)
repeat (B1) and eliminate Sk (k = n−1, · · · , 2) till S1 is recovered. (F1) Recover
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Fig. 3. Backward step 1. Left: the three mixtures. Right: the geometry of the mixture
and the recovery of A3 (the one in the blue circle). A dominant region containing the
widest spectral peak is in the red rectangle. An estimate w3 = 130 for the peak width
of source S3 can be read off.
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Fig. 4. Backward step 2. Model reduction via eliminating S3. The two mixtures are on
the left. The geometrical visualization is on the right. The mixing coefficient vector (red
spot in the right plot) of source S2 in X(1,2) attracts a dense cluster of planar points.
An estimate w2 = 60 (peak width of S2) is read off from the peaks in the rectangular
region.
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Fig. 5. Backward step 3. The recovery of S1 by eliminating S2 from the reduced mixture
X(1,2).

(S2, · · · , Sn−1) successively from S1 up by solving (2.1) based on reduced mixing
equations in (B1)-(B2). (F2) Recover Sn and (A1, · · · , An−1) by solving (2.2).

We illustrate our method by a computational example where three sources
are to be separated from three mixtures. One source has narrow peaks, one has
wider peaks, and the last one has very wide peaks. The results are presented
in a series of plots. Fig. 3 to Fig. 5 illustrate the backward step, and Fig. 6
presents the recovered source signals by �1 minimization in the forward step. In
the step of recovering the source signal S2 and S3 via �1 minimization, the peak
widths w2 = 60, w3 = 130 are read off from the mixture signals. Compared to
ground truth, the separation results by our method are accurate. We also applied
our method to separate mixture NMR spectra of menthol and β-sitosterol, and
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Fig. 6. Forward step. Left is the recovered sources by �1 minimization. Right is the
reference spectra.

urine mixture data. More evaluation results based on experimental NMR data,
and complexity analysis of algorithms are being reported in a comprehensive
companion paper [9].

3 Concluding Remarks

A new source condition (the hierarchical dominant interval condition) is pro-
posed for non-negative BSS of NMR mixtures. Though well-known minimal cone
method does not work for such data, we found a recursive method integrating
data clustering, successive elimination of variables, convex source recovery, and
l1 norm regularized minimization in transformed domains. A large non-convex
NMF problem eventually boils down to smaller convex optimization problems.
In future work, we shall further study NMR data of biofluids with our method.
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Abstract. Local Binary Pattern (LBP) is one of the most important facial 
texture features in face recognition. In this paper, a novel approach based on the 
LBP is proposed for face recognition under different illumination conditions. 
The proposed approach applies Difference of Gaussian (DoG) filter in the 
logarithm domain of face images. LBPs are extracted from the filtered images 
and used for recognition. A novel measurement is also proposed to calculate 
distances between different LBPs. The experimental results on the Yale B and 
Extended Yale B prove superior performances of the proposed method and 
measurement compared to other existing methods and measurements. 

Keywords: Face Recognition, Illumination Variation, Local Binary Pattern. 

1   Introduction 

Illumination variation is one of the most challenging issues in face recognition. In [1], 
differences between varying illumination conditions are proven to be more significant 
than differences between individuals. A number of approaches have been proposed to 
address the issue, which can be classified into three categories: illumination modeling, 
illumination normalization and illumination invariant feature extraction.  

Among all existing illumination invariant features, local binary pattern (LBP) [2-3] 
has gained much attention. The LBP operator is one of the best local texture 
descriptors. Besides the robustness against pose and expression variations as common 
texture features, the LBP is also robust to monotonic gray-level variations caused by 
illumination variations. The main idea in the LBP is to compare the gray value of 
central point with the gray values of other points in the neighborhood, and set a binary 
value to each point based on the comparison. After that, a binary string is transformed 
to a decimal label. A histogram of the labels is used for further recognition task. 
However, the labels are not stable when small changes occur such as noise. To 
overcome the problem, local directional pattern (LDP) [4] is proposed. The LDP is 
obtained by computing the edge response values in all eight directions at each pixel 
position and generating a binary code based on their edge response magnitudes. Tan 
and Triggs [5] proposed local ternary pattern (LTP) which extended the LBP to 3-
valued codes. It is more discriminant and less sensitive to noise in uniform region. All 
the LBP and its several extensions mentioned above are not robust enough against 
large illumination variations.   
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In this paper, different from existing methods, we propose a novel distance 
measurement that can provide a stable distance based on the LBPs, instead of making 
the labels (patterns) stable when noise exists. The idea is more direct and easier to 
implement. In the new measurement, a distance based on pixel-level information is 
calculated besides a distance between histograms in a global level. A tolerance 
parameter is involved which can take two patterns as the same even if they have slight 
difference. 

Besides, we also propose a novel face recognition method under varying 
illuminations based on the LBP. The proposed method applies Difference of 
Gaussians (DoG) filter in the logarithm domain of face images firstly and extracts the 
LBPs from the filtered images. The experimental results on the Yale B and Extended 
Yale B prove superior performances of the proposed method and measurement 
compared to other existing methods and measurements.  

The rest of this paper is organized as follows. In Section 2, we introduce the 
proposed novel method and measurement in details. Experimental results and 
discussions are presented in Section 3. Finally, conclusions are drawn in Section 4. 

2   Proposed Illumination Invariant Approach 

2.1   Difference of Gaussians (DoG) Filter 

The Difference of Gaussians (DoG) filter can enhance edge information, which is 
important for illumination invariant face recognition. In this paper, the image F is 
processed by a DoG filter: 

FDoGF ∗='  (1)

where the DoG is given by 
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σ1 and σ2 are standard deviations of two low-pass filters, and ω is the size of the DoG 
filter.  

In this paper, the DoG filter is applied in the logarithm domain of face images 
firstly. The logarithm transform can compress the light pixel values and expand the 
dark pixel ones [1]. As a result, the transform can partially reduce the effects caused 
by illumination variations. For the DoG, we set σ1=2.5, σ2=2 and ω=6. After the DoG 
filter, the LBPs are extracted from the filtered images. The experiments shown in the 
following section will prove that the performance of the LBP in the DoG filtered 
images can be improved significantly.  

2.2   Local Binary Pattern  

The LBP used in face recognition was firstly proposed by Ahonen et al. [2]. The main 
idea in LBP is to compare the gray value of central point with the gray values of other 
points in the neighborhood, and set a binary value to each point based on the 
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comparison. After that, a binary string is transformed to a decimal label as shown in 
the following equation  
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where ),(, yxLBP RP  is the decimal label of point (x, y), P is the number of 

sampling points, R is the radius of a circle neighborhood, cg  is the gray level of 

central point (x, y), ig  is the gray level of neighborhood sampling point around 

central point (x, y) and 

⎩
⎨
⎧

≤
>

=
.0,0

0,1
)(

x

x
xs  (4)

A histogram of the decimal label is calculated and can be used as a texture feature. 
The histogram is defined as  
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where l is the number of different labels produced by the LBP operator and 
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After an image is divided into non-overlapped blocks, the LBP operator is applied to 
each block and a histogram of different labels is calculated for each block. All the 
histograms of blocks are concatenated to an entire histogram to build a global 
description of the image. The details of the LBP can be referred to [2-3]. 

The LBP descriptor contains three levels information: the labels for the histogram 
contain information about the patterns on a pixel-level, the labels are summed over a 
small block to produce information on a regional level and an entire histogram 
concatenated by regional histograms presents a global description of the image [2].  

In this paper, we divide the images into blocks of 24×24. After that, the 

histograms of 1,8LBP  uniform patterns of blocks are calculated and concatenated 

into a global histogram. The global histogram will be used in the global level distance 
measurement. 

2.3   Proposed Distance Measurement 

Most popular methods [2-5] use histogram intersection or Chi Square statistic as 
means of distance measurement, and they are defined as follows: 
Histogram intersection: 
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Chi square statistic: 
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where Q and S are two concatenated LBP histograms of image A and B respectively. 
When the image is divided into blocks, some blocks may contain more discriminant 
information than others. Therefore, it is reasonable to set weights for different blocks 
based on the importance of the information they contain. The weighted Chi square 
statistic is defined as 
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where Q and S are the concatenated histograms to be compared, indices i and j refer to 

ith bin in histogram corresponding to the jth local block and jw  is the weight for 

block j. 
No matter either non-weighted or weighted measurements is used, it is obvious that 

they only use histogram information, which means that pattern information on a pixel-
level is ignored.  

In this paper, a novel measurement is proposed which considers both the 
differences between images on a pixel-level and the differences between images on a 

global level. The distance between images on a global level 1D is defined as the 

differences between concatenated histograms, using histogram intersection distance as 

Eq. (7). The distance between images on a pixel-level 2D  is defined as the 

percentage of pixels which have different patterns in two images, shown as follows. 
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where the size of images is m×n, ),( jilabelA is the decimal label of point (i, j) in 

the image A, ),( jilabelB is the decimal label of point (i, j) in the image B, and T is 

a threshold parameter.  
As mentioned before, the labels of pixels in the LBP are not stable when some 

noise exists. Several extensions of the LBP have been proposed to obtain stable labels 
to address the problem [4-5]. However, no matter which extension is applied, the 
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labels are still not stable in some cases. In this paper, we study the problem in another 
view. We propose a novel measurement to obtain a stable distance even if the labels 
have some small changes instead of obtaining stable labels. In our measurement, two 
binary pattern labels are regarded the same if the number of bits having different 
values is not greater than T. When T is set to 0, it means that two binary pattern labels 
are taken as the same only when the values of each bit in two labels are the same. 
The final distance between two images A and B is defined as  

),()1(),(),( 21 BADSQDBAD αα −+=  (13)

where α is the ratio between the global level distance and the total distance. With the 
proposed novel measurement, the performance of the LBP is improved significantly, 
shown in the experiment section. The effects of parameters will also be discussed in 
the experiment section.    

3   Experimental Results and Discussions 

3.1   Database 

In the experiments, we use the Yale Face database B [6] and Extended Yale Face 
database B [7] as the test database. In total there are 38 persons with 64 different 
illumination conditions for nine poses per person. Because the main concern in this 
paper is on illumination variations, only 64 frontal face images per person under 
different illumination conditions are chosen. After combining these two databases 
except 18 corrupted images, there are 2414 images of 38 subjects named as the 
Completed Yale B. The images are divided into 5 subsets based on the angle between 
the light direction and the camera axis shown in Table 1. All the images are cropped 
with the size of 192×168 and aligned by the database [7]. In the following 
experiments, only one frontal image per person with normal illumination (0°light 
angle) is applied as a training sample, which increases the difficulty of recognition. 
Recognition is performed with the nearest neighbor classifier. 

Table 1. Subsets divided based on light source direction 

 Subset 1 Subset 2 Subset 3 Subset 4 Subset 5 
Light angle 0~12 13~25 26~50 51~77 >77 
Number of images in Completed Yale B 263 456 455 526 714 

3.2   Performance Comparisons for Different Distance Measurements 

In this section, we compare the proposed distance measurement with other existing 
distance measurements. The LBP and LDP are implemented with our proposed 
measurement and histogram intersection as distance measurement. For comparison, 
the DCT [8] and the LN [9], two of the most representative illumination invariant 
recognition approach, are also implemented. All the results are shown in Table 2. 
Please note that the DoG filter is not involved in the process.  
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From the table, it is clear that although the performances of the LBP under small 
illumination variations as Subsets 2 and 3 are acceptable, the LBP is not robust 
against larger illumination variation such as Subsets 4 and 5. The extension LDP is 
also not robust against larger illumination variations and it obtains even worse 
performances compared to the LBP in Subsets 3 and 4. The reason is that histogram 
intersection distance only makes use of histograms that represent global level 
information but ignores pixel-level information. The results prove that histograms 
could represent facial features well under small illumination variations but histograms 
cannot provide sufficient discriminant information under larger illumination 
variations. In our proposed measurement, pixel-level information is taken into 
consideration. With the proposed measurement, the performance of the LBP has been 
improved significantly. In Subset 3, the LBP with our measurement even achieves a 
better performance compared to the DCT and the LN. In Subset 4, the performance of 
the LBP is acceptable. In the most difficult cases as Subset 5, although the proposed 
distance measurement improves the performance of the LBP obviously compared to 
other distance measurements, the error rate still much higher than that of the DCT and 
the LN. Similarly, our proposed measurement also improves the performance of the 
LDP a lot. Thus, our distance measurement outperforms other distance measurements, 
especially in the cases with larger illumination variations. 

Table 2. Performance comparisons of different measurements 

Method 
Error rate (%) 

Subset 2 Subset3 Subset 4 Subset 5 Total 
The LBP with histogram intersection 0.4 9.0 64.3 90.5 42.5 
The LDP with histogram intersection 0.2 23.1 73.4 83.6 45.1 

The LBP with our distance measurement 0.2 3.7 17.1 50.7 19.5 
The LDP with our distance measurement 0 4.2 20.5 43.1 18.0 

The DCT 0 10.5 10.8 12.6 8.1 
The LN 0 12.3 6.3 8.4 6.2 

3.3   Performance Comparisons for Different Parameter Values  

Here, we evaluate the effects of parameters on our proposed measurement. The DoG 
filter is still not involved in the process and a better result of the proposed method 
with the DoG filter will be presented in the next section.     

The results for different values of tolerance T are shown in Table 3. As mentioned 
before, tolerance T is the number of different value bits in two pattern labels, below 
which these two patterns are still taken as the same. In the strictest case where T is set 
to 0, two binary pattern labels are taken as the same if and only if they are completely 
the same. For the cases where small noise may exist, T can be set to 1 or 2. From 
Table 3, we can notice that with the increase of the T value, the performances of the 
LBP are also improved in the cases with larger illumination variations such as Subsets 
4 and 5. Please also note that even with the strictest measurement (T=0), our proposed 
measurement still improves the performance of the LBP significantly compared to 
histogram intersection distance, especially in Subsets 3 and 4.  

The results of different values of α are shown in Table 4. The parameter 
α reflects the ratio between the global level distance and the total distance. From the 
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table, it is clear that it is better to select smaller value ofα under larger illumination 
variations. This is because histograms cannot provide sufficient discriminant 
information in the case with larger illumination variations and pixel-level information 
could provide more useful information in such cases. Therefore, the weight of the 
global level distance should be decreased. 

Table 3. Performance comparisons for different values of T  

Parameter T 
Error rate (%) 

Subset 2 Subset3 Subset 4 Subset 5 Total 
0 0.4 3.3 32.3 82.2 32.1 
1 0.4 3.1 18.3 54.6 20.8 
2 0.2 3.7 17.1 50.7 19.5 
3 0.2 4.8 18.8 52.2 20.5 

Table 4. Performance comparisons for different values of α   

 
 

Error rate (%) 
Subset 2 Subset3 Subset 4 Subset 5 Total 

0.4 (T=1) 0.2 3.1 14.5 43.0 16.5 
0.5 (T=1) 0.4 3.1 18.3 54.6 20.8 
0.4 (T=2) 0.2 4.4 14.6 42.9 16.7 
0.5 (T=2) 0.2 3.7 17.1 50.7 19.5 

3.4   Performance Comparisons for Different Methods  

Furthermore, we compare our proposed method involving the DoG filter with other 
existing methods, including the DCT, the LN and the LBP. All the results are listed in 
Table 5. From the table, we can see that our method significantly outperforms other 
methods and our method can achieve a very satisfactory performance either in small 
illumination variations or large illumination variations. 

Table 5. Comparison of different methods 

Method 
Error rate (%) 

Subset 2 Subset3 Subset 4 Subset 5 Total 
The DCT 0 10.5 10.8 12.6 8.1 
The LN 0 12.3 6.3 8.4 6.2 

The LBP  0.4 9.0 64.3 90.5 42.5 
Our Proposed Method 0 2.6 1.3 6.6 2.7 

4   Conclusions 

In this paper, a novel distance measurement for the LBP and its extensions is 
proposed. Different from existing distance measurements, pixel-level information are 
fused in the measurement besides the common histogram differences in a global level. 
To overcome the problem that pattern labels of the LBP are not stable when noise 
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exists, a tolerant parameter is considered in the measurement. Therefore the proposed 
measurement can provide a stable distance between the LBPs even if the labels have 
small changes due to some noise. Besides, we proposed a novel approach based on 
the LBP to improve face recognition performance under illumination variations. The 
proposed approach applies DoG filter in the logarithm domain of face images. LBPs 
are extracted from the filtered images and used for recognition. The experimental 
results on the Yale B and Extended Yale B prove the superior performances of our 
proposed method and measurement compared to other existing methods and 
measurements. Further research will focus on face recognition under other variations 
based on the proposed distance measurement. 
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Abstract. Recent work on pedestrian detection has relied on the con-
cept of local co-occurences of features to propose higher-order, richer
descriptors. While this idea has proven to be benefitial for this detec-
tion task, it fails to properly account for a more general and/or holistic
representation. In this paper, a novel, flexible, and modular descriptor is
proposed which is based on the alternative concept of visual recurrence
and, in particular, on a mathematically sound tool, the recurrence plot.
The experimental work conducted provides evidence on the discrimina-
tory power of the descriptor, with results comparable to recent similar
approaches. Furthermore, since its degree of locality, its visual compact-
ness, and the pair-wise feature similarity can be easily changed, it holds
promise to account for characterizations of other descriptors, as well as
for a range of accuracy-computational trade-offs for pedestrian detection
and, possibly, also for other object detection problems.

Keywords: Pedestrian detection, Recurrence plot, Oriented gradients,
Feature descriptor.

1 Introduction

Human detection is the base from which other more specialized recognition tasks
can be performed, e.g. identification, categorization according to some criteria, or
body silhouette extraction. Human detection itself is even more difficult when no
temporal information is available. This problem is often addressed using images
of standing people which are usually obtained from urban scenes and that is why
the term pedestrian is so widely used the literature, as is the case for this paper.

Several approaches, in terms of both feature descriptors and classifiers, have
been proposed in the literature to solve the problem of the pedestrian detection
in static images. According to the conclusions of a recent survey [5], features
based on local edge orientation seem to be useful to encode a human figure when
no processing constraints are imposed. Similarly, [13] shows that gradient-based
features are majoritary used to solve this task in state-of-the-art approaches.

Besides the improvement of the detection accuracy, some other problems re-
lated to pedestrian detection are of current interest. On the one hand, speeding
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up the detection is important, and has been tackled both with ad-hoc cascades [12]
or with a more generic approach aimed at reducing the number of sliding windows
required [14]. On the other hand, the output of the detection can be refined beyond
the bounding box by detecting subparts of the human figure [11] or by getting the
bounding box closer to the person [10].

Some recent approaches to pedestrian detection rely on co-occurrences of
neighboring low-level features [7,8] so that richer descriptors are obtained by
encoding this higher-order information. While this kind of representation has
proven useful, the global structure of the human figure is not characterized ex-
plicitly and it is therefore left to the subsequent classifier to implicitly discover
this information. In this paper, an alternative idea is explored, where the pair-
wise relationships of local features are captured. Experimental evidence is pro-
vided on the usefulness of this recurrence for pedestrian detection. To the best
of our knowledge, this pedestrian representation, based on spatial recurrences,
rather than co-occurences, has not been proposed before.

This paper is organized as follows: Section 2 presents our new method to
detect pedestrians using a descriptor based on recurrences. First experimental
results using our descriptor are presented in Section 3. Section 4 concludes the
paper by summarizing some of our prelimilary findings about this technique.

2 Recurrence-Based Descriptor

Our recurrence-based descriptor is inspired by recurrence plots [2], a mathe-
matically sound concept which is useful for visualizing or describing dynamical
systems. Given a system represented by a sequence of states, S1, S2, . . . , Sξ, the
recurrence plot ρ ∈ {0, 1}ξ×ξ is defined as this 2D binary matrix:

ρi,j =

{
1 if d(Si, Sj) ≤ θ,

0 otherwise ,
(1)

where d is a similarity or distance measure, θ is a threshold on this distance, and
1 ≤ i, j ≤ ξ. Because of d acting as a distance function, its symmetrical property
implies ρi,j = ρj,i, and therefore ρi,i = 1.

While the most immediate use of the recurrence plot is for states describing the
temporal behavior of a system, the extension to spatial data is also possible [2].
We propose a representation with one or several recurrence plots, each of them
still 2D, simply by choosing the “states” to represent certain visual information
at a given spatial location, and the sequence of states resulting from an arbitrary
ordering of these location.

More formally, let I be the original (2D) image, and M a (2D) map obtained
from I with some visual information (edges, gradients, colour channels, etc.).
Let the size of M be H ×W (height × width). A r × c uniform cartesian grid
is superimposed over M , resulting in Γ = r · c non-overlapping cells over the
image (r cells across and c cells down, discarding the elements of the last rows
and columns of M not covered by the cells when H or W are not divisible by r
or c, respectively) with �H

r � × �W
c � = ξ elements per cell.
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Based on this, a general descriptor is proposed in which the information cov-
ered by the region delimited by the cell γ of M , 1 ≤ γ ≤ Γ , is encoded by
a vector of Π recurrence plots PM

γ = ρM
γ1
ρM

γ2
. . . ρM

γΠ
, with ρM

γi
being the i-th

recurrence plot corresponding to cell γ over the information map M . Each ρM
γi

therefore encodes the visual information at a given spatial location, and may
have its own threshold θ and similarity function d (see (1)). Having defined this,
the feature vector vM associated to the map M is

vM = ρM
11
ρM
12
. . . ρM

1Π︸ ︷︷ ︸
P M

1

ρM
21
ρM
22
. . . ρM

2Π︸ ︷︷ ︸
P M

2

. . . ρM
Γ1
. . . ρM

ΓΠ︸ ︷︷ ︸
P M

Γ

, (2)

i.e. all the recurrence plots of a given cell, and all those vectors obtained from
all the cells, are concatenated to form the resulting feature vector. Figure 1
illustrates the proposed method.

Fig. 1. Illustration of the proposed method: given an information map M , a cartesian
grid r×c is applied over it, resulting in Γ non overlapping cells. Each cell γ, 1 ≤ γ ≤ Γ ,
has 	H

r

×	W

c

 = ξ elements which are used to create Π recurrence plots. In each plot,

elements γk,l and γm,n of cell γ, 1 ≤ k, l, m, n ≤ ξ are compared using a distance func-
tion. In the figure, the emphasized cell will store the result of the comparison between
states γ2,1 and γ2,2. The feature vector is the concatenation of all the recurrence plots
obtained for all the cells, as defined in (2).

Some comments on the properties of this descriptor and its implications follow.
The complexity and generality of the proposed approach depends on two factors:
the density of the grid, determined by the parameters r and c, and the number
of recurrence plots, Π , for each cell.

The grid configuration (parameters r and c) determines how local or global
the descriptor is with respect to the whole information map M . Denser grids
imply smaller cells and, therefore, smaller recurrence plots, each capturing the
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recurrence on a small local neighborhood. In the other extreme, r = c = 1,
results in a single larger recurrence plot covering the whole M and therefore
capturing all pair-wise relationships of the elements of M .

Also, the number of recurrence plots per cell, Π , has an impact on how variate
is the spatial information encoded for each cell. A large Π can result in a richer
and heterogeneous descriptor, while a small Π (even Π = 1) can result in a more
homogeneous descriptor per cell, independtly of its complexity.

These parameters also determine the dimensionality of the features vector.
Since each cell in M has ξ elements and each element has to be compared with
all the other elements of the cell, each recurrence plot needs to store ξ2 elements.
Since recurrence plots are symetrical by definition, only half of those elements
are required to represent the information, ξ2+ξ

2 . Since a cell has associated Π
recurrence plots, the dimensionality of the feature vector vM is:

dim(vM ) =
ξ2 + ξ

2
· Γ ·Π . (3)

3 Experimentation

We performed our experiments with the dataset described in Section 3.1. Sec-
tion 3.2 specifies the implementation details and the evaluation method followed
to obtain the results of our experiments, presented and commented in Section 3.3.

3.1 Image Dataset

We use the DaimlerChrysler Pedestrian Classification Benchmark Dataset1 [1],
which consists of five disjoint sets, each containing 4,800 pedestrian pictures and
5,000 non-pedestrian pictures. Three of those sets are marked as training sets
while the other two are intended for testing purposes. Each picture is a manually
labelled 36 × 18 pixels gray-scale image.

3.2 Implementation Details and Evaluation Method

For every image in the dataset, its oriented gradients map is obtained by using
the Sobel operator. Each gradient orientation is discretized into eight possible
orientations. If the magnitude of the gradient is below a given threshold δ, it is
marked as no-gradient. Therefore, each image results in a discretized gradient
map M whose elements may take nine possible values (one per each orientation
plus one more for the no-gradient case).

We use an evaluation scheme where the three different training sets are merged
into one single training set of 29,400 instances, and the two different testing sets
are merged into a single testing set of 19,600 instances. Performance is given both
in terms of accuracy rate, Receiver Operating Characteristics (ROC) curves and,
to summarize some results, the Area Under the Curve (AUC) [9].
1 http://www.science.uva.nl/research/isla/downloads/pedestrians/
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We use a Suport Vector Machine (SVM) [3] to classify our data. We use a
linear SVM since our method yields very high dimensional feature vectors. We
use the LIBLINEAR 1.7 library [4] and, due to the exploratory nature of this
work, the linear SVM penalty parameter C was fixed to C = 1, so no grid search
was done to find the optimal parameter when classifying.

3.3 Experimental Results

We study the impact of the number of recurrence plots per cell (determined
by parameter the Π). The results are summarized in Figure 2 and in Table 1.
Later, we study the locality/globality impact (determined by parameters r and
c) showing the results in Table 2. In all the experiments we set δ = 0.5.

Experiment 0: First of all, to prove the expresivity of our proposed recurrence-
based feature descriptor we compared its performance against a naive descriptor
consisting of simple concatenating all the elements of M into one raw vector.
This approach resulted in an accuracy of 67.06% with an AUC = 0.819 (see
Table 1).

Study of the Impact of the Number of Recurrence Plots per Cell.
Then, we focused on the impact of the number of recurrence plots per cell, Π , to
determine if it is convenient to use a small or large set of recurrence plots per cell.
In all the following experiments, we set r = 6, c = 3 as the grid configuration
parameters. Although the grid configuration determines the size of each cell,
and thus restricts the locality/globality of each recurrence plot, it is possible to
create a complex distance function d (see (1)) independently of the area of each
cell determined by the grid.

Experiment 1: First, we selected a distance function based on the equality of
all the discretized gradients across each cell, including the no-gradient value. So,
the distance function between two discretized orientations Si and Sj was:

d(Si, Sj) = |Si − Sj | , (4)

i.e. the absolute value of the difference between the discretized orientations. A
threshold θ = 0 was chosen so that only if both (discretized) orientations are
equal then ρi,j = 1 according to (1), otherwise ρi,j = 0.

Experiment 2: We divided the information encoded by each recurrence plot in the
previous experiment in such a way that there were a recurrence plot per possible
discretized orientation, and each recurrence plot encoded the similarities of a
single discretized orientation (including the no-gradient value).

We used a function distance dk in which each discretized gradient k (including
the no-gradient) was compared only with its same gradient. Therefore, there was
a recurrence plot for each orientation in each cell (i.e. Π = 9),

dk(Si, Sj) =

{
0 if Si = Sj and Si = k,

1 otherwise ,
(5)
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with threshold θ = 0. The accuracy was 90.80% and the AUC = 0.969. As it
can be seen, when comparing the experimental results obtained here with those
obtained with the previous experiment (see Table 1), it seems that a large amount
of recurrence plots per cell, each focusing on a different aspect of the information,
is prefereable to a more complex, unique recurrence plot that stores all that
information in a common place. This is because, although a single recurrence
plot globally captures all the relations between pairs of states, it really does not
consider what those states represent. Splitting a complex information in pieces
of simpler information allow each recurrence plot to be more concise about the
information which it is representing, and thus more discriminative.

Experiment 3: To confirm the last hipothesis, we performed another experiment
halfway between the two previous ones. We created four recurrence plots per
cell, each with a distance function similar to that defined by (5) but, in this
case, opposite orientations (i.e. with a difference of 180◦ between them) were
considered equivalent and thus were encoded in the same recurrence plot. As
was expected, the accuracy obtained was halfway between the two previous
approaches (see Table 1), since, as stated before, splitting complex information
between different recurrence plots allow them to be more meaningful.

Table 1. Accuracies (%) and AUC obtained for the experiments performed to study the
impact of the number of recurrence plots per cell (see Section 3.3). The dimensionality
per feature vector (determined by (3)) and the execution time relative to Experiment
0 are also shown. When meassuring the time, the portions of code related with I/O
and with the computation of the discretized gradients map were not measured.

Exp. Description No. features Time Factor Accuracy AUC

0 No recurrent information used 648 ×1 67.06 0.819

1
r = 6, c = 3

Π = 1 11,988 ×9 76.37 0.848
2 Π = 9 107,892 ×15 90.80 0.969
3 Π = 4 47,952 ×23 86.46 0.943

Study of the Impact of the Grid Configuration. We tested several r ×
c uniform cartesian grids over the image, all uniformly sampled and without
overlap between them. So, we tested r ∈ {3, 4, . . . , 8} and c ∈ {2, 3, 4, 5} values.
We chose a number of recurrence plots defined by Experiment 2 in this section
since it was the distance that yielded a higher accuracy. However, the purpose
of this study is not to reach a high accuracy but to do a first exploration of the
behaviour of the proposed descriptor as the grid varies.

Since accuracies tend to increase with smaller grids (Table 2), it seems that
global approaches (i.e., lower number of cells, Γ ) perform better than local ones,
which suggests the benefit of holistic approaches accounting for the global human
shape. While further investigation is required, a global approach with bigger
recurrence plots covering larger cells seem preferable. For instance, with a 3× 3
grid, our approach results in an AUC which is only 0.017 below of the obtained
with our implementation of a similar method to ours [7].
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Fig. 2. ROC curves comparing the experiments done to investigate the impact of the
number of recurrence plots per cell (Π parameter)

Table 2. Accuracies (%) and AUC obtained using the approach described in Experi-
ment 2 using several grids of sizes r × c

r parameter
3 4 5 6 7 8

Acc. AUC Acc. AUC Acc. AUC Acc. AUC Acc. AUC Acc. AUC

c
p
a
ra

m
. 2 91.20 0.972 91.03 0.972 90.27 0.968 90.57 0.969 89.86 0.964 87.36 0.949

3 91.34 0.972 91.12 0.971 90.51 0.967 90.80 0.969 89.73 0.963 87.48 0.948
4 90.91 0.970 90.73 0.969 89.82 0.963 90.33 0.966 89.10 0.959 86.38 0.939
5 90.26 0.966 89.92 0.964 89.05 0.958 89.65 0.962 88.29 0.953 85.21 0.930

4 Conclusions

A novel descriptor based on recurrences of visual features has been proposed
and its properties and possibilities have been explored. The flexibility of the
descriptor and the modularity of its design and implementation facilitates its
experimental validation: the local-to-global character of the descriptor, as well
as the compactness of the visual representation can be easily varied. Due to its
generality, the proposed approach can be considered to subsume a co-occurrence-
like concept. The results for pedestrian detection are comparable to the state of
the art and suggest that best results can be obtained by splitting the raw features
into several recurrences, each focusing on a different piece of information, and
considering a global approach instead of a local one. Future work is aimed at
further improving the expresiveness of the descriptor and reducing its current
computational requirements.
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10. Pedersoli, M., Gonzàlez, J., Bagdanov, A.D., Villanueva, J.J.: Recursive Coarse-
to-Fine Localization for Fast Object Detection. In: Daniilidis, K., Maragos, P.,
Paragios, N. (eds.) ECCV 2010. LNCS, vol. 6316, pp. 280–293. Springer, Heidelberg
(2010)

11. Felzenszwalb, P.F., Girshick, R.B., McAllester, D., Ramanan, D.: Object Detection
with Discriminatively Trained Part-Based Models. IEEE Trans. on PAMI 32(9),
1627–1645 (2010)

12. Zhu, Q., Avidan, S., Yeh, M.-C., Cheng, K.-T.: Fast Human Detection Using a
Cascade of Histograms of Oriented Gradients. In: IEEE Conf. on CVPR, vol. 2,
pp. 1491–1498 (2006)

13. Dollár, P., Wojek, C., Schiele, B., Perona, P.: Pedestrian Detection: A Benchmark.
In: IEEE Conf. on CVPR, pp. 304–311 (2009)

14. Lampert, C.H., Blaschko, M.B., Hofmann, T.: Beyond Sliding Windows: Object
Localization by Efficient Subwindow Search. In: IEEE Conf. on CVPR, pp. 1–8
(2008)

http://www.csie.ntu.edu.tw/~cjlin/liblinear


Facial Expression Recognition Using Nonrigid

Motion Parameters and Shape-from-Shading

Fang Liu1, Edwin R. Hancock2, and William A.P. Smith2

1 School of Computer Sci. and Tech., Huazhong University of Sci. and Tech.
fang.liu@hust.edu.cn,

2 Department of Computer Science, The University of York
{erh,wsmith}@cs.york.ac.uk

Abstract. This paper presents a 3D motion based approach to facial
expression recognition from video sequences. A non-Lambertian shape-
from-shading (SFS) framework is used to recover 3D facial surfaces. The
SFS technique avoids heavy computational requirements normally en-
countered by using a 3D face model. Then, a parametric motion model
and optical flow are employed to obtain the nonrigid motion parameters
of surface patches. At first, we obtain uniform motion parameters under
the assumptions that motion due to change in expressions is temporally
consistent. Then we relax the uniform motion constraint, and obtain
temporal motion parameters. The two types of motion parameters are
used to train and classify using Adaboost and HMM-based classifier. Ex-
perimental results show that temporal motion parameters perform much
better than uniform motion parameters, and can be used to efficiently
recognize facial expression.

Keywords: Facial Expression Recognition, SFS, Nonrigid Motion.

1 Introduction

Over the past two decades automatic facial expression recognition has become
an active area of research. A large number of methods have been proposed to
extract and represent features associated with facial expressions. These methods
can be categorized according to whether they focus on the motion or deformation
of faces associated with forming an expression [1]. Deformation-based features
[2,3,4] depict facial actions by capturing shape and texture changes, and these
are good indicators for facial actions. Compared with the deformation based
and indirect approach of representing facial actions, motion-based methods offer
the advantage of directly focussing on the physical action needed to form an
expression. Dense optical flow [5] and feature point tracking [6] have been used
as the basis of motion-based methods. Focussing in more detail on [5], Black
and Yacoob have shown that local parameterized models of image motion are
effective on recovering the nonrigid motion of human faces, and also for recogniz-
ing facial expressions within localized space-time intervals. Their work focuses
on the motion of intransient facial features such as the eyes, mouth, eye-brows
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which are involved in the formation of facial expressions. Optical flow and an
eight-parameter motion model are used to estimate the motion parameters from
2D image data. Fasel and Luettin [1] show that the motion estimations can be
significantly improved if they are recovered using a 3D facial model. However,
such 3D models often require complex mapping procedures and these in turn
place significant computational overheads on the method. In this paper, we aim
to estimate the motion parameters from a 3D facial surface which is recovered by
using a non-Lambertian shape-from-shading (SFS) method. By utilising SFS, we
avoid some of the computational overheads. In addition, we are able to extract
the motion of small patches over the complete facial surface. As a result we can
detect transient facial features.

Nonrigid motion recovery methods generally assume that the motion within a
small patch must be spatially consistent. To overcome the ill-posedness of non-
rigid montion recovery, Zhou and Kambhamettu [7] assumes that the motion
should be not only be spatially consistent but also temporally consistent. This
means that the motion associated with facial expressions is uniform. Unfortu-
nately, this does not agree well with the real world conditions. Here we relax
the uniform motion constraint and obtain temporal motion parameters by en-
larging the size of the patches. Potentially large patch size may cause inaccurate
parameter estimation. However, by comparing the temporal parameters to those
obtained under the uniform motion assumption, we observe that when facial ex-
pression recognition is attempted then the temporal properties of the parameters
are more useful.

For the purpose of expression classification we use the Adaboost algorithm for
classifying the non-temporal features, while a HMM-based classification method
is used for temporal motion. The HMM-based classification method has been
successful used in the field of speech recognition, and the method has also been
used to recognize facial expressions [8,9]. In this paper, we use multiple HMM-
based classifiers instead of a single classifier. A set of voting rules are used to
combine the classifier outputs and reach a decision. Experiments indicate that
this method gives good performance.

The oultine of this paper is as follows: In Section 2 we describe the elements of
our method namely a non-Lambertian SFS technqiue and a local parameterized
motion model for 3D objects. Section 3 and 4 describes the details of implemen-
tation for our method. Section 5 presents and discusses our experimental results.
Finally, we conclude the paper and offer directions for future investigation.

2 Background

Non-Lambertian SFS. In this paper, a SFS method is employed to derive
a 3D face description from a single 2D brightness image. SFS aims to recover
3D shape from the gradual variations of shading in an image. To solve the SFS
problem, it is important to consider the image formation process. A commonly
assumed model of image formation is based on Lambertian reflectance, which
assumes that the surface reflectance is from a matte surface of uniform albedo.
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However, many types of surface, including those of faces, do not always follow
Lambert’s law. To overcome this problem, here we use the SFS framework for
non-Lambertian surfaces proposed by Smith and Hancock [10]. The aim is to
recover the surface normal n(x, y) and the facial depth map Z(x,y) which gives
the relative surface height above the point x-y on the image plane.

Smith and Hancock’s non-Lambertian SFS algorithm first obtains the surface
normal n by minimising the brightness error which is defined as a function of a
point on the manifold S2 for unit surface normals.

f(n) = (g(φ(n),L,V, P ) − I)2 (1)

where φ(n)=n and φ: S2 �→ R3 is an embedding of the unit surface normal
as a sphere, I is the measured image intensity, L, V are the unit vectors in
the direction of the lightsource and viewer respectively, the function g() is the
radiance function of the assumed (non-Lambertian) reflectance model, and P
denotes the set of additional parameters specific to the particular reflectance
model adopted. The radiance function of the algorithm employs the Torrance
and Sparrow model. A minimisation method applicable to functions defined over
a Riemannian manifolds is used to minimise Eq. (1). The local gradient of the
error function f can be approximated in terms of a vector on the tangent plane
to the manifold TnS

2 using finite differences.
In addition to the brightness constraint, the algorithm also satisfies a statisti-

cal regularisation constraint. A surface in the 3D space can be expressed in terms
of a linear combination of K surface basis functions Ψi (or modes of variation),
and the height function is:

zb(x, y) =
K∑

i=1

biΨi(x, y) (2)

where b = (b1,...,bK)T are the surface parameters. A surface height basis set
is learnt from a set of exemplar face surfaces and the modes of variation are
found by applying PCA to a representative sample of face surfaces. Here Ψi is
the eigenvector of the covariance matrix of the training samples corresponding
to the ith largest eigenvalue. In terms of the parameter vector b, the surface
normals are given by:

nb(x, y) = (
K∑

i=1

bi∂xΨi(x, y),
K∑

i=1

bi∂yΨi(x, y),−1)T (3)

In order to apply this constraint to the field of surface normals n(x, y) sat-
isfying the brightness contraint, the parameter vector b∗ which minimises the
distance between n(x, y) and nb∗(x, y), must be found. Once b∗ is found, the sur-
face normal and surface depth can be respectively obtained according to Eq. (3)
and Eq. (2). An iterative scheme is used to compute surface normal, surface
depth and the parameters of the reflection model. Details of the algorithm can
be found in [10].
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3 3D Motion Model

In this paper, we choose to use an affine motion model since it has proven effective
in describing nonrigid motion within a small region, and has been successfully
used in the application of facial motion recovery [7]. Consider a point pi,l in a
3D space with position (xi,l, yi,l, zi,l) at time i. If we assume that the image is
formed under perspective projection and f=1, then

Xi,l =
xi,l

zi,l
, Yi,l =

yi,l

zi,l
(4)

where (Xi,l, Yi,l) is the 2D projection of pi,l in frame i (i.e. at time i).
At time i+1, the point moves to position (xi+1,l, yi+1,l, zi+1,l) under a nonrigid

motion. Under the affine motion model, we have

(xi+1,l, yi+1,l, zi+1,l, 1)T = Mi ∗ (xi,l, yi,l, zi,l, 1)T (5)

where Mi is the affine transformation matrix given by Eq. (7). From Eq. (4),
Eq. (5) and zi,l*Zi,l=k. we have

X(i+1),l =
a1iXi,l + a2iYi,l + a3i + (a4i/k)Zi,l

a9iXi,l + a10iYi,l + a11i + (a12i/k)Zi,l

Y(i+1),l =
a5iXi,l + a6iYi,l + a7i + (a8i/k)Zi,l

a9iXi,l + a10iYi,l + a11i + (a12i/k)Zi,l

Z(i+1),l =
Zi,l

a9iXi,l + a10iYi,l + a11i + (a12i/k)Zi,l

(6)

Mi =

⎛

⎜
⎜
⎝

a1i a2i a3i a4i

a5i a6i a7i a8i

a9i a10i a11i a12i

0 0 0 1

⎞
⎟
⎟⎠M i =

⎛

⎜
⎜
⎝

A1i A2i A3i A4i

A5i A6i A7i A8i

A9i A10i A11i A12i

0 0 0 1

⎞
⎟
⎟⎠ (7)

If the non-rigid motion is uniform, the affine matrices are constant i.e. M1=
M2=...= M , and can be learnt from the frames of the video sequence. However,
using the information provided by SFS, the height information Z(i+1),l for each
frame is known in advance. Here we aim to use the facial surface recovered from
the first frame using SFS, i.e. Z1,l to seed the estimation of the remainder using
the affine motion model. The motion model is

(x(i+1),l, y(i+1),l, z(i+1),l, 1)T = M i(x1,ly1,lz1,l1)T (8)

where M i is given by Eq. (7). The derived equations are as follows,

X(i+1),l =
A1iX1,l +A2iY1,l +A3i + (A4i/k)Z1,l

A9iX1,l +A10iY1,l +A11i + (A12i/k)Z1,l

Y(i+1),l =
A5iX1,l +A6iY1,l +A7i + (A8i/k)Z1,l

A9iX1,l +A10iY1,l +A11i + (A12i/k)Z1,l

Z(i+1),l =
Z1,l

A9iX1,l +A10iY1,l +A11i + (A12i/k)Z1,l

(9)
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Assuming M is diagonalisable, there exists an invertible matrix P :

M = PλP−1;M i = PλiP−1 (10)

P =

⎛

⎜
⎜
⎝

p1 p2 p3 p4
p5 p6 p7 p8
p9 p10 p11 p12
p13 p14 p15 p16

⎞
⎟
⎟⎠ P−1 =

⎛

⎜
⎜
⎝

p′1 p′2 p′3 p′4
p′5 p′6 p′7 p′8
p′9 p

′
10 p

′
11 p

′
12

p′13 p
′
14 p

′
15 p

′
16

⎞
⎟
⎟⎠ λ =

⎛

⎜
⎜
⎝

λ1 0 0 0
0 λ2 0 0
0 0 λ3 0
0 0 0 λ4

⎞
⎟
⎟⎠

According to Eq. (10), each element in M i is a function of i, and elements
in P , P−1, λ. We take A1i as an example: A1i = B1i − B2iB3i/B4i, where
B1i = p1p

′
1λ

i
1 + p2p′5λi

2 + p3p′9λi
3 + p4p′13λi

4; B2i = p13p
′
1λ

i
1 + p14p′5λi

2 + p15p′9λi
3 +

p16p
′
13λ

i
4; B3i = p1p

′
4λ

i
1 +p2p′8λ

i
2 +p3p′12λ

i
3 +p4p′16λ

i
4; B4i = p13p

′
4λ

i
1 +p14p′8λ

i
2 +

p15p
′
12λ

i
3 +p16p′16λ

i
4. Once (p1, p2, ...., p12), (p′1, p

′
2, ...., p′12) and (λ1, λ2, λ3, λ4)

are obtained, (a1, a2, ...., a12) can be computed according to Eq. (10).
If the nonrigid motion is non-uniform, then Mi can be learnt from two con-

secutive frames so that Z(i+1),l can be straighforwardly calculated using Eq. (6).
However, this surface recovery method is rather unreliable, due to the lack of a
regularization constraint. As a result, the subsequent motion and facial surface
estimation would potentially become more and more inaccurate. In a manner
similar to that for uniform motion, we use Eq. (11) and an iteration scheme to
obtain (Xi+1,l, Yi+1,l, Zi+1,l):

(x(i+1),l, y(i+1),l, z(i+1),l, 1)T = Mi(Mi−1...(M1(x1,ly1,lz1,l1)T )) (11)

The motion equations appearing in Eq. (11) are almost identical to those
appearing in Eq. (9). The difference lies in the expressions (A1i, A2i, ...., A12i).

4 Motion Parameters for Recognition

Facial Surface recovery. The non-Lambertian SFS algorithm describes in Sec-
tion 2 is used to obtain the depth map Z(x, y) which can be used in estimating
nonrigid motion parameters. This SFS algorithm satisfies not only the bright-
ness constraint but also a statistical regularisation constraint to ensure accurate
recovery of the facial surface. This statistical constraint is learnt from a set of
face surfaces with neutral expression. In this paper, the algorithm is used to
recover the facial surface from the first image in the expression sequence since
this is usually a face with a neutral expression.

Local Motion Estimation. The non-linear least-square optimization method
is utilized to estimate the motion parameters. The 2D optical flow algorithm
of Horn and Schunck [11] is used to compute the required flow. Let (Ui,l Vi,l)
be the observed optical flow vectors. Then (a1i, a2i, ...., a12i) are estimated by
minimizing Eq. (12) or Eq. (13) for uniform motion and non-uniform motion
respectively.

χ2
1 =

numf∑

i=2

nump∑

l=1

(Ui,l −Xi,l −Xi−1,l)2 + (Vi,l − Yi,l − Yi−1,l)2 (12)
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χ2
2 =

nump∑

l=1

(Ui,l −Xi,l −Xi−1,l)2 + (Vi,l − Yi,l − Yi−1,l)2 (13)

where numf is the number of frames of the video sequence, and nump is the
number of pixels within a small patch which undergoes nonrigid motion.

Voting Rules for Classification. The motion parameters for all of the regions
are used to recognize facial expression. The Adaboost algorithm is utilized to
handle uniform nonrigid motion parameters, and a HMM-based classification
approach is employed to train and classify non-uniform motion parameters.

We use multiple HMM-based classifiers to avoid the computational overheads
associated with high-dimensional data and problems caused by uniform scaling.
Each classifier is based on a HMM model for a particular expression class. The
overall classification decision depends on the log-likelihood given by each HMM
with the test sequence. Since we have multiple classifier we need to combine the
outputs to make a final decision. Here we use the plurality rule: 1)If there is
one winner according to the plurality rule, then the final decision is the only
winner. 2)If there are multiple winners, then the sum of the log-likelihood for
each winner is compared. The final decision is the most likely one. 3)If rules 2
still can not make the filnal decision, then randomly selects one of them as the
final winner.

5 Experiments

We carry out experiments on 38 selected image sequences from the Cohn-Kanade
AU-Coded Facial Expression Database [12]. The data set contains 19 subjects,
and each subject has two expressions i.e. smile and surprise. The length of the
sequences varies from 7 to 29 frames, and the average length is 15 frames.

Non-temporal classification. Performance comparisons between the uniform
and non-uniform motion features are shown in Table 1. The accuracy rates for
n-fold tests are the averages of three running iterations.

Table 1. Accuracy rate for uniform and non-uniform features

LOO 5-fold 3-fold LOO 5-fold 3-fold

uniform 86.84% 80.70% 78.13% nonuniform 73.68% 72.81% 72.80%
smile 100% 95.24% 88.33% smile 78.95% 91.83% 87.90%
surprise 73.68% 66.67% 68.37% surprise 68.42% 55.61% 59.30%

From the results, we observe that in non-temporal classification, the uniform
motion features perform better than the non-uniform motion features. Moreover,
the accuracy rates for the smile expression are much higher than those for the
surprise expression.

Temporal classification. Each face image is divided into 12*14 patches, and
motion parameters for the patches in one row are modeled by one HMM. So 14
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Fig. 1. Temporal non-uniform parameters

pairs of HMM models are used for classification. Each model is a 3 state left-
to-right HMM with Gaussian observation symbols. The model parameters are
generated randomly. The training and classification steps using the HMM-based
classifier are implemented using Kevin Murphy’s HMM toolbox.

Table 2 shows the classification results for the combined decision from the
complete set of classifiers. It shows that the temporal features perform better
than the non-temporal features. Fig. 1 shows the temporal non-uniform param-
eters for the two expressions.

Table 2. Accuracy rate for temporal non-uniform features

LOO smile surprise 5-fold smile surprise 3-fold smile surprise

92.11% 94.74% 89.47% 92.11% 94.74% 89.47% 86.84% 84.21% 89.47%

Fig. 2 gives the number of votes for each sample in a leave-one-out test. There
is one incorrect classification (No.10) in the smile samples and two incorrect
classifications (No.1 and No.10) in the surprise samples. In the surprise samples,
No.6, No.10, and No.19 make use of voting rule 2 to make the final decision.
Voting rule 3 has not been invoked by the data used in our experiments since the
equality of the sum of log-likelihoods rarely occurs. Fig. 3 shows the performance
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of each classifier. We observe that the classifiers which handle parameters from
the middle face or the middle and upper face performs better than the remaining
classifiers.

6 Conclusion

This paper has explored the use of local parameterized non-rigid motion re-
covered from 3D facial surfaces in recognizing facial expressions from video se-
quences. A SFS method is used to recover the 3D facial surface. An affine non-
rigid motion model and an optical flow technique are used to estimate motion
parameters from the estimated 3D facial surface. Finally, Adaboost and multiple
HMM-based classifiers are employed to recognize expressions. We observe that
the recovered non-rigid motion parameters are efficient in discriminating smile
and surprise expressions.

Our future work will revolve around seeking a robust method to obtain non-
rigid motion parameters. We also aim to find a means to initialize the HMM
parameters and select models according to the motion data. Of course, more
subjects and more expressions will be used in further research.

Acknowledgement. Edwin R. Hancock is supported by the EU FET project
SIMBAD and by a Royal Society Wolfson Research Merit Award.
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Abstract. Face liveness detection in visible light (VIS) spectrum is fac-
ing great challenges. Beyond visible light spectrum, thermal IR (TIR)
has intrinsic live signal itself. In this paper, we present a novel liveness
detection approach based on thermal IR spectrum. Live face is modeled
in the cross-modality of thermal IR and visible light spectrum. In our
model, canonical correlation analysis between visible and thermal IR face
is exploited. The correlation of different face parts is also investigated to
illustrate more correlative features and be helpful to improve live face
detection ability. An extensive set of liveness detection experiments are
presented to show effectiveness of our approach and other correlation
methods are also tested for comparison.

Keywords: liveness detection, thermal IR, correlation analysis.

1 Introduction

Biometrics is an emerging technology that recognizes human identities based
upon one or more intrinsic physiological or behavioral characteristics, e.g. faces,
fingerprints, irises, voice. However, spoofing attack (or copy attack) is still a fatal
threat for biometric authentication systems [1,2]. Liveness detection, which aims
at recognition of human physiological activities as the liveness indicator to pre-
vent spoofing attack, is becoming very active in fields of fingerprint recognition
and iris recognition [1,3].

In the face recognition community, numerous recognition approaches have
been presented, but the effort on anti-spoofing is still limited [4]. The most
common faking way is to use a facial photograph of the valid user to spoof the
face recognition system, since usually one’s facial image is very easily available
for the public, for example, downloaded from the web, captured unknowingly by
the camera. Photo attack is one of the cheapest and easiest spoofing approaches.
The another face spoofing way is video of valid user. It is not difficult to get and
display nowadays thanks to high quality pinhole camera and tablet PC. The
spoofing video has more physiological clues than photos, such as eyeblink, facial
expression, and head movement. The difficulty of detecting spoofing video is
that it is a re-imaging of the original live face. High quality spoofing videos are
almost the same as live faces in a non-intrusive scenario.
� Corresponding author.
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c© Springer-Verlag Berlin Heidelberg 2011



TIR/VIS Correlation for Liveness Detection in Face Recognition 115

1.1 Analysis of Face Liveness

The definition of liveness in biometrics is to determine whether the biometric
being captured is an actual measurement from live person who is present at the
time of capture [3]. The live signals in face can be investigated from physiology,
psychology, physics, etc. For example, Eyeblink is a physiological form of con-
ditioning reflex, Q&A (question and answer) is a kind of intelligence test and
thermal IR is a physical phenomenon.

Most face liveness researches are based on visible light images. From the static
view, the essential difference between the live face and photograph is that a live
face is a fully three dimensional object while a photograph could be considered
as a two dimensional planar structure. With this natural trait, Choudhary et al.
[5] employed the structure from motion yielding the depth information of the
face to distinguish live person and still photo. Kollreider et al. [6] applied optical
flow to obtain the movement of different parts in face for liveness judgment.
Some researchers used the Q&A approaches to against spoofing, e.g. exploiting
the lip movement during speech [7,8], requiring user to act an obvious response
of head movement [9], reading the numbers which are hinted [10]. This kind of
method needs user collaboration. Besides, the imaging difference between photo
and live face in visible light spectrum is investigated for liveness detection. Li
et al. [11] presented Fourier spectra to classify live faces or the faked images,
based on the assumption that the high frequency components of the photo is
less than those of live face images. Li et al. also stated that it would be defeated
if a clear and big size photo was used to fool the system. Tan et al. [12] and Bai
et al. [13] modeled the imaging difference according to Lambertian model and
BRDF respectively. The weakness of these methods is unstable and effected by
the quality of photos, cameras, illumination, etc. Eye’s blink [14] and movement
[15,16] detection methods were proposed to find the physiological clue in live
face.

All these methods above are facing great challenges, e.g. depth estimation,
face movement and eyeblink can be fooled by videos, Q&A approaches can be
fooled by photograph cut out mouth region and placed in font of attacker’s face
or using photograph-pasted head mold to respond head movement, a high quality
and big size photo can spoof the imaging difference of live face and photograph.
Strictly speaking, only Q&A intelligence test can be considered as the live signal
detection in visible light spectrum. However, computer intelligence is not high

Table 1. Spoofing live face detection examples

Live Detection methods Spoofing methods

Depth information Video face
Facial movement Video face
Eyeblink Video face
Head movement Photograph-pasted head mold
Question & Answer Photograph by cutting mouth out
Imaging difference in visible spectrum High quality images
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enough, therefore, it is easily fooled by human tricks. Table.1 lists the ways to
spoof above methods.

1.2 Thermal IR for Live Detection

Beyond visible light spectrum, IR is also used to solve face problems, e.g. face
recognition in near IR [17]. The human body emits thermal radiation in the
bands of thermal IR spectrum, typically high emissions in long-wave infrared
(LWIR) from 8.0-14.0μm. The thermal image of face is an intrinsic characteristic
for human beings while energy metabolism is operating. Thermal face image itself
indicates that it is a live face [1]. Different from visible light, thermal radiation
of a live face depends on temperature, blood vessels patten, organ shape, etc.
[18], therefore it is very hard to be simulated.

The efforts on anti-spoofing in thermal IR spectrum are still very limited. The
most common ways are thermal IR face detection [19] and recognition [20,23].
The shortcoming of thermal IR face detection is that simple hand-drawn face
can be detected as face in the classical face detection methods [21,22], therefore,
thermal imaging of attacker tightly pasted by the photograph of valid user can
also be possibly considered as thermal IR face. The other way is to use thermal
IR for identification. However, the ability of thermal face recognition is still
limited nowadays[23].

In this paper, our contributions are as follows, firstly, we present a novel live
face detection method which utilizes thermal IR live signals for high security in
face recognition system. To tackle this problem, we model the cross-modality of
TIR/VIS face pairs in correlation analysis framework. Secondly, the canonical
correlation analysis of the whole face and different face parts is illustrated and
patch correlation coefficient based weighting is also presented to improve liveness
detection. Thirdly, experiments show that effectiveness of our approach to detect
live face and reject thermal IR spoofing.

The paper is organized as follows: in Section 2, we describe the proposed
method in detail. The experiments and results are illustrated in Section 3. Section
4 gives the conclusion of this paper.

2 The Approach

2.1 Cross-Modality of TIR/VIS Face Pair

We model cross-modality of TIR/VIS face pair by canonical correlation analysis.
TIR and VIS face images are captured at the same time in the authentication
stage. Let (x, y) is a visible and thermal IR face pair variable with zero mean.
The canonical correlation analysis [24] between x and y maximizes the correlation
coefficient ρ by choosing projection directions ωx and ωy,

ρ = maxωx,ωy

ωT
xΣxyωy√

ωT
xΣxxωxωT

y Σyyωy

, (1)



TIR/VIS Correlation for Liveness Detection in Face Recognition 117

Fig. 1. Eight face patches illustration. Left eyebrow(yellow), left eye(red), left
cheek(black), nose(orange), mouth(blue), right eyebrow(purple), right eye(green), right
cheek(white).

where Σxy is covariance matrix between x and y. ωx can be solved by following
eigen problem,

Σ−1
xxΣxyΣ

−1
yy Σyxωx = λ2ωx, (2)

where λ2 is eigenvalue and ωx is eigenvector. Then

ωy =
Σ−1

yy Σyxωx

λ
. (3)

To control overfitting and avoid singular matrix Σxx and Σyy, regularization
term τI are added to Σxx and Σyy , where τ is regularization parameter and I
is identity matrix.

Given a new visible-thermal IR face pair (X,Y ), the liveness confidence Ψ is
defined as

Ψ(X,Y ) =
(ωT

xX) • (ωT
y Y )

‖ωT
xX‖‖ωT

y Y ‖ , (4)

where • is dot product of two vectors. A live face can be verified by comparing
the liveness confidence Ψ to a predefined threshold.

2.2 Correlation Analysis of Face Patches

We divide whole face into eight patches, shown in Fig.1, and investigate the
correlation between visible and thermal IR images on these patches individually.
Let (U, V ) are n TIR/VIS face image pairs. We use leave-one-out cross validation
[25] to calculate the kth patch correlation coefficient ρk which is defined as
follows,

ρk = corr(
{
ωT

U
(−i)
k

U
(−i)
k

}n

i=1
,
{
ωT

V
(−i)

k

V
(−i)
k

}n

i=1
), (5)

where ωT

U
(−i)
k

, ωT

V
(−i)

k

are the first eigen vectors trained by CCA on (U (−i)
k , V

(−i)
k )

with ith pair removed. (Uk, Vk) are the kth patch of visible light images U and
thermal infrared images V respectively.
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To emphasize higher correlated patches, we assign weight wk to kth patch
and the final face liveness confidence is a weighted sum,

Ψw(X,Y ) = ΣK
k=1wkΨ(Xk, Yk). (6)

The value of weight wk is referred to following equations,

wk = ln(
ρk

1 − ρk
)

wk ←− wk

ΣK
k=1wk

. (7)

3 Experiments

To evaluate performance of the proposed approach, we use public IRIS Ther-
mal/Visible Face Database in OTCBVS benchmark database [26]. We select 120
visible-thermal IR image pairs of 30 persons with surprise, smile, angry and neu-
tral expressions from this database. 8 persons wear glasses and other 22 persons
do not.The eye and mouth centers are labelled manually. Faces are aligned with
eyes and mouth’s coordinates, resized to 70× 80 pixels and cropped by an ellip-
tical mask. Visible and thermal IR face image examples are shown in Fig.2. The
pixels in the image are simply arranged into a vector in raster-scan manner. The
dimension of correlation subspace is set to 60.

Patch correlation coefficients are calculated on data exclude glasses wearing.
The second column of Tab.2 shows the correlation coefficient ρk of eight face
patches. Eyes and mouth patches give the highest correlation in all.

Visible light and thermal IR images from the same person are considered as
live face. In the live face detection experiment, one person is leaved out for test
and others for training and totally 120 live tests are done. Thermal IR spoofing
is carried out using valid user’s photograph and attacker’s thermal IR face to
spoof our liveness detection approach. Any two persons are picked out from
the database to spoof each other and the remaining persons are used to train
correlation subspace.

Fig. 2. Visible and thermal IR face image examples. Top row is visible light face and
bottom row is thermal IR face.
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Table 2. Correlation coefficient of eight patches in face

Patch ρk

left eyebrow 0.861
left eye 0.938

left cheek 0.785
nose 0.831

mouth 0.903
right eyebrow 0.842

right eye 0.921
right cheek 0.791
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Fig. 3. Comparison of MLR, PLS, CCA and PCCW-CCA
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Fig. 3 shows performance of our patch correlation coefficient based weighting
CCA (PCCW-CCA) and the comparison results with other multivariate analysis
methods, multivariate linear regression (MLR) and partial least squares (PLS).
We do experiments on data include wearing glasses and exclude wearing glasses
respectively. Fig. 4 shows that glasses wearing produce small bad effect because
thermal IR is blocked by glasses. The results show that our PCCW-CCA out-
performs than others and live detection rate achieve 85.1% and 90.8% on data
include and exclude glasses wearing repectively when spoofing false acceptance
rate is 0.1%.

4 Conclusions

This paper has given a novel approach to detect live face in multiple spectrum.
Characteristics of live face in the thermal IR spectrum are intrinsic live signals.
To against thermal IR spoofing, the cross-modality of thermal IR and visible
light face is modeled by correlation analysis. The experiments shows that it is
feasible to detect live face by TIR/VIS face pair and it is really highly secure for
the impossibility of spoofing valid user’s thermal IR face. Glasses wearing will
produce small bad effect because of the blocked thermal IR and the difficulty of
eye alignment. The comparison experimental results show that CCA outperforms
other multivariate analysis methods, MLR and PLS, in our problem.
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Abstract. Person localization and identification are indispensable to provide var-
ious personalized services in an intelligent environment. We propose a novel
method for person localization and developed a system for identifying up to ten
persons in an office room to realize soft authentication. Our system consists of
forty-three infrared ceiling sensors with low cost and easy installation. In exper-
iments, the average distance error of person localization was 31.6cm that is an
acceptable error for sensors with 1.5m distance to each other. We also confirmed
that walking path and speed gives sufficient information for authenticating the
user. Through the experiments, we obtained the correct recognition rates of 98%,
95% and 86% for any pair, any three people and all ten people to identify indi-
viduals.

Keywords: localization, soft authentication, sensor network, infrared sensors.

1 Introduction

In recent years, along with the rapid development of network devices and person au-
thentication technology, it has become possible to provide many kinds of personalized
services in response to the implicit/explicit demands of the users. In such an intelligent
environment, people can use voice, face, gait and other physical features to realize the
person localization and authentication. In this situation, we need localization to know
where the users are and need authentication to know those who want services.

Commercial authentication systems using various biometric evidences, such as fin-
gerprint, iris, speech and palm vain, can maintain a high level of security, but such a
high-level security is not necessary in daily life. In daily life situation, misidentification
dose not cause a serious problem. Rather, psychological/physical disturbance should be
seriously considered.

For distinguishing our motivation from the motivation for security, we call the au-
thentication for personalized services soft authentication[1] and call the authentication
for security hard authentication.

Video cameras have been used in some studies for person localization [2]. However,
cameras might violate privacy. Schulz et al. [3] tried to use an ID badge for person lo-
calization and authentication. However, many people, especially elderly people, would
be unwilling to wear such sensing devices. Shankar et al. [4] tried to use pyroelectric
infrared sensors for human identification and localization in a relatively small room. On
the contrary, our first ceiling-sensor system is applicable for a large room situation [1].
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Recently, in order to increase the sampling rate and reduce the noise in the previous
system [1], we have improved the ceiling sensor system [5]. In this renovated system,
sampling rate of 80 Hz for up to 128 nodes using 250 kbps equilibrium line has been
realized. However, due to the characteristics of infrared sensors, the information we ob-
tain is still only the fact that someone is under or just passed under the active sensor. In
this study, we propose a novel method for person localization to bring a finer precision
(31.6cm) than that of the geometrical precision (1.5m) of sensor placement. By using
the location information, the performance of soft authentication has also been improved
in discrimination rate.

2 Infrared Sensing System

In the improved system, ”pyroelectric infrared sensor”, sometimes called ”infrared mo-
tion sensor”, are attached to the ceiling [5]. This sensor detects an object with a different
temperature from the surrounding temperature. We used NaPiOn (AMN11111, Pana-
sonic Denko Co. Ltd.) as the sensor module. There are 16 lenses for gathering infrared
radiation to 4 quadrants on the surface of the pyroelectric infrared detector. Then, 64
detection zones are formed in front of the sensor module. The detection area is up to
7.42 m × 5.66 m on a plane at a distance of 2.5 m from the sensor. In our system, a
hand-made cylindrical lens hood was used to narrow the detection area of each sensor.
The photographs of the sensor module and the interconnection of sensor nodes with ca-
bles are shown in Fig. 1. Such infrared sensors are easy to set up at a low cost ($20/unit).
Light conditions and movable obstacles do not affect the performance.

(a) A sensor module (b) Connection of sensors

Fig. 1. The sensor module and the interconnection of sensor nodes with cables

Forty-three sensors were attached to the ceiling of our research room (15.0 m × 8.5
m) so as to cover all the area and not to produce any dead space. The average distance
between each other is 1.5m. Figure 2 shows the layout of the room and the arrangement
of the sensors. A binary response from each sensor can be read at the sampling rate
from 1 Hz to 80 Hz.

Users are not required any cooperation for authentication and they do not feel that
they are being observed. These are necessary requirements for soft authentication.

In our sensor network, motions of one person often make multiple sensors active.
There is also a get-out delay of sensors in response to motions, that is, an active sensor
keeps the active status for a few seconds after a person left the sensing area. There is no
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Fig. 2. Layout of infrared sensors

get-in delay. Another important fact is that the sensor sometimes cannot be active if the
person moves slightly, such as, keyboard typing or browsing with a mouse.

3 Person Localization

3.1 The Method for Person Localization

In indoor environments, person localization has the requirements: (1) Estimate the lo-
cation of the person at each time frame with an acceptable distance error; (2) Show the
short-term walking trajectory of the person; (3) Evaluate the speed of moving.

In the ceiling sensor system of our laboratory, we can assume that: (1) The walking
speed ν of a person is known; (2) Detection area is a circle of radius R; (3) Active
status will be kept for Ddelay (sec.) after the person getting off the detection area and
Ddelay does not depend on the speed ν; (4) In Fig. 3, we assume that the person enters
the detection area with an angle α and the duration of active status is decomposed as
D = te − ts = Ddetect + Ddelay if the person gets out of the detection area at time frame
t (> te).

From the sensor model in Fig. 3, we see that there are four cases to be considered: (1)
At position P0 (at time frame t0 before detection), the distance from the sensor is r0 > R.
(2) At position P1 (at time frame t1 under detection), r2

1 = D2ν2+R2−2RDν cosα (D =
t− ts < 2R cosα

ν ). (3) At position P2 (at time frame t2 out of detection area but the sensor
is still active), r2

2 = D2ν2 + R2 − 2RDν cosα ( 2R cosα
ν < D < 2R cosα

ν + Ddelay). (4) At
position P3 (at time frame t3), the sensor becomes inactive again, and the distance from
the sensor is r3 > R.

For situations (2) and (3), with the expected value 2
π of cosα in range −π2 < α < π2 ,

we use the expected value of squared distance as E(r2) = D2ν2 + R2 − 4
πRDν.

Algorithm
(1) If a sensor Si has already been active for duration Di, we estimate the distance to

the person by ri =
√

D2
i ν

2 + R2 − 4
πRDiν =

√
(Diν − 2

πR)2 + (1 − 4
π2 )R2

(2) Gathering all the information Di and thus ri (i = 1, · · · , n) from all active sensors,
estimate the position Pt = (x∗t , y

∗
t) at time frame t by solving

min
Pt

n∑
i=1

(ri − ‖Si − Pt‖)2 = min
(x,y)

n∑
i=1
{ri −

√
(xi − x)2 + (yi − y)2}2
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The solution (x∗t, y
∗
t) satisfies:

⎧⎪⎪⎨⎪⎪⎩
x =
∑

wixi/
∑

wi

y =
∑

wiyi/
∑

wi
, wi =

√
(xi − x)2 + (yi − y)2 − ri√

(xi − x)2 + (yi − y)2
.

Therefore, with appropriate initial values, we can find the solution Pt by iteration.

Fig. 3. The sensor model that contains four cases when a person passes by. Without generality,
we may assume that he/she enters at the left end of x-axis.

3.2 Basic Evaluation of the Person Localization Method

We examined our localization method for the case that three subjects walked along the
same route (from the entrance to the sofa in Fig. 2). The initial values of the estimated

location were set to the average location of all the active sensors (x0 =
n∑

i=1
xi/n, y0 =

n∑
i=1

yi/n) and iteration was repeated 10 times. The moving speed was set to 1.3m/s that

is an average speed of a person in our laboratory. The radius R of the detection area
is 0.75m. The true positions of the three subjects at each time frame were determined
subjectively from the image sequences taken from two video cameras established for
the purpose of evaluation (the locations are shown in Fig. 2). The true positions and
estimated positions of three subjects are both shown in Fig. 4. We can see that the
trajectories of three subjects are successfully estimated. The average distance errors of
estimated positions of three subjects was 31.6cm.

4 Identification Information

In an office environment, the motions of a person usually switch back and forth between
walking and sitting. By observing people’s behavior in our laboratory, we noticed the
possibility to identify individuals from the different speeds of sitting up and starting
walking. So, we measured the starting speeds of walking on the basis of our localization
method in each time frame.
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Fig. 4. The true positions and estimated positions of three subjects

For investigating the varying regularity of the speed, we examined the speed of a
subject during the period in which the subject starts walking. A subject was asked to
stay below a sensor for a while, and then to move to another position for 20 times.
The sampling rate was 2 Hz. The speed was calculated after localization in every time
frame. The average speed of the 20 times is shown in Fig. 5.

Fig. 5. The speed of a subject during the period of starting to move

We noticed first that the time required for accelerating is about two seconds. After
that, the speed of the subject becomes stable with slight fluctuation. Therefore, we can
separate the period into two parts: an ”accelerate part” and a ”stable part” (Fig. 5). We
expected that there is a cue for indentifying the users in both of the two parts.

Each person in an office room has his/her own living habits and tends to linger at
some certain areas. Therefore, the walking paths are also expected to hold information

Table 1. The description of the speed and path information
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for recognizing multiple persons. In our experiment, the walking speed and path infor-
mation for a short period (3 sec.) are both used for identifying multiple persons. Here,
we use only a short path because we want to identify entering users as soon as possible.
The descriptions of the speed and path information are given in Table 1.

5 Authentication Experiments

We distinguished the ”stable part” and ”accelerate part” to examine the potential power
of the speed and path information in two cases of ”continuous soft authentication” and
”immediate soft authentication.” To do this, we prepared two kinds of datasets.

A. Ten subjects (laboratory students) were asked to enter the room from outside and
then to go forward to their own desks directly without stopping for twenty times. For
realizing a fast authentication, we consider the first 3 seconds to measure the speed and
path.

B. The same subjects were given different instructions. They were asked to move
into the room from outside, stay a while for changing shoes (2-3s with a strong motion),
then move to their own desks for twenty times. When they finished changing shoes and
started moving, we began to measure the speed and path for 3 seconds.

Dataset A provided the information of the stable part, and dataset B provided that
of the accelerate part. We used five kinds of sampling rate: 2Hz, 5Hz, 10Hz, 20Hz and
40Hz. The recognition rate was calculated by 20-fold cross-validation. The classifier
was a support vector machine (SVM) with a radial basic kernel with default parame-
ter values, the soft margin parameter was 1.0 and the variance parameter was taken as
the dimensionality (the number of features). Here, the number of full features is 3T of
(ν1, x1, y1), (ν2, x2, y2), · · · , (νT, xT, yT) for time period T (T=6 for 2Hz and 3s measure-
ments). The numbers of features are T for speed only and 2T for path only. The results
are shown in Fig. 6 and Fig. 7.

We can find that the sampling rates of 2Hz, 5Hz and 10Hz brought better results. In
the stable part (Fig. 6), we see that the best performance with speed information only
is 59% for ten subjects, 84% for any three subjects and 87% for any two subjects. With
path information only, the best performance is 84% for ten subjects, 92% for any three
subjects and 97% for any two subjects. With both of the speed and path information,
the best performance is 82% for ten subjects, 93% for any three subjects and 95% for
any two subjects. In the accelerate part (Fig. 7), we obtained 70%, 84%, 93% for ten,

(a) With speed (b) With path (c) With both speed and path

Fig. 6. Identification rates in the stable part
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(a) With speed (b) With path (c) With both speed and path

Fig. 7. Identification rates in the accelerated part

three, two subjects with speed information, 86%, 95%, 98% for ten, three, two subjects
with path information. We also obtained 83%, 91%, 94% for ten, three, two subjects
with both of the speed and path information. The recognition rate is a little higher in the
accelerate part than in the stable part, which means that people show their personalities
more when they start walking than keep walking.

6 Discussion

In our previous system [1], finger vein was used for identification at the entrance as
a necessary information of individual tracking. That, however, needs one time coop-
eration of users and is against the purpose of soft authentication. In addition, after a
while, our system would lose the users because of the characteristics of this system.
Then we need another evidence for recovering the identification precision to a required
level. Therefore, to realize a highly-reliable system for soft authentication, we need to
collect as many pieces of evidence as possible. In the previous system, we used the
enter/leave information as strong pieces of evidence and the long-stay information at a
certain desk as a weak piece of evidence. In addition, a chair system measuring hip-
print was developed for authentication [6]. In this paper, we added two more pieces
of evidence: the walking speed and path. Through the experiments we knew that both
have information for authentication to some extent, especially short path after entrance
gives sufficient information. In the next phase, combination of all the pieces of evidence
would be gathered to improve this system.

Nowadays, there are many researches about the Activities of Daily Living (ADL) [7-
8]. Precise person localization of our study has the potential application to automatically
monitoring the ADL of single living elder. As described in Introduction, preserving
privacy is necessary for this goal and thus our system is one of the promising ways.

7 Conclusion

We have tried to localize and identify subjects in an office room using a ceiling sensor
network in order to realize soft authentication for providing personalized services.

In the experiments, the average error of person localization was 31.6cm. With the
localization technique, the speed and path information were measured and exploited
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for identification. From the measurement of constantly walking persons, we obtained
59%, 84%, 87% for ten, three, two subjects with speed information, 84%, 92%, 97%
for ten, three, two subjects with path information, 82%, 93%, 95% for ten, three, two
subjects with both of the speed and path information. From the measurement of starting
walking persons after shoes exchange, we obtained 70%, 84%, 93% for ten, three, two
subjects with speed information, 86%, 95%, 98% for ten, three, two subjects with path
information, 83%, 91%, 94% for ten, three, two subjects with both of the speed and
path information.

Acknowledgement. This work was supported by JSPS Grant-in-Aid for Scientific Re-
search (C) 10213216.
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Abstract. In this paper, we present a methodology to categorize camera captured
documents into pre-defined logo classes. Unlike scanned documents, camera cap-
tured documents suffer from intensity variations, partial occlusions, cluttering,
and large scale variations. Furthermore, the existence of non-uniform folds and
the lack of document being flat make this task more challenging. We present the
selection of robust local features and the corresponding parameters by compar-
isons among SIFT, SURF, MSER, Hessian-affine, and Harris-affine. We evaluate
the system not only with respect to amount of space required to store the local
features information but also with respect to categorization accuracy. Moreover,
the system handles the identification of multiple logos on the document at the
same time. Experimental results on a challenging set of real images demonstrate
the efficiency of our approach.

Keywords: Logo detection, affine-invariant features, clustering, hamming
embedding.

1 Introduction

Logos [5,9,11] are interesting objects that serve enormous purposes ranging from own-
ership identification to document retrieval. There are three types of logos [11]: one
with only graphics, the other with only text, and finally a mix of both. In this paper,
we address categorization of camera captured documents based on logo detection. Un-
like scanned documents, camera captured logo identification is more challenging as it
encounters partial occlusions, background clutter, intensity variations, and crumpled
documents as shown in Fig. 1. Furthermore, a single document might contain multiple
logos as shown in Fig. 1(b).

In the recent years, logo identification and recognition have been addressed by a
significant number of researchers. Majority of these approaches [5,11,12,14] rely on
connected component extraction. A Bayesian approach by providing feedback between
detection and recognition phases is specified in [11]. A method based on boundary ex-
traction of feature rectangles to generate robust candidate logos is proposed in [12].
Geometric relationship among connected components is enforced in [5] to eliminate
outliers. In [9], SIFT [6] features from a query image (image under observation) are
matched against all the descriptors of logo models. Though the accuracies are good,
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(a) (b) (c)

Fig. 1. (a) partial occlusion, (b) crumpled document with multiple logos, and (c) background
cluttering

matching against all the model descriptors is not a good choice. The main objective of
all these methods is the logo identification on scanned documents. In the following sec-
tions, we introduce an efficient method to detect logos on camera captured documents
under various deformations.

In order to address non trivial deformations such as partial occlusions, intensity vari-
ations, and view point changes, we adapt local affine-invariant features to represent the
pre-defined logo models and the query image. Due to the availability of various local
affine-invariant features such as SIFT [6], SURF [2], MSER [7], Hessian-Affine [7],
and Harris-Affine [7], there is always a question of selecting the good feature type.

The rest of the paper is organized as follows: Section 2 presents the comparison of
various local affine-invariant features and the selection of one for the logo detection
task. We present the detailed methodology of camera captured document categorization
in section 3. Section 4 presents the experimental results on a challenging data set, we
also discuss the impact of dimensionality reduction and representation of the features.
Finally, Section 5 concludes the paper.

2 Comparative Analysis of Local Affine-Invariant Features

In this section, we present the selection of desired local feature by comparisons among
various local affine-invariant features. The features in consideration are SIFT [6], SURF
[2], MSER [7], Hessian-Affine [7], and Harris-Affine [7]. The comparison is done using
25 logo models and 125 camera captured documents with 5 documents under each
logo model. Let L = {L1, L2, ..., Lm} be a set of logo models, where m is the total
number of logo models. Each logo model Li is represented by using ni feature points
Li = {(xj , yj, f j)} for j ∈ {1, 2, ..., ni}, where ni is the total number of feature points
in the ith logo model; (xj , yj) and f j are the Cartesian coordinates and d-dimensional
description of the jth feature point respectively. Similarly, query image is represented as
Q={(xj

q, y
j
q , f

j
q )} for j ∈ {1, 2, ...nq}, where nq is the total number of features points

extracted from the query document. We denote the jth feature in Li and Q as Lj
i and

Qj respectively, and the corresponding d-dimensional feature descriptors as f j
i and f j

q

respectively.
We adapt Lowe’s [6] threshold t for comparison (as defined in Eqn. 1), which is the

ratio of distance between the logo descriptor and the first nearest neighbor among the
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query descriptors fq ∈ Q in the d-dimensional feature space (i.e.fnn1
q ) to that of the

second nearest neighbor (i.e.fnn2
q ).

t = D(fj
i ,fnn1

q )

D(fj
i ,fnn2

q )
(1)

where D() is the Euclidean distance in d-dimensional feature space, and nn1, nn2 ∈
{1, 2, ..., nq} are the indices of the first and second nearest neighbors to f j

i in the feature
space. A correspondence for each Lj

i is established with Qnn1 only if t is less than a
pre-defined threshold, i.e. Qnn1 is the corresponding feature point to jth feature of Li

in Q. As t goes down from 1 and approaches 0, the ambiguity in the correspondences
decreases, and more discriminative correspondences will be established.

(a) (b)

(c)

Fig. 2. Comparison among various local affine-invariant features

We analyze the behavior of local affine-invariant features with respect to three im-
portant criteria: correspondence precision, number of true correspondences, and num-
ber of inter-logo correspondences. Correspondence precision (as defined in Eqn. 2) and
the number of true correspondences are analyzed by establishing the correspondences
between each logo model and the corresponding 5 camera captured documents. The
number of true correspondences is counted with the help of established ground truth.
Fig. 2(a) and Fig. 2(b) show the behavior of average correspondence precision and av-
erage number of true correspondences at different thresholds t respectively. An ideal
feature type must have high average correspondence precision along with large number
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of feature points to support partial occlusions and non-rigid deformations in the logo.
Fig. 2(c) shows the average number of inter-logo correspondences established with dif-
ferent feature types at various thresholds of t (for each logo model Li ∈ L, we use the
remaining modelsLi′ ∈ L; i �= i′ as queries). As some of the local features are common
among multiple logos, using all the features will reduce the discriminative power. One
with lower number of average inter-logo correspondences should be preferred. From
Fig. 2, SIFT features at the shaded threshold t, i.e. 0.6, is the desired choice compared
to the remaining feature types and the thresholds. Section 3 presents how we use the
derived feature type and the corresponding threshold t to build an efficient logo-based
categorization system.

Correspondence Precision = Number of true correspondences
Total number of correspondences (2)

3 Methodology

The system has two modes of operation: off-line and on-line. Off-line mode is responsi-
ble for feature extraction from logo models, representation, and storage of the extracted
data. On-line mode works in two stages. In stage 1, features are extracted from a query
document and are matched against the features in the database to determine the candi-
date logo models. In stage 2, top l candidate logo models are then subjected to cluster-
based refinement process in the image space to eliminate false positives. Finally, the
query document is categorized into the candidate logo models left after stage 2. Fig. 3
shows the overview of our system configuration. The following subsections briefly ex-
plain the individual components of the system. We discuss the significance of optional
components of Fig. 3 in section 4.

3.1 Off-Line: Representation and Storage of Logo Model Features

Let X = {(xj , yj , f j)}, 1 ≤ j ≤ n be the set of SIFT [6] features extracted from all
the logo models Li ∈ L; where n is the total number of logo model features.

1. Dimensionality Reduction: It reduces the dimensionality of SIFT [6] features.
Generate a 128 × 128 dimensional matrix P with random numbers. Subject P to
QR decomposition [3] to obtain an orthogonal matrix Q. The first rd rows of the
matrix Q form the projection matrix R. Project all the descriptors f j ∈ X onto R
to reduce their dimensionality to rd.

2. Cluster Formation: Form the clusters of descriptors f j ∈ X in rd-dimensional
space using k-means [4], and denote the cluster centroids as C = {ci|1 ≤ i ≤ k}.

3. Hamming Embedding (HE): The main objective of this step is to convert the fea-
ture f j ∈ X to a binary string bj for efficient representation, storage, and matching.
For each rd-dimensional descriptor f j ∈ Ci; 1 ≤ i ≤ k, we adapt hamming em-
bedding [3] to convert it to a bit string bj of length rd as defined in Eqn. 3.

bj(x) = 1, if f j(x) <= Ci(x); 1 ≤ x ≤ rd
= 0, otherwise; (3)
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Fig. 3. Document categorization framework

4. Inverted file index: We adapt inverted file indexing [3,10] structure to store the
logo models information. Only the cluster centroids Ci ∈ C are indexed, and all
the SIFT [6] features within each cluster are linked to their corresponding cluster
centroid. The feature information attached is the logo model number(Id), Cartesian
coordinates xj , yj , and the feature f j (or) binary string bj as shown in Fig. 3.
Denote the established index structure as I .

3.2 On-line: Feature Extraction on Query Document and Matching

Let Q = {(xj
q, y

j
q , f

j
q )}, 1 ≤ j ≤ nq be the set of SIFT [6] features extracted from

a query document image and represented in the similar manner as logo model features
(section 3.1); where nq is the total number of SIFT [6] features extracted from the query
document. Algorithm 1 presents the mechanism of matching features in Q with the
established inverted file index I of section3.1 and computation of scores Si ∈ S; 1 ≤
i ≤ m of logo models.

Stage 2 matching: Refinement of scores using neighborhood check. As the scores
after stage 1 matching comprise lot of outliers, we refine the established correspon-
dences in the top l candidate logo models using cluster-based neighborhood check in the
image space. One can enforce the ordering among the local features [13], and check for
the relative order consistency between query document and the candidate logo model, or
refine the correspondences by fitting a transformation model [6] to the correspondences.
Due to the non-rigid deformations (i.e. crumpled document), we apply a cluster-based
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Algorithm 1. Stage 1 matching
Input: Inverted File Index I(section 3.1), Query features Q.
Output: Scores Si ∈ S; 1 ≤ i ≤ m of the logo models.
Initialize: All Si ∈ S to zero.
for all Qj ∈ Q do

Determine the nearest cluster Ci ∈ I ;
Initialize: D (Distance to all features ∈ Ci) to zero.
for all (bz|fz) ∈ Ci do

Compute the distance Dz=D(bz|fz ,Qj); where D() is xor() for bz , and Euclidean dis-
tance in rd-dimensional space for fz ;

end for
sort D in decreasing order;
Increment the score SId(nn1) by 1 only if (Dnn1/Dnn2) ≤ t; where Dnn1 and Dnn2 are
the distances to the first and second nearest features of Qj , and t is Lowe’s [6] threshold;

end for
sort S in decreasing order;

Algorithm 2. Stage 2 matching: cluster-based neighborhood check
Input: Top l candidate logo models L′ ∈ L after stage 1 matching, and the corresponding
scores S′ ∈ S.
Output: Refined scores S′ of the candidate logo models.
for all Li ∈ L′ do

Initialize: neighborhood cardinality re to � sqrt(S′
i)�.

repeat
for all features (xj , yj) ∈ L′

i do
Let N(xj , yj) and Nq(x

j
q, y

j
q) be the re neighborhood features of the jth correspon-

dence between the logo model L′
i and the query document Q respectively;

Determine the probability of jth correspondence being an inlier as P j =
(N(xj ,yj)∩Nq(xj

q,yj
q))

re
;

Mark the jth correspondence as inlier if P j ≥ tp; where threshold tp is set to 0.5;
end for
Update the correspondences in Li with inliers, and refine the S′

i with the cardinality of
L′

i i.e. ‖L′
i‖;

Update re to minimum of � sqrt(S′
i)� and (re-1);

until re ≤ 3
end for
sort S′ in decreasing order, and eliminate all the logo models L′

i ∈ L′ with the scores S′
i ≤ 3;

neighborhood check in the image space to determine the outliers. Algorithm 2 presents
the underlying mechanism.

4 Experimental Results and Discussion

Our test set consists of 375 camera captured query documents of resolution 1600×1200
belonging to 25 logo models. We adapt F measure[8] as defined in Eqn. 4 to evaluate
the system. The higher the F measure, the better the categorization accuracy.
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Recall = Number of true categories identified
Total number of true categories

Precision = Number of true categories identified
Total number of identified categories

F measure = 2 × Precision×Recall
Precision+Recall

(4)

Fig. 4. Category identification: left:query document, right: predicted categories(true: scores in
green, false: scores in red i.e. rightmost logo model)

Table 1. F measure[8] at different stages of matching, and different feature representations

Feature representation
128 64 32 16 HE-128 HE-64

Stage 1 64.03% 54.99% 58.21% 40.73% 44.93% 32.51%
Stage 2 77.95% 73.92% 72.52% 55.18% 68.24% 59.96%

Table 1 shows the accuracies at different stages, and different SIFT [6] feature repre-
sentations with k=100, t=0.5, and l=5. HE-128 and HE-64 in the table 1 corresponds to
feature representation with Hamming Embedding(HE) and bit string lengths of 128 and
64 respectively. From the table 1, as the dimension of the SIFT [6] features decreases
from 128 to 16, the corresponding stage 2 F measure decreases gradually, and stage
2 matching significantly improves the stage 1 matching F measures. HE with 128-bit
string representation achieves a reasonable F measure of 68.24% with enormous sav-
ings in storage. We observe a similar kind of pattern at k=50 and k=200, with a minor
change of 1 to 2% in F measure, and slightly higher measures with increasing number
of clusters k. We also empirically verified the derived threshold t=0.6 by a comparison
among other threshold values, and observed higher F measures at t=0.6. We achieved a
F measure of 36.54% by directly adapting the HE method of [3] with 128 bits and the
specified parameters. Finally, we verified our method on Tobacco-800 [1] dataset and
achieved a 95.14% F measure as opposed to 92.5% using [5]. Finally, Fig. 4 shows
the scores of identified categories of a query document at each stage. On an average,
it takes 1 second to categorize the given query document on Intel core 2 duo machine
using MATLAB.

5 Conclusions and Future Work

This paper presents a methodology to categorize camera captured documents based
on logo identification. The selection of robust features is done by comparisons among
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various local affine-invariant features. The methodology not only categorize the docu-
ment in the case of partial occlusions, intensity variations, and non-rigid deformations
but also identify multiple categories if present. The system is evaluated with respect to
different feature representations. Improving the categorization accuracies by adapting
optimal representations constitutes the focus of our future work.
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Abstract. This paper introduces Viskew: a new algorithm to estimate
the skew of text lines in digitized documents. The algorithm is based on
a visual perception approach where transition maps and morphological
operators simulate human visual perception of documents. The algorithm
was tested in a set of 19,500 synthetic text line images and 400 images of
documents with multiple skew angles. The skew angles for the synthetic
dataset are known and our algorithm achieved the lowest mean square
error in average when compared with two other algorithms.

Keywords: Document processing, skew estimation, visual perception.

1 Introduction

Document analysis and recognition systems are subdivided into several modules
in order to achieve high performance. In general, the scanned document is first
thresholded into a bi-level image, i.e., an image where the paper is converted
into white and the ink into black [13].

After thresholding, segmentation can be carried out in different ways [6]. Doc-
ument segmentation identifies text and graphical areas in the image. The text
areas are segmented into lines and the lines into words (or, even further, into
characters in typewritten documents); this is called text segmentation. The final
objects (words or characters) are submitted to classifiers for the final recognition
phase. During segmentation phase, several factors can cause errors such as noise.

The source of errors can also come from the beginning of the process in the scan-
ning phase. At this point, most part of the errors is due to rotation of the original
document during digitization. When the document is typewritten, OCR (Optical
Character Recognition) tools can correct this rotation with a small effect in the
recognition rate. To correct the image it is common to use the Hough transform
(HT) [5] for skew estimation and further skew correction [5][15].

However, rotation can appear in different and more difficult situations, some
of which are not associated to errors in any phase. For example, it is common
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to find in handwritten documents skew angles that are related to the writing of
the person who wrote that document; or inclinations that occur when someone
writes in unlined paper. Hough transform is defined to find just one skew angle
in an entire image; this and other methods are not suited for situations as the
one shown in Fig. 1. Another problem associated to HT-like methods is the
computational cost, although in [8], this cost is reduced by applying the HT on
the horizontal decomposition generated by a wavelet transform (Haar family).

Handwritten documents are the most difficult type of images to process with
an automatic recognition system [6]. In general, at every further step, it is harder
to produce high quality responses. This is no different for skew estimation, even
more in cases where there is more than one skew angle to be estimated.

In this paper, we present a new skew estimation algorithm which is developed
for handwritten images with one or several, possibly different, line skew angles.
The paper is divided as follows: next section reviews some skew estimation tech-
niques; Section 3 presents the new method; experiments are described in Section
4, while, in Section 5, we conclude the paper.

2 Skew Estimation

As previously stated, most skew estimation algorithms consider that the docu-
ment has a single skew angle. A rotated document will lead to a much harder
segmentation process. Fig. 1 shows an example of the results of text line segmen-
tation using Basu et al.’s method [1] in a rotated document with and without
skew correction. A correct skew estimation and correction is clear with this ex-
ample as without them several different lines are segmented as just one.

(a) (b)

Fig. 1. Basu et al.’s line segmentation algorithm [1] applied to a handwritten document
(left) without and (right) with skew correction

A segmentation algorithm based on the idea that the text of a document can
be put inside a bounding box is proposed in [11]. Drawing this bounding box
by finding the extreme corners of the text image allows the evaluation of the
skew angle. The same authors previously introduced another skew estimation
algorithm based on histogram and connected component analysis [12]. In [2], an
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algorithm is proposed to segment text from complex background in video frames.
After locating the text lines, the projection profile is found and the skew angle
is the one that produces a minimum entropy histogram. A method based on
morphological operators has been proposed in [16]. Skew estimation is achieved
in [14] by counting the amount of black pixels in the rows, but it is not able
to deal with rotated documents which do not have large black areas. A very
robust algorithm was presented by Chou et al. [3] where the image is segmented
into four slabs and parallelograms are formed in each slab as bounding boxes
around the text lines. Different angles are tested to form these parallelograms.
The skew angle that forms more white areas indicates the rotation of the im-
age. An improvement to Chou et al.’s method was proposed in [10]. Not only
the computational cost was highly reduced but also the original algorithm was
improved, as it is now able to have a better response when applied to noisy im-
ages and documents with tables. In [9], it was presented an algorithm for skew
estimation based on horizontal and vertical white runs counting.

As outlined, these algorithms are suited for documents with just one skew
angle, which in general is caused by the scanning process.

3 Viskew: A New Algorithm for Skew Estimation

In order to illustrate the main steps of the proposed skew estimation method,
a sample black-and-white image (Fig. 2a) was created with very different skew
angles. This is not an expected real example but it is being used just to demon-
strate the major steps of the proposed method.

The main idea of our proposal uses some aspects of our visual system and
some theories from visual perception. The first time we see a document, we can
perceive several characteristics of it without focusing our attention specifically
on any of them. For example, in general, we can perceive if the document has
figures or not, if it is handwritten or typewritten, or if its text is written with
a zero degree skew angle in relation to the superior and inferior margins of the
paper. Documents with text line with different skew angles is very common when
the document is handwritten and the sheet of paper has no guide lines to help
the writer to keep a straight text. Usually, the text lines change the skew angle
along the document generating a document with multiple skew angles. After this
initial perception of the document, we can concentrate in reading the document,
focusing our attention on its contents. This aspect of our visual system can be
understood as what is called pre-attentive vision [17] which involves the visual
processes that operate before we attend to an object.

With this in mind, we can consider that several details of the document do
not need to be observed to have some features perfectly perceived. Thus, the
first idea is to loose details. This can be achieved by the application of a blur
effect in the document image. However, this operation can group different text
lines vertically. Then we opted to use transition maps to simulate this effect [7].
This map counts the number of transitions (from black to white or vice versa)
which appears in a sliding window of height h and width w. For the evaluation
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of the transition map, it is proposed the use of 1-pixel height windows [7]. For
our experiments, the width is set to 180 pixels as small widths can segment the
lines into words. The window is centered in the pixel that is being processed. The
result (the transition map) is a grayscale image where the zero values correspond
to regions where there are no transitions, i.e., regions without text (Fig. 2b).

The result of the transition map gives an idea of the skew angles of the docu-
ment. But as the behavior is still not completely clear, we try to decrease even
more the amount of details. The transition map is binarized using Otsu thresh-
olding algorithm [13] and a low pass filter is used to smooth the map, creating
large homogeneous areas. These two steps are presented in Fig. 2 for the tran-
sition map of Fig. 2b. We also maintain the ideas of Gestalt grouping principles
as established for document processing in [4]: good continuity is maintained as
each text line is kept together; proximity is also applied as elements that are
closer are merged together (words from the same text line).

Once we have this filtered image, the skeleton of each white area is computed
using the algorithm of [18]. These skeletons represent the line axis of each text
line. Small skeletons are removed as it is not expected that they represent real
text lines. Based on our experiments, for 200 dpi resolution documents, the
skeleton is considered small if it has area less than 250 pixels. This removal of
small skeletons also makes our method suitable to deal with noisy images.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 2. (a) Sample document used to illustrate the main phases of the proposal and
(b) transition map for the sample document of Fig. 2a (the contrast was enhanced for
a better visualization), (c) binarization of the transition map of Fig. 2b, (d) the result
after a low pass filtering on Fig. 2c, (e) skeletization of the filtered image of Fig. 2d, (f)
final image with small skeletons removed, (g) best fit linear functions, (h) a zooming
into the lines of Fig. 2g with the skew angle θ to be evaluated and (i) final image after
skew estimation and correction
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Fig. 2 shows the initial skeleton image (Fig. 2e) and the final image after the
removal of the small skeletons (Fig. 2f). It is clear that these line axes have the
skew angle information.

Using the coordinates of each separated line axis, a first degree function is
calculated so that it fits best using least squares approximation (Fig. 2g). Now
it is just necessary to compute the skew angle of each line and to proceed with
the inverse rotation for skew correction (Fig. 2h). For example, for the sample
document depicted in Fig. 2a, the algorithm estimates an angle of 4.73 degrees
for the first text line and -3.81 degrees for the second one. The negative value in-
dicates a clockwise rotation (which will thus require a counter-clockwise rotation
for correction).

A search for the components of the original image that are connected to the
line axis defines the text that is going to be rotated according to the specific
skew angle of that axis. The text line that corresponds to each separate line axis
receives a different label. Inverse rotations with the skew angles are then applied
to each text line to generate the final image (Fig. 2i).

4 Experiments and Discussion

Fig. 3 presents a more complex synthetic sample document with very different
skew angles and the final corrected image (for skew correction, we used [5]) after
skew estimation by our algorithm. In Fig. 3c, we show a synthetic double column
document, generated by duplicating the image of Fig. 3a. Fig. 3d presents the
corrected image.

(a) (b) (c) (d)

Fig. 3. (a) Original document and (b) the final image after skew estimation with
Viskew and skew correction. (c) Original double column document and (d) the final
image after skew estimation with Viskew and skew correction.

Another experiment was done with the first text line of the image depicted in
Fig. 2i. We separated that line from the rest of the image and rotated it so that
it becomes as straight as possible (Fig. 4a). This straight line was considered as
the ground truth. Next, the text line was rotated 5 degrees counter-clockwise
(Fig. 4b). We have applied Mascaro et al. [10], Chou et al. [3] and our algorithm
to this rotated image and we compared the results to the gold standard. Fig. 4c,
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Fig. 4d and Fig. 4e present a comparison between the gold standard text line
(in black) and the text lines obtained after skew correction of the rotated image
with the skew angles detected by these three algorithms (in light gray). We also
compared the results of skew estimation by the three different algorithms, as
presented in Table 1. The proposed algorithm estimated the small angle for the
gold standard image and it also estimated the closest slant for the 5 degrees
rotated image.

(a) (b)

(c) (d) (e)

Fig. 4. (a) Gold standard, (b) its 5 degrees rotated version; a comparison of Fig. 4a
and the skew correction with skew angles estimated by: (c) Chou et al., (d) Mascaro
et al. and e) our proposed algorithm. In this figure the dark text is the gold standard
and the light grey is the corrected text line (see quantitative results on Table 1).

Table 1. Skew estimation of Chou et al., Mascaro et al., and Viskew for the ground
truth image and its 5 degrees rotated version (see Fig. 4)

Image Chou et al. Mascaro et al. Viskew

Ground truth (0 degree) -2.00 -1.50 0.42

5 degrees rotated 3.70 4.20 4.53

Other examples are shown in Fig. 5, which depicts real images of histori-
cal documents with multiple skew angles and the images generated after skew
correction using the angles found by our proposed algorithm.

(a) (b) (c) (d)

Fig. 5. Two real handwritten historical documents: (a) and (c): the original documents;
(b) and (d): the images after multiple skew estimation and correction
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None of the tested algorithms achieved acceptable results, as they are suited
for documents with just one skew angle. The algorithms introduced in [3] and
[10] when applied to the sample document of Fig. 2a found unique angles of
-0.1 and -0.5 degrees, respectively. These values are not even close to the angles
found by our algorithm for each line (4.73 and -3.81 degrees) which resulted in
the corrected image (Fig. 2i).

For evaluation of the proposed algorithm, two experiments were developed.
In both of them, a set of 296 documents were segmented generating 1,500 text
lines. These text lines were straightened in order to obtain gold standard text
lines. Rotations are then imposed to these gold standard text lines from 0.5 to
6 degrees with a 0.5 step. This process produced 18,000 text lines (12 rotations
for each one of the 1,500 gold standard lines).

In the first experiment, Mascaro et al. [10], Chou et al. [3] and our proposed
algorithm were applied to the complete set of 19,500 text lines (the rotated and
the gold standard images). As the angles are known a priori, it was possible to
analyze the mean square error of the skew angle estimated for each technique.
Our method achieved the lowest value in average (1.00) against 49.96 (Chou et
al.) and 6.35 (Mascaro et al.). Other algorithms were not tested as they are not
suited for this application.

For the second experiment, these rotated text lines were randomly grouped
into 400 synthetic images of document (each one with ten text lines). Again,
the skew angle of each text line is known. The proposed algorithm was applied
to this set of 400 documents. The estimated skews were analyzed reaching an
average mean square error of 0.896.

5 Conclusions

This paper presents Viskew: a robust algorithm for skew estimation of hand-
written documents with different skew angles at each text line based on aspects
of our visual system. It starts with the evaluation of a transition map to simu-
late pre-attentive aspects of vision removing details of the document image. The
skeleton of this map is used to generate an axis line which allows the estimation
of the skew angle. The components of the text that are connected to the skeleton
are classified as part of that line and then rotated according to the defined skew
angle for that line. The approach was applied to a set of 150 images of documents
with a total amount of more than 1,700 text lines. Isolated rotated lines were
also tested and compared with the results of Chou et al.’s and Mascaro et al.’s
algorithms. In every experiment, our method achieved more precise skew angles
estimation.

Different values of window width in the transition map phase could allow the
skew estimation of different angles in the same text line. We will examine this issue
in further studies. We will also try to attack the problem of non-linear text lines.
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Abstract. The log-polar space variant representation, motivated by
biological vision, has been widely studied in the literature. Its data re-
duction and invariance properties made it useful in many vision appli-
cations. However, due to its nature, it fails in preserving features in the
periphery. In the current work, as an attempt to overcome this prob-
lem, we propose a novel space-variant representation. It is evaluated and
proved to be better than the log-polar representation in preserving the
peripheral information, crucial for on-board mobile vision applications.
The evaluation is performed by comparing log-polar and the proposed
representation once they are used for estimating dense optical flow.

Keywords: log-polar mapping, space-variant representation, optical
flow.

1 Introduction

Space variant representation schemes have been used in the computer vision
field in order to improve the efficiency of proposed solutions. Log-Polar Repre-
sentation (LPR) is one of the most widely used. It is inspired by the biological
vision systems [1], [2] and has been exploited in the robotics and active vision
communities for pattern recognition [3] and navigation [4] tasks. The LPR has
many advantages with respect to the conventional cartesian representation of
images [5]; the most important are the reduction in the data and invariance to
scale and rotation. The data reduction due to the polar mapping and logarithmic
sub-sampling leads to a high resolution in the fovea and a low resolution in the
periphery, which is a desired feature for instance in the active vision community.

A review of log-polar imaging is presented in [6] for robotic vision applications
such as: visual attention, target tracking and 3D perception. All these applica-
tions benefit from the high resolution of the fovea region. There have been also
attempts to use LPRs for motion analysis [4] [7], mainly based on the estimation
of optical flow. For instance, [5] presents the advantages of polar and log-polar
mapping to the cartesian representation and proposes a technique to estimate
time-to-impact using optical flow. In [8], a novel optical flow computation ap-
proach is proposed. It is based on the concept of variable window and generalized
dynamic image model. The variable window adapts its size along the LP space.
Also working in the LP space, [9] analyzes the polar deformation and proposes
several local optical flow estimation techniques on log-polar plane.
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In the particular contexts of robotics and advanced driver assistance systems
(ADAS), LPR has attracted the attention of many researchers. In general, in
these fields LPRs are obtained using the vanishing point (VP) as a center of the
log-polar reference system. V P(x,y,z) corresponds to a point at z → ∞ where
two parallel lines of a road appear to converge in the image plane. Since LPR
results in a high sampling in the fovea region, the periphery are under-sampled.
It should be noted that the periphery corresponds to regions near to the camera
reference system, hence are the most important areas for robotics navigation
tasks and ADAS applications. Furthermore, features near to the camera are not
only useful for detection tasks but also for an accurate calibration; note that the
accuracy of 3D data decreases with the depth.

In the current work a new space variant representation scheme is proposed.
It is intended to overcome the problem of LPR with respect to periphery in for-
ward facing motion problems. The superiority of the proposed representation, to
LPR, is analyzed using dense optical flow on these representations. The paper is
organized as follows. Section 2 presents the proposed space variant representa-
tion and optical flow estimation. Then, experimental results and a comparative
study are given in Section 3. Finally, the work is concluded in Section 4.

2 Proposed Approach

This section introduces first, the LPR and then the proposed space variant rep-
resentation of cartesian images; next, the basic variational optical flow model is
presented.

2.1 Space-Variant Representations

A log-polar representation is a polar mapping with logarithmic distance along
the radial axis. For a given pixel (x, y), the log-polar (ρ, θ) are defined as:

ρ = log(
√

(x − x0)2 + (y − y0)2), θ = arctan((y − y0)/(x− x0)), (1)

where (x0, y0) is the origin of mapping; the current work focuses on the study
of the particular scenario of forward facing moving platforms, hence the origin
of the reference system corresponds to the vanishing point.

As mentioned above, LPR oversamples the fovea and undersamples the pe-
riphery. This leads to the non-preservation of vital information of the periphery
useful for mobility applications. The latter motivates us to propose a better
space variant representation, where a (x, y) pixel is mapped as:

ρ = log(rmax −
√

(x− x0)2 + (y − y0)2), θ = arctan((y − y0)/(x− x0)), (2)

where rmax is the radius of the largest inner circle around VP in the cartesian
image. This is different from LPR in the sense that logarithmic subsampling is
from the periphery towards the center and will be referred as Reverse Log-Polar
Representation (RLPR). Figure 1 (right) shows LP (top) and RLP (bottom) rep-
resentations of the same image Fig. 1(left). In both cases the images are sparsely
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Fig. 1. (top) Log-Polar and (bottom) Reverse-Log-Polar representations of an image

sampled as depicted in Fig. 1(middle) correspondingly. Since the LP/RLP trans-
formation involves both many-to-one and one-to-many mapping, the LP/RLP
images cannot be straight forwardly dense. The dense images presented in the
right column are obtained by querying for each (ρ, θ) to the cartesian and by bi-
linear interpolations—horizontal axis is angles (θ′s) and vertical axis is distances
(ρ′s). As can be seen in the grids in Fig. 1(middle), qualitatively, the RLPR im-
age better preserves the periphery information, which covers most part of the
road at the bottom in the scenario of a moving vehicle.

2.2 Variational Optical Flow

The aim in this paper is to evaluate the performance of LP and RLP representa-
tions once they are used to compute optical flow in the context of on-board vision
systems. The variational optical flow [10] is based on two assumptions: i) the
brightness constancy (BCA) and ii) the homogeneous regularization. The BCA,
also called as optical flow constraint, assumes the grey value of objects remains
constant over time. The homogeneous regularization assumes that the resulting
flow field varies smoothly all over the image, necessary to overcome the aperture
problem. The BCA can be formulated as: I1(x + u)− I0(x) = 0, where I0 and
I1 is the image pair, x = (x1, x2) is the pixel location within a rectangular image
domain Ω ⊆ R2; u = (u1(x ), u2(x )) is the two-dimensional displacement vector.
Linearizing above equation using first-order Taylor expansion, and combining it
with smoothness assumption in a single variational framework and squaring both
constraints, the energy functional becomes:

E(u) =
∫

Ω

{ (Ix1u1 + Ix2u2 + It)2︸ ︷︷ ︸
Data Term

+ α (|∇u1|2 + |∇u2|2︸ ︷︷ ︸
Regularization

) } dx, (3)
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where α is a regularization parameter. Variational optical flow energy functions
can be minimized in a number of ways. The most used way is to express and solve
the set of Euler-Lagrange equations of the energy model. Another popular way
of solving eq. (3) is by using a dual formulation based on iterative alternating
steps [11]. In the current work a recent variational optical flow technique [12] is
used. It explores the basic formulation and some concepts such as pre-processing,
coarse-to-fine warping, graduated non-convexity, interpolation, derivatives, me-
dian filtering. [12] proposes an improved model underlying median filtering.

3 Experimental Results

As mentioned in Section 1, there have been many applications using LP rep-
resented images, some of them based on the optical flow estimation on those
images. The current work aims to estimate the optical flow on RLP represented
images and compare it with results from LPRs.

In LP/RLP representations of images the origin of mapping should be the
vanishing point in the scenario of a forward facing moving vehicle, so that the
mapped images better suit the applications. In the current work, vanishing points
computed from a RANSAC based approach [13] are used. Then, the optical flow
is computed on these LP and RLP represented images. The bottleneck to com-
pare the flow fields from LP and RLP representations is that the flow field patches
at a particular location in both representations correspond to different regions of
the image in cartesian with varied resolution. Hence, the framework proposed to
perform the comparison consists of inverse mapping the flow fields back to carte-
sian and compare them in the cartesian space. Figure 2 shows an image pair in
cartesian (top-left), their ground-truth flow (top-right), LPR (middle-left) and
RLPR (bottom-left), and their computed flow fields (middle-right and bottom-
right). The color map used to display optical flow is shown in Fig. 2 bottom
right corner. Since the image pairs correspond to a translation along the camera
focal axis, the flow field in cartesian looks diverging. The computed flow field in
both LP/RLP representations looks blue in color indicating all the vectors point
downwards. Figure 3 depicts the inverse maps of both LP and RLP flow fields
back to cartesian which are sparse. Hereinafter, the LP and RLP representations
of flow fields refer to these mapped back to cartesian.

The well known error measures to compare flow fields are Average Angular
Error (AAE) and Average End-Point error (AEP) [14] [15]. The AAE is chosen
in the current work as the measure to compare flow fields. The angular error e
between two vectors (u1, v1) and (u2, v2) is given by:

e((u1, v1), (u2, v2)) = arccos

(
u1u2 + v1v2 + 1

√
(u2

1 + v2
1 + 1)(u2

2 + v2
2 + 1)

)

. (4)

Since the flow fields from LP and RLP representations are sparse and of varied
resolution, in order to do a fair comparison a common set of pixels (mask) is
selected. Figure 4 shows the masks of LPR (left) and RLPR (middle) of flow
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Fig. 2. (top) Flow fields in Cartesian, (middle) LP and (bottom) RLP representations

fields and the intersection mask (right) that is the set of positions those have
flow values in both representations. This mask is used to compute the errors
between LPR/RLPR and ground-truth flow fields. Table 1 shows AAE of ten
different flow fields from sequence-1 of set-2 of [16]. The images in this dataset
are of resolution 480×640. They are mapped to LP and RLP representations
of resolution 230×360, placing the vanishing point at (230, 340), computed from
[13]. Then, optical flow is computed on these images using [12]. The flow fields are
mapped back to cartesian and then, using the mask as shown in Fig. 4(right), the
AAEs between LP and ground-truth flow fields, and between RLP and ground-
truth flow fields, are computed. The AAEs in Table 1 show that flow fields
estimated in RLP representations are more accurate than flow fields from LPRs.
In all these experiments, the image region contained in the largest inner circle
around the vanishing point is considered for mapping to LP/RLP.

Table 1. AAEs (deg.) for flow fields from sequences [16] in LPR and RLPR

1 2 3 4 5 6 7 8 9 10

Seq. LPR 24.38 24.35 23.99 23.95 23.92 23.80 23.63 23.78 23.53 23.42
1 RLPR 20.98 19.15 19.04 19.43 18.30 18.47 18.47 18.00 17.92 18.94

Seq. LPR 24.30 24.59 27.45 27.18 24.32 24.63 24.70 24.52 24.75 24.87
2 RLPR 21.68 21.80 27.24 26.60 21.61 23.39 24.25 23.80 23.87 22.05
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Fig. 3. Inverse mapped flow fields from (left) LP and (right) RLP

Fig. 4. (left) LP mask; (middle) RLP mask; (right) Mask from their intersection

A similar experiment on sequence-2 of set-2 of [16] is performed; results are
presented in Table 1. Vanishing point for these 10 image pairs lies in (240, 320),
and the resolution of the mapped images is 240×360. In the results of sequence-
2, the difference in AAEs between LP and RLP is smaller than the results of
sequence-1 because the displacement between consecutive frames in sequence-2 is
very high. These large displacements lead to more stretching in RLP represented
images and hence more erroneous flow fields.

Further experiments are done to analyze how the error evolves along the space
in these variant representations. Different circular regions around the vanishing
point, with an increase in the radius of the circles within the flow field bound-
ary, are considered. At each radius of the circle, the AAE is calculated inside the
circle and outside the circle. This experiment is done on both LPR and RLPR.
Since the radial axis for the flow fields of sequence-1 of set-2 is of length 230,
nine circles with increasing radius from 23 till 207 in multiples of 23 are consid-
ered. Figure 5(top-left) and (middle-left) shows the AAEs in colormap for the
region inside the circle at radius of 115 for LPR and RLPR. Figure 5(top-right)
and (middle-right) show the AAEs in colormap for the region outside the cir-
cle at radius 115 for LPR and RLPR respectively. In Fig. 5(bottom-left), solid
lines indicates AAEs (the average of ten flow fields’ region inside the circle)
with the increase in radius in LPR. The AAE increases as the inner area in-
creases with the increase in radius. This proves that the flow field near the fovea
is more accurate than in the periphery in LPR. The dashed lines correspond
to AAEs (the average of ten flow fields’ region inside the circle) in RLPRs with



152 N. Onkarappa and A.D. Sappa

the increase in radius. In the plot Fig. 5(bottom-left) the AAE of RLPR decreases
from radius 138 till the boundary. At radius 207, where most of the image area
is covered inside the circle, the AAE of RLPR is less than the AAE of LPR.
This shows RLPR is better at periphery than LPR.

Figure 5(bottom-right) shows the AAEs of LPR and RLPR, outside the cir-
cles, with the increase in radii of the circles. That means the outer area getting
reduced with the increase in radius of the circle. The solid line indicating AAE
of LPR increases as the outer area decreases, whereas the dashed line indicat-
ing AAE of RLPR decreases as the outer area decreases till the circle with
radius 161. Then it increases due to some artifacts in the extreme periphery of
RLPR flow field. Figure 5(middle-right) shows the artifact, thin band of circular
arc on the top, whereas this band is absent in the LPR (top-right) flow field.
This plot (bottom-right) gives the same conclusion obtained from the plot in
(bottom-left).
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4 Conclusion

The current paper shows that LPR, although inspired by biological vision sys-
tems, is not an appropriate representation for forward faced on-board vision
systems, where translation in the optical axis is the predominant motion (e.g.,
mobile robotics, automotives). The previous statement is proved in a dense op-
tical flow estimation framework, using as evaluation metric the average angular
error. The optical flow is estimated on both, LP and RLP representations, and
the results qualitative and quantitatively shows RLPR better preserves the pe-
ripheral information and hence more accurate flow field. The analysis of variance
of errors along the space proves that the accuracy in flow field decreases along
the distance from the fovea in LPR, whereas it increases along the distance from
the fovea to periphery in RLPR. The possible future works are estimation of
vanishing point along with the optical flow estimation in proposed representa-
tion, analysis of data reduction in RLPR to LPR and the cause of errors in space
variant representations.
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Abstract. In the world of autonomous underwater vehicles (AUV) the
prominent form of sensing is sonar due to cloudy water conditions and
dispersion of light. Although underwater conditions are highly suitable
for sonar, this does not mean that optical sensors should be completely
ignored. There are situations where visibility is high, such as in calm
waters, and where light dispersion is not significant, such as in shallow
water or near the surface. In addition, even when visibility is low, once
a certain proximity to an object exists, visibility can increase. The fo-
cus of this paper is this gap in capability for AUVs, with an emphasis
on computer-aided detection through classifier optimization via machine
learning. This paper describes the development of color-based classifi-
cation algorithm and its application as a cost-sensitive alternative for
navigation on the small Stingray AUV.

Keywords: Stingray, AUV, object detection, color, boosting.

1 Introduction

The goal of this paper is to use the Stingray platform to investigate object de-
tection and classification as a basis for navigation. Reliable navigation on small
AUVs is challenging in the absence of large and expensive sensors for estimating
position. Using vision to detect and classify objects in the environment can be
a source for estimating relative position. The target object can be used as a
destination or could act as a path for the vehicle to follow [1]. The focus of this
research is on developing robust object classifiers for specific targets based on
color. The movement of the water and changes in lighting due to refraction and
light dispersion cause colors to blur and change. In order to overcome these diffi-
culties, we use a boosting algorithm to optimize the color classifier and improve
the detector capability.

The target destination objects are three different colored buoys, anchored
with relatively close proximity and varying depth. The buoy colors, chosen for
their contrast with an underwater environment, are orange, yellow, and green
in decreasing order of contrast. The green buoy should be more difficult to de-
tect since it is most similar in color to the background. Once the algorithm
can correctly detect and classify the target buoy, the vehicle demonstrates the
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navigation capability by approaching and touching the buoy. The path or bear-
ing objects are orange pipes, which are anchored to the bottom. In some cases
there are two pipes with different orientations in the same location. The vision
algorithms detect and classify the pipe and then estimate the orientation. The
vehicle demonstrates the vision-based navigation capability by centering over the
pipe and altering its heading based on the estimated orientation. When there
are multiple pipes, the vehicle must decide which direction to navigate. The two
target types are shown in Figure 1 below.

(a) (b) (c)

Fig. 1. (a) Stingray AUV. (b) Destination buoy objects. (c) Bearing pipe objects.

It turns out that the boosting of the classifiers for the buoys and pipes greatly
improves the detectors. For the pipe, we show that the bearing estimation be-
comes extremely accurate as well. We implement the optimized detectors and
bearing estimator on the Stingray, which is able to navigate to the correct buoy
and change bearing based on the pipe with high reliability.

The remainder of this paper is organized as follows. In Section 2 we discuss
related work, while in Section 3 we describe our process for developing a clas-
sification algorithm. In Sections 4 and 5 we focus on the specific targets of the
buoy and pipe, providing results from the final algorithms for each. Finally, in
Section 6 we conclude by discussing the aspects of this research that are novel
and the promising directions for future work.

2 Related Work

There has been an increase of research in vision-based navigation for underwater
vehicles in recent years. Most of the research focuses on avenues that do not
parallel the work in this paper, but there are some similar efforts.

The papers that use landmarks as reference points for underwater navigation
are most similar. The work of Yu et al. [7] uses yellow markers and colored
cables for AUV navigation by thresholding the UV components of the YUV color
space, which is similar to the baseline methods for this paper. Another method
thresholds on the RG components of the RGB color space to detect yellow sensor
nodes, as presented by Dunbabin et al. [3]. In the research by Soriano et al. [6]
an average histogram is created for each target, which is compared to a region
of interest for classification.
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Cable or pipe tracking is another task, which is heavily researched in terms
of vision-based systems. The work of Balasuriya et al. [1] shows a method of
using Laplacian of Gaussian (LoG) filters to detect the edges of the pipe. Foresti
et al. [4] use a trained neural network to recognize the pipeline borders, while
Zingaretti and Zanoli [8] use vertical edge detection in horizontal strips and
contour density within the strips to detect the pipe.

These papers avoid much of the underwater difficulties, which cause colors
to change based on light absorption, by attaining proximity to the target. We
show that without boosting, a simple color classifier is not sufficient on our test
data set, which includes images of the targets at substantial distances and under
varying lighting conditions.

3 Developing a Classification Algorithm

The process of developing the classification algorithm generally starts with choos-
ing a feature set to describe the target. The feature chosen for these targets is
color. The Hue-Saturation-Value (HSV) color model is used for its separation
of brightness from the hue and saturation pair. Because of this isolation of the
brightness element of a color, a single object is more reliably detectable under
different lighting conditions. The more common Red-Green-Blue (RGB) color
model is an additive model, which makes it difficult to identify the same color
under different lighting conditions [2].

The boosting algorithm requires a large number of examples in order to opti-
mize the decision tree. For the HSV color classifier, we labeled individual pixels
as positive or negative in terms of the target. The examples, which number in
the hundreds of thousands, are then inputs into the boosting algorithm.

For this research, the LogitBoost form of boosting is used via the JBoost soft-
ware package. The JBoost application expects the input examples in a standard
format with classifier data and a label. JBoost can output the resulting decision
tree visually as well as in Java or C code.

4 Buoy Detection

The buoy targets have the same size and shape, only differing by color. To develop
the algorithm, we focus first on the orange buoy. Once an algorithm is developed,
including the pixel level optimized decision tree and post processing, we can train
the classifier for the other buoys. The final algorithm will have a pixel decision tree
for each color to create a binary image. The binary image will be post processed
in the same way for each color. The goal is to accurately estimate the location of
the designated buoy in the image and use the distance from the buoy to the center
of the image as a heading offset for the Stingray vehicle.

4.1 Baseline

There must be a baseline algorithm in order to determine the improvements
provided by using boosting to optimize the decision tree for the HSV classifier.
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The baseline in this research is a simple HSV thresholding, which was previously
implemented on the Stingray. An HSV estimation of the color orange in the buoy
is extended to provide a range for each of hue, saturation and value, which was
tuned over many iterations to achieve the best possible threshold range. The
range is used to determine if a pixel is positive or negative, thus creating a
binary image, which is used without post processing to estimate the center of
the buoy based on the centroid of the positive pixels.

The metrics used to compare algorithms are the true positive rate (TPR)
and false positive rate (FPR). There are two sets of images from two different
environments. The first environment is a large anechoic pool, which is 300 ft by
200 ft by 38 ft deep. The other is a small above ground pool, which is 10 ft in
diameter and 4 ft deep. Both pools are situated outside in natural lighting. For
each environment there is a set of images for training the classifier and a set
of images for testing the resulting classifier. Both image sets have examples of
the buoy from different distances as well as images with no buoy present. To
determine TPR and FPR, we label the center of the buoy in each test image,
as well as the edge of the buoy. The distance between these points provides a
threshold for the correctness of a center estimation. The baseline TPR is 0.45
and 0.18 for the Tank and the Pool respectively, while the FPR is 0.55 and 0.45.

4.2 Post Processing

Since the boosted classification algorithm is for individual pixels, the output is
a binary image without clearly defined object boundaries and with extraneous
positive or negative pixel noise. The goal of the post processing techniques used
in this research is to prepare the binary image for the best possible estimation
of the location of the buoy.

We start by using one iteration of opening, which is erosion followed by dila-
tion, to remove noise in the binary image. Next we use two iterations of closing,
which is two dilations followed by two erosions, to fill binary objects containing
gaps. Then the smoothing algorithm via Median blur with a 7x7 kernel creates
smooth edges of binary objects in the image. Finally, we use the convex hull
algorithm to approximate the shape of the binary object with only convex cor-
ners, which provides more complete binary objects in situations where part of
the target is not correctly classified.

4.3 Boosting HSV

As described in Section 3, the first step to boosting the HSV classifier is labeling
examples. The pixel examples are given as input to JBoost, which outputs a
complex decision tree in a C code function. The function provides a score for a
given pixel, which is labeled as a one or zero based on a threshold.

In order to determine the threshold that provides the best output, we look
at the receiver operating characteristic (ROC) curve for thresholds from -2.0 to
5.0 over 0.1 increments. Since the threshold determines the status of a pixel and
the performance of the classifier is determined by the accuracy of the center
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(a) (b)

Fig. 2. (a) The ROC curves for four versions of the buoy classifier on the test image set
from the tank environment. (b) Example of classifying specifically for different color
buoys independently. The green circles show the estimated centers for each buoy.

estimation, the generated ROC curve is not a smooth curve. The tank is large
and representative of an ocean environment in terms of acoustics and reflectivity,
while the pool is small with reflective walls and bottom. The two environments
are distinct enough that when we label extra examples for the pool, we ultimately
overfit causing reduced performance for tank images. The simple solution is to
develop target classifiers for the environments independently.

We start with the tank environment by generating a decision tree, which
we use on our test image set to produce the ROC curve and choose the best
threshold value. Based on the results at this threshold, additional labeling may
improve the classifier. Figure 2 shows the ROC curves from four such iterations
of the decision tree. The best results are at the threshold of 3.6, which gives a
TPR of 0.98 and a FPR of 0.18, and the threshold of 4.2, which gives a TPR of
0.92 and a FPR of 0.0.

We follow the same iterative sequence for the pool environment, which is much
more challenging because of its small size and shallow depth. The two best thresh-
olds are 0.7, which gives a TPR of 0.68 and a FPR of 0.26, and the threshold 1.7,
which gives a TPR of 0.61 and FPR of 0.05. These results are not as reliable as the
tank results, but they are still a substantial improvement over the baseline.

4.4 Results

The same technique described in Section 4.3 can be applied to the other two
buoy colors to create decision trees for classifying the pixels. The post processing
techniques are the same for each color buoy. This means that the algorithm will
switch between the decision trees based on the target buoy. Figure 2 shows the
processing of the same image while looking for each of the different color buoys.

When combining the results of the three buoy classification algorithms on the
test image set, we can calculate the total TPR and FPR for the overall algorithm
as 0.84 and 0.16 respectively. The relatively low quality of the classifier for the
green buoy reduces the overall result.
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In practice the Stingray is able to reliably detect the designated target buoy
at approximately six frames per second and the detection becomes more reliable
as the Stingray approaches the buoy.

5 Pipe Detection

The pipe is an interesting target because it provides a bearing for navigation.
There can be two pipes leading to different destinations, as shown in Figure
1, which means the algorithm needs to be able to classify multiple pipes in a
single image. After determining that a binary object is a pipe, the algorithm
must calculate the orientation. The goal is to use the orientation of the pipe as
a target heading for the Stingray vehicle.

5.1 Baseline

The baseline for the pipe, similar to the buoy, is a simple HSV threshold used
to create a binary image on which a custom algorithm, using least squares es-
timation, attempts to determine the orientation. This orientation estimation
technique is not dependable and is only used in the baseline algorithm.

The same metrics are used for the pipe results as are used for the buoys. The
main difference is that there are no examples from a secondary environment.
This makes the classification problem slightly easier, so that the problem of
estimating orientation can take focus. The baseline for the Tank is a TPR of
0.74 and a FPR of 0.16.

5.2 Classification

The pipe, like the buoy, has a unique color which makes for a useful classifier.
The same process of labeling images and inputting the examples into JBoost
to optimize a decision tree ultimately outputs a function for scoring individual
pixels of the image. The same post processing techniques from Section 4.2 are
applied to the pipe binary images to create smooth and closed binary objects.

The version of the decision tree that produces the best ROC results has two
thresholds with a trade off between TPR and FPR. Both of these thresholds
provide very reliable rates, -0.3 give a TPR of 0.97 and a FPR of 0.02, while the
threshold 0.7 gives a TPR of 0.95 and a FPR of 0.01.

5.3 Bearing Estimation

The overall goal of the pipe detection is to determine the orientation of the pipe
to be used as a bearing for navigation purposes. Therefore, with a binary object
found, only the edges of the object are actually pertinent. The Canny edge
detector, with threshold values of 50 and 150 pixels, is applied to the binary
image and the output contains only the edges of all binary objects.
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With only edges remaining, the Hough Transform can be used to easily esti-
mate the straight lines in the image. We use the Probabilistic Hough Transform
(PHT) due to its ability to combine similar lines with a gap between them [5].
We use a ρ of one pixel and a θ of π

120 or 1.5 degrees. Our threshold is set at
30 pixels, with an acceptable line segment length of 20 pixels and an acceptable
gap of 20 pixels.

Often times the output from the PHT has extraneous line segments. The goal
of the pruning portion of the algorithm is to reduce all the line segments from
the Hough Transform down to the two per pipe that represent the long edges of
the pipe. This is broken into two steps, starting with merging all line segments
that are close to collinear. The next step is using the property of parallelism to
remove extraneous line segments. Figure 3 shows three scenarios where different
tests of parallelism remove extraneous line segments.

Fig. 3. Examples of the three algorithms of the pruning stage. The blue and red circles
with lines show the estimated centers and orientations of the pipes.

5.4 Results

The important result of the pipe detection is the ability to estimate the orienta-
tion of the pipe with great precision, in order to provide the vehicle with useful
bearing. Of course, detecting the location of the pipe is necessary to allow for
the bearing estimation, which we have shown to be very reliable.

In order to quantify the accuracy of the bearing estimation, the edges of the
pipes are labeled in the test image set and then compared to the algorithm’s
estimate. The average error with standard deviation for the baseline algorithm
is 9.0◦±14.6◦ compared to 0.7◦±0.8◦ for the hough transform based algorithm.

In practice the Stingray is able to process the images at five frames per second,
allowing the vehicle to center itself over the pipe and estimate the orientation.
The vehicle then rotates to match its heading with the orientation of the pipe,
and navigates in that direction.

6 Conclusion

This paper presents a method for using object detection and classification of
target objects to aid in navigation for AUVs. The color classifier is one unique
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element of this research, as it is not common in underwater applications. Also,
the use of boosting algorithms to optimize the classifier greatly improves on
previous work. We incorporated the use of post processing techniques to make
identifying the center of the target objects more reliable. We also showed a
technique for calculating the orientation of up to two pipes simultaneously, and
with high precision.

The result is two classification algorithms that are more efficient than the
baseline algorithms of simple thresholding. We demonstrated these algorithms
on the Stingray AUV, which navigates towards and touches a specific color of
buoy and changes heading based on the pipe.

The process we presented for creating an optimized classifier via boosting can
be applied to other targets and with classifiers other than color. The complex
and dynamic properties of underwater environments cause these classifiers to be
very specialized, which naturally leads this research towards efforts in adaptive
learning to improve a classifier in real time for changing environments.
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Abstract. We present a new approach for anomaly detection in the
context of visual surface inspection. In contrast to existing, purely
appearance-based approaches, we explicitly integrate information about
the object geometry. The method is tested using the example of wire
rope inspection as this is a very challenging problem.

A perfectly regular 3d model of the rope is aligned with a sequence of
2d rope images to establish a direct connection between object geometry
and observed rope appearance. The surface appearance can be physically
explained by the rendering equation. Without a need for knowledge about
the illumination setting or the reflectance properties of the material we
are able to sample the rendering equation. This results in a probabilistic
appearance model. The density serves as description for normal surface
variations and allows a robust localization of rope surface defects.

We evaluate our approach on real-world data from real ropeways. The
accuracy of our approach is comparable to that of a human expert and
outperforms all other existing approaches. It has an accuracy of 95% and
a low false-alarm-rate of 1.5%, whereupon no single defect is missed.

Keywords: anomaly detection, image-based analysis, surface inspection.

1 Introduction

Automatic surface inspection is a research area of rising interest. It is an impor-
tant problem as the inspection task is an exhausting and monotonous work for a
human with high quality claims on the other hand. In addition, surface analysis
in general is a difficult problem, as the visual appearance of surfaces is highly
subjected to various kinds of noise and changing lighting conditions.

A good example for such a task is the visual inspection of wire ropes. This is
a very important problem, as damaged ropes pose a risk for the human life. Fur-
thermore, the long, heavy ropes cannot be unmounted, are often contaminated
with e.g mud or oil and their material is highly reflective. In consequence, the
surface appearance of an intact rope exhibits various characteristics. In contrast,
defects in the surface structure are often very small and inconspicuous. Some ex-
amples for typical surface defects are displayed in the upper images of Fig. 5. Due
to the high intra-class variability and the poor inter-class separability, a discrim-
ination between defect and normal appearance variation is a difficult problem.

A. Berciano et al. (Eds.): CAIP 2011, Part II, LNCS 6855, pp. 163–170, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



164 E.-S. Wacker and J. Denzler

Furthermore, a common problem of visual inspection tasks is the limited amount
of available defective samples which hinders a supervised learning. For this rea-
son, anomaly detection techniques [1,4], also known as one-class classification
[9] have been used in the past for defect detection in material surfaces [8,11].
In general, these approaches are highly dependent on their choice of features
used to represent the intact class. Platzer et al [7] compared the performance
of different textural features for the problem of defect detection in wire rope
surfaces. Their results underline the importance of context information for the
problem of surface defect detection, especially with respect to the complex struc-
ture of wire ropes. In [6] Platzer et al focused on contextual anomaly detection
by modeling the intact class with help of Hidden Markov Models. Haase et al [2]
diagnosed contextual anomalies in the rope surface with help of an autoregres-
sive model which predicts the intact surface appearance given its neighborhood.
Nevertheless, no approach achieves the accuracy of a human inspector.

We state that the main reason for this is the lack of geometrical context in
these purely appearance-based approaches. Therefore, we present a model-based
approach for visual surface inspection. By fusing a geometrical structure model
with a statistical appearance model we achieve a much better discrimination be-
tween a real defect and normal appearance variations. In a first step the model
geometry is estimated in an image-based manner with help of a perfectly regular
3d rope model introduced recently by Wacker and Denzler [10]. In contrast to
our work, they used this model to monitor important rope parameters but they
did not address the problem of rope surface defect detection. We introduce a
statistical appearance model which is linked to the geometric constraints im-
plied by the rope structure. This allows a description of the surface appearance
dependent on the position in the rope. Our method is data-driven and purely
image-based. Moreover, we have no need for calibration information with respect
to camera positions or the illumination setting.

The remainder of this paper is structured as follows: in section 2 the 3d
model and the geometry estimation are summarized. Section 3 explains how this
structural model can be linked to an statistical appearance model based on the
rendering equation, which gives a physical explanation for light transport. Fi-
nally, section 4 turns to the problem of anomaly detection for defect analysis. A
special focus will be laid on a validation strategy, which normalizes the learned
appearance model with respect to small inaccuracies, which result from the ge-
ometry estimation step. Our experimental evaluation on real-world rope data is
provided in section 5. Finally, conclusions are given in section 6.

2 Geometric Rope Model

To estimate the rope geometry from 2d rope images, we use the framework
described recently by Wacker and Denzler [10]. Their approach focuses on the
image-based monitoring of important rope parameters and is not suitable for
the automatic detection of surface defects.

A rope has a hierarchical structure composed of J strands Sj which comprise
I wires Wi. A wire centerline Wi,j of wire i in strand j for the time step t can
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Fig. 1. Scenario sketch: given the point correspondence of a rope pixel xr in the real
rope image (B) and a rope pixel xi in the aligned artificial model projection (A) a 3d
surface point X of the rope can be parametrized by the two phase angles ϕS , ϕW and
the 2d distance d′

c of xi to its corresponding projected wire centerline. d′
c results from

a 1:1 mapping of the unknown 3d distance dc.
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p is a vector of free model parameters and ϕS(p, t), ϕW(p, t) are the phase
angles of the helices which are dependent on the model parametrization. The
cross section through this model for one time step is shown in the top of Fig. 1.

By means of analysis-by-synthesis this parametric model is aligned with the
digitally acquired 2d rope images. For that purpose an artificial 2d projection of
the 3d rope model is computed. Real rope images and the artificial projections are
then registered by optimizing the free model parameters in a non-linear fashion
and these steps are repeated until convergence. We obtain a correspondence
between a pixel xi in the artificial projection and a pixel xr in the real image.

In contrast to [10] we use this correspondence to form a parametric description
of each surface point X in the rope. Fig. 1 clarifies that every 3d surface point
can be described by the two phase angles ϕS and ϕW of the corresponding wire
centerline and the 3d distance dc to this surface point (time is neglected):

X(ϕS(p), ϕW(p), dc) = Wi,j(p) +

⎛

⎝
0
dc

−√0.5∅2
W − d2

c

⎞
⎠

︸ ︷︷ ︸
n′

(2)

Here ∅W is the known diameter of the wires and n′ points into the direction of
the surface normal. As the rope model reveals no volumetric information dc is
unknown, but there exists a 1:1 mapping to the measurable 2d distance d′c of an
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image pixel xi to its corresponding projected wire centerline. Therefore, we will
use the parametric description θ = (ϕS(p), ϕW(p), d′c) to characterize a surface
point in the rope and to build a combined model for structure and appearance.

3 Combined Model for Structure and Appearance

The rendering equation is a physical model describing the observed radiance at
a surface point of an geometric object. It was first introduced by Kajiya [3] in
1986 and is an integral equation describing the propagation of light. One of the
most common formulations of the rendering equation is:

LO(X, ωo) = LE(X, ωo) +
∫

Ω

fr (X, ωi, ωo) LI(X, ωi) (ωi · n)dωi. (3)

The radiance which can be observed at a surface point X depends on the viewing
direction ωo, the emitted amount of light LE and the reflected radiance which
results from the incoming radiance LI , the bidirectional reflectance distribution
function fr of the surface point and the inner product of surface normal n and
the inward direction ωi integrated over the hemisphere Ω.

Usually, in visual inspection scenarios we have neither calibration information
nor knowledge about the illumination setting so that ωo and ωi are unknown.
However, the relation between camera, object and position of the light source(s)
typically stays fixed. This implies that the viewing direction and the incident
angle of the incoming light depend only on the parametrization θ of the surface
point X, which we derived in section 2. Fig. 1 clarifies this scenario. In this case,
the rendering equation can be re-parametrized and the emitting term LE can be
neglected for non-emitting objects like the rope:

L̃O(θ) = LO(X(θ)) =
∫

Ω

fr (X(θ), ωi) LI(X(θ), ωi)(ωi · n(X(θ)))dωi, (4)

Now, we are able to sample the observed irradiance LO at a surface point X of
the rope only dependent on its parametrization θ without additional knowledge
about the camera position or the illumination setting. As our goal is the estima-
tion of a representative surface appearance model including normal appearance
variations, we exploit the periodic structure of a rope to obtain several samples
for the same surface point. We consider a whole sequence of rope images which
are aligned with the rope model for this purpose.

The appearance model is learned from an images of an intact rope. We are
interested in the likelihood of observing a gray value gr at the position xr in
the real rope image given its corresponding 3d surface point X(θ). This can be
formulated as a density estimation problem. We estimate the joint distribution
p(gr, θ) for any parametrization θ and its corresponding observed gray values
gr in a non-parametric manner. To obtain a dense representation we apply a
4d Parzen estimator. This density constitutes a combined model for appearance
and structure, which allows to describe the normal surface appearance of each
surface point subjected to the underlying rope geometry.
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Rk

Fig. 2. Original rope image with defect (left), corresponding probability map (middle)
for the strand with the defect and sketch of the rope regions (right)

4 Defect Analysis

Once having learned the rope surface appearance model, the defect diagnosis
can be treated as anomaly detection problem. Again, the input rope images
must be aligned with the rope model to obtain the parametrization θ of each
surface point. Subsequently, the appearance representation is extracted from the
density p(gr, θ) as a function of the position in the rope. A probability map can
be computed which contains the likelihood of observing gray value gr for a pixel
xr in the real rope image given its corresponding parametrization θ

p(gr | θ) =
p(gr, θ)
p(θ)

. (5)

Fig. 2 shows a real rope image including a typical defect on the left and its
corresponding probability map for the strand of interest in the middle. The
darker the color in the probability map, the smaller the obtained likelihood.

Nevertheless, an alignment of a rigid rope model with the flexible structure
of a real rope leads to systematic registration inaccuracies which arise mainly in
the border areas between two strands. In these regions a robust estimation of
the appearance model is hindered. Hence, we normalize the appearance model
with respect to these stability variations.

Different regions in the rope can be encoded with help of the two phase angles
ϕS , ϕW of the 3d model. This allows a separation into K discrete region classes
Rk as sketched in the right hand side of Fig. 2. In order to increase the robustness
of the appearance model with respect to systematic registration inaccuracies, we
normalize the expectation of all rope regions. Hence, we compute the average
likelihood p(Rk) for each rope region Rk and all Nk rope pixels belonging to Rk:

p(Rk) =
1
Nk

Nk∑

n=1

p(gn
r | θn). (6)

This average is used to obtain a normalized likelihood according to (5):

p̃(gr | θ) = p(gr | θ) 1
ε+ p(Rk)

. (7)
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ε > 0 is a stabilization factor. The validation compensates for a systematic prob-
lem caused by the alignment of a rigid model with flexible real-world data. Thus,
the normalization is data-independent and can be performed on the training set.

Finally, the resulting probability map for the input rope image including the
normalized likelihoods p̃(gr | θ) is filtered along the wire course. To transfer this
soft classification result into a hard discrimination between suspicious changes
and normal variations in the rope surface, a thresholding operation can be used.

5 Experiments

We evaluate our approach on real-world data taken from real ropeways under
realistic acquisition conditions. Our data set comprises 400 meters of rope in
total which corresponds to 7.7 GB of data. It was carefully selected by a human
expert to ensure, that a maximum amount of appearance variations and surface
defects are contained. The used system [5] operates with four line cameras, which
are equally placed around the rope. A concatenation of the four individual 1d
measurements results in four different 2d image sequences which are referenced
as view 1 - 4 from now on. Thus the amount of rope meters is quadrupled
and the set of natural variations which occur during the acquisition process is
augmented. The reference labeling is also provided by a human expert. The
appearance model is trained on 5 m of rope which are known to be defect free.
The remaining 395 m were used for testing.

5.1 Overall Performance

In order to evaluate the overall performance of our approach, we compute Re-
ceiver Operating Characteristic (ROC) curves for each sequence. The results can
be seen in Fig. 3. The Area Under the Curve (AUC) value for each curve is given
in the legend. The True Positive Rate (TPR) represents the total area of recov-
ered defects and the False Positive Rate (FPR) relates to the false alarm rate
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Fig. 5. Recovered defects: original rope image (upper image in each group) and result
with recovered defect (blue) and ground truth labeling (black box)

(both measured in camera lines). As it is not sufficient to measure the error just
as a function of the total length of detected anomalies we furthermore introduce
the 50% recovery case. The black squares on each curve mark the recognition
rates, which can be achieved if every known defect is recognized to at least 50%
of its extent. Note, that these rates are bounded to the most inconspicuous de-
fects in the sequence and the overall recognition rate is significantly higher than
50% in all cases. Keep in mind, that for the application it is not important to
recover 100% of the defect area. But, it is crucial to recover every single defect
to at least a certain extent while minimizing the FPR. In Fig. 5 some of our
detection results are displayed. These results underline the high accuracy of the
presented approach. As in most security relevant applications, the final decision
must be made by a human expert who needs an image context of around 5 cm
around each system alarm to judge weather it is a critical anomaly or a false
alarm. With a false alarm rate of 1.5% for the 50% defect recovery case, a human
expert would have to re-inspect only 103 m of the rope instead of 395 m.

5.2 Comparison to other Rope Defect Detection Approaches

We compare our results to the one obtained with the Hidden-Markov model
(HMM) approach of Platzer et al [6] which leads to the best published results
so far with regard to an individual analysis of each camera view.

Fig. 4 shows the ROC curves obtained on the same dataset with the HMM
approach. Again the AUC values for each curve are given and the black squares
mark the recognition rates obtained for the 50% recovery case of each defect.

It is obvious that our approach outperforms the HMM-based strategy. Partic-
ularly, in case of views 2–4 the HMM approach fails with an unfeasible high false
alarm rate if the request is a detection of every single defect to at least 50%.
But for a security-relevant task this claim is essential and this is not guaranteed
by the existing approaches.
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6 Summary and Conclusions

We presented a new approach for anomaly detection in wire ropes. The com-
bination of a statistical appearance model with a parametric description of the
object geometry leads to a position-dependent appearance representation. This
combination allows a clearly enhanced discrimination between normal appear-
ance variations and suspicious anomalies. One open question is the automatic
determination of an optimal threshold. At the moment, the optimal threshold is
evaluated with ROC curves, which always require a labeled data set.

Our results obtained on real-world rope data are very accurate and comparable
to those of a human expert. We achieve low false alarm rates of 1.5% while
fulfilling the claim that every single defect is recovered to a certain extent. This
outperforms all existing approaches for automatic rope inspection and marks a
clear improvement with respect to the practical applicability. Furthermore, our
approach allows a precise localization of the defects.
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Abstract. Eye status detection and localization is a fundamental step
for driver awareness detection. The efficiency of any learning-based ob-
ject detection method highly depends on the training dataset as well
as learning parameters. The research develops optimum values of Haar-
training parameters to create a nested cascade of classifiers for real-time
eye status detection. The detectors can detect eye-status of open, closed,
or diverted not only from frontal faces but also for rotated or tilted head
poses. We discuss the unique features of our robust training database
that significantly influenced the detection performance. The system has
been practically implemented and tested in real-world and real-time pro-
cessing with satisfactory results on determining driver’s level of vigilance.

1 Introduction

The automotive industries implements active safety systems into their top-end
cars for lane departure warning, safe distance driving, stop and speed sign recog-
nition, and currently also first systems for driver monitoring [Wardlaw 2011].
Stereo vision or pedestrian detection are further examples of components of a
driver assistant system (DAS).

Any sort of driver distraction and drowsiness can lead to catastrophic cases
of traffic crashes not only for the driver and passengers in the ego-vehicle (i.e.
the car the DAS is operating in) but also for surrounding traffic participants.
Face pose and eye status are two main features for evaluating a driver’s level
of fatigue, drowsiness, distraction or drunkenness. Successful methods for face
detection emerged in the 2000s. Research is now focusing on real time eye detec-
tion. Concerns in eye detection still exist for non-forward looking face positions,
tilted heads, occlusion by eye-glasses, or restricted lightening conditions.

According to [Zhang and Zhang 2010], research on eye localization can be
classified into four categories. Knowledge-based methods include some predefined
rules for eye detection. Template-matching methods generally judge the presence
or absence of an eye based on a generic eye shape as a reference; a search for
eyes can be in the whole image or in pre-selected windows. Since eye models
vary for different people, the locating results are heavily affected by eye model
initialization and image contrast. High computational cost also prevents a wide
application for this method. Feature-based approaches are based on fundamental
eye-structures; typically a method starts here with determining properties such
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as edges, intensity of the iris and sclera, plus colour distributions of the skin
around eyes to identify ‘main features’ of eyes [Niu et al. 2006]. This approach
is relatively robust to lightning but fails in case of face rotation or eye occlusion
(e.g. by hair or eye-glasses). Appearance-based methods learn different types of
eyes from a large dataset and are different to template matching. The learning
process is on the basis of common photometric features of human eye from a
collective set of eye images with different head poses. The paper develops the
last one-appearance-based method.

2 Cascade Classifiers Using Haar-Like Masks

Such a system was developed by [Viola and Jones 2001] as a face detector. The
detector combines three techniques: the use of a comprehensive set of Haar-like
masks (also called ‘features’ by Viola and Jones) that are in analogy to base
functions of the Haar transform, the application of a boosted algorithm to select
a set of masks for classifier training, and forming a cascade of strong classifiers
by merging week classifiers. Haar-like masks are defined by adjacent dark and
light rectangular regions; see Fig. 1.

Selection process of the object is based on the value distributions in dark or
light regions of a mask that models expected intensity distributions. For example,
the mask in Fig. 2, left, relates to the idea that in a face there are darker regions
of eyes compared to the bridge of the nose. similarly, the mask in Fig. 2, right,
models that the central part of an eye (the iris) is darker than the sclera area.

Computing Mask Values. Mean values in rectangular mask regions are cal-
culated by applying the integral image as proposed in [Viola and Jones 2001];
see Fig. 3. For a given M ×N picture P , at first the integral image

I(x, y) =
∑

0≤i≤x∧0≤j≤y

P (i, j) (1)

is calculated. The sum P (R1) of all P -values in rectangle region R1 (see Fig. 3) is
then given by I(D)+ I(A)− I(B)− I(C). Analogously we calculate sums P (R2)
and P (R3) from corner values in the integral image I. Values of contributing
regions are weighted by reals ωi that create regional mask values in form of

Fig. 1. Four different sets of masks for calculating Haar-like masks
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Fig. 2. Left: Application of two triple masks for collecting mean intensities in bright
or dark regions. Right: Camera assembly in HAKA1 for driver distraction detection.

vi = ωi ·P (Ri), and then a total mask value; for the shown example this is Vi =
ω1 ·P (R1)+ω2 ·P (R2)+ω3 ·P (R3). Signs of ωi’s are opposite for light and dark
regions. In generalizing this approach, we also allow for arbitrary rotations. Ri is
now defined by five parameters x, y, w, h, and ϕ, where x and y are coordinates of
the lower-right corner, w and h are width and height, and ϕ is the rotation angle
[Zhang and Zhang 2010]. For example, Pϕ(R1) = Iϕ(B)+Iϕ(C)−Iϕ(A)−Iϕ(D)
and for ϕ = 45◦ we have

I45◦(x, y) =
∑

|x−i|≤y−j ∧ 0≤j≤y

P (i, j) (2)

For any angle ϕ, the calculation of all M × N integral values Iϕ takes time
O(M ×N). This allows for real-time calculation of features on Haar-like masks.

Cascaded Classifiers via Boosted Learning. In a search window of 24× 24
pixel there are more than 180,000 different rectangular masks of different shape,
size, or rotation. However, only a small number of masks (usually less than 100)
is sufficient to detect a desired object in an image (e.g. eye). In addition to
defining regional mask weight wi, using a boosting algorithm, the classifier can
learn to sort out the prominent masks μi based on their overall wight Wi. Such
wights determine the importance of each mask in an object detection process so
we arrange all the masks in cascaded nodes as Fig. 4.

Each node (weak classifier) tries to determine whether the object (e.g. an eye)
is inside the search window or not. The first classifier simply reject non-objects if

Fig. 3. Illustration for calculating a mask value using integral images. The coordinate
origin is in the upper left corner.



174 M. Rezaei and R. Klette

the main masks (such as in Fig. 2) do not exist. If they exist then more detailed
masks will be evaluated in next classifiers and the process continues. Actually
each node represents a boosted classifier adjusted not to miss any object while it
is rejecting non-objects if not matching the desired masks. Although each node
is a weak classifier but all of them are considered a strong classifier and reaching
the final node means that all non-objects have already been rejected and we have
only one object (here: an eye). The function μi returns +1 if the mask value Vi

is greater or equal to a trained threshold, and -1 if not:

μi =

{
+1 if Vi ≥ Ti

−1 if Vi < Ti

(3)

μi = +1 means that the current weak classifier matches the object and we
can proceed to the next classifier. Statistically about 75% of non-objects are
rejected by the first two classifiers; the remaining 25% are for a more detailed
analysis. This speeds up the process of object detection. In order to train the
the algorithm we need a database of positive images (e.g. eyes)and on the first
pass through the positive image database, we learn threshold T1 for μ1 such that
it best classifies the input. Then boosting uses the resulting errors to calculate
the overall weight W1. Once the first node is trained then boosting continues
for other nodes but with some other masks that are more sophisticated than
previous ones [Freund et al. 1996].

Assume that each node (a weak classifier) is trained to correctly match and
detect objects of interest with the true rate of p = 99.9% (true positive, TP).
Since each stage alone is a weak classifier it is expected to be many false de-
tections of non-objects, say f = 50% (false positive, FP)in each stage. This is
still acceptable because, due to the serial nature of cascade classifiers, the overall
detection ratios remains high (near 1) but it leads to a logarithmic decrease in
the false positive rate (approaches to 0).

3 Scenarios and 3D Cascaded Classifiers

Most of eye detection algorithms such as [Wang et al. 2010] just look for the
eyes in an already localized face. Therefore, eye detection simply fails if there is

Fig. 4. Structure of cascaded classifiers for object detection
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no full frontal view of a face, or some parts of face be occluded, or if parts of a
face are outside of the camera viewing angle .

Our method follows a dynamic approaches, if the initial result of face detec-
tion is positive then we just look through the face region. Detection of an eye
in a previously detected face region supports a double confirmation, and more
confidence for the validity of eye detection. But if the face is not detected our 3D
cascade looks for eye in the whole image. In our particular context we consider
driver fatigue, drowsiness, distraction, or drunkenness when the driver misses to
look forward on the road, or when the eyes are closed for some long uninter-
rupted period of time (say 1 sec. or more). As an example, when driving with
a speed of 100 km/h, just one second eye closure means passing of 28 meters
without paying attention. This can easily cause lane drift and a fatal crash. In
our method we assume two status of Looking Forward and Open Eyes as im-
portant properties for judging driver’s vigilance. for the face detection we follow
the classifier in [Lienhart et al. 2003] for face detection and for the eye status
detection we design our own classifiers. the proposed 3D designed classifier is
able to detect and define 5 different scenarios while driving as below (see Fig. 5
from left to right):

Scenario 1: Obviously eyes are in the upper half of face region. By assessing 200
different faces from different races we derived that human eyes are geometrically
located in segment A between 0.55 to 0.75 of the face’s height. Applying this
rough estimation in eye localization we already increased the search speed by
factor 5 compared to a blind search, as we are only looking into 20% of the face’s
region. An eye pair is findable in segment A while the driver is looking forward.

Scenario 2: Some rare times happens that only one eye is detectable in segment
A when the driver tilts his face. In that case we need to look for the second eye
in segment B in the opposite half of the face region. Segment B is considered to
be between 0.35 to 0.95 of the face’s height; this covers more than ±30 degrees of
face tilt. The size of the search window in segment B is 30% of the face region.
In that case of a tilted face we search both sections A and B (in total, 50%
of the face’s region). In Scenarios 1 and 2, the driver is looking forward to the
roadway. So if we detect two open eyes then we decide that the driver is in the
Aware state.

Scenario 3: If a frontal face is not detectable and just one of the eyes is detected,
then this can be due to more than 45◦ of face rotation. The driver is looking

Fig. 5. Left to right: Scenarios 1 to 5 for driver’s face and eye poses; see text for details
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towards the right or left such that the second eye is occluded by the nose. The
system immediately measures the period of time that the driver is looking to
other sides instead of forward. This scenario also happens when the driver looks
to side mirrors (but this takes normally less than second). Depending on the
ego-vehicles speed, any occurrence of this scenario that takes more than 1 sec is
considered as a sign of Distraction and the system will raise an alarm.

Scenario 4: Detection of closed eyes. Here we use an individual classifier for close
eye detection. A closed-eye status happens frequently for normal eye blinking,
and the eye closure time tc is normally less than 0.3 sec. Any longer eye closures
is a strong evidence of fatigue, drowsiness, or drunkenness. The system will raise
an alarm for Drowsiness status if there is no open eye and at least one closed
eye is detected.

Scenario 5: The worst case is when neither face, nor open eyes, nor closed eyes
are detectable. This case occurs, for example, when the driver is looking over
the shoulder, when the head falls in, or when the driver is performing secondary
tasks. The system will raise an alarm for a detected Risky Driving status.

Considering all active detectors (face, open-eye, and close-eye detectors), we
have cascaded classifiers in three dimensions that work in parallel. Implementing
separate detectors for open and closed eye detection is important because at
some times the open eye detector may fail to detect open eyes, but this does
not necessarily mean that the eyes are closed. Missing eyes may be because of
a specific head pose or bad lightening conditions. Having a separate closed-eye
detector is a step toward high accuracy in driver distraction detection.

4 Training Image Database

The process of selecting positive and negative images is a very important step
that affects the overall performance considerably. After several experiments it is
determined that, although a larger number of positive and negative images can
improve the detection performance in general, there is also an increase of the risk
of mask mismatching during the training process. Thus, a careful consideration
for number of positive and negative images and their content is essential. In
addition, the multi-dimensionality of training parameters and the complexity of
the feature space defines challenges. We propose optimized values of training
parameters as well as unique features for our robust database.

In the initial negative image database, we removed all images that contained
any objects similar to human eye (e.g. animal eyes). We prepared the training
database by manually cropping closed or open eyes from positive images. Impor-
tant questions needed to be answered: how to crop the eye regions and in what
shapes (e.g. circular, isothetic rectangles, squares)? There is a general believe
that circles or horizontal rectangles are best for fitting eye regions. However, we
obtained the best experimental results by cropping eyes in square form. We fit
the square enclosing full eye-width; for the vertical positioning we select balanced
portions of skin area below and above the eye region. We cropped 12,000 eyes
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from selected positive images of our own database plus six other databases:
FERET database sponsored by the DOD Counterdrug Technology Develop-
ment Program Office [Phillips et al. 1998, Phillips et al. 2000], Radbound face
database [Langner et al. 2010], Yale facial database B [Lee et al. 2005], BioID
database [Jesorsky et al. 2001], PICS database [PICS], and the “Face of Tomor-
row” [FTD]. The positive database includes more than 40 different poses and
emotions for different faces, eye types, ages, and races:

– Gender and age: females and males between 6 to 94 years old,
– Emotion: neutral, happy, sad, anger, contempt, disgusted, surprised, feared,
– Looking angle: frontal (0◦), ±22.5◦, and profile (±45.0◦), and
– Race: East-Asians, Caucasians, dark-skinned people, and Latino-Americans.

The generated multifaceted database is unique, statistically robust and compet-
itive compared to other training databases.

We also selected 7,000 negative images (non-eye and non-face images) includ-
ing a combination of common objects in indoor or outdoor scenes. Considering
a search window of 24 × 24 pixel, we had about 7,680,000 sub-windows in our
negative database. An increasing number of positive images in the training pro-
cess caused a higher rate for true positive cases (TP) which is good, and also
increased false positive cases (FP) which is bad. Similarly, when the number of
negative training images increased, it lead to a decrease in both FP and TP.
Therefore we needed to consider a good trade-off for the ratio of number of neg-
ative sub-windows to the number of positive images. For eye classifiers, we got
the highest TP and lowest rate for false negative detection when we arranged
the ratio of Np/Nn = 1.2 (this may vary for face detection).

5 AdaBoost Learning Parameters and Experiments

We implemented the training algorithm in OpenCV 2.1. With respect to our
database we gained a maximum performance by applying the following settings:
Size of mask-window: 21×21 pixel. Total number of classifiers (nodes): 15 stages;
any smaller number of stages brought a lot of false positive detection, and a larger
number of stages reduced the rate of true positive detection. The minimum of
acceptable hit rate for each stage: 99.80% and increasing; a rate too close to 100%
may cause the training process to take for ever or early failure. The maximum
acceptable false alarm for the 1st stage: 40.0% per stage; this error goes to
zero exponentially when the number of iterations increases. Weight trimming
threshold: 0.95; this is the similarity weight to pass or fail an object in each
stage. Boosting algorithm: among four types of boosting (Discrete AdaBoost,
Real AdaBoost, Logit AdaBoost, and Gentle AdaBoost), we got about 5% more
TP detection rate with Gentle AdaBoost. [Lienhart et al. 2003] also proved that
GAB will result into lower FP ratios for face detection.

We performed a performance evaluation test on 2,000 images from the second
part of the FERET database plus on 2,000 other image sequences recorded by
HAKA1, our research vehicle (see Fig. 2, right). None of the test images were
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Table 1. Classifiers accuracy (in %) in terms of true positive and false positive rate

Open-eye detection Closed-eye detection
Facial status TP FP TP FP

Frontal face 98.6 0.0 97.7 0.20

Tilted face (up to ±30◦) 98.2 0.002 97.1 0.54

Rotated face (up to ±45◦) 96.8 0.0 96.8 0.7

included before in the training process and all the images are recorded in day-
light condition. Table 1 shows the final results of open and closed eye detection
rate.

6 Conclusions

With the aim of driver distraction detection, we implemented a robust 3D de-
tector based on Haar-like masks and AdaBoost machine learning that is able to
inspect for face pose, open eyes and closed eyes at the same time. Despite the sim-
ilar research that are only able to work on frontal faces, The developed classifier
is also able to works for tilted and rotated faces in real-time driving applica-
tions. There are no comprehensive data about performance evaluation for eye
detection. Comparing results in [Kasinski and Schmidt 2010], [Niu et al. 2006],
[Wang et al. 2010] and in [Wilson and Fernandez 2006] with our results (see Ta-
ble 1), the method appears to be superior in a majority of cases. The method
still needs improvement for dark environments. High-dynamic range cameras or
some kind of preprocessing might be sufficient to obtain satisfactory detection
accuracy also at night or in low-light environments.
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Abstract. We present a new method to detect the presence of the hollow
heart, an internal disorder of the potato tubers, using hyperspectral imag-
ing technology in the infrared region. A set of 468 hyperspectral cubes
of images has been acquired from Agria variety potatoes, that have been
cut later to check the presence of a hollow heart. We developed several
experiments to recognize hollow heart potatoes using different Artifi-
cial Intelligence and Image Processing techniques. The results show that
Support Vector Machines (SVM) achieve an accuracy of 89.1% of correct
classification. This is an automatic and non-destructive approach, and it
could be integrated into other machine vision developments.

Keywords: Hyperspectral, Infrared, Potato, SVM, Random Forest.

1 Introduction

Potatoes (Solanum tuberosum) are nowadays one of the most consumed products
in the world: they are the world’s fourth largest food crop. The annual production
is 325 million tons and it moves an amount of global transactions of about 6
billion US dollars (2007 data). Thus, the world potato average consumption is
31Kg per capita and year [1].

One of the internal characteristics of the potato tubers is the called hollow
heart, a star–shaped cavity that grows into the potato. Some early studies point
that there exist a relation between growing disorders and probability of the
presence of a hollow heart [2]. Some contributions in the last years have tried
to detect hollow hearts in potatoes using X–Ray examination [3] and acoustics
[4,5], providing successful results (98%). However, [4] needs the potatoes to be
isolated from noise and it can not detect tiny hollow hearts, meanwhile in [5] the
potatoes are dropped to study the sound produced by the fall, which eventually
bruises the samples. Moreover, both approaches are strongly dependent on the
orientation of the potato. Despite these contributions, the main packaging com-
panies in the North of Spain still use a human operator to deal with the problem,
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by removing bigger and amorphous tubers after destructively checking a small
sample of the production, which causes subjectivity mistakes and possibly lower
(but unknown) accuracy rates.

We propose a new automatic non–destructive method based on hyperspectral
imaging, not dependent on the orientation, and with no potato isolation required.
Hyperspectral imaging is a reliable approach to classical spectroscopy, because an
object can be analysed in significantly less time, and always in a non-destructive
way, despite a little loss of accuracy. This technology has become interesting in
the field of food quality assessment [6], being used to predict the water content
in potatoes [7], and to detect clods between a set of potato tubers [8]. Other
contributions [9] use near–infrared (NIR) spectroscopy to predict specific gravity
and dry matter in potatoes.

2 Image Acquisition System

The objective of hyperspectral imaging is to perform a spectroscopic analysis of
the light reflected or transmitted by the object of interest. This is accomplished
by coupling a spectrograph and a matrix camera, which obtains both spectral
and spatial information. Our hyperspectral system has been designed for non-
destructive food inspection in the NIR region. We coupled an infrared camera
and a SWIR-NIR spectrograph, both sensitive from 900nm to 1700nm. Specif-
ically, we used a Xenics Xeva 1.7-320 camera with an InGaAs 320 × 256 pixel
sensor and USB connection. The spectrograph is a Specim Imspector N17E. The
system has also three 50 W AC halogen lamps placed in the inspection plate to
provide diffuse illumination to the potato surface. The diffuse light is obtained
by the reflection in a plastic dome over the plate.

The spectrograph has a linear input (one pixel height), where the x-axis repre-
sents the same x-axis (spatial) of the object. The y-axis (spectral) is then studied
to obtain how every pixel in the row varies along the spectral range.

With one spectral image, we are inspecting only one spatial line, so that we
need to perform the inspection over the whole object. This is accomplished by
joining a rotatory mirror scanner to the spectrograph. It is based on performing
the mirror rotation, covering a 40◦ window over the object, taking care of syn-
chronization between mirror stepping and image acquisition (Figure 1). Finally
the images are transposed in order to obtain the hyperspectral cube (Figure 2).

To sum up, our system obtains 320 spectral images (320 × 240 pixels), that
are transposed into a hyperspectral cube formed by 256 images with 320× 320
pixels, corresponding to 256 consecutive wavelengths, equally spaced from 900
nm to 1700 nm.

3 Experiment

The objective of the experiment is to compare different algorithms for each
Pattern Recognition stage in order to compose the combination of methods that
maximizes the accuracy classifying hollow heart affected and healthy potatoes.
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Fig. 1. Left: scanning initial position at 70◦. Right: scanning final position at 110◦.
The arrow shows the direction of scanning. Hyperspectral system scheme: a) camera,
b) spectrograph, c) mirror scanner, d) object, e) diffuse chamber, f) halogen lamp.

Fig. 2. Up: Three spectral images taken from different lines of the object. Down:
978 nm, 1173 nm, and 1608 nm spatial images.

The experiment uses 234 potato tubers (variety Agria) from Xinzo de Limia
(Spain), that have been collected from some potato packing companies during
2009. The potatoes have been captured from two sides, using the system de-
scribed in Section 2, and cut later to check the presence of hollow heart. They
have been placed in a stable position, so that the biggest area is acquired.

3.1 Segmentation

Segmentation runs in several steps to obtain a mask to remove the background
for the hyperspectral cube using the open source library OpenCV [10]. First, we
binarize the image using Otsu’s method [11], that calculates the optimum bi-
narization threshold. Then, a Gaussian blurring clusters the noise in the image.
Another binarization is needed for the next operation. A connected-component
labelling is performed to remark contiguous areas in the image. At this point,
we know that the blob with the largest area (excluding the background) is the
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potato. We select this blob and create the mask used to segment all the images
in the hyperspectral cube. We call this segmentation method full.

Additionally, we have implemented three other segmentation methods. The
core algorithm is intended to remove the external area of the potatoes, using a
heavy erosion operation, so that we only take into account their central part. In
the border algorithm, the aim is to remove the centre of the potato, so that the
segmentation only makes visible a portion similar to a ring.

The last segmentation method (scab) has been developed in a parallel research
[12], aimed to detect common scab (a skin disease in the potatoes) in an auto-
matic and non-destructive way, using the same acquisition system. We use the
result of the scab segmentation to obtain a hyperspectral cube free of common
scab, which might be more accurate in the detection of hollow heart. The Figure
3 visualizes examples of the results given by these processes.

Fig. 3. 1: Binarization using Otsu’s method. 2: smooth operation. 3: second binariza-
tion. 4: blob analysis. 5: mask used for hyperspectral cube segmentation. 6: full mask.
7: core mask. 8: border mask. 9: scab mask.

3.2 Feature Extraction

We calculated the average luminance value of the pixels belonging to the potato
for each image in the hyperspectral cubes (i.e. for each of the 256 wavelengths).
Depending on the segmentation method, we use the whole potato for this calcu-
lation (full mask), or different zones of the tuber (core, border and scab masks).
Additionally, we included three morphological features in the feature list, namely
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the area, perimeter and roundness of the potato. Our objective is to test
whether the potato size and roundness are relevant for the hollow heart de-
tection. Hence, every hyperspectral cube is represented with 259 attributes (256
spectral and 3 morphological features). We used 468 samples (208 hollow heart
affected and 260 healthy potatoes).

3.3 Feature Selection

This stage identifies which wavelengths are the optimal to detect hollow heart
potatoes, in order to decrease the number of images to analyse. We used some
algorithms implemented in Weka [13], using their default parameters: Genetic
Search [14], Scattered Search [15], Greedy Stepwise [16], Linear Forward Selec-
tion (LFS ) [17], and Correlation-based Feature Subset Selection (CFS ) [18]. We
also included the data set with all the features (full). We have discarded tech-
niques such as Principal Component Analysis and Linear Discriminant Analysis,
because they perform a linear combination of all the wavelengths, instead of se-
lecting a subset, as the used feature selection methods do.

3.4 Classification

We present results of four classification algorithms: Random Forest (RF) [19],
Support Vector Machines (SVM) [20] with Gaussian (SVM-RBF) and linear
(SVM-LIN) kernels, and Logistic Regression (LR) [21]. Although LR is not
among the most popular algorithms, it has been included in the experiment
after good preliminary results with Weka [13].

Note that we have 4 segmentation methods and 6 feature selection methods
(24 data sets) and 4 classification algorithms. In this stage we test each of these
96 options to solve our problem in order to evaluate which is the best solution.
We randomly generated 10 permutations of the data sets. Each permutation was
divided into three parts: training (50% of the samples), validation (25% of the
samples, used for parameter tuning), and test (the remaining 25%). The samples
were normalized (zero mean and standard deviation one) to avoid that attributes
in greater numeric ranges influence excessively over those with smaller variation.

For each classifier, for each combination of tunable parameters and for each
permutation, we trained the classifier using the 10 training sets. We tested its
performance on the validation sets, selecting the parameter values with the best
average accuracy over the 10 permutations. These parameters are: mtry (the
number of features to use in random selection) for RF, using mtry = p0, mtry =√
p, mtry = p/4 and mtry = p/2, with p =number of features; the regularization

parameter (C) and kernel spread (γ) for SVM-RBF, using C = 2n, n = −5 : 14
and γ = 2n, n = −15 : 0; SVM-LIN has just (C), using C = 2n, n = −5 : 14,
and LR has the ridge estimator (r), using r = 10k, k = −9 : 0. Finally, for each
permutation, we trained the classifier using the training sets tuned with the best
parameters values, evaluating its accuracy on the 10 test sets.
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4 Results and Discussion

The results are presented in Figure 4. Some average results using all the data sets
are provided, in order to determine the best segmentation method (upper left
panel in Figure 4), the best feature selection method (upper right panel), and the
best classifier (lower left panel). The best data set uses the border segmentation
method, the genetic feature selection method, and the SVM-LIN classification
algorithm, achieving 89.06% of accuracy (lower right panel). The Table 1 shows
the average confusion matrix achieved by the best data set–classifier pair using
the test sets (117 samples).

Fig. 4. Upper left: average segmentation results using all the data sets. Upper right:
average feature selection results using all the data sets. Lower left: average classification
results using all the data sets. Lower right: results of the best data set (border–genetic).

Table 1. Average test confusion matrix achieved with the best combination of seg-
mentation, feature selection and classification methods

���������Real
Classified as

Hollow heart Healthy

Hollow heart 57.9 6.4
Healthy 6.4 46.3

It is interesting to note that the three morphological features were selected
by all the feature selection algorithms in all the data sets, so that it seems they
are very important information for the problem, which confirms [2] conclusions.

Finally, the Figure 5 presents the 10 wavelengths selected by the best feature
selector (genetic), marked with black columns (wavelengths in 863, 905, 921,
1026, 1068, 1091, 1195, 1398, 1405, and 1434-1438nm) over an example potato
spectral chart. Although water absorption increases rapidly after 1450nm [22], it
is remarkable that all the selected wavelengths are below 1438nm. This suggests
that the water amount is not an important factor in the hollow heart detection.
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Fig. 5. Selected wavelengths on the best data set, marked with columns. The x-axis
represents the bands. The y-axis represents the average grey level.

5 Conclusions

Infrared hyperspectral imaging has shown to be a good choice for hollow heart
detection in potatoes of Agria variety. We developed an objective and non–
destructive detection method using Pattern Recognition and Image Processing
techniques, achieving accuracies of about 89.1%. The result can be interesting for
the industry, because nowadays the process is still handled by human operators.

The border segmentation method seems slightly better than using the full
potato. The results also indicate that removing the common scab from the hy-
perspectral cubes does not help the classification procedure and decreases the
accuracy. The correlation between common scab and the presence of hollow heart
will be studied in the future.

Regarding feature selection, size and roundness were detected to be essen-
tial features for the hollow heart detection, and should be taken into account.
Besides, genetic has shown to be the most suitable feature selection algorithm.

In future work, it would be interesting to evaluate the system with other
potato varieties, as well as researching the relationship between the optimal
wavelengths and the biological causes of hollow heart.
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Abstract. A system is proposed for the recognition of the number of
the dots on dice in general table game settings. Different from previ-
ous dice recognition systems which use a single top-view camera and
work only under controlled illumination, the proposed one uses multi-
ple cameras and works for uncontrolled illumination. Under controlled
illumination edges are the prominent features considered by most ap-
proaches. But strong specular reflection, often observed in uncontrolled
illumination, paralyzes the approaches solely based on edges. The pro-
posed system exploits the local invariant features robust to illumination
variation and good for building homographies across multi-views. The
homographies are used to enhance coplanar features and weaken non-
coplanar features, giving a way to segment the top faces of the dice and
make up the features ruined by possible specular reflection. To identify
the dots on the segmented top faces, an MSER detector is applied for its
consistency rendering local interest regions across large illumination vari-
ation. Experiments show that the proposed system can achieve a superb
recognition rate in various uncontrolled illumination conditions.

Keywords: Object recognition, invariant feature, local descriptor.

1 Introduction

Dice is a popular table game in casinos, especially in Asia. As automatic or
computer-controlled games are emerging and becoming popular, many are inter-
ested in the technologies able to assist or replace human bankers. A computer
vision system is proposed in this paper for dice recognition, which refers to the
automatic recognition of the numbers of dots on dice, in normal table game
settings. Different from existing dice recognition systems, for example [4] and
[5], which work under controlled illumination, the proposed system can work
in uncontrolled illumination conditions. In controlled illumination edges are the
prominent features considered. But specular reflection, often observed in uncon-
trolled illumination, paralyzes the approaches solely based on edges. Fig. 1 shows
an image in the middle with strong specular reflection, on the left is its edge map
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Fig. 1. Middle: specular reflection on the dice; Left: the edge map obtained by previous
methods; Right: the edge map obtained by the proposed method

obtained by previous methods. Because it is not limited to controlled illumina-
tion, the proposed allows a much wider scope of applications, e.g., integration
with table games or different designs of automatic dice games.

Existing dice recognition systems only consider the top view of dice. But a
top-view camera is difficult to install on a game table as a specially designed
camera support will be needed. To enable an easy integration with a game table,
the proposed system considers tilted views to the dice captured by the cameras
held on the peripheral supports around the table. Peripheral cameras are more
friendly to install on a game table than top-view ones. However top views only
capture the top faces of the dice, tilted views reveal the top and side surfaces.
The latter is harder to handle as a method is required to segment the top faces
and remove the side surfaces.

The proposed system consists of two major modules: dice segmentation and
dots identification. To segment dice, it exploits the local invariant features robust
to illumination variation and good for building homographies across multi-views.
The homographies are used to enhance coplanar features, segment the top faces
of the dice and make up the features ruined by possible specular reflection.
To identify the dots on the segmented top faces, an MSER (Maximally Stable
Extreme Region) [8] detector is applied for its consistency rendering local interest
regions across large illumination variation. Although one can consider classifiers
for the segmentation and identification, such as that proposed by Viola and
Jones [12], they are not considered here as a large amount of training samples
are required. The proposed only need a few samples as references.

The rest of this paper is organized as follows: the dice segmentation is pre-
sented in Section 2. The dot identification is elaborated in Section 3. Section 4
presents an experimental study of the proposed methods, followed by a conclu-
sion in Section 5.

2 Dice Segmentation Using Local Invariant Features

Because dice can pose in arbitrary locations and orientations on a dice roller
base and their sizes vary slightly according to the distance to the camera, local
invariant features are explored in capturing these variations. Many local invariant
feature detectors were proposed and applied in a broad range of applications.
Reviews on these detectors can be found in [10], and [9], [3]. The invariant
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Fig. 2. Correspondences across two different views on the local invariant features de-
tected by a multi-scale Harris-Hessian detector. Many of the detected correspondences
are removed for better visual inspection.

feature detectors can be generally categorized into three types [11]. One detects
corner-like features, e.g., Harris-affine, Harris-Laplace, and multi-scale Harris
detectors.One detects blob-like features, e.g., Hessian-affine, Hessian-Laplace,
multi-scale Hessian and Difference of Gaussians (DoG) [7]. Different from the
former two types, region detectors extract homogeneous local areas, e.g., the
MSER detector [8], which is used in this work for identifying the dots on dice,
and will be addressed in details in Sec. 3.

Due to the limitation of Harris and Hessian detectors in handling multiple
scales, both are modified with multiple scales and made scale-invariant in [1].
To determine the most appropriate scale for a local feature, Harris-Laplace and
Hessian-Laplace both search for the characteristic scale with a Laplace operator
added on top of the multi-scales. Harris-affine and Hessian-affine obtain the affine
invariant corners or blobs by an iterative estimation of elliptical affine regions
proposed by Lindeberg et al. [6]. The shape of the feature region is adapted to
ensure that the same region is covered when extracted from a different viewpoint.

The performance of the aforementioned 8 invariant feature detectors in render-
ing the most accurate homographies between different viewpoints is evaluated
by a comparison to the ground truth obtained using manually selected corre-
spondences. All of the invariant regions (or interest regions) are represented in
the form of SIFT descriptor [7] as it is experimentally proven as one of the
most effective descriptors among others [10]. The match of the invariant fea-
tures across views is measured by the Euclidean distance between the feature
descriptors, and a threshold on this distance measure is determined to select
correspondences. Because a dot on a die in a given view can appear quite similar
to a different dot in another view, the scale factor in the local feature detectors
is first chosen as that comes with the maximum number of correct correspon-
dences. RANSAC [2] is then applied to filter out outliers and determine the most
appropriate homographies across different views with matched correspondences.
Our experiments reveal that the multi-scale Harris-Hessian detector gives the
best performance. Fig. 2 shows an example of the correspondences across two
viewpoints obtained using this detector. The settings and other details of the
performance evaluation are reported in Section 4.
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Given N different viewpoints of dice images, N(N−1)/2 homographies would
be obtained using the invariant feature correspondences. In most cases 2 ≤ N ≤ 4
suffices. Each homography and its inverse define the transformation between a
pair of different viewpoints, and such a transformation only works for the top
faces of the dice as these surfaces are coplanar. This property motivates the
stacking of coplanar surfaces to segment the top faces of the dice even when
specular reflection appears in certain viewpoints. One can choose a dice image
of any viewpoint as a reference image and transform the rest N − 1 images of
different viewpoints to the reference one using the corresponding homographies.

Stacking of the reference image and N − 1 transformed images does not just
enhance the coplanar features but also weaken the non-coplanar features, as
those on the lateral sides of the dice would be overlapped with features from
different planes. As the specular reflection can be considered a view-dependent
feature, different from the coplanar features observed in other majority of views,
it can be removed by imposing a threshold on a similarity measure. An example
with N = 3 is shown in Fig. 1, which in the middle shows a view of the dice
with strong specular reflection, and on the right is the edge map of the image
by stacking the homography-transformed images from the rest two views.

3 Dot Identification and Dice Recognition

Given a segmented top face of a die, an MSER detector [8] is exploited to extract
the dots from the segmented area because of its stability in rendering persistent
or slowly varying edges around the dots as illumination varies. The extraction
of MSER considers the set of all possible thresholds able to binarize an intensity
image I(x) into a binary image EtM (x),

EtM (x) =
{

1 ifI(x) ≤ tM
0 otherwise.

(1)

where tM is the threshold. An MSER is a connected region in EtM (x), with
little change in its size for a range of thresholds, extracted with a watershed
like segmentation algorithm. The homogeneous intensity regions extracted are
stable over a wide range of thresholds. The number of thresholds that maintain
the connected region similar in size is known as the margin of the region.

The dots on dice are blob-like objects and MSER usually anchors on the
boundaries of such objects, and thus the dots can be better located by MSER
compared to other interest region detectors. Fig. 3 shows the MSER regions
detected on dice. With some preprocessing, as histogram equalization, MSER
can achieve highly accurate identification rate. Fig. 3 shows a case with the
segmented top faces, and the regions detected by MSER before and after pre-
processing. Note that the MSER can detect incomplete or partial interest regions
which can be due to imperfect segmentation.

The dots identified by the MSER are clustered by k-means (k happens to
be the number of dice) subject to the constraints that the number of dots in
a cluster must be less than 7 and the distance between the farthest dots must
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(a) Segmentation of
top faces

(b) Regions detected
before preprocessing

(c) Regions detected
after preprocessing

Fig. 3. The performance of MSER in the identification of the dots

be less than the diagonal of the dice. The spatial distribution of the dots in
each cluster must be verified against the 6 known patterns. For example, 6-dot
must contain two parallel rows of dots and 3 dots each row. 5-dot must have two
crossing rows of dots, 3 dots each row and crossing each other at the same central
dot. Specific patterns are configured for 4-, 3-, and 2-dot cases. Depending on
the number of dots in a given cluster, the distribution pattern for that number
is examined first, and if found incompatible, two possibilities would be verified.
One is a non-dot spot falsely considered as a dot and the other is a valid dot
failed to be identified as a dot. A large number of casts and experiments, with
details given in Section 4, reveal that such a combination of size-constrained
clustering and spatial pattern confirmation yields a superb recognition rate.

4 Experiments

The experimental setup follows a common dice table game ”sci-bo” with three
dice, and three cameras of different viewpoints are installed on the sides of a
game table. 12 different illumination conditions are configured to study the per-
formance of the proposed system, 3 of them chosen as the training set and the
rest 9 as the test set, as shown in Fig. 4. The intensity on the dice from the
training set is 67, 108, and 138 in average, in 8-bit gray scale, with deviation 8,
10, and 11, respectively. The intensity on the test set is between 45 to 158 in
average with deviation from 7 to 12. 120 random cast sessions and 30 manual
placement sessions are carried out under each illumination condition. The man-
ual placement attempts to create special layouts of the dice, such as three dice
in a row and others.

4.1 Homography Based on Local Invariant Features

The training set is for the evaluation of the 8 invariant feature detectors, men-
tioned in Section 2, in creating homographies with least error across different
illumination conditions. The error EFi is measured by the difference between
the correspondences from the invariant-feature-based homography HFi and the
ground-truth HG obtained using manually selected correspondences, i.e.,
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Fig. 4. First column from the left is the training set with 3 illumination conditions;
the rest is the test set with 9 illumination conditions

E
(a,b)
Fi

=
||(H(a,b)

Fi
−H(a,b)

G )xb
Fi
||

NFi

(2)

where H(a,b)
Fi

is the homography that transforms the invariant features xb
Fi

de-
tected by the invariant feature detector Fi in the image Ib to the corresponding
ones in Ia; HG is the ground-truth homography obtained by manual selected
correspondences between Ia are Ib, NFi is the number of features detected by
Fi, and a, b denote two different viewpoints.

Additionally, it is also desired that the correspondences from the feature-based
homographies can be consistent across different scales, as some features change
with scales. To investigate what features are better than others in rendering de-
sired homographies across illumination and scale, the original images in 320×240
pixels are scaled down to smaller sizes, and the error is computed in each size and
averaged over the three illumination conditions in the training set. Fig. 5 shows

Fig. 5. Normalized error of feature-based homography across scales and three illumi-
nation conditions
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this comparison, the smallest scale with 128×96 reveals relatively high errors, in-
dicating that some details between the dice are lost in such a small scale and thus
the accuracy in the homography estimation is degraded. Among the eight invari-
ant feature detectors we tested, the multi-scale Harris-Hessian detector gives the
lowest error at 0.87%, and it is about 1.7 pixels in a 192× 144 image.

4.2 Dice Identification

The performance evaluation on the 9 test sets reveals the following observations
and results:

– As long as the correspondences from the feature-based homography are con-
sistent over at least two scales, the average match error can be kept below or
near 1%, and the top faces of dice can be perfectly segmented in all tested
conditions.

– Two identification rates are measured in each test illumination condition,
one is the identification of the dots and the other is the identification of the
dot number on each die. The former is shown by the bar on the left and the
latter by the bar on the right at each indexed illumination condition in Fig.
6. Because the MSER dot detector has been adjusted to zero miss rate on
the price of additional false positives on the training set, the imperfections in
the dot identification in Fig. 6 are all caused by false positives. For example,
in the brightest illumination condition, indexed ”1”, 1.8%(=1 − 98.2%) of
the dots identified are false positives. All false positives are found caused
by specular reflection or insufficient lightings. As the intensity of the illu-
mination increases, specular reflection becomes stronger, causing more false
positives to appear.

– The combination of size-constrained clustering and spatial pattern confirma-
tion can effectively remove the false positives and yield superb dice recogni-
tion rates in all tested conditions, as shown by the right bar at each indexed
illumination in Fig. 6.

Fig. 6. Identification rates in 9 illumination conditions, indexed from 1 to 9; at each
index the left bar shows the rate of dot identification, and the right bar shows the rate
of dice number identification
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5 Conclusion

A solution with invariant features across multiple views is proposed for dice
recognition under uncontrolled illumination. An extensive comparison on the
performance of various invariant feature detectors in rendering correct homogra-
phies under various test conditions and parameters shows that the multi-scale
Harris Hessian is the best, and better than the commonly selected SIFT features.
The homographies built on the multi-scale Harris Hessian features are exploited
to enhance the coplanar features and weaken the non-coplanar features on the
dice. This leads to an extraction of the coplanar features and the segmentation of
the top faces of the dice even when the features, observed from some viewpoint,
are ruined by specular reflection. An MSER detector is applied for the identi-
fication of dots on the top faces, followed by a pattern-specific confirmation of
the spatial distribution of dots. Experiments reveal that, although false positives
of dots are observed in few cases, as under strong or insufficient illumination,
the numbers of the dots on the dice can still be recognized accurately by the
proposed solution.
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Abstract. Time-of-flight (TOF) cameras are primarily used for range
estimation by illuminating the scene through a TOF infrared source.
However, additional background sources of illumination of the scene are
also captured in the measurement process. This paper exploits conven-
tional Lambertian and Phong’s illumination models, developed for 2D
CCD image cameras, to propose a radiometric model for a generic TOF
camera. The model is used as the basis for a novel specularity detec-
tion algorithm. The proposed model is experimentally verified using real
data.

Keywords: Time-of-flight, Radiometric Modelling, Specularity Detec-
tion, Reflectance Modelling.

1 Introduction

Objects and materials in real world appear differently to an observer depending
on the nature of the light source that they are illuminated by and the manner
in which the light is reflected to the observer. Computer vision [1] and computer
graphics [2] researchers have extensively treated reflectance modelling for image
analysis, rendering and scene geometry. Specular highlights can be used to pro-
vide information about the surface [12] and the illumination geometry [14] in a
natural scene. However, saturation effects, due to specularity in intensity images,
often create problems for image processing algorithms in real environments [13].
In addition, many computer vision algorithms [7, 9] are dependent on surface
illumination of an object and changing illumination conditions, such as highly
saturated highlights interfere and adversely effect the camera image. It is there-
fore, important to detect specular highlights in image processing applications
and algorithms. Since photometric understanding (using 2D CCD camera tech-
nology) of illumination modelling is focused on intensity, specularity detection
methods [8, 1] are normally based on chromaticity of the region.

3D time-of-flight (TOF) cameras provide information in addition to intensity
that can be incorporated in a reflectance model. A TOF camera works on the
principle of measuring time of flight of a modulated infrared light signal as phase
offset after reflection and provides amplitude, phase and intensity data over a
full image array at video frame rate [5].
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This paper presents a novel algorithm for specularity detection using TOF
cameras. In the proposed radiometric framework, the background light sources
and the dependencies between amplitude, intensity and phase/range measure-
ments of a TOF camera are exploited. The model is utilized for specularity
detection using real TOF camera data.

2 Reflectance Model

Time-of-flight (TOF) sensors estimate distance to a target using the time of flight
of a modulated infrared (IR) wave between the target and the camera. The sensor
illuminates/irradiates the scene with a modulated signal of amplitude A (exi-
tance) and receives back a signal (radiosity) after reflection from the scene with
background signal offset Io that includes non-modulated DC offset generated by
TOF camera as well as ambient light reflected from the scene. The amplitude,
intensity offset I and phase of a modulated signal can be extracted by demodu-
lating the incoming signal Ai = A cos(ωti + ϕ) + I; (ti = i · π

2ω , i = 0, . . . 3) [5].
With known phase ϕ, modulation frequency fmod and precise knowledge of speed
of light c, it is possible to measure the un-ambiguous distance r from the cam-
era [11].

The measurement parameters of amplitude A, intensity I, and range r are not
independent but depend on the reflectance characteristics of the scene [11]. In
this discussion a near-field IR point source for the camera’s active LED array, an
ambient illumination and a far-field source for background illumination is con-
sidered. The primary source of illumination in TOF cameras is an IR source that
produces a modulated IR signal offset and a non-modulated DC signal. Based
on Phong’s illumination model [14], [3, p. 729], the following discussion incor-
porates diffuse (.)

d
, ambient (.)a, and specular (.)

s
components of illumination.

2.1 Modulated IR Source

Let P be a Lambertian surface in space with np denoting the normal to each point
p ∈ P on the surface as shown in Figure. 1. Following the laws of radiometry
[15] the amplitude of total radiance A

d
(p) (called radiosity) leaving point p

due to illumination by the modulated signal A(s) is proportional to the diffuse
reflectance or albedo ρd(p) scaled by the cosine of arrival angle θp [10, p.68]. In the
present analysis, the LED point sources of the camera are part of the compact IR
array of the TOF camera, and can be approximated by a single virtual modulated
point source [4, p. 78] with the centre of illumination aligned with the optical
axis of the camera [6]. In this case, the integration for illuminating sources can
be written as a function of the exitance of a single point source at S as [4, p.
77] [11]

A
d
(p) :=

1
π
ρd(p)

A(s) cos θp cos θs

r2
. (1)

The irradiance of an image point x is obtained [10, p. 48] as

A
d
(x) = ΥA

d
(p), (2)
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Fig. 1. Geometry of reflectance model for time-of-camera. Note that although the LED
source and receiver of a physical TOF camera are co-located, it is difficult to provide
a visualisation of this geometry. Here the source is shown separately to make is easier
to see notation. However, in practice the directional vectors r and xp are equal. Note
that time variation (discussed in Section 2) of A(s) does not need to be modelled as
only the relative magnitude of A(s) is of interest.

where Υ := Υ (x)1 is the lens collection [15] representing the vignetting due to
aperture size and irradiance fall-off with cosine-fourth law.

2.2 Non-modulated IR Source

The TOF camera IR source produces a DC signal from the same IR source
LEDs. This signal will have the same reflectance model as has been derived for
the modulated IR source (see (1)). The received signal Icd

(x) is given by [11]

Icd
(x) = ΥIcd

(p). (3)

The effect of this signal is an added offset to the modulated signal that provides
better illumination of the scene.

2.3 Far-Field Background Illumination

For a point source q ∈ Q that is far away compared to the area of the target
surface, the exitance Ibd

(q), does not depend on the distance from the source or
the direction in which the light is emitted. Such a point source can be treated
as constant [4, p. 76]. The radiosity perceived by a TOF image plane as a result
of this IR source is given by [11]

Ibd
(x) =

Υ

π
ρd(p)Ib(q) cos θq

= ΥIbd
(p). (4)

where θq is the angle between normal to the surface point p.
1 := Defination of a symbol
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2.4 Ambient Background Illumination

Consider an ambient background illumination of the scene i.e an illumination
that is constant for the environment [4, p. 79] and produces a diffuse uniform
lighting over the object [3, p. 273]. Let Ia be the intensity (called exitance) of
the ambient illumination, then the received intensity Ia(p) from a point p is
expressed in an image plane as [11]

Ia(x) =
Υ

π
ρa(p)Ia

= ΥI
a
(p), (5)

where ρa is the ambient reflection coefficient which is often estimated empirically
instead of relating it to the properties of a real material [3, p. 723].

2.5 Specular Illumination

Specular reflection is observed from a shiny surface when light is reflected in
a single direction where the angle of incidence θp and angle of reflection θ are
equal around the normal to the surface. The fall off effect of specular reflectance
from shiny surfaces is modelled by cosn α, where n is the specular reflection
exponent [3] and α is the angle between direction of reflection and the view
point. For imperfect shiny surfaces, specular reflection is spread over an angle α
around the direct reflection. The received illumination components for intensity
and amplitude observed in the image plane due to specularity are given by

I(.)s
(x) :=

Υρs(p)
π

Is(s) cosn α cos θs

r2
;As(x) :=

Υρs(p)
π

As(s) cosn α cos θs

r2
(6)

where the specular reflection coefficient ρs(p), effects the brightness of specu-
larity. Typical values of n vary from 0 to several hundred depending upon the
surface material. A value of 1 gives a broad fall off of specular reflectance and a
high value results in sharp fall-off of the specular reflectance.

3 Specularity Detection

From the principles of TOF camera (see Section 2) signals one knows that inten-
sity component of TOF carries information for both, amplitude of the modulated
signal and the background offset Io. The radiometric intensity measured by a
TOF camera is then

I := A+ Io. (7)

The background offset Io is composed of DC offset Ic, due to the DC component
of the illumination by the TOF camera LED array and background illumination
that are modelled by an ambient illumination Ia and a background illumination
Ib due to an infrared far field source present in the environment such as the Sun
or other light source. Indexing the point p in the scene by the TOF receiving
pixel x, one has
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Io(x) = Ia(x) + Ibd
(x) + Ibs(x) + Icd

(x) + Ics(x), (8)

Using the total intensity of the TOF camera (7) and background offset (8) and
dividing it by the total (diffuse plus specular) received amplitude, one has

I(x)
A(x)

= 1 +
Ia(x)
A(x)

+
Ib(x)
A(x)

+
Ic(x)
A(x)

, (9)

where Ib(x) = Ibd
(x)+Ibs (x), Ic(x) = Icd

(x)+Ics (x) and A(x) = A
d
(x)+A

s
(x).

Using the reflectance models derived earlier (2) (3), and the specular model (6),
it is now possible to re-arrange (9) as

I(x)
A(x)

= 1 + κc(x) + κa
r2(x)ρa(p)

cos θs[ρd(p) cos θp + ρs(p) cosn α]
, (10)

where θs := θs(x) is a known function of a pixel and κa is defined as the ratio of
background ambient light Ia to modulated TOF IR source A(s). Observe that
κa does not depend upon scene or camera geometry and hence is a constant
parameter over the full image array. Also for an indoor environment (such as
the one with no direct sunlight effect) the terms involving Ib in (9) is ignored
in order to simplify the model and only ambient illumination (due to indoor
lighting) component Ia is considered. The parameter κc = κc(x), is defined as
the ratio of TOF non-modulated IR source Ic(s) to TOF modulated IR source
A(s). Since the two sources of illumination originating from the TOF camera IR
LED source have the same ray geometry, they are in direct proportion where
κc(x) is a camera based pixel x ∈ R

2 parameter independent of the scene for an
entire image [11].

Thus for each pixel x, one can re-write (10) as

κa(x)
ρa(p)

[ρd(p) cos θp + ρs(p) cosn α]
:=

(
I(x)
A(x)

− κc(x)− 1
)

cos θs

r2(x)
. (11)

Define the specular measurement criterion κ̌a(x) based on measurements taken
from the camera at a given time as

κ̌a(x)
ρa(p)

[ρd(p) cos θp + ρs(p) cosn α]
:=

(
Ǐ(x)
Ǎ(x)

− κ̂c(x)− 1
)

cos θs

ř2
, (12)

where κ̂c(x) ∈ R
2 is an estimate of camera based pixel parameter for an entire

image. Since κc(x) is scene independent, it can be measured offline as κ̂c(x) in
a set of calibration experiments.

For a TOF camera, the light direction of the source and the receiver are
collinear as a result specularity is only observed in the direction of IR light from
the camera. For maximum specularity α = 0, the angle cos θp = 1 and the left
hand side of (12) is scaled by a constant term Cρ as

κ̌a(x)Cρ :=
(
Ǐ(x)
Ǎ(x)

− κ̂c(x)− 1
)

cos θs

ř2
, (13)
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where Cρ is given by

Cρ :=
ρa(p)

ρd(p) + ρs(p)
. (14)

Note that maximum specularity occurs when the angles (cos θp, cosn α) have
maximum values resulting in a higher denominator term with respect to nu-
merator irrespective of the scaled constant terms of reflectivity coefficients Cρ

(with decreasing denominator for non-perfect specularity regions). The specu-
larity criterion can be easily formulated without explicit angle estimation. For a
specular region, the TOF camera receives sufficient signal and the range data is
reliable. As a result the specular radiometric criterion (13) has only one dominat-
ing parameter κa representing the ratio of ambient offset to TOF IR amplitude.
Consequently, specularity can be detected from a κ̌a(x) plot where

specularity = min |κ̌a(x)| ∀(x) (15)

due to high IR amplitude signal and low background offset of intensity. A spec-
ular lobe around this point would be indicative of the surface material encoded
by n.
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Fig. 2. (a) Picture taken from a normal CCD camera of the experimental setup showing
TOF camera and a white board (b) Grayscale intensity image as observed in the TOF
camera with specular lobe visible due to IR reflection from the board to camera. (c)
Segmentation of specular and non-specular regions based on κ̆a(x) of a frame.
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Fig. 3. (a) Picture taken from a normal CCD camera of the experimental setup (b)
Intensity image as observed in TOF camera. (c) Segmentation of specular and non-
specular regions of a complete frame.

4 Experiments

An indoor environment was chosen for experiments as shown in Figure 2(a) and
3(a) using a white board placed in front of the camera. The board provided
sufficient specular reflectance due to its surface material.

In the first case specular reflectance was picked up by the camera. The min-
imum point of κ̆a(x) space represented the point of maximum specularity with
the fall-off forming a lobe of specularity due to the surface material. Since the
camera was placed in corridor, a few side reflections from the wall on the board
caused a secondary specular lobe as observed in Figure 2(a) and Figure 2(b).
These were picked up by the algorithm along with the main specular lobe as illus-
trated in Figure 2(c). In another experimental setup, as shown in Figure 3(a), the
algorithm has picked the specular reflection (see Figure 3(c)) that was observed
in Figure 3(b).

5 Conclusion

Unlike conventional cameras where only a single parameter is measured as inten-
sity, TOF camera measures three independent parameters of amplitude, intensity
and phase. These measurements along with the illumination conditions of the
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environment facilitated in deriving a radiometric model for specular highlights in
TOF cameras. The proposed framework proved robust and effective for specular
highlights detection in imaging algorithms.
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Abstract. The symmetry computation has recently been recognized as a topic
of interest in many different fields of computer vision and image analysis, which
still remains as an open problem. In this work we propose an unified method to
compute image symmetries based on finding the minimum-variance partitions
of the image that best describe its repetitive nature. We then use a statistical
measurement of these partitions as symmetry score. The principal idea is that
the same measurement can be used to score symmetries (rotation, reflection, and
glide reflection). Finally, a feature vector composed from these symmetry values
is used to classify the whole image according to a symmetry group. An increase
in the success rate, compared to other reference methods, indicates the improved
discriminative capabilities of the proposed symmetry features. Our experimental
results improve the state of the art in wallpaper classification methods.

Keywords: Symmetry features, plane symmetry groups, symmetry analysis.

1 Introduction

Images of repetitive patterns are very common in industrial sectors, such as ceramics,
textile or graphic arts. They also appear in specific applications, such as architecture
designs, medical imaging or geographic analysis. These images are usually composed
by patterns or motifs that are repeated in some parts of the image or, in many cases,
completely fill the image. In the last case, the images are commonly referred to as reg-
ular mosaics, wallpaper images, or simply wallpapers. Some examples of wallpapers
obtained from textile collections are shown in Fig. 1.

The study and definition of feature sets that define the structure and contents of
such repetitive images brings the possibility of building Content-Based Image Retrieval
systems (CBIR), specifically designed for applications such as identifying buildings
in photographs, recovering similar designs from textile databases, or dating ancient
mosaics.

A wallpaper pattern is a regular tiling made by repetition of a parallelogram shaped
subimage or motif, called Unit Lattice (UL) or Unit Tile. A symmetry of this UL can be
described through the geometrical transformation that transforms it on itself (isometry).
The standard isometries are: displacements (translational symmetry), rotations (n-fold
symmetry), reflections (specular symmetry), and glide reflections (specular plus lateral
displacement). Depending on the UL image content only certain isometries hold. For
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Fig. 1. Wallpaper images obtained from textile collections. The repetitive pattern (lattice) is
marked out with a grid that can be located anywhere. (Right) Grid parameters.

example, the pattern in Fig. 1 (left) is only translational. In contrast, the other patterns
of Fig. 1 have 180◦ rotations and reflections. When several isometries are applicable to
the pattern, they form a symmetry group. The well-known Symmetry Groups Theory
(Horne 2000) established that, due to geometric constraints, only a limited number of
symmetry groups can be defined. Specifically, in the 2D case there are 17 Plane Symme-
try Groups (PSG). Figure 2 shows the details of each 17 PSG as well as their standard
notation. For example, the patterns in Fig. 1 belong, respectively, to symmetry groups
P1, PMM and PM.

The interest in the algorithmic treatment of symmetries has been recognized by a
recent tutorial (Liu 2010), which includes an extended discussion and comparison of
the state of the art of symmetry detection algorithms. The work of Liu et al. (2004) uses
the Mean of Square Differences between original and transformed image to compute
symmetries and a rule-based classifier (RBC) to classify the images. In a recent work
(Agustı́ et al. 2011) we proposed an alternative Mean of Absolute Differences method
and a Prototype Based Classifier (PBC) for the same purpose.

In this work we propose an unified method to compute image symmetries based on
finding the minimum-variance partitions of the image that best describe its repetitive na-
ture. We then use a statistical measure of these partitions as symmetry score. The main
idea is that the same measure can be used to score all symmetries (rotation, reflection,
glide reflection).

Fig. 2. Representation of the 17 wallpaper groups, their standard notation and their internal sym-
metries. The UL is referred as the fundamental parallelogram.
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2 Calculation of Symmetries through the Image Partition

As indicated before, a wallpaper pattern is generated by the repetition of a parallelo-
gram shaped sub-image (UL) in two directions L1 and L2, which are defined by four
parameters (L1, α1, L2, α2). The geometry of this lattice can be seen as a grid imposed
on the pattern (see Fig. 1 (right)). It should be noted that this geometry is translation
invariant, which means that it is independent of the starting point used to draw the grid.
We can find the repetitiveness of a wallpaper image by dividing or partitioning the im-
age using this regular lattice. The lattice geometry that makes equal all subimages will
denote the perfect translational symmetry. On the contrary, a wrong lattice geometry
will produce very different lattice subimages. In this work, we introduce a symmetry
measure based on the variance of the image partition.

A gray level image I(x, y) can be seen as a set of n points defined by grand mean ḡ
and total variance S2. This total variance can be partitioned by decomposing the image
into r disjoined groups P = P1, P2, ..., Pr of ni points each (n1 + n2 + ...+ nr = n),
with mean ḡi and variance S2

i . According to the Law of the Total Variance:

S2 =
1
n

r∑

i=1

ni · S2
i +

1
n

r∑

i=1

ni · (ḡi − ḡ)2 (1)

If we divide booth terms by the total variance S2:

1 =
1
n

∑r
i=1 ni · S2

i

S2
+

1
n

∑r
i=1 ni · (ḡi − ḡ)2

S2
= FV E + FV U (2)

The first term is the Fraction of Variance Explained (FV E) statistic, which is a
measure of how well the performed partition P predicts the image variability. The com-
plementary term is the Fraction of Variance Unexplained (FV U ). In presence of trans-
lational symmetry, the image partition P that makes similar every subset Pi will also
make one of the terms tends to 0 and the other to 1. Moreover, it depends on how the
subsets Pi are formed, with two extreme cases:

Continuous point selection: Every point in each UL parallelogram belongs to same
subset Pi. As the UL is regularly repeated, every subset Pi has the same mean and
variance, and the mean of all variances is similar to the total variance. In this way,
the statistic FV E tends to 1 and the FV U tends to 0.

Scattered point selection: Only one point of each UL parallelogram belong to same
Pi. The points of Pi are selected at grid steps. In this way the same point of every
UL belongs to one subset Pi so, if these points are regularly repeated, their variance
will be 0 and the mean of all variances (FV E) tends to 0 and the value FV U to 1.

The first method requires that each subset Pi has the same number of points. Partial
parallelograms in image sides have fewer points, so the mean values ḡi are very dif-
ferent to the rest, biassing the FV E. Therefore, these partial parallelograms must be
discharged and the total variance S2 be re-computed in each case. We prefer the second
method, because all image points are considered and each subset Pi may have different
number of points. Besides, it is easier to compute the statistic FV U , so we prefer to
maximize the factor FV U = 1− FV E, instead of minimising FV E.
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However these image partitions only take into account the translational nature of the
image. To consider other possible internal symmetries we propose a partition method
that incorporates the transformation function T involved in each symmetry.

The proposed partition method performs a two-dimensional division of the whole
image into L1xL2 subsets, PT =

{⋃
PT

kl

}
, k = 1, . . . , L1 l = 1, . . . , L2. The points

at the same relative position (k, l) inside each UL, after applying the function T , belong
to same subset PT

kl . This can be done using non-orthogonal grid coordinate system
defined by the lattice direction vectors L1 = (L1 · cosα1, L1 · sinα1) and L2 =
(L2 · cosα2, L2 · sinα2). The cartesian coordinates of any image point p = (xi, yj) can
be transformed into grid coordinates (ui, vj) through:

(
ui

vj

)
=
(
L1cosα1 L2cosα2

L1sinα1 L2sinα2

)−1

· T ·
(
xi − x0

yj − y0
)

(3)

where (x0, y0) is the grid origin and T is the lattice transformation function. The inte-
ger part Int(ui, vj) represents the lattice coordinates (grid intersection points), and the
fractionary part Frac(ui, vj) represents the internal position of each UL parallelogram.
If an internal symmetry is held, the contents of this parallelogram is the same after ap-
plying the transformation T . In short, a partition of the image PT can be obtained by
accumulating the gray values of each subset PT

kl , through an image scan, as follows:

I(xi, yj) ∈ P T
kl

∀i ∀j
⇔

(
k
l

)
= Frac

[(
L1cosα1 L2cosα2

L1sinα1 L2sinα2

)−1

· T ·
(

xi − x0

yj − y0

)]

·
(

L1

L2

)

(4)
Table 1 shows the transformation functions T for each of the involved symmetries.

Table 1. Transformation functions T for each of symmetries. (homogeneous coordinates)

Rotation of angle α Reflection about axis L with angle β

Rα =

⎛

⎝
cosα sinα 0
−sinα cosα 0

0 0 1

⎞
⎠ ReLβ =

⎛

⎝
cosβ sinβ 0
−sinβ cosβ 0

0 0 1

⎞
⎠ ·

⎛

⎝
1 0 0
0 −1 0
0 0 1

⎞
⎠ ·

⎛

⎝
cosβ −sinβ 0
sinβ cosβ 0

0 0 1

⎞
⎠

Glide reflection about axis L with angle β and displacement d

GReLβ,d =

⎛

⎝
cosβ sinβ 0
−sinβ cosβ 0

0 0 1

⎞
⎠ ·

⎛

⎝
1 0 d
0 −1 0
0 0 1

⎞
⎠ ·

⎛

⎝
cosβ −sinβ 0
sinβ cosβ 0

0 0 1

⎞
⎠

Once the subsets PT
kl have been accumulated, and nkl and ḡT

kl values are obtained,
the FUV statistic can be computed as follows:

FV U(PT ) =
1

L1·L2

∑L1
k=1

∑L2
l=1 nkl · (ḡT

kl − ḡ)2
S2

(5)

Under ideal conditions (e.g. synthetic repetitive images) this measure will be 1, de-
noting perfect symmetry. In real cases, FV U will be high if the symmetry is present
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and low otherwise, so we can use it as a symmetry score. Note that the transforma-
tion involved in (4) is equivalent to making an image transformation, but gray level
interpolation of resulting image points is not needed. In this way, every image points
participates, because they are, independent of the transformation considered.

To obtain the translational symmetry we have to find an image partition (grid geom-
etry) that maximises the FV U value. As stated before, this grid geometry is translation
invariant, so we can select (x0, y0) = (0, 0) as the grid origin. We then perform a search
for a maximimum by varying the grid angles (α1, α2) and sides (L1, L2) and the com-
puting a map of FUV values. The maximum of this map represents the Translational
Symmetry (TS) of the image. Note that this value will always be high because repeata-
bility is required in this type of image. A low value of TS indicates that the content of the
image is not repeated, or is excessively distorted. The four parameters (L1, L2, α1, α2)
at the maximum position indicate the lattice geometry for the image. This is a costly
brute-force procedure that can be speed up by optimisation techniques.

As indicated in Fig. 2, the internal symmetries to be computed are: 2-fold, 3-fold,
4-fold and 6-fold rotational symmetries, and reflection and glide-reflection symmetries
around sides and diagonals of the UL. As the lattice geometry of the image has already
been obtained previously, we now propose a Extended Partition (EP ), formed by the
union of the original translational partition P I and the image partitions PT obtained
after applying the appropriate transformation T to the lattice geometry. Table 2 shows
the proposed partition and the search parameters for each case.

Table 2. Symmetry features and their corresponding partition and transformation function

Symmetry Name Partition P T T Parameters Search space

Translation TS P I I (x0, y0) = (0, 0) (L1, α1, L2, α2)

2-fold RS2 P I ∪ P R180 R180 α = 180◦ (x0, y0) ∈ UL
3-fold RS3 P I ∪ P R120 R120 α = 120◦ (x0, y0) ∈ UL
4-fold RS4 P I ∪ P R90 R90 α = 90◦ (x0, y0) ∈ UL
6-fold RS6 P I ∪ P R60 R60 α = 60◦ (x0, y0) ∈ UL
Reflection side 1 ReSL1 P I ∪ P ReL1 ReL1 β = α1 (x0, y0)⊥L1

Reflection side 2 ReSL2 P I ∪ P ReL2 ReL2 β = α2 (x0, y0)⊥L2

Reflection diagonal 1 ReSD1 P I ∪ P ReD1 ReD1 β = αD1 (x0, y0)⊥D1

Reflection diagonal 2 ReSD2 P I ∪ P ReD2 ReD2 β = αD2 (x0, y0)⊥D2

Glide reflect. side 1 GReSL1 P I ∪ P GReL1 GReL1 β = α1 d = L1/2 (x0, y0)⊥L1

Glide reflect. side 2 GReSL2 P I ∪ P GReL2 GReL2 β = α2 d = L2/2 (x0, y0)⊥L2

Glide reflect. diag. 1 GReSD1 P I ∪ P GReD1 GReD1 β = αD1d = D1/2 (x0, y0)⊥D1

Glide reflect. diag. 2 GReSD2 P I ∪ P GReD2 GReD2 β = αD2 d = D2/2 (x0, y0)⊥D2

The rotation depends on rotation center, so we make a search moving the grid ori-
gin point (x0, y0) in the scope of an UL, maintaining the original P I . The maximum
obtained indicates the rotational symmetry score as well as the best position of the rota-
tion center. In all cases, a minimum value is also obtained, indicating a reference value
for symmetry ’absence’. These maximum and minimum values will be later used for
feature normalization.
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The reflection about an axis depends on the axis angle β and position. The angles
are known, because they are drawn from the lattice geometry previously obtained. The
position is unknown so we again make a search by moving the axis L parallely to angle
β, which implies moving the grid origin point (x0, y0) in a perpendicular direction to
axis Lβ .The maximum obtained indicates the reflection symmetry score as well as the
best position of the reflection axis. Similarly for the Glide Reflection Symmetries.

As in reference works (Liu et al. 2004 and Agustı́ et al. 2011), we put everything
together into a normalised Symmetry Feature Vector of twelve symmetry scores Si as
follows:

SFV = (RSn
2 , RS

n
3 , RS

n
4 , RS

n
6 , ReS

n
L1
, ReSn

L2
, ReSn

D1
, ReSn

D2
,

GReSn
L1
, GReSn

L2
, GReSn

D1
, GReSn

D2
)

Sn
i = Smax

i −Smin
i

TS−Smin
i

· 100

(6)

Table 3 shows the symmetry feature vectors obtained for the three images of Fig.
1. It includes a classical MAD-based (Mean of Absolute Differences) feature vector
SFVMAD , reported in previous work (Agustı́ et al. 2011), and the proposed partition-
based feature vector SFV , both normalized as in (6). Values in bold indicate the sym-
metries that should be high, according to its symmetry group. You can see how the
proposed symmetry features work better than the classic features, due to wider range of
values between the presence and absence of symmetry in each sample. In addition, the
classic features fail in the third case, while the new ones perfectly describe the symme-
tries present in that image.

Table 3. Symmetry feature vectors of images in Fig. 1 and the corresponding PSG

MAD symmetry features SF VM AD – PSG

70.93 43.32 51.45 48.58 69.48 58.32 49.07 45.68 53.72 36.88 48.47 45.58 P1
89.18 17.26 74.91 17.76 89.00 83.31 13.89 17.00 44.76 45.93 13.70 17.50 PMM
94.69 99.32 96.47 100.0 95.57 99.23 97.75 99.03 93.11 96.31 94.25 95.34 PM

Proposed symmetry features SF V – PSG

69.18 3.78 11.40 4.16 37.13 25.00 6.54 16.92 36.79 26.85 6.54 16.92 P1
98.15 4.05 70.34 4.69 97.93 98.27 6.01 6.86 62.84 51.89 6.01 6.86 PMM
62.24 9.59 45.35 7.10 60.63 96.30 45.07 48.23 42.07 33.92 45.07 48.23 PM

3 Experiments and Results

To establish a comparison between the two sets of symmetry features, classical and
proposed, we made an experiment of classifying an image testbed. The performance
measurement was the percent of success in the classification (accuracy). As a standard
image database is not publicly available, we selected several image collections from
known websites. We picked image datasets from Wallpaper (2007), Wikipedia (2010),
Quadibloc (2010), and SPSU (2009), resulting in a test bed of 218 images. All images
were hand-labelled to make the ground truth.
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Several classifiers were selected: a Bayes classifier (NaiveBayes), a decision tree
(J48), a neural network (Perceptron) and a statistical Nearest Neighbour (NN). Also,
two other classifiers specifically adapted for this type of application where chosen: Liu’s
Rule-Based classifier (RBC) and Agustı́’s Prototype-Based classifier (PBC). In these
cases some threshold values were needed. In the first case to binarise the feature vector
and, in the second case, to distinguish symmetry/no symmetry in the prototypes. A
threshold of 80% was experimentally obtained for the MAD features and a pair 80–100
was selected for the prototypes, as indicated in Agusti et al. (2011). Then, the Weka
tool was used to make the experiments, with 10-fold cross-validation.

The results are summarized in Table 4. It can be seen that, using the PBC classifier,
the classic feature set gets an absolute maximum of 72.94% of success, which grows up
to 80.74% with the proposed symmetry features – an improvement of 8%. With respect
to the RBC method, an increase from 67.43% to 80,28% is achieved – an improvement
of nearly 13 points. Similar behaviour were obtained with the remaining classifiers. As
a general result, it can be concluded that the proposed symmetry features have higher
capabilities to express the symmetries present in an image that other classic methods.
In relation to the classifier, the PBC and RBC are, obviously, the best choices.

Table 4. Classification results for several classifier types using classic and proposed feature sets

– Classifier – – Classic – – Proposed – – Classifier – – Classic – – Proposed –

NaiveBayes 55.50% 64.22% NN 61.93% 63.30%
J48 49.54% 71.10% RBC 67.43% 80.28%

PERCEPTRON 60.09% 65.14% PBC 72.94% 80.73%

A final experiment was conducted to explored the behaviour of the proposed fea-
ture set in classifying images from the different wallpaper collections. The results are
showed in Table 5. These results showed that the proposed features behave very well
with images collections composed of very geometric and low-noise images, such as the
Wallpaper and Quadibloc collections, and even with collections of intermediate com-
plexity, such as Wikipedia. The SPSU collections behaves poorly, because many of
SPSU images are noisy or strongly distorted.

Table 5. RBC and PBC classification results for each image collection (number of samples)

Classifier Wallpaper (17) Wikipedia (68) Quadibloc (47) SPSU (86) FULL-SET (218)

RBC 100.0% 75.00% 97.87% 70.93% 80.28%
PBC 100.0% 75.00% 95.75% 73.26% 80.73%

It often happens that the image has wrong aspect ratio, probably due to the acquisi-
tion process (e.g. squares become rectangles). In these cases the translational symmetry
remains high, but other symmetries decrease or disappear so the original symmetry
group (PSG) changes. In other cases, the presence/absence of a certain symmetry is
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due to small details in the image, so much so that the difference between the original
and the transformed image is only a few pixels. In these cases, the computed scores
are in the noise level, so that they are not distinguishable from the correct value. But
even with these drawbacks, the symmetry features proposed have proved to be more
discriminative than other proposals in the literature.

4 Conclusions

This paper had presented a novel framework for computing symmetry features in repet-
itive images. The indicated symmetries are: n-fold rotation, reflection and glide reflec-
tion symmetries. To achieve this, the classical approaches are based on computing the
differences between the original and transformed images (MSD or MAD features). In
this work, we propose an image partition based on scattered point selection at lat-
tice intervals, which can be achieved with just an image scan. If the symmetry holds
the formed sub-sets have minimal intra-group variance, or equivalently maximal inter-
group variance. This idea is picked up by the statistic FV U , or Fraction of Variance
Unexplained, which depends on the image content and the lattice geometry. The key
point is that the same statistic can be computed using different image partitions, adapted
to the type of symmetry. Finally, a Symmetry Feature Vector is composed, joining and
normalising twelve symmetry scores.

The performance of the proposed symmetry feature set is evaluated through image
classification. The results show the higher discriminative capabilities of the proposed
feature set, obtaining an improvement of near 8–13% in success rates with respect to the
MAD feature set. The goodness of the specific method is related to its uniform treatment
of all symmetries. The badness is due to its parametric configuration, which implies the
use of minimisation algorithms. As future work, we are looking for extending the test
beds, and propose using this results in recovery tasks (CBIR systems) by computing a
list of similarity for every group that can be sorted from highest to lower values and so,
for example, detect images that are near to several groups.
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Abstract. A generalization from 2D to 3D of the tensor method for
derivation of both affine invariants and rotation, translation and scaling
(TRS) invariants is described. The method for generation of the 3D TRS
invariants of higher orders is automated and experimentally tested.

Keywords: Recognition, tensor, moment, rotation, invariant, 3D.

1 Introduction

Pattern recognition of objects in two-dimensional (2D) images has been an im-
portant part of image analysis for many years. The images are often geometri-
cally distorted; the distortion of a flat scene can be modeled as a combination of
translation, rotation and scaling (TRS) in the case of a scanning device parallel
to the scene and as a projective transformation in the opposite case.

An efficient approach to the recognition of deformed objects is using certain
features that do not vary in the transformation; we call them invariants. Thus,
TRS invariants can be applied to the recognition of objects distorted by TRS,
and projective invariants to the recognition of objects distorted by the projective
transform. Since it is difficult to derive global projective invariants describing
an entire object, the projective transform is often approximated by an affine
transformation. If the distance of the scanned scene and the camera is large, this
approximation is accurate enough.

Recently, the scanning devices of 3D objects (computer tomography (CT),
magnetic resonance imaging (MRI), rangefinders, etc.) become more and more
affordable, which arises the need of recognition of 3D objects and thus the need
of having 3D invariants. One of the most popular family of 3D invariants is
based on image moments. While moment invariants in 2D have been studied
extensively for decades (see [3] for a survey and [7] for the latest results), the
theory of 3D moment invariants has not been fully explored. The first attempts
to derive 3D rotation moment invariants are relatively old (see e.g. [6], [4]), but
the generalization to higher moment orders has not been reported as it is rather
complicated.

The topic of this paper is generalization of the tensor method for deriving
rotation moment invariants in 3D. The main contribution is not only finding a
closed-form solution for 3D rotation and an affine invariant but principally an
algorithm, which generates all invariants up to a given order.

A. Berciano et al. (Eds.): CAIP 2011, Part II, LNCS 6855, pp. 212–219, 2011.
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2 Moments and Tensors

Geometric moments of image f (2D or 3D) are defined as

mpq =

∞∫

−∞

∞∫

−∞
xpyqf(x, y) dx dy,

mpqr =

∞∫

−∞

∞∫

−∞

∞∫

−∞
xpyqzrf(x, y, z) dx dy dz.

(1)

The sum of the indices is called the order of the moment. To provide the trans-
lation invariance, we often use the central geometric moments

μpqr =

∞∫

−∞

∞∫

−∞

∞∫

−∞
(x− xc)p(y − yc)q(z − zc)rf(x, y, z) dx dy dz, (2)

where xc = m100/m000, yc = m010/m000 and zc = m001/m000 are centroid
coordinates of the image f(x, y, z).

We can define a moment tensor [1] for using tensor calculus for derivation of
moment invariants

M i1i2···ik =

∞∫

−∞

∞∫

−∞

∞∫

−∞
xi1xi2 · · ·xikf(x1, x2, x3) dx1 dx2 dx3, (3)

where x1 = x, x2 = y and x3 = z. If p indices equal 1, q indices equal 2 and r
indices equal 3, then M i1i2···ik = mpqr. The definition in 2D is analogous. The
behavior of the moment tensor under an affine transform (in Einstein notation1)
is

M i1i2···ir = |J |pi1
α1
pi2

α2
· · · pir

αr
M̂α1α2···αr

M̂ i1i2···ir = |J |−1qi1
α1
qi2
α2
· · · qir

αr
Mα1α2···αr ,

(4)

where pi
α is the matrix of the direct affine transform and qi

α is the matrix of
the inverse affine transform (without translation). This means that the moment
tensor is a relative contravariant tensor with the weight -1.

2.1 Affine Invariants in 2D and in 3D

The tensor method for affine invariants in 2D is described e.g. in [5]: we arrange
our measurements into a tensor, multiply the tensors so the number of con-
travariant indices equals the number of covariant indices and compute the total
contraction of the product. Since the moment tensor is purely contravariant, we
need to multiply them by some covariant tensors. In such a case, we can use
so-called unit polyvectors.
1 A. Einstein introduced this notation to simplify expressions with n-dimensional co-

ordinates, see e.g. [9] for explanation.
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The unit polyvector is an antisymmetric tensor over all indices and the com-
ponent with indices 1, 2, . . . , n equals 1. It can be both covariant, i.e. ε12···n = 1
and contravariant, i.e. ε12···n = 1. The term antisymmetric means that the tensor
component changes its sign and preserves its magnitude when interchanging two
arbitrary indices. In 2D, it means that (in matrix notation except for the unit
polyvector is not multiplied like a matrix)

εi1i2 =
(

0 1
−1 0

)
. (5)

Then a proper tensor product can be used for derivation of a relative affine
invariant, e.g.

M ijMklεikεjl = 2(m20m02 −m2
11).

After modification, we obtain an absolute affine invariant

I2D
1 = (μ20μ02 − μ2

11)/μ
4
00.

The exponent ω = 4 of μ00 equals the number of factors in the tensor product,
i.e. the moment tensors and the unit polyvectors. Other example

M ijkM lmnMopqM rstεilεjmεkoεlrεpsεqt :
I2D
2 = (−μ2

30μ
2
03 + 6μ30μ21μ12μ03 − 4μ30μ

3
12 − 4μ3

21μ03 + 3μ2
21μ

2
12)/μ

10
00.

A question how to generate all relevant tensor products arises. We can employ an
idea, that the tensor products can be described by graphs and then generation
of all tensor products means generation of all graphs with the corresponding
number of nodes and edges; this is a so-called graph method [3].

In 3D, the unit polyvector looks like

εi1i21 =

⎛

⎝
0 0 0
0 0 1
0 −1 0

⎞
⎠ , εi1i22 =

⎛

⎝
0 0 −1
0 0 0
1 0 0

⎞
⎠ , εi1i23 =

⎛

⎝
0 1 0
−1 0 0

0 0 0

⎞
⎠ . (6)

There are two differences between 2D and 3D; the unit polyvector has three
indices, i.e. we need fewer factors in the tensor product, and each index can have
three values 1, 2 and 3. In the sense of Einstein notation, we sum over these
three values. Some examples

M ijMklMmnεikmεjln :
I3D
1 = (μ200μ020μ002 + 2μ110μ101μ011 − μ200μ

2
011 − μ020μ

2
101 − μ002μ

2
110)/μ5

000.

and

M ijkM lmnMopqM rstεiloεjmrεkpsεnqt :
I3D
2 = (μ300μ003μ120μ021 + μ300μ030μ102μ012 + μ030μ003μ210μ201 − μ300μ120μ

2
012

−μ300μ102μ
2
021 − μ030μ210μ

2
102 − μ030μ

2
201μ012 − μ003μ

2
210μ021 − μ003μ201μ

2
120

−μ300μ030μ003μ111 + μ300μ021μ012μ111 + μ030μ201μ102μ111 + μ003μ210μ120μ111

+μ2
210μ

2
012 + μ2

201μ
2
021 + μ2

120μ
2
102 − μ210μ120μ102μ012 − μ210μ201μ021μ012

−μ201μ120μ102μ021 − 2μ210μ012μ
2
111 − 2μ201μ021μ

2
111 − 2μ120μ102μ

2
111

+3μ210μ102μ021μ111 + 3μ201μ120μ012μ111 + μ4
111)/μ

8
000.
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The idea of the graphs is more complicated in 3D, we cannot use the ordi-
nary graphs, we need so-called three-uniform hypergraphs, where each hyperedge
connects three nodes.

2.2 Rotation Invariants in 2D and in 3D

When the transformation in question is not a full affine transform, but is a mere
TRS, then a slightly different approach is suitable to yield simpler invariants. So-
called Cartesian tensors are suitable for derivation of the rotational invariants.
The ordinary tensor behaves in the affine transformation according to the rule

T̂
β1,β2,...,βk2
α1,α2,...,αk1

= qβ1
j1
qβ2
j2
· · · qβk2

jk2
pi1

α1
pi2

α2
· · · pik1

αk1
T

j1,j2,...,jk2
i1,i2,...,ik1

, (7)

while the Cartesian tensor behaves in the rotation according to the rule

T̂α1,α2,...,αk
= rα1i1rα2i2 · · · rαkik

Ti1,i2,...,ik
, (8)

where rij is an arbitrary orthonormal matrix. The distinction of the covariant
and contravariant tensors has no meaning in the case of the Cartesian tensors
and we can perform the total contraction of the moment product without the
unit polyvectors.

The simplest example is the total contraction of the second-order moment
tensor Mii. In 2D

M11 +M22 : Φ2D
1 = (μ20 + μ02)/μ2

00,

in 3D
M11 +M22 +M33 : Φ3D

1 = (μ200 + μ020 + μ002)/μ
5/3
000.

Another example is MijMij . In 2D

Φ2D
2 = (μ2

20 + μ2
02 + 2μ2

11)/μ
4
00,

in 3D

Φ3D
2 = (μ2

200 + μ2
020 + μ2

002 + 2μ2
110 + 2μ2

101 + 2μ2
011)/μ

10/3
000 .

The last example of the second order is MijMjkMki. In 2D it is

Φ2D
3 = (μ3

20 + 3μ20μ
2
11 + 3μ2

11μ02 + μ3
02)/μ6

00,

while in 3D it becomes

Φ3D
3 = (μ3

200 + 3μ200μ
2
110 + 3μ200μ

2
101 + 3μ2

110μ020 + 3μ2
101μ002 + μ3

020

+3μ020μ
2
011 + 3μ2

011μ002 + μ3
002 + 6μ110μ101μ011)/μ5

000.

The scaling normalization is slightly more difficult; the exponent is

ω =
w

n
+ s, (9)

where w is the sum of the indices of all moments in one term, s is the number
of the moments in one term and n is the dimension.
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2.3 Automated Generation of the Rotation Invariants in 3D

We recall the idea of using graphs for constructing invariants. In the case of
a 3D rotation, the ordinary graphs, where each edge connects two nodes, are
sufficient. These graphs can include self-loops, see e.g. Fig. 1a.

(a) (b) (c)

Fig. 1. The generating graphs of (a) both Φ2D
1 and Φ3D

1 , (b) both Φ2D
2 and Φ3D

2 and
(c) both Φ2D

3 and Φ3D
3

An important part of this process is an elimination of the linearly dependent
invariants, i.e. zeros, identical invariants, products and linear combinations. The
invariants remaining after this elimination are called irreducible; those which
were eliminated are called reducible invariants. It should be noted that irre-
ducibility does not mean independence. There may be polynomial dependencies
among irreducible invariants which are not discovered in the elimination al-
gorithms. As will be shown, there must be a large number of them but their
identification is an extremely complex problem even in 2D.

The method of finding all irreducible invariants we propose here is a gener-
alization of our method for 2D case [3]. We first generate all possible invariants
(graphs) and then, by exhaustive search, eliminate the reducible ones. Every-
thing is carried out on symbolic level, independent of any particular image data.
As a result of this algorithm, we obtain closed-form expressions for all irreducible
invariants along with automatically generated data for their calculation. Taking
into account the computing complexity on the one hand and the capability of
our computers on the other, the maximum number of graph edges which are
feasible to construct is 8. Table 1 summarizes their numbers.

The first row of the table shows the orders of the invariants, the second row
contains the cumulative number of the irreducible invariants up to the given
order which were actually constructed by the proposed algorithm (note that
there is no guarantee that all existing irreducible invariants were found because
of the limitation to maximum of 8 graph edges), and the third row contains
the theoretical maximum number of the independent invariants. The number of
the independent invariants was estimated as a difference between the number
of moments and the number of degrees of freedom of the transformation, i.e.(
t+3
3

) − 7 up to the order t in our case. As previously mentioned, currently we
are not able to systematically find these independent invariants (i.e. to identify
polynomial dependencies among irreducible invariants). This extremely difficult
task will be a subject of future research.
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Table 1. The numbers of the 3D irreducible and independent rotation invariants

Order 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

irred. 3 42 242 583 840 1011 1098 1142 1164 1174 1180 1182 1184 1184 1185
indep. 3 13 28 49 77 113 158 213 279 357 448 553 673 809 962

We generated explicit forms of all 1185 invariants, they are available on our
website [2]. However, the corresponding pdf file contains more than 10 000 pages.

3 Numerical Experiment

The following simple experiment verifies that the constructed irreducible invari-
ants are actually invariant to rotation, i.e. they were derived correctly. Moreover,
it demonstrates that two similar but different objects have different values of (at
least some) invariants.

The experiment was carried out on real data. We used two ancient Greek
amphoras scanned using a laser rangefinder from various sides. Consequently
all measurements were combined to obtain a 3D binary image of the amphora.
Since the rangefinder cannot get inside the amphora, it is considered filled up and
closed on the top. To compress the data, the surface of the amphora was divided
into small triangles (42 400 and 23 738 triangles, respectively). The amphoras
were then represented only by their triangulated surfaces. The test data are
shown in Fig. 2. The photographs are for illustration only, no graylevel/color
information was used in moment calculation.

(a) (b) (c)

Fig. 2. The amphoras: (a) photo of A1, (b) photo of A2, (c) wire model of the trian-
gulation of A2
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For each amphora we generated 10 random rotations and translations of its
triangular representation2 and calculated the values of the first 242 invariants
up to the 4th order. Here we have two possibilities as to what moments to use
for computing invariants – we can employ either traditional 3D volume moments
or surface moments [10]. Surface moments are calculated by double integration
over the object surface only. We used both approaches.

The maximum relative standard deviation was 3.2 ·10−13 in the case of invari-
ants computed from the volume moments and 4.5 · 10−13 for the invariants from
the surface moments, which illustrates a perfect invariance in all cases. On the
other hand, the maximum relative deviations between two different amphoras
A1 and A2 were 1.01 for volume invariants and 1.55 for surface invariants, which
proves discriminability – different objects have distinct values of the invariants.

3.1 Computing Moments of Triangulated Objects

Now we explain how the 3D moments (both volume and surface) were actu-
ally calculated in this experiment. It would be of course possible to calculate
them from definition but since we already have the triangular representation,
the moments can be calculated in a more efficient way [8].

We complete each triangle to a tetrahedron such that the new vertex coincides
with the coordinate origin. The triangles must have the same orientation with
respect to the object, e.g. counterclockwise when seeing from outside to inside
of the object. The object volume is then divided into these disjoint tetrahedrons
and the volume moment is given as a sum of moments of all tetrahedrons. Using
the vertices of the triangulation only, the volume moment is calculated as

mpqr =
p!q!r!

(p+ q + r + n)!

∑

(kij)∈K

3∏

j=1

((
3∑

i=1

kij)!)

3∏

i,j=1

(kij !)

N∑


=1

A


3∏

i,j=1

(
a
(
)
ij

)kij

, (10)

where N is the number of the triangles, K is a set of such 3×3 matrices kij with
non-negative integer values that

∑3
j=1 k1j = p,

∑3
j=1 k2j = q and

∑3
j=1 k3j = r,

a
(
)
ij is a matrix of the vertex coordinates of the �-th triangle, i is the number

of the coordinate and j is the number of the vertex. A
 = det
(
a
(
)
ij

)
, i.e. it is a

6-multiple of the oriented tetrahedron volume and the dimension n = 3.
In the case of the surface moments the formula is basically the same except for

A
 =
∥
∥
∥
(
a
(
)
i2 − a(
)

i1

)
×
(
a
(
)
i3 − a(
)

i1

)∥∥
∥ is twice the oriented area of the triangle.

The surface moments have different scaling normalization, the dimension n = 2
in (9) and in (10).

2 A more correct way would be to rotate the amphora physically in the capturing
device and scan it again in each position. However, this would be extremely costly
and the results would be comparable.
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4 Conclusion

We have proposed and implemented a tensor method for generation of 3D rota-
tion moment invariants of arbitrary orders. We tested this method on invariants
up to the order 16. We constructed 1185 irreducible invariants, a vast major-
ity of them being published for the first time. Our method includes elimination
of linearly dependent invariants, but for now does not contain identification of
polynomial dependencies among the invariants.

Acknowledgments. Thanks to the grant No. P103/11/1552 of the Czech Sci-
ence Foundation for financial support. Thanks to Clepsydra (KΛEΨYΔPA), The
Digitization Center of Cultural Heritage in Xanthi, Greece (http://clepsydra.
ipet.gr) and especially to prof. Christodoulos Chamzas for the models of am-
phoras.
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Abstract. 3D imaging sensors for the acquisition of three dimensional
faces have created, in recent years, a considerable degree of interest for
a number of applications. Structured light camera/projector systems are
often used to overcome the relatively uniform appearance of skin. In this
paper, we propose a 3D acquisition solution with a 3D space-time non-
rigid super-resolution capability, using three calibrated cameras coupled
with a non calibrated projector device, which is particularly suited to 3D
face scanning, i.e. rapid, easily movable and robust to ambient lighting
conditions. The proposed solution is a hybrid stereovision and phase-
shifting approach, using two shifted patterns and a texture image, which
not only takes advantage of the assets of stereovision and structured
light but also overcomes their weaknesses. The super-resolution process
is performed to deal with 3D artifacts and to complete the 3D scanned
view in the presence of small non-rigid deformations as facial expressions.
The experimental results demonstrate the effectiveness of the proposed
approach.

Keywords: Stereovision, Phase-shifting, Space-time, Multi-camera,
Super-resolution, Non-rigid matching, 3D frames.

1 Introduction

Real-time 3D imaging sensors for the acquisition of three dimensional faces have
created, in recent years, a considerable degree of interest for a wide range of
applications, including biometry, facial animation and aesthetic surgery. Struc-
tured light camera/projector systems are often used to overcome the relatively
uniform appearance of skin. These systems require explicit user cooperation and
controlled lighting conditions [1,2]. Depth information is recovered by decod-
ing patterns of a projected structured light which include gray codes, sinusoidal
fringes, etc. Current solutions mostly utilize more than three phase-shifted sinu-
soidal patterns to recover the depth information, thus impacting the acquisition
delay; they further require projector-camera calibration whose accuracy is cru-
cial for phase to depth estimation step; and finally, they also need an unwrapping
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stage which is sensitive to ambient light, especially when the number of patterns
decreases [3]. An alternative to projector-camera systems consists of recover-
ing depth information by stereovision using a multi-camera system as proposed
in [2,4]. A stereo matching step finds correspondence between stereo images
and the 3D information is obtained by optical triangulation [2,5]. However, the
model computed in this way generally is quite sparse. To upsample and denoise
depth images, researchers looked into super-resolution techniques. Kil et al. [9]
applied super-resolution for laser triangulation scanners by regular resampling
from aligned scan points with associated gaussian location uncertainty. Super-
resolution was especially proposed for time-of-flight cameras which have very low
data quality and a very high random noise by solving an energy minimization
problem [10].

In this paper, we propose a 3D acquisition solution with a 3D space-time
and non-rigid super-resolution capability, using three calibrated cameras coupled
with a non calibrated projector device, which is particularly suited to 3D face
scanning, i.e. rapid, easily movable and robust to ambient lighting conditions.
The proposed solution is a hybrid stereovision and phase-shifting approach which
not only takes advantage of the assets of stereovision and structured light but
also overcomes their weaknesses. According to our method, first an automatic
primitives sampling is performed from stereo-matching to provide a 3D facial
sparse model with a fringe-based resolution and a subpixel precision. Second,
an intra-fringe phase estimation densify the 3D sparse model using the two
sinusoidal fringe images and a texture image, independently from the left, middle
and right cameras. The left, middle and right 3D dense models are merged to
produce the final 3D model which constitutes a spatial super-resolution.

Also, we propose to carry out a temporal super-resolution process which con-
siders the facial deformable aspect. The temporal super-resolution corrects the
3D information and completes the 3D scanned view. In contrast to conventional
methods, our method is less affected by the ambient light thanks to the use of
stereo in the first stage of the approach, replacing the phase unwrapping stage.
Also, it does not require a camera-projector off-line calibration which constitutes
a tedious and expensive task. Moreover, our approach is applied only to the re-
gion of interest which decreases the whole processing time. Section (2) details
the primitives sampling to generate the 3D sparse model. In Section(3), we high-
light the spatial super-resolution from the three calibrated cameras. Section(4)
explains how the 3D non-rigid temporal super-resolution is carried out. Section
(5) discusses the experimental results and section (6) concludes the paper.

2 Primitives Sampling for 3D Sparse Model Generation

First, an offline strong stereo calibration computes the intrinsic and extrinsic
parameters of the cameras, estimates the tangential and radial distortion param-
eters, and provides the epipolar geometry as proposed in [8]. In online process,
two π-shifted sinusoid patterns and a third white pattern are projected onto
the face. Three sets of left, middle and right images are captured, undistorted
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and rectified. The proposed model is defined by the system of equations (1). It
constitutes a variant of the mathematic model proposed in [3].

Ip(s, t) = Ib(s, t) + Ia(s, t) · sin(φ(s, t)),
In(s, t) = Ib(s, t) + Ia(s, t) · sin(φ(s, t) + π),
It(s, t) = Ib(s, t) + Ia(s, t).

(1)

At time t , Ip(s, t), In(s, t), It(s, t) constitute the intensity term of the pixel s
on respectively the positive image, the negative one and the texture one. Ib(s, t)
represents the texture information and the lighting effect. φ(s, t) is the local
phase defined at each pixel s. Solving (1), Ib(s, t) is computed as the average
intensity of Ip(s, t) and In(s, t). Ia(s, t) is then computed from the third equation
of the system (1) and φ(s, t) is estimated by equation (2).

φ(s, t) = arcsin
[

Ip(s,t)−In(s,t)
2·It(s,t)−Ip(s,t)−In(s,t)

]
. (2)

Also, we suggest an automatic region-of interest localization to decrease the
whole processing time. The idea is to benefit from the contrast variation and
carry out a spectral analysis to localize the low frequencies on captured images.

(a) Captured image (b) A FFT spectral representation for one epiline.

(c) Segmented image (d) 2D facial region segmented by a FFT spectral analysis.

Fig. 1. Pattern-based face localization
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First, we compute FFT on a sliding window for each epiline which provides for
each pixel a 2D curve of FFT frequency amplitudes. A 3D spectral distribution
is obtained which highlights the facial region for the current epiline as shown in
figure 1.b. We propose to keep only pixels belonging to this highlighted region.
Thus, for each pixel in the epiline, we consider a weighted sum of only the
low-frequency amplitudes and we apply an adequate thresholding to obtain the
region-of-interest as illustrated by figure 1.d.

Finally, the sparse 3D model is generated through a stereovision scenario. It is
formed by the primitives situated on the fringe change-over which is the intersec-
tion of the sinusoidal component of the positive image and the second π-shifted
sinusoidal component of the negative one [5]. Therefore, the primitives localiza-
tion has a sub-pixel precision. Corresponding multi-camera primitives necessarily
have the same Y-coordinate in the rectified images. Thus, stereo matching prob-
lem is resolved in each epiline separately using Dynamic Programming. The 3D
sparse point cloud is then recovered by computing the intersection of optical rays
coming from the pair of matched features. When projecting vertical fringes, the
video projector can be considered as a vertical adjacent sources of light. Such
a consideration provides for each epiline a light source point OPrj situated on
the corresponding epipolar plane. The sparse 3D model is a serie of adjacent
3D vertical curves obtained by the fringes intersection of the positive and the
negative images. Each curve describes the profile of a projected vertical fringe
distorted on the 3D facial surface. We propose to estimate the 3D plane contain-
ing each distorted 3D curve separately. As a result, the light source vertical axis
of the projector is defined as the intersection of all the computed 3D planes. This
estimation can be performed either as an offline or online process unlike conven-
tional phase-shifting approaches where the projector is calibrated on offline and
cannot change its position when scanning the object.

3 3D Multi-camera Spatial Super-Resolution

Here, the idea is to find the 3D coordinates for each pixel situated between two
successive fringes in either left, middle or right camera images to participate
separately on the 3D model elaboration. Therefore, we obtain a 3D point cloud
from each camera set of images. The spatial super-resolution consists of merging
the left, middle and right 3D point clouds. The 3D coordinates of each pixel are
computed using phase-shifting analysis. Conventional phase-shifting techniques
estimates the local phase in [0..2π] for each pixel on the captured image. Local
phases are defined as wrapped phases. Absolute phases are obtained by phase
unwrapping. In the proposed approach, the sparse model lets us retrieve 3D
intra-fringe information from wrapped phases directly. In fact, each point Pi in
the sparse model constitutes a reference point for all pixels situated between Pi

and its next neighbor Pi+1 on the same epiline of the sparse model. For a pixel
Pk situated between Pi(Xi, Yi, Zi) and Pi+1(Xi+1, Yi+1, Zi+1), we compute its
local phase value φk using equation (2). The phase value of Pi is φi = 0 and
the phase value of Pi+1 is φi+1 = π.
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The phase φk which belongs to [0..π] has monotonous variation if [PiPi+1]
constitutes a straight line on the 3D model. When [PiPi+1] represents a curve
on the 3D model, the function φk describes the depth variation inside [PiPi+1].
Therefore, the 3D coordinates (X(φk), Y (φk), Z(φk)) of Pk corresponding to the
pixel point Gk are computed by a geometric reconstruction as shown in figure 2.

Fig. 2. Intra-fringe 3D information retrieval scheme

The 3D intra-fringe coordinates computation is carried out for each epiline i
separately. An epipolar plane is defined for each epiline and contains the optical
centers OL, OM and OR of respectively left, middle and right cameras and all 3D
points situated on the current epiline i. Each 3D point Pk is characterized by its
own phase value φ(Pk). The light ray coming from the light source into the 3D
point Pk intersects the segment [PiPi+1] in a 3D point Ck having the same phase
value φ(Ck) = φ(Pk) as Pk. To localize Ck, we need to find the distance PiCk.
This distance is computed by applying the sine law in the triangle OPrjPiCk as
described in equation (3).

PiCk

sin(θC)
=

OPrjPi

sin(π − (θC + α))
. (3)

The distance OPrjPi and the angle α between (OPrjPi) and (PiPi+1) are known.
Also, the angle θ between (OPrjPi) and (OPrjPi+1) is known. Thus, the angle
θC is defined by equation (4). After localizing Ck, the 3D point Pk is identified
as the intersection between (ORGk) and (OPrjCk).

θC =
π

θ
.φ(Ck). (4)



Multi-camera 3D Scanning with a Non-rigid and Space-Time Depth 225

Conventional super-resolution techniques carry out a registration step between
low-resolution data, a fusion step and a deblurring step. Here, the phase-shifting
analysis provides a registrated left, middle and right point clouds since their 3D
coordinates are computed based on the same 3D sparse point cloud. Also, left,
middle and right point clouds present homogeneous 3D data and need only to
be merged to retrieve the high-resolution 3D point cloud.

4 3D Non-rigid Temporal Super-Resolution

We propose to perform a 3D temporal super-resolution to correct the 3D infor-
mation provided by the spatial super-resolution and to deal with 3D artifacts
caused by either an expression variation, an occlusion or even a facial surface
reflectance. First, our temporal super-resolution approach performs a non-rigid
registration for each couple of successive 3D point sets Mt−1 and Mt at each
moment t. The 3D non-rigid registration problem is formulated as a maximum-
likelihood estimation problem since the deformation between two successive 3D
faces is non rigid in general.

We employ the CPD (Coherent Point Drift) algorithm proposed in [11] to
registrate the 3D point set Mt−1 with the 3D point set Mt. The CPD algorithm
considers the alignment of two point sets Msrc and Mdst as a probability density
estimation problem and fits the GMM (Gaussian Mixture Model) centroids
representing Msrc to the data points of Mdst by maximizing the likelihood as
described in [11]. Nsrc constitutes the number of points of Msrc and Msrc =
{sn|n = 1, ..., Nsrc}. Ndst constitutes the number of points of Mdst and Mdst =
{dn|n = 1, ..., Ndst}. To create the GMM for Msrc, a multi-variate Gaussian is
centered on each point in Msrc. All gaussians share the same isotropic covariance
matrix σ2I, I being a 3X3 identity matrix and σ2 the variance in all directions
[11]. Hence the whole point set Msrc can be considered as a Gaussian Mixture
Model with the density p(d) as defined by equation (5).

p(d) =
Ndst∑

m=1

1
Ndst

p(d|m), d|m ∝ N(sm, σ
2I). (5)

Once registered, the 3D point sets Mt−1 and Mt and also their correponding
2D texture images are used as a low resolution data to create a high resolution
3D point set and its corresponding texture. We apply the 2D super-resolution
technique as proposed in [12] which solves an optimization problem of the form:

minimize Edata(H) + Eregular(H). (6)

The first term Edata(H) measures agreement of the reconstruction H with the
aligned low resolution data. Eregular(H) is a regularization or prior energy term
that guides the optimizer towards plausible reconstructionH . The 3D model Mt
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cannot be represented by only one 2D disparity image since the points situated
on the fringe change-over have sub-pixel precision. Also, the left, middle and
right pixels participate separately in the 3D model since the 3D coordinates of
each pixel is retrieved using only its phase information as described in section
(3). Thus, we propose to create for each camera three 2D maps defined by the
X, Y and Z coordinates of the 3D points. The optimization algorithm and the
deblurring are applied for each camera separately to compute high-resolution
images of X, Y, Z and texture from the low-resolution images. We obtain for
each camera a high-resolution 3D point cloud using high-resolution data of X, Y
and Z. The final high-resolution 3D point cloud is retrieved by merging the left,
middle, and right obtained 3D models which are already registrated since all of
them contain the 3D sparse point cloud.

5 Experimental Results

The stereo system hardware is formed by three network cameras with 30 fps
and a 480x640 pixel resolution and a LCD video projector. The precision of the
reconstruction is estimated using a laser 3D face model scanned by a MINOLTA
VI-300 non-contact 3D digitizer. We perform a point-to-surface variant of the 3D
rigid matching algorithm ICP (Iterative Closest Point) between a 3D face model
provided by our approach and a laser 3D model of the same face. The mean
deviation obtained between them is 0.3146mm. Figure 3 presents the primitives
extracted and the reconstruction steps to create one facial 3D view with neutral
expression from only two cameras. The localization of the face is carried out as
described in [5].

At time t, the left, middle and right cameras provide two 3D facial views
which can present some artifacts as shown in figure 4 especially for the left 3D
view of the second 3D frame shown in 4.e. To deal with these errors, 3D infor-
mation from the first and second 3D frames are merged despite their non-rigid
deformation thanks to the super-resolution approach proposed in section (4). As
shown in figure 5, the non-rigid matching algorithm CPD matchs efficiently the
preceeding 3D frame with the current 3D left view with a mean deviation of
0.0493mm/pixel. Also, the non-rigid matching localizes and clears the artifacts
which represent a high spatial deviation with the preceeding 3D frame.

(a) Left view (b) Right view (c) Sparse model (d) Dense mesh (e) Texture

Fig. 3. Reconstruction steps to create one facial 3D view from two cameras
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(a) Left view 1 (b) Right view 1 (c) Left texture 1 (d) Right texture 1

(e) Left view 2 (f) Right view 2 (g) Left texture 2 (h) Right texture 2

(e) Corrected left
mesh 2

(f) Final complete
mesh 2

(g) Corrected left
texture 2

(h) Final complete
texture 2

Fig. 4. 3D space-time results

Fig. 5. Non-rigid matching result in presence of artifacts
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6 Conclusion and Future Work

This paper proposes a multi-camera 3D face acquisition solution with a 3D
space-time super-resolution capability. The proposed super-resolution scheme
is particularly suited to 3D speaking face with an expression variation between
successive 3D frames. A scanned 3D face model can present some artifacts caused
by either an expression variation, an occlusion or even a facial surface reflectance.
Super-resolution aims to enhance the quality of the face and to complete the 3D
scanned view. The temporal super-resolution fails to correct the 3D face when
two successive 3D models present severe artifacts which can propagate through
the following 3D frames. As a future work, we suggest to consider more 3D
frames through the time axis to enhance the 3D video quality.
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FAR3D under the grant ANR-07-SESU-003.
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Abstract. A new algorithm for the recognition of three-dimensional
objects is proposed in this paper. The algorithm is based on the ren-
dering of several 2D projections of a 3D model, from various positions
of the camera. Similarly to the proposition given in [1], the vertices of
the dodecahedron enclosing the processed model contain the cameras for
this purpose. The obtained projections are stored in bitmaps and the
Point Distance Histogram for the description of the planar shapes ex-
tracted from them is applied. The obtained histograms represent a 3D
model. The experiments performed have confirmed the high efficiency of
the proposed algorithm. It outperformed five other algorithms for the
representation of 3D shapes.

Keywords: 3D model recognition, 3D shape description, Point Distance
Histogram.

1 Introduction and Motivation

Appropriate description of three-dimensional objects is a difficult and challeng-
ing task. An algorithm for this purpose has to be robust to many problems
and deformations of a model. The most important issue is the invariance of the
method to the transformations of an object that may occur. Usually, the affine
transformations, e.g. translation, rotation, scaling, shear are taken into account.
However, in some cases certain more difficult problems have to be taken into con-
sideration. An example is the partial similarity between objects; the occlusion
is the another one. The result of noise and small perturbations in vertices’ lo-
cations is also very challenging. Moreover, some other specific deformations can
be characteristic for particular applications. These also have to be considered.

When dealing with 3D shape representation, recognition or retrieval, some
additional properties of an algorithm can be desirable [2]. The first one is the
compact representation, which would significantly speed up the process of re-
trieval and indexing. This characteristic is especially important in dealing with
large databases of 3D shapes. However, one has to bear in mind the fact that
a representation, which is too compact, may sometimes decrease the efficiency
of the approach. It is a common problem in retrieval regardless of the type
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of processed data. The second desirable property of 3D model representation
algorithms, which is often recalled, is the efficiency in discrimination between
particular classes.

The 3D shape description algorithms can be assigned to four groups [3]:

– geometrical (e.g. Extended Gaussian Image [4], Complex Extended Gaus-
sian Image [5], Light Field Descriptor [1], 3D moments [2], Shape Histograms
[6], 3D SIFT Deescriptor [7], Shape Distributions [8]);

– structural (e.g. Multiresolutional Reeb Graph [9], Weighted Structural His-
togram [10], Skeleton based descriptor [11]);

– symmetrical (e.g. Reflective Symmetry Descriptor [12], Planar-Reflective
Symmetry Transform [13]);

– local (e.g. canonical geometric scale-space analysis [14], Multi-Scale Hierar-
chical 3D Shape Representation [15]).

The experimental comparison of several 3D model representation algorithms,
performed in [3] indicated that good results can be obtained by means of the
Light Field Descriptor [1]. This approach is based on rendering several two-
dimensional projections of an object, from 20 points of view with cameras placed
in vertices of dodecahedron. The obtained projections are stored in bitmaps and
further represented by means of a 2D shape descriptor. Originally, the Fourier
Descriptors were applied for this purpose. However, better results were achieved
when the polar-Fourier transform was applied instead [16]. In this paper a new
approach is proposed. It is based on the application of the Point Distance His-
togram for the representation of the projected planar shapes. The experiments
on 3D shape recognition confirmed that this method is more efficient than pre-
viously applied algorithms.

The remaining part of the paper is organised as follows. Section 2 presents
the proposed method. Section 3 briefly describes approaches applied in the ex-
periment for comparison with the proposed algorithm. Section 4 is devoted to
the presentation of the condition and results of the experiment. Finally, the last
section concludes the paper.

2 Description of the 3D Shape Representation Algorithm
Based on the 2D Point Distance Histogram

The first part of the proposed approach is based on rendering the projection of a
represented 3D model, which results in the creation of two-dimensional shapes.
Similarly to the Light Field Descriptor [1] and Polar-Fourier 3D Shape Descriptor
[16] this operation is performed for 20 positions of the cameras, in the vertices
of dodecahedron enclosing the model. Before the projections are obtained, the
object’s middle point L is calculated:

L = (Lx, Ly, Lz) = (
1
n

n∑

i=1

xi,
1
n

n∑

i=1

yi,
1
n

n∑

i=1

zi), (1)
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where:
(xi, yi, zi) — denotes the co-ordinates of a vertex of an object,
n — is the number of vertices for particular 3D shape.

All vertices are translated in order to place the centroid in the origin of the
co-ordinate system. For a vertex R this procedure can be formulated as follows
(i = 1, 2, . . . , n):

Ri = (xi, yi, zi) = (xi − Lx, yi − Ly, zi − Lz). (2)

Later, the co-ordinates are normalised according to the maximal distance from
the centre of gravity L:

M = max
i
{‖Ri − L‖}, (3)

where: i = 1, 2, . . . , n.
And:

Ri = (
xi

M
,
yi

M
,
zi

M
). (4)

Now, the above-mentioned projections are obtained, giving in result planar
shapes that can be described using the algorithm for the description of two-
dimensional objects. In this paper the Point Distance Histogram [19] was applied
for the contour of a shape. For each of the 20 projected two-dimensional shapes
the same procedure is performed and the final descriptions for those shapes
represents a 3D model. It starts with the calculation of the centroid O of the
planar shape:

O = (Op, Oq) = (
1
s

s∑

i=1

pi,
1
s

s∑

i=1

qi). (5)

where:
s — is the number of points in a contour of a planar shape,
pi, qi — Cartesian coordinates of the i-th point of the projected shape.

The obtained polar coordinates are put into two vectors Θi for angles (in
degrees) and P i for radii:

ρi =
√

(pi −Op)
2 + (qi −Oq)

2
, θi = atan

(
qi −Oq

pi − px

)
. (6)

The resultant values in θi are converted into nearest integers:

θi =
{ 
θi� , if θi − 
θi� < 0.5
�θi� , if θi − 
θi� ≥ 0.5 . (7)

The next step is the rearrangement of the elements in Θi and P i according to
the increasing values in Θi. This way we achieve the vectors Θj , P j . For equal
elements in Θj only the one with the highest corresponding value P j is selected.
That gives a vector with at most 360 elements, one for each integer angle. For
further work only the vector of radii is taken — P k, where k = 1, 2, ...,m and m
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is the number of elements in P k (m ≤ 360). Now, the normalization of elements
in vector P k is performed:

G = max
k
{ρk} , ρk =

ρk

G
, (8)

The elements in P k are assigned to r bins in histogram (ρk to lk):

lk =
{
r, if ρk = 1

rρk� , if ρk �= 1 . (9)

The obtained histograms representing two objects — one for a template and
one for a test object — can be matched together by means of any dissimilarity
measure. In the paper the Euclidean distance was applied. The template object
representing a base class with the smallest dissimilarity measure according to
the test object was indicating the recognized class.

3 Brief Description of the Algorithms Selected for the
Experimental Comparison with the Proposed Approach

This section tackles the presentation of the description algorithms for 3D shapes
used in the experiment along with the method described in the previous section.

The first one — the Extended Gaussian Image (EGI, [4]) is one of the oldest
algorithms used in the description of 3D models. In this method, the points on
the Gaussian sphere are associated with each point on an object’s surface with
the same surface orientation.

The second approach, which has been compared with the proposed algo-
rithm, was the Shape Distribution (SD, [8]). The construction of the description
starts with the selection of a function representing a model. The authors of the
method have proposed five functions, based on the various ways of measuring
the distances between particular points (e.g. centroid, varying number of random
points) on a surface. In this paper the D2 function was applied, which measures
the distance between two random points on a surface. It was the most effective
one from the functions proposed by authors. For this function N samples are
calculated and later a histogram is constructed, containing information about
how many of those samples fall into B bins. From the histogram a piecewise
linear function is derived, with V equally spaced vertices, V ≤ B. The authors
suggested the following values of the mentioned parameters: N = 10242 samples,
B = 1024 bins, and V = 64 vertices.

The Shape Histograms (SH, [6]) was the third descriptor used. It applies the
partitioning of the space, where a 3D object lies. For the surface of an object
the histogram is built using the obtained cells. The authors have proposed three
methods for the decomposition of the space — a shell model, a sector model,
and a spider-web model.

The Light Field Descriptor (LFD, [1]) was the another method selected for the
experiment. In fact its main idea (the rendering of 2D projections of a 3D model)
was the basis for the algorithm described in this paper. The shape descriptions
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for planar objects placed in the obtained projected bitmaps are compared in
order to indicate the similar models. Similarly to the algorithm presented in
the previous section the construction of LFD starts with the translation of the
vertices according to the origin of the Cartesian co-ordinates system and nor-
malization of the co-ordinates according to the maximal one. Later, rendered
planar projections are obtained for twenty various angles. They are stored in
bitmaps and afterwards represented using the Fourier Descriptors. The pictorial
description of the LFD algorithm is provided in Fig. 1.

Fig. 1. The pictorial representation of the main steps in the process of determining the
Light Field Descriptor [17]

The experimental results of the LFD descriptor have confirmed its high ef-
ficiency in the problem of 3D shape recognition [3]. However, as it turned out,
the method can by easily improved, if replaced FD with some other 2D shape
descriptor. In [16] the polar-Fourier transform of the planar boundary was ap-
plied for this purpose. This approach was also selected for comparison with the
proposed algorithm, since it is very similar and effective.

4 Methodology and Results of the Experiment

The methodology of the experiment evaluating the proposed in the paper ap-
proach was similar to the experimental comparison of the four well-known and
popular 3D model representation methods, described in [3]. Later, those methods
were compared in the same way with the new algorithm in [16]. The Princeton
Shape Benchmark [18] was used during tests — 312 objects belonging to 13
different classes (some examples are presented in Fig. 2). The idea of the ex-
periment was simple. The recognition was considered successful if the Euclidean
distance between a test object and a template was the smallest for the same
class. Obviously, both were represented using particular description algorithm.
The precise results of the recognition obtained for investigated approaches are
provided in Table 1. As one can notice, the proposed algorithm outperforms the
other explored 3D model representation techniques. Its average recognition rate
(RR) is higher than 76%. The Polar-Fourier 3D Descriptor was slightly worse
— by 2 per cent. Other explored algorithms obtained the accuracy lower than
70%.
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Fig. 2. Examples of the 3D models used during the experiment, from the Princeton
Shape Benchmark database [18]

Table 1. Experimental results — percentage of the successful identification (recogni-
tion rate) for investigated 3D shape description algorithms

Class no. EGI SH SD LFD P-F 3D Proposed approach

1. 57.75 29.58 78.87 78.87 83.10 88.73
2. 65.71 48.57 57.14 85.71 85.71 88.57
3. 52.63 21.05 84.21 57.89 63.16 68.42
4. 53.13 56.25 34.38 56.25 62.50 68.75
5. 80.00 20.00 30.00 10.00 40.00 50.00
6. 50.00 44.44 72.22 88.89 83.33 88.89
7. 66.67 33.33 50.00 50.00 66.67 66.67
8. 66.67 0.00 0.00 33.33 66.67 33.33
9. 65.12 67.44 27.91 74.42 76.74 74.42
10. 70.00 10.00 60.00 60.00 70.00 50.00
11. 60.61 9.09 54.55 66.67 75.76 72.73
12. 50.00 12.50 12.50 25.00 37.50 50.00
13. 100.00 16.67 50.00 16.67 33.33 33.33

Overall 60.26 36.86 56.09 68.91 74.68 76.28

5 Conclusions

In the paper a new algorithm for representation, identification, recognition and
retrieval of three-dimensional models was proposed. It rests on the idea applied
in the Light Field Descriptor — the rendering of several projections of a 3D
object (for cameras placed in the vertices of dodecahedron enclosing the model).
However, here, the obtained 2D shapes are represented by means of the Point
Distance Histogram, the shape descriptor that combines the polar transform and
the histogram.

The proposed method was experimentally evaluated in the problem of 3D
shape recognition, using the data from the Princeton Shape Benchmark [18]. The
obtained accuracy has indicated that the proposed method works better in the
problem than the other explored approaches. It achieved above 76% recognition
rate, while the second best method — Polar-Fourier 3D Descriptor was worse by
2 per cent. The rest of the investigated algorithms gave the recognition rate below
70%. The Light Field Descriptor obtained 69% accuracy, the Extended Gaussian
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Image — 60%, the Shape Distributions — 56%, and the worst approach, Shape
Histograms — 37%.
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Abstract. A highly accurate solution for the estimation of face poses
over a wide range of 180 degree is presented. The result has been achieved
by modeling the 3D arrangement of 15 facial features and its mapping to
the image plane for different poses. A voting scheme is used to compute
the mapping for a given image in a bottom-up procedure. The voting
is based on a robust classification of the appearance of the sub-parts.
However, equal importance must be ascribed to the extension of the
annotation scheme of the Feret data base, also including the correction
of existing misannotations.

Keywords: face pose estimation, facial feature detection, Feret data
base.

1 Introduction

Face recognition is an important step in the analysis, archiving and retrieval of
TV or movie productions. Since most video productions present stories and news
about people, the automatic detection of faces together with the estimation of
the pose and possibly the identification of the person can give important clues
to the content of a video. Pose estimation is useful in two respects. First, it
might serve as a clue to the scene layout by indicating the relationship between
different people. Secondly, it is usually considered as a preprocessing step for
the identification of an individual. A careful pose estimation can therefore alle-
viate the problem that differences in pose cause stronger numerical differences
in appearance than changes between two individuals [1,16].

Current methods for pose estimation achieve the best results for close to
frontal camera views [6,10]. Many methods also treat pose estimation as a classi-
fication problem and hence require a previous face detection. Model-based meth-
ods often require a previous detailed registration of face parts.

In this paper, we present a method that performs a simultaneous detection,
registration and pose estimation with equally good results over yaw angles in
a broad range of 180 degree. Although the proposed method is based on our
previous work [17], the voting mechanism is completely different. Additional to
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new optimisations and heuristics, the new method uses a 3D constellation of face
parts, whereas the previous method only had a 2D model.

There are also significant differences in the experimental setup. Because of
felt deficiencies in the Feret data base, we reannotated1 a higher number of 15
parts for about 11 000 samples of all poses. This solves the problem of missing
annotations for side views, as well as misannotations for certain angles.

2 Related Work

Face detection and pose estimation is mostly considered as a problem where the
local appearance of a face must be combined with the general geometrical struc-
ture. Therefore, many approaches exist that model the local appearance based
on sets of spatially separated feature descriptors [13,14,17] or wavelets [2,4]. The
local appearance is usually learned from a training set [6,13]. Different tech-
niques exist to superimpose the geometrical layout on the parts, e.g. voting [17],
graphs [2], or active appearance models [3]. Given a proper registration of facial
landmarks, it is even possible to adapt highly detailed geometrical models [5].
Recent developments show a certain revival of embedding techniques [8], where
the face appearance across pose is modeled holistically [16]. However, the ap-
plication of standard methods like e.g. Isomap requires a dense sampling of the
manifold for the interpolations in tangent space to be valid. Often additional in-
formation proves useful in face recognition, such as dynamics [15], symmetry [10],
or large data bases [9,11].

3 Data Set

Our experiments are conducted on the Feret [1], Graz’02 [7] data bases. The Feret
data base contains about 11 000 face images taken under controlled illumination
in front of homogeneous backgrounds. The data base contains samples from 12
poses with yaw angles from the range of +90◦ to −90◦. The original annotation
contains the positions of 4 facial features for a limited range of poses. For our
compositional approach to be applicable, we manually annotated 15 different
facial features for all samples. The rare pose −75◦ is not used. Figure 1 shows
the annotated features for an example. To extend our approach to uncontrolled
scenarios, we train and test our method also on the background set of the Graz’02
data base. This set does not contain any faces, so it allows for the measurement
of false positives. Since the Feret data base only considers yaw angles, the Basel
face model [12] is used to create synthetic images of additional poses.

4 Detection of Facial Features

Our method proceeds in two steps. At first, facial features are detected in an
image. Afterwards, a voting is performed to estimate the pose.
1 The annotation (without the Feret images) is available on request. Please contact

one of the authors.
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Fig. 1. Example for the extended annotation scheme

Fig. 2. Sample image with detected parts highlighted

The feature detection combines a dense SIFT feature extraction with a SVM
classification at each pixel coordinate. Except from using the original SIFT fea-
tures in this paper, the method is similar to our previous work [17].

Both the training as well as the (disjoint) test set contain descriptors from
the annotated coordinates of 100 Feret images per pose, as well as 1520 unique,
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Table 1. Precision and recall [%] for the detection of facial features

Class Precision Recall Class Precision Recall

background 91.52 93.85 left mouth corner 97.46 96.97
left eye 96.19 96.46 right mouth corner 95.76 95.04
right eye 96.75 95.13 left cheek 95.06 96.31
left brow 94.50 94.93 right cheek 94.28 93.83
right brow 93.86 92.69 left ear 96.81 92.91
nose 94.74 96.77 right ear 95.62 93.53
nasal bone 98.39 96.79 chin 96.10 95.18
mouth 93.56 94.59 hair 96.51 94.21

average 94.87 94.87

randomly selected background features from the Graz data base. As Tab. 1
shows, the method achieves a high precision and recall of 95% averaged over
all classes. As Fig. 2 shows, the detections form rather loosely bounded areas in
the image plane.

5 3D Model and Pose Estimation

The pose estimation is based on a voting mechanism that matches a 3D model
to the detections of facial features.

The 3D model consists of the coordinates of the annotated facial features
relative to a reference point. The model is computed by triangulation of the
annotated feature points from different angles. The centre between nasal bone
and chin is chosen as the reference point because it is visible in most samples
and achieves the lowest mean absolute error between model and annotation.
Translation and scale invariance is achieved by normalising the shape of the fea-
ture constellations to the vector from the nasal bone to the chin. Symmetry is
imposed on the model by mirroring annotated feature coordinates. The result-
ing mean absolute error of the coordinates of facial features when transforming
the model according to the annotated pose is 3.2 pixels. In comparison to the
reasonably coarse quantisation of the pose in 11 intervals, this indicates a high
accuracy of the annotated feature coordinates.

The voting is based on the feature detections d1, d2, . . . , dn, where each detec-
tion d = (dx, dy, dl) consists of a coordinate x, y and a label l of the feature class
(e.g. left eye). For a certain feature label dl, a pose φ represented by the yaw,
pitch and roll angles, and the scale s, the R-Table R(d, φ, s) = (rx, ry) returns
the relative screen position rx, ry of the reference point of the model according
to the coordinate transformation given by the pose and scale. The resulting ab-
solute screen position ax = rx + dx, ay = ry + dy is the sum of both coordinates.
To account for noise, a kernel function k(sx, sy, s, R, d) is centered at ax, ay to
smooth the transformed detection over adjacent image coordinates sx, sy and
scales s. By summation in an accumulator A(sx, sy, s, phi) =

∑
d k, the set of

detections give votings for a particular position, pose and scale of a face. It can
be detected by finding the maximum = arg maxsx,sy,s,phiA in the accumulator.
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The (uniform) kernel function introduces a dilatation to allow for certain
spatial displacements. The radius has been estimated experimentally. The kernel
function also interpolates votings along a line between the next smaller and
higher scales. The scales correspond to those of the SIFT descriptors.

6 Experimental Results for the Pose Estimation

Table 2 shows the test results for the estimation of the yaw angle for the Feret
test set (cf. Sec. 4). The Graz data base is not used here. In contrast to the strong
increase of the error rate that is often observed for non-frontal poses (e.g. [6]),
the mean absolute error is almost equally high over all poses in our experiments.
To a certain degree, this might also be a result of using a sufficient number of
non-frontal samples.

Table 2. Per each pose the mean absolute error (MAE) in degree and the recall for
an area around the expected pose is listed

Pose MAE ±0.0◦ ±7.5◦ ±15.0◦ ±22.5◦

−90.0 11.62 32% 68% 83% 90%
−67.5 29.55 0% 8% 24% 45%
−45.0 12.67 21% 49% 71% 94%
−22.5 9.82 18% 62% 93% 96%
−15.0 7.50 23% 86% 96% 96%

0.0 2.78 67% 96% 100% 100%
15.0 7.13 22% 85% 98% 100%
22.5 8.40 31% 69% 93% 99%
45.0 12.52 14% 59% 71% 91%
67.5 31.35 1% 6% 30% 39%
90.0 4.65 68% 86% 94% 96%

With ±67.5◦ 12.42 25% 62% 78% 86%
Overall 8.57 33% 73% 89% 96%

Pose: −67.5◦ −67.5◦ −67.5◦ −67.5◦ −67.5◦ −45.0◦

Fig. 3. Hypothesised labelling error: The left four images from the Feret data base are
labelled as −67.5◦. For comparison two synthetic images based on the Basel face model
are shown for the poses −67.5◦ and −45.0◦. Given that in the −67.5◦ case only one
eye is visible, the synthetic images suggest a pose of −45.0◦ rather than −67.5◦.



242 T. Wiedemeyer, M. Stommel, and O. Herzog

Fig. 4. Detected facial features for a synthetic image

Table 3. Confusion matrix for the pose estimation

Output Annotated Pose [◦]
Pose −90.0 −67.5 −45.0 −22.5 −15.0 0.0 15.0 22.5 45.0 67.5 90.0

−90.0 22 0 0 0 0 0 0 0 0 0 0
−82.5 39 6 0 0 0 0 0 0 0 0 0
−75.0 19 1 0 0 0 0 0 0 0 0 0
−67.5 9 0 0 0 0 0 0 0 0 0 0
−60.0 3 7 5 0 0 0 0 0 0 0 0
−52.5 3 10 12 0 0 0 0 0 0 0 0
−45.0 0 21 23 0 1 0 0 0 0 0 0
−37.5 3 23 31 1 0 0 0 0 0 0 0
−30.0 0 11 12 4 1 0 0 0 0 0 0
−22.5 1 13 14 18 19 0 0 0 0 0 0
−15.0 0 5 2 45 26 1 0 0 0 0 0
−7.5 0 0 0 24 42 19 0 0 0 0 0

0.0 0 0 1 5 9 68 12 2 0 1 0
7.5 0 2 0 3 0 9 43 11 1 0 0

15.0 1 1 0 0 1 3 28 23 7 13 0
22.5 0 0 0 0 1 0 10 29 11 19 0
30.0 0 0 0 0 0 0 5 14 13 12 0
37.5 0 0 0 0 0 0 2 10 16 16 1
45.0 0 0 0 0 0 0 0 9 14 9 0
52.5 0 0 0 0 0 0 0 2 33 21 0
60.0 0 0 0 0 0 0 0 0 5 4 4
67.5 0 0 0 0 0 0 0 0 0 1 5
75.0 0 0 0 0 0 0 0 0 0 1 9
82.5 0 0 0 0 0 0 0 0 0 3 26
90.0 0 0 0 0 0 0 0 0 0 0 55
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However, for yaw angles of ±67.5◦, a drop in recall is visible. Tab. 3 shows a
frequent confusion with the neighboring pose of ±45.0◦. A manual comparison
of the images with annotated ±67.5◦ yaw angle from the Feret-Database to
synthetically generated images using the Basel face model shows that most of
the faces annotated as ±67.5◦ are more likely shown from ±45.0◦ (cf. Fig. 3). A
comparison of the images and ground truth data of other poses from the Feret-
Database shows, that the accuracy of the annotation decreases the stronger faces
are rotated and outliers occur more frequently. Table 2 therefore gives additional
results without testing the angle ±67.5◦.

To test the estimation of all three angles, 10 faces of the Basel face model
are synthesised each for 7 yaw angles from −90◦ −−0◦ and three roll and pitch
angles from the interval ±15◦. The application of the feature detection trained
on the Feret images (cf. Fig. 4) yields a higher proportion of misdetections. With
mean absolute errors of 12.9◦, 6.9◦, and 6.9◦ for yaw, pitch and roll, the results
are therefore slightly inferior to the results on real images.

7 Conclusion

A face detection and pose estimation system is presented that achieves high
recognition rates over a wide range of poses. The method is evaluated using the
Feret and Graz data bases, as well as the Basel face model.

The excellent precision and recall of 95% in the detection of a set of 15 facial
features over 11 poses shows that facial features can be successfully classified
even in the presence of strong visual variations. The training of such numerically
heterogeneous clusters requires annotated data, however.

The high recognition rates on feature level allow for a compositional modelling
and voting of the face pose. The pose estimation yields a mean absolute error of
8.6◦ which is close to the accuracy of the annotation. Decreases of the recognition
rate for certain angles could be traced back to inaccuracies in the annotation of
some Feret samples.
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Abstract. We present a novel strategy to restore outdoor images de-
graded by the atmospheric phenomena such as haze or fog. Since both
the depth map of the scene and the airlight constant are unknown, this
problem is mathematically ill-posed. Firstly, we present a straightfor-
ward approach that is able to estimate accurately the airlight constant
by searching the regions with the highest intensity. Afterwards, based on
a graphical Markov random field (MRF) model, we introduce a robust
optimization framework that is able to transport the local minima over
large neighborhoods while smoothing the transmission map but also pre-
serving the important depth discontinuities of the estimated depth. The
method has been tested extensively for real outdoor images degraded by
haze or fog. The comparative results with the existing state-of-the-art
techniques demonstrate the advantage of our approach.

1 Introduction

The outdoor applications such as video surveillance and intelligent vehicles are in
general more challenging due to the additional issues introduced by the weather
conditions. Atmospheric phenomena such as haze or fog may alter substantially
the scene visibility of outdoor images and videos. A similar issue is typical as well
for underwater and aerial images. Since this effect depends on the depth map
of the considered scene, restoration of such spoilt images represents a difficult
task.

When examining an outdoor scene from an elevated position, features grad-
ually appear to become lighter and fading as they are closer towards the hori-
zon. Only a percentage of the reflected light reaches the observer as a result
of the absorption in the atmosphere. Furthermore, this light gets mixed with
the airlight [1] color vector, and due to the scattering effects the scene color is
shifted.

Early techniques have used additional information such as images [2], approx-
imate depth map of the scene [3] and hardware [4]. Obviously, these techniques
are in general impractical since in most of the cases this extra information is not
available to the common users.

Recently, however, several solutions [5,6,7,8,9,10,11] to restore hazy images
by processing only the degraded input image have been introduced. Because
this problem is highly underconstrained, different assumptions have been made
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in order to estimate as accurate as possible both the transmission and latent
image.

In this paper we present an alternative solution to restore such outdoor de-
graded images. Since both the depth map of the scene but also the airlight con-
stant are unknown, this problem is mathematically ill-posed. Our strategy is first
to provide an accurate estimate of the airlight constant. To achieve this goal, we
describe a straightforward approach that searches the regions with the highest
intensity. Afterwards, based on a graphical Markov random field (MRF) model,
we introduce a robust framework that is able to transport the local minima over
large neighborhoods constrained by smoothing, but also to preserve the impor-
tant depth discontinuities in the transmission map. To speed-up our technique,
this step is implemented effectively by a fast belief propagation scheme.

Graphical models (MRF) have been used as well in several previous ap-
proaches [6,5,9]. The method of Tan [6] aims to locally increase the contrast of
the recovered regions, however the results may present artifacts due to the patch-
based final composition. More related approaches to ours are the recent works
of Fattal [5] and Kratz and Nishino [9]. Different than these approaches that
are considerably more complex, a direct smoothing constraint of the transmis-
sion map estimate is imposed in our optimization process. This step represents
a key insight of our approach since the airlight contribution in general varies
smoothly in such outdoor scenes but also as can be seen in figure 1, smoothing
the transmission map plays a crucial role in recovering the finest details.

The method has been tested extensively for real images of the outdoor scene
degraded by haze. The comparative results with the existing state-of-the-art
techniques demonstrate the utility of our approach.

2 Our Restoration Approach

The captured image of a hazy scene Ih is represented by a linear combination
of direct attenuation D and airlight A contributions:

Ih = D +A = I ∗ t (x) +A∞ ∗ [1− t (x)] (1)

where Ih is the image spolit by haze, I is the scene radiance or haze-free image,
A∞ is the constant airlight color vector and t is the transmission along the cone
of vision. This ill-posed problem requires to recover the unknowns I, A∞ and
t(x) from only a single input image Ih. Practically, our main goal is to estimate
accurate values of the transmission and the airlight constant in order to recover
the degraded image.

First, based on the assumption that the airlight gain increases proportionally
with the optical depth, we develop a straightforward technique to estimate the
airlight constant A∞ that proves robustness even for the most challenging cases
(e.g. non-sky images). Regarding the estimation of transmission map, we have
inspired our approach by the recent dark channel [7] approximation. However,
in order to preserve the discontinuities the technique of He et al. [7] requires an
expensive refinement post processing step (alpha matting) that in many cases
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a. b.

c. d.

Initial image Dark channel Fattal [2008] Kratz & Nishino [2009] Our result

Fig. 1. Comparative results obtained employing estimated transmission maps yielded
by different approaches. From left to right on the first line: input image; transmission
maps of dark channel estimated as in [7]; transmission of Fattal [5]; transmission of
Kratz and Nishino [9] ; our estimated transmission. From left to right on the second
line: close-up regions of (a) dark channel, (b) Fattal [5] , (c) Kratz and Nishino [9],
(d) ours; restoration result obtained by employing the dark channel; restoration result
of Fattal [5]; restoration result of Kratz and Nishino [9]; our restoration result. Please
notice that by simply employing the dark channel, the result will present artifacts along
depth discontinuities.

does not guarantee the convergence to the local minima. To overcome these limi-
tations we introduce an effective framework based on graphical Markov Random
Field (MRF) model that is able to transport the local minima over large neigh-
borhoods while smoothing the initial depth estimate, and also to preserve the
important depth discontinuities of the transmission map.

2.1 Airlight Color (A∞) Estimation

Since there is an important correlation between the optical depth and the
airlight [12,4] the airlight gain A is assumed to increase proportionally with the
optical depth. By analyzing the optical model previously described (equation 1),
it results that two surfaces characterized by different reflectance properties but
located on the same distance from the observer, have similar airlight gains A.
Consequently , since the transmission t(x) is considered to vary smoothly except
for depth discontinuities, the values of A in a small region around a given scene
point will vary in a similar way. As a result, we assume that the constant A∞
can be estimated with good accuracy from those parts of the scene with the
highest airlight gain, commonly represented by the brightest image regions.

These properties of hazy images, have been exploited as well by the previous
approaches in order to estimate the airlight constant A∞. For example, the
method of Tan [6] searches the regions with the highest intensity, assuming that
the captured scene includes the sky and there are no saturated pixels. However,
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since this constraint is not always satisfied, especially when the sky is not present
in the image, in the method of He et al. [7] the airlight is found in the top 0.1%
of the brightest pixels of the dark channel.

Similarly, inspired as well by the technique of Narasimhan and Nayar [2], we
aim to estimate the airlight constant A∞ in the most degraded (hazy) regions.
However, for the non-sky images (e.g. images that do not contain sky regions)
but also for images characterized by additional light sources, we observed that
the pixels with the highest intensity may not correspond to the airlight color.
Therefore, since we suppose that we deal with hazy/foggy images, we consider
that the median value of the top 50% brightest pixels of the hazy blurred image
(we apply a simple Gaussian blur to remove some of the finest texture transitions)
contains the airlight color. However, this value may not have always the highest
desired intensity value. Practically, to obtain the final airlight constant value
A∞, our strategy searchs for the pixels with the highest intensity that have
similar hue value with the median value of the considered region.

2.2 Transmission Estimation

The restoration of such images aims to increase the local contrast that decreases
with the airlight contribution and the scene depth. Practically, the visible con-
trast is the consequence of the luminance difference yielded by the difference
in the amount of the reflected light from two surfaces in their vicinities. This
demonstrates the known fact that the contrast depends by the local variations
but also explains the disparity that allows an observer to perceive separately
objects from the background. Analyzing the optical model equation, since A∞
is constant (the value of A∞ is estimated as was explained in the previous sub-
section) it implies that local contrast can be enhanced only if the transmission
map is relatively smooth except for the depth transitions.

To compute a first estimate of the transmission map we use the recent strategy
of He et al. [7] that computes a rough version of the depth map based on the dark
channel observation. The dark channel (Id−c) is expressed straightforwardly as:

Id−c(x) = min
y∈Ω(x)

[ min
c∈r,g,b

(Ic(y))] = min
y∈Ω(x)

[Ic−min] (2)

where Ic represents a color channel of the hazy image Ih and Ω(x) represents
a patch centered at location x. As discuss afterwards (equation 6), the value of
Ic−min is used to initialize our optimization framework.

Based on the previous formulation, the transmission estimate ti (x) is com-
puted by the following expression:

ti (x) = 1− ω min
y∈Ω(x)

[ min
c∈r,g,b

(
Ic(y)
A∞

)] (3)

where ω = 0.95 and A∞ is the airlight color constant.
Since the estimated transmission , obtained by this simple operation, is not

able to properly preserve the existing depth transition, further refinement is
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Input image Unsharp mask Histogram equalization

Dark Object Schechner et al. [2003] Our result

Fig. 2. Standard contrast enhancement filters such as histogram equalization and un-
sharp mask but also the earlier dark object technique of Chavez [14] are relatively
limited to restore such images. Moreover, compared with the polarized-based tech-
nique of Schechner et al. [15] that employs two images, our technique is able to recover
more effectively the color and finest details.

required. The technique of He et al. [7] also smooths their initial estimate of
transmission map but applying an expensive post processing alpha matting strat-
egy that shown to be highly dependent by tweaking the parameters, and as a
result, it may yield poor results. The technique of He et al. [7] is limited to
properly preserve edges, which is caused mainly by the employed erosion filter
during the stage of computing the dark channel.

After we initiate the value of transmission based on dark channel, the next step
is to smooth this estimate over large neighborhoods while maintaining the abrupt
transmissions. In order to estimate the final accurate transmission (depth) map
we design a graphical Markov random field (MRF) model that is optimized by
an effective belief propagation-based strategy. This approach is inspired by the
work of [13] that demonstrate the utility of belief propagation for several low
level vision tasks such segmentation and inpainting.

The MRF framework is defined as a sum of the data costs and discontinuity
costs. Considering that P is the set of pixels in the input image, and L is a
set of labels that corresponds to estimated transmission. f represents a labeling
that matches a label fp ∈ L to each pixel from the image p ∈ P . This definition
satisfies the assumption that values need to change smoothly everywhere, except
the boundaries between depth discontinuities. As a result, we define the energy
function as following:

E(f) =
∑

(p,q)∈N
V (fp, fq) +

∑

p∈P
Dp(fp) (4)

where V (fp, fq) represents the discontinuity cost and discloses the cost for as-
signing the labels fp and fq to neighboring pixels. Dp(fp) is referred as the data
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costs function and represents the cost of assigning the label fp to pixel p. Finally,
N represents the edges in the four-connected image grid graph. The labeling es-
timation problem that stands for the minimum energy can be expressed as a
maximum a posteriori (MAP) problem.

Since direct computation of marginal probabilities in a MRF framework would
take exponential times (intractable) the optimization of MRF cost functions
is performed in general by approximate solutions such as belief propagation
and graph cuts. Belief propagation represents an efficient way to solve inference
problems formulated as maximizing marginal using the idea of passing local
massages around the nodes through edges. However, standard belief propagation
is relatively slow.

Therefore, we searched for more effective ways to compute the messages. As
a result, similarly as in [13] we employ a common linear model to compute
the discontinuity cost that increases proportionally linear with the difference
between the labels fp and fq up to a specified level:

V (fp, fq) = min(s||fp − fq||, d) (5)

where s represents the rate of the cost increase (default value is s=1) while d is a
constant that indicates when the cost stops to increase (default value is d=20).
This strategy reduces the computation time of a single image from O(k2) to
O(k).

Different than most of existing dehazing strategies, in our approach, based on
previous observations regarding the transmission map, we constrained directly
the smoothness of the depth map. As a result, the data costs function Dp(fp) has
been defined assuming the brightness constancy over initial estimate obtained
by dark channel (equation 3):

Dp(fp) = min(||Ic−min(p)− fp||, τ) (6)

where Ic−min is the min value of the local minimal on the R, G and B channels
and τ represents a truncation value (default tau=120). The factor τ assures the
robustness of the algorithm to brightness violation and to the occlusions. The
labels in this implementation correspond to the transmission values. We defined
the cost of assigning a particular transmission for a pixel that is based on the
difference between the transmission and the observed value. Theoretically, for
this problem we have to consider 256 values (0-255 intensity levels). However, in
practice, observed as well by Kratz and Nishino [9], approximating the range to
only 100 values is generally adequate.

The effective belief propagation employed in our strategy, reduces substan-
tially the processing time needed to optimize the cost function of equation 4.
Each message is a vector of dimension given by the number of possible labels. Our
optimization strategy demonstrated to speed up the standard belief propagation
algorithm technique from O(Nk2T ) to O(Nk), where N represents the number
of image pixels, k represents the number of possible labels and T represents the
number of iterations.
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3 Results and Discussion

Figure 2 shows comparative results with several approaches. Since the haze
degradation effects depend on the distance, standard enhancement filters such as
histogram equalization and unsharp mask are relatively limited to restore such
images. We also considered the well-known dark object technique [14]. Moreover,
our single image restoration technique yields more pleasing results compared
even with the method Schechner et al. [15] that is a polarization-based approach
that employs two images - the worst and the best polarization states among the
existing image versions.

Some more comparative results against the recent single image dehazing tech-
niques are shown in figure 3. Compared with the method of Tan [6] but also with
Tarel and Hautiere [8], we can isolate better the transitions between different

He et al. [2009] Our method

Input image Kratz and Nishino [2009] Our method

Tarel & Hautiere [2009] Our method

Tan [2008] Our methodInput image

Input image

Input image

Fig. 3. Comparative results against the recent single image dehazing techniques
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depth objects. As well the method of Kratz and Nishino [9] is limited to restore
the distant parts of the scene introducing some unpleasing artifacts in those
regions (please observe the skyline part of the pumpkins field).

In general our technique is able to yield more accurate results that existing
techniques being able to recover the original appearance and details as well of the
most distant parts of the scene. However, the main limitation of our technique is
given by the initial dark channel estimate of transmission that may be unreliable
when the airlight has a similar level with the considered scene object.

In future work we would like to extend our framework as well for more complex
scene where the homogeneity of the haze does not hold but also to the problem
of enhancing outdoor videos.
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Abstract. We address the problem of jointly estimating the scene illumi-
nation, the radiometric camera calibration and the reflectance properties
of an object using a set of images from a community photo collection. The
highly ill-posed nature of this problem is circumvented by using appropri-
ate representations of illumination, an empirical model for the nonlinear
function that relates image irradiance with intensity values and additional
assumptions on the surface reflectance properties. Using a 3D model recov-
ered from an unstructured set of images, we estimate the coefficients that
represent the illumination for each image using a frequency framework. For
each image, we also compute the corresponding camera response function.
Additionally, we calculate a simple model for the reflectance properties of
the 3D model. A robust non-linear optimization is proposed exploiting the
high sparsity present in the problem.

Keywords: illumination conditions, reflectance estimation, radiometric
calibration, photo collections.

1 Introduction

Capturing the photometric properties of a scene is a complex process and requires
exhaustive work. A scene captured in a digital image is completely described, in
a photometrical sense, if we are able to represent the objects by an appearance
model, if we estimate the illumination conditions during the acquisition time and
finally if we know the radiometric calibration of the camera. Once the parameters
for the models that describe these processes are estimated, they may be used,
for example, in augmented reality, relighting or realistic rendering applications.
Several issues arise in the formulation and computation of models for object
appearance, lighting and camera radiometric response using only images. The
main obstacle is that intensity values registered by the sensor are the result of
the interaction between surface geometry, object reflectance, scene illumination
and camera properties. In order to estimate one or several of these, it is thus
important to take into account or be robust to the respective other factors.

In this work we aim at estimating the photometric description for a particular
scene using an unstructured and heterogeneous set of images. The use of photo
collections is motivated by the goal of exploiting the richness of appearance
variations present in these repositories. Recent works have shown the potential
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of using large databases in computer vision applications. For example, nowadays
it is possible to create an acceptable 3D geometrical model, using images taken
under completely casual conditions. But estimating the photometric properties
from these datasets is still one of the most difficult conundrums for the experts.

Our problem can be formulated as follows: for a 3D geometry obtained from
a set of M unstructured images and that is composed by J surface elements,
and given the camera’s geometric calibration, we wish to determine the camera
response function (CRF) for every image, along with the image illumination
conditions and the surface reflectance properties for every surface element. We
start from scratch, recovering 3D structure of the scene and the camera pose from
an image collection. The points belonging to the recovered structure are called
surface elements. Depending on the representation, these points are vertices of a
mesh or 3D coordinates of a cloud of points. The 3D reconstruction is done using
publicly available tools [17,5]. To represent the image intensities we model the
scene radiance as the result of a linear combination of the radiometric camera
model, the illumination for each acquisition time and the material reflectance. We
estimate the parameters by grouping the unknowns in two subsets: the camera–
illumination variables (CRF coefficients and spherical harmonic coefficients) and
point variables (albedos). This notation allows us to exploit the high sparsity
present in the problem using a robust estimation algorithm.

2 Related Work

Radiometric Calibration. A common strategy used to estimate the CRF con-
sists on posing specific calibration objects (e.g. color charts) into the scene at
the acquisition time [2,9]. Other methods require multiples images taken under
variable exposure times [3,13]. The main drawback of these algorithms is that
physical access to the scene during the acquisition must be guaranteed. On the
other hand, researchers have proposed approaches exploiting image character-
istics that reflect the non-linearity produced by the camera response function.
For example, [10] and [11] use low level representations such as edges in regions
with constant color to extrapolate the CRF. [14] uses geometric invariants look-
ing for the same goal. Noise present in a simple digital image is used in [18] to
infer the CRF. A common point in most of the methods above mentioned is the
use of a simple, but realistic model for the CRF. In [7], Grossberg and Nayar
proposed an empirical model based on the principal component analysis of real
world CRF’s. The non-linear radiometric response of the camera is composed by
a few coefficients multiplying a precomputed basis. A different camera model is
also introduced in [1]. In this work, authors model the CRF as the product of
a white-balance transform matrix and a polynomial of fifth degree. In this ap-
proach the space of possible CRFs is dramatically large and there is no guarantee
that the estimated CRFs correspond to the real ones. In the work [4], authors
estimate CRFs using a photo collection, but without inferring information about
the illumination or the surface reflectance.
Illumination and reflectance estimation. On the side of illumination estimation,
we found also different approaches. The most common method, known also as
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inverse lighting in the computer graphics community, uses a reflective sphere
inserted in the scene to recover natural illumination [19]. Non invasive methods
have been possible from the formulation of the “signal processing framework”
introduced in [16]. This work has allowed to simplify the integration over the
hemisphere of the BRDF and the light source as the multiplication of some coeffi-
cients in the appropriate space. For the case of Lambertian surfaces, illumination
estimation becomes a simple operation, at least in analytical terms. Other meth-
ods estimate at the same time different unknowns. For example, Luong et al.
[12] use, like our approach, a 3D model to perform radiometric calibration and
illumination estimation. They used a linear model for the CRF’s and required
that several images be taken with the same camera, under controlled conditions.
Their model for the illumination consists of a point light source. However, most
of the time a linear model for the CRF’s is not accurate enough. Haber et al. [8]
have developed an approach to recover reflectance properties and illumination
using a wavelet framework. In this work, authors assume that images extracted
from photo collections can be photometrically corrected by mapping with a tra-
ditional “gamma correction” curve.

3 Image Formation and Estimation Problem

Image irradiance coming from a Lambertian surface under distant illumination,
is a magnitude dependent on the surface orientation and the incoming incident
illumination. In this work we assume that illumination sources are distant and
can be modeled via an environment map. Also, we assume that studied surfaces
are characterized by a Lambertian reflectance with spatially varying albedo. Cast
shadowing and interreflections are ignored (we explain later how to alleviate
this restriction when applying our algorithm to real world cases). Under these
considerations, image irradiance E for a surface element j with albedo ρj and
normal nj under an illumination L is computed by:

E(ρj ,nj , L) = ρj

∫

Ω

L(θi, φj) cos θjdΩ , (1)

where θi and φj are the inclination and azimuth angles respectively of the light
directions, represented in a local coordinate system around the surface normal
nj and Ω denotes the hemisphere of all possible incoming light directions.

Camera Response Function. The mapping between image irradiance and inten-
sity values is determined by the CRF. A simple but efficient model for the CRF
is proposed in [7]. Authors found that CRF’s belonging to real world cameras lie
in a small part of a theoretical function space that can be spanned using a small
basis. This result allows to express the CRF’s in terms of N coefficients. For an
image i, irradiance E is related to image intensities B by a linear combination
of an average CRF h0 and N principal components hn:

B = fi(E) = h0(E) +
N∑

n=1

winhn(E) . (2)
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The basis CRF’s are thus represented as polynomials of degree D: hn(E) =∑D
d=0 cndE

d. Note that according to [7], the hn are expressed relative to nor-
malized brightness and irradiance, such that cn0 = 0 and

∑
cnd = 1 for all

n = 1 · · ·N . The degree of the polynomials was chosen for an adequate rep-
resentation of the curves forming the basis, which was obtained with D = 9.
These polynomials are known; unknown are the coefficients win of their linear
combination (2).

Global Illumination Model. Representing illumination is a key factor to obtain-
ing 3D models from real world images. An approach that has recently gained
importance is to analyze illumination conditions in a frequency framework. We
represent the lighting falling on a surface element by a hemisphere centered in
the normal position, using spherical harmonics. In this context, Ramamoorthi
[15] has shown that for convex Lambertian surfaces, the image irradiance is well
represented by a linear combination of coefficients and an orthonormal basis
set. This basis is composed by the spherical harmonics Ylm(nj) rotated around
the plane defined locally by the surface normal. The indices obey l ≥ 0 and
−l ≤ m ≤ l (there are 2l+ 1 basis functions for a given order l). Equation (1) is
expressed in terms of this basis as a combination of L coefficients as follows:

E(ρj ,nj , Elm) = ρj

L∑

l=0

l∑

m=−l

ElmYlm(nj) . (3)

Given a geometric reconstruction of a 3D surface, the normal nj becomes a
known value and the inverse lighting estimation problem is reduced to the com-
putation of the coefficients Elm that best fit the basis of spherical harmonics
rotated at the point normal. Thus, image irradiance per channel is eventually
parametrized as a function of the material albedo and the illumination spherical
coefficients: E(ρj ,nj , Elm).

Estimation Problem. Having defined a linear representation for the CRF’s and
for the illumination, the intensity value for a surface element j is calculated using
the normal at the point nj and equations (2) and (3). Since we are dealing with
a set of images taken with different illumination conditions but keeping static
surface properties, the image irradiance emitted by a surface element depends on
the lighting and the material reflectance properties. Additionally, each camera
has a different CRF. Therefore, if we denote Bij as the intensity value for a
particular color channel, describing the surface element j and the image i, the
normalized intensity is estimated by:

B̃ij = fi(E(pj ,nj , E
i
lm)) = fi(ρj

L∑

l=0

l∑

m=−l

Ei
lmYlm(nj)) . (4)

To simplify notations we express equation (4) as a vector multiplication, where
the vector Ei is the set of 9 spherical coefficients that describe illumination in
camera i (Ei

lm with L = 2 and −l ≤ m ≤ l) and Yj is the spherical harmonics



Exploiting Image Collections for Recovering Photometric Properties 257

basis expressed in terms of the coordinate plane around the normal in point j.
Combining this vector multiplication with the equation (2), intensity is:

B̃ij,ch = h0(ρj,chET
i,chYj) +

N∑

n=1

win,chhn(ρj,chET
i,chYj) , (5)

where ch is a suffix indicating the color channel to evaluate (red, green, blue).
Let us denote the vector ai =

[
ET

iR ET
iG ET

iB wT
iR wT

iG wT
iB

]T describing illu-
mination and CRF per channel. The vector Ei,ch has dimension O while the vec-
tor wi,ch hasN components. Then, the dimension of ai is 3×O+3×N . The vector
bj of dimension 3 represents the surface material albedo: bj =

[
ρjR ρjG ρjB

]
. We

define our estimation function B(ai,bj) as a function from �3×(O+N+1) → �3.
To estimate the unknowns ai, bj , we minimize the difference between the ob-
served and predicted intensity values. An optimal solution to calculate the un-
knowns requires a full non-linear optimization of the cost function, defined as the
squared difference between the measured intensity and its correspondent estima-
tion. Given a set of J surface elements projected in M images, the optimization
problem is formulated as follows:

min
ai,bj

M∑

i=1

J∑

j=1

(
Bij − vijB̂(ai,bj)

)2

. (6)

The scalars vij are booleans, a value of 1 indicating that surface element j is
visible in image i, otherwise the value being 0. Note that the unknowns can not
be estimated without ambiguity: albedos ρj and lighting coefficients Ei can only
be estimated up to one global scale factor. Additionally, we impose a constraint
on the monotonicity of the estimated CRF’s (plausible CRF’s are monotonic).

In our experiments, we initialized the optimization algorithm using a vector
bj containing the mean values of all observed intensities of surface element j. In
the case of the vector ai, the spherical harmonic coefficients (Ei) are initialized
with ones while the CRF coefficients (wi) correspond to a vector of zeros (the
initial CRF’s are fi = h0). To avoid the problems related with outliers (i.e.
intensity samples not included in the 3D model, cast-shadowing, imperfections
on the camera pose estimation, surface materials with specular reflection prop-
erties, interreflexions, cf. section 3), the least squares minimization presented in
equation (6) is transformed to a robust estimation problem using the Iterative
Reweighted Least Squares (IRLS) algorithm [20].

4 Results

We evaluate the performance of our algorithm in real world conditions using
two databases. Both collections target architectural structures in outdoor envi-
ronments. Images were taken during different periods of the day with natural
illumination and different cameras. For the first database (DB1) we had access
to the scene and the acquisition equipments. This database is composed by 120
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Fig. 1. The 1st column shows some image samples of DB1 used in the reconstruction.
On the 2nd column we present corresponding rendered images using the estimated
CRFs, illumination conditions and albedos. 3rd and 4th column show representations
of the estimated parameters (cf. text).

images used to reconstruct a mesh with 112,504 vertices. We got 10 extra images
containing a color checker board inside the scene, also we took multiple exposure
images for these extra samples, just seconds after the image used for 3D recon-
struction was taken. The second database (DB2) was collected from an internet
repository and 928 images were used to reconstruct a mesh with 80,444 vertices.
In our implementation, we modeled the CRF with 3 coefficients (N = 3) and we
used 9 spherical harmonics coefficients to model the illumination (O = 9). The
number of parameters to estimate is 3× (J +M × (O +N)).

CRF Estimation. To validate our results, we compared the estimated CRF with
the ground truth, obtained by placing a color chart in the scene depicted when
usin DB1. Four column of figure 1 shows our results with the CRF computed
using the HDRShop software [3] and the technique described in [6]. These algo-
rithms present poor estimations due to the difficulty of having perfectly aligned
images when shooting outdoor scenes (shadows, reflections may change rapidly).
CRF estimation using the single image method described in [10] is included. We
also show the CRF obtained with the algorithm presented in [4]. When using
DB2, we compare our estimated CRF with results of algorithms that do not
require physical access to the scene [10,4].
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Fig. 2. At the left, the 3D model rendered with the average of the pixel intensities. At
the right, four sample images of DB2 and the projection of 3D model with estimated
parameter over the original background. Estimated CRF is shown in the third row.

Illumination Estimation. The performance of our technique when estimating the
illumination is evaluated by rendering a synthesized image using the calculated
lighting. We evaluated the root mean square difference (RMS) between the ren-
dered and original images. These values are calculated for intensities scaled be-
tween zero and one. Using DB1 the median RMS difference is 1.2% of the full
pixel intensity while using DB2 is around 1.8%. We performed a cross-validation
test, using one subset of the database and rendering the synthesized images with
the illumination and CRF calculated in a different subset (see figure 1, columns
1-2). For this case the median RMS difference was 7.7% for DB1 and around 23%
for DB2. When using DB2, RMS error increases, since the original images contain
sometimes pedestrians or objects not taken into account in the 3D model. Third
column of figure 1 represents the computed spherical harmonics projected on a
sphere viewed from the same point of view as the original images. An arrow in-
dicates the maximum point, the direction where the illumination is strongest. It
was mentioned in section 3 that albedos and illumination coefficients can only be
estimated up to a global scale factor. This is the case for all three color channels.
Hence, in order to display RGB illumination models and surface colors, we first
have to estimate the ratios of these scales, between color channels. These scales
are calculated by selecting a portion of the sky and projecting its pixels on the
sphere. We found the right scale by fitting the spherical harmonics coefficients to
the color of some manually selected pixels projected on the surface of the sphere.
Images where the presence of a directional light source can be deduced form shad-
ows show a correct estimation of the illumination direction. For cloudy skies, illu-
mination is more uniform (cf. third image) and the maximum is less pronounced.

5 Discussion and Conclusion

We have presented a method to estimate jointly photometric properties for a
scene. The computed CRFs show good performance, similar to state–of–the–art
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methods, with the added value that our method provides illumination and re-
flectance information. Illumination estimation presents a suitable environmental
lighting to render new views for the captured scene. One limitation remains on
the use of Lambertian reflectance. Although this constraint is contoured using
a robust optimization, if we wish to calculate accurately the surface reflectance
properties, a more complete model must be used. In that case, the number of
parameters to compute may increase dramatically because the illumination and
the reflectance interact over all directions of the upper hemisphere centered at
the normal of a surface point. Other frameworks may be explored.
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Abstract. This paper focuses on the use of Human Visual System
(HVS) rules for reducing the complexity of image and video restoration
algorithms. Specifically, a fast HVS based block classification is proposed
for distinguishing image blocks where restoration is necessary from the
ones where it is useless. Some experimental results on standard test im-
ages and video sequences show the capability of the proposed method
in reducing the computing time of de-noising algorithms, preserving the
visual quality of the restored sequences.

Keywords: Human Visual System, Block classification, Complexity Re-
duction, Image and Video Restoration.

1 Introduction

A wide literature has been dedicated to image and video restoration with par-
ticular attention to both quality and computational effort. In particular, the
latter is fundamental for real time applications and for codecs transportability
on common devices. Even though the more recent literature has taken a great
advantage of using Human Visual System (HVS) mechanisms for improving cod-
ing performance [1,2], for guiding image enhancement [3,4] or for detecting image
anomalies [5], to the best of authors knowledge, the benefit from using HVS rules
in restoration schemes for computational purposes has not yet been investigated.

This paper aims at presenting a fast HVS-based blocks classification to be
embedded into any de-noising algorithm in order to reduce its computing time.
It is related to the Structural SIMilarity index (SSIM) [6], that is used for eval-
uating the visual difference between two images. The proposed classification
actually aims at distinguishing between: i) blocks where both noise and motion
are perceived, ii) blocks where noise is perceptible while motion is not and iii)
blocks where human eye is insensitive to both noise and motion. The goal is to
adapt the restoration process to each block, according to its visible content. In
particular, de-noising is inhibited if noise is imperceptible, while motion vector
is not estimated if motion is not perceived. The computational gain depends
on the processed frames and the selected restoration scheme. The larger the
number of blocks where operations are inhibited and the more negligible the
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additional computational effort of classification, the higher the computational
saving. Therefore, the latter is convenient whenever motion estimation and/or
de-noising are time consuming. First results in case of moderate noise show that
the computational cost of restoration can be reduced of about 50% on average,
without compromising the visual quality of the restored images.

The paper is organized as follows. Blocks classification is presented in Section
2 while some evaluations about its computing time are contained in Section 3.
Finally, some experimental results on standard test images and video sequences
along with concluding remarks are the topic of Section 4.

Fig. 1. 256×256×8 bits Cameraman image: original (left) and noisy (right) corrupted
by Gaussian noise N(0, σ2) with σ2 = 225

2 Block Classification

Let us start with a typical example of image corrupted by additive Gaussian
noise, as shown in Fig. 1. Although noise spreads over the whole image, it is
clearly visible on flat regions (e.g. on the sky) and in correspondence to the
object contours (e.g. on the man shoulder), while it is not perceived on the grass
since it is masked by grass texture. It is obvious that masking occurs whenever
noise amplitude does not exceed image components. For that reason, additive
and signal independent noise with moderate variance will be considered in the
sequel. On the other hand, motion of a scene is perceived if some objects of the
scene move, i.e. if their contours (edges) change their location from one frame
to another one. Bearing in mind these observations, frame (or image) blocks
can be classified as follows: i) flat block — only noise is perceived, then only
de-noising is required; ii) textured block — both noise and motion are not
perceptible, then any operation is necessary; iii) edge block — both noise and
motion are perceived, then both de-noising and motion estimation are required.
Representative examples are shown in Fig. 2.

The literature offers a large variety of image blocks classification methods
[7,8,9] that are able to distinguish between flat, textured and edge blocks. How-
ever, they often involve expensive data transformations as well as sophisticated
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statistical models that are too computationally demanding for our task. On the
other hand, some recent neurological studies [10,11] have shown that human ob-
servation process is mainly guided by first and second order statistical moments.
It turns out that a visual perception-based classification procedure can be suc-
cessfully derived from a proper combination of image local mean and variance.

The Structural SIMilarity index [6] (SSIM) is a perception based reference
measure that compares the original image with its corrupted copy using corre-
sponding local means and variances. In particular, if I and J are corresponding
blocks of two images to be compared, then their visual similarity index is

SSIM(I, J) =
2μIμJ + C1

μ2
I + μ2

J + C1︸ ︷︷ ︸
luminance adaptation

2σIσJ + C2

σ2
I + σ2

J + C2︸ ︷︷ ︸
contrast masking

σIJ + C3

σIσJ + C3︸ ︷︷ ︸
spatial correlation

, (1)

where μI , μJ , σI and σJ respectively are the sample means and standard devia-
tions of I and J , σIJ is the sample covariance between I and J and C1,C2 and
C3 are numerical stabilizing constants such that 0 ≤ SSIM(I, J) ≤ 1. The first
two terms of SSIM give the difference in terms of luminance mean and variance,
while the third one measures the structural difference in terms of blocks covari-
ance. The larger SSIM value, the more similar the visual appearance of the two
blocks. For example, noise masking effect in textured regions gives a large SSIM
value (0.9583) in the bottom-right part (white rectangle) of the images in Fig.
3. On the contrary, SSIM is small (0.2829) in correspondence to the sky (flat
region in the black rectangle), since noise is more visible.

Fig. 2. Flat, edge and textured blocks: original (top), noisy (bottom)

Two tests are then required for block classification: the first one checks the
flatness of the block, i.e. if its noisy version is visually similar to pure noise; the
second one evaluates the visual homogeneity of the block — if block luminance
content is not stationary, with high probability it contains edges.

First test. It evaluates the visual similarity between the noisy block B and a
noisy flat blockBν = μB+ν, having the same noise ν and average μB ofB. In this
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case, the first term of SSIM(B,Bν) is equal to 1 and the empirical covariance
σB Bν is σ2, then SSIM comes from a comparison between the variance σ2

B of B
and noise variance σ2. This is an intuitive way of checking block flatness — see
for example [8], where the energy of the noisy block turns out to be its sample
variance. However, troublesome choices of appropriate energy thresholds can be
avoided using the χ2 statistical test: it tests whether the variance of B is σ2,
under the assumption that B is normally distributed. Therefore,

if
N∑

i=1

(B(i)− μB)2/σ2 < Zχ2
N−1,1−α

, then the block is flat, (2)

where N is the block size, Z = F−1
χ2

N−1
(1−α), with F the cumulative distribution

function of a chi-square with N − 1 degrees of freedom, while α is the level of
the test. α gives the confidence in properly classifying B with probability 1−α,
when the block is really flat. If the block is not flat (e.g. textures) the test can
fail and its effectiveness is directly evaluated on the restoration results and the
required computing time.

Second test. The second test aims at establishing if a not flat block is visually
homogeneous. Therefore, a partition {bi}i=1,...,k of B into k distinct sub-blocks
and a straightforward generalization of SSIM to more than two blocks are re-
quired. If the k sub-blocks are visually similar, then B contains a texture. Other-
wise, at least one sub-block is visually different from the others and B contains
edges with high probability. Specifically, if bis are visually similar, then there
exists a positive constant T : 0 ≤ T < 1 such that

2
∑

i<j μbiμbj

(k − 1)(μ2
b1

+ · · ·+ μ2
bk

)
2
∑

i<j σbiσbj

(k − 1)(σ2
b1

+ · · ·+ σ2
bk

)
> T. (3)

The closer T to 1, the more similar bis. Eq. (3) involves just the first two terms
of SSIM. Spatial correlation is expensive and not really useful in this case, since
similar sub-blocks are not required to have exact spatial correspondences. More-
over, for normally distributed luminance values, as it often happens for textures,
the comparison of the first two sample moments is a good distribution similarity
index. The choice of a threshold T close to 1 should prevent us against misclas-
sification of edge blocks as textured blocks. The opposite would be less serious
for the final quality of the restored image.

3 Computational Cost

In this section, a, m, d and c respectively denote additions, multiplications,
divisions and comparisons. N is the total number of pixels in the block B, k is
the number of sub-blocks {bi}, n = N/k is the number of pixels in each bi, μi

is the luminance mean of bi and σ2
B = 1

N−1

(∑k
i=1(

∑n
j=1 b

2
i,j)−Nμ2

B

)
is the
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Fig. 3. 40th frame of Flower sequence: black and white rectangles respectively include
flat and textured regions (left); noisy frame with additive Gaussian noise with variance
σ2 = 225 (middle); point-wise SSIM index between original and noisy frame (right).

variance of B. The flatness test in eq. (2) requires 2N − 1a, k+2d, N +3m and
1c. In fact, by rewriting eq. (2) as follows

(N − 1)σ2
B

σ2
=
N − 1
σ2

⎛

⎝
k∑

i=1

(
n∑

j=1

b2i,j)−N
(∑k

i=1 μi

k

)2
⎞
⎠ < Zχ2

N−1,1−α
,

k(2n− 2)a, kd and knm are necessary for the computation of μi and
∑n

j=1 b
2
i,j ,

while 2k − 1a, 2d, 3m and 1c are for the left hand side of previous inequality.
The visual homogeneity test in eq. (3) requires (k2 + 2k − 4)a, (k2 + 5)m,

k+1d, 1c and k sqr, where sqr is the square root. In fact, only kd, km, ka and
k sqr are necessary for the evaluation of σi, σ2

i and μ2
i , since

∑n
j=1 b

2
i,j and μi

have already been computed in the previous step. Finally, if 16 operations are
assigned to the square root computation, according to Bakhshali algorithm [12],
the whole classification requires

3 +
2k2 + 20k + 8

N
operations per pixel (opp). (4)

Let us now consider the gain G in terms of computational cost whenever the
proposed classification is embedded in an image or video de-noising scheme. The
computational effort of the restoration technique alone is (Cden + CME)Ntot,
where Cden and CME respectively are the computing time for de-noising and
motion estimation in a single block, while Ntot is the number of blocks contained
in the video sequence to be processed. The proposed classification splits Ntot

into Nflat + Ntextured + Nedge, respectively the number of flat, textures and
edge blocks of the whole video sequence. Hence, the complexity of the HVS
based classification embedded in a restoration framework is CdenNflat +(Cden +
CME)Nedge + CclassificationNtot, where Cclassification is defined in eq. (4). The
computational gain is then G = (Cden+CME)Ntot

CdenNflat+(Cden+CME)Nedge+CclassificationNtot
.

It turns out that if Cclassification is negligible with respect to (Cden + CME)
and the number of edge blocks is not predominant in the video sequence, the
gain in computing time is not negligible at all.



266 V. Bruni, D. De Canditiis, and D. Vitulano

4 Experimental Results and Concluding Remarks

The proposed HVS-based blocks classification has been tested on a large data set
of images. In all tests 16× 16 blocks (N = 256) and 8× 8 sub-blocks (k = 4, n =
64) have been adopted while α = .1 and T = .95 have been set in eqs. (2) and
(3). For the same set of parameters, the proposed classification requires 3.4688
operations per pixel. Some results are shown in Fig. 4, where images having a
different amount of flat, textured and edge information have been considered.
As also Cameraman SSIM matrix shows, image blocks are properly classified
according to both block content and amount of noise. In particular, the lower
regions in FlowerGarden sequence are correctly classified as textures; the same
happens for the grass in Cameraman image and for the sea in Coastguard. On
the contrary, in Tennis sequence the flat table is separated from the wall, whose
texture hides moderate noise. Finally, the cameraman contour and tripod are
correctly recognized as edge regions in Cameraman image as well as the arm
and the ball in Tennis sequence. It is worth observing that as the noise level
increases, the number of flat blocks increases while the number of edge blocks
diminishes since the masking effect is less evident — see Table 1. In fact, noise
becomes predominant with respect to image content so that it becomes more
visible than the actual image information.

Fig. 4. Top) Cameraman (σ = 15) image, its classification map and SSIM matrix.
Central) Noisy FlowerGarden (σ = 15), Tennis (σ = 10) and Coastguard (σ = 15)
frames. Bottom) Their HVS-based classification maps — flat, textured and edge
blocks respectively are white, black and light gray.
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Table 1. Number of blocks in each class for different videos and noise variances

No. of Noisy Video sequence
blocks Flower Flower Flower Coast Coast Tennis Tennis Foreman Foreman

(σ = 5) (σ = 15) (σ = 30) (σ = 10) (σ = 15) (σ = 10) (σ = 20) (σ = 5) (σ = 15)

Nflat 374 1191 2147 1199 5556 2420 12862 5428 19597

Nedge 14209 12422 9994 58012 49301 15626 12746 78235 53933

Ntextured 5217 6187 7659 59193 63547 31124 23562 34741 44874

Ntot 19800 19800 19800 118404 118404 49170 49170 118404 118404

Table 2. SNR, SSIM and gain in computing time for three video sequences using
FA+BMA [13] with and without HVS-based classification

Video sequence Noisy Without cl. With cl. comp. gain
(σ = 15) SNR SSIM SNR SSIM SNR SSIM

Foreman (150 fr.) 21.07 0.6503 23.38 0.7250 24.34 0.7881 2.16

Coastguard (300 fr.) 19.37 0.7160 21.00 0.7689 21.22 0.7809 2.36

Flower (61 fr.) 20.06 0.8064 21.01 0.8431 21.23 0.8875 1.50

Table 2 shows the computational gain that has been reached by embedding the
proposed block classification into a simple frame averaging (FA) video de-noiser
combined with block matching algorithm (BMA) for motion estimation [13]. In
case of moderate noise variance, the more textured the video sequence (large
Ntextured), the higher the computational gain. Moreover, the presence of a small
number of edge blocks strongly reduces the computational effort of the restored
framework whenever motion estimation is computationally demanding in terms
of number of operations per pixel, as it is the case of BMA. It is worth stressing
that the inclusion of HVS based classification in the restoration algorithm does
not compromise the visual quality of the restored images. On the contrary, it
sometimes allows to slightly improve it, as SNR (Signal to Noise Ratio) and
SSIM values in the last two columns of Table 2 show. In fact, destructive de-
noising operations in correspondence to textured regions are avoided, reducing
over-smoothing whenever noise is not visually annoying as well as misalignments
due to wrong motion estimation — see, for example, the right side of the tree
trunk in Fig. 5. It is also worth stressing that blocking artifacts can occur in case

Fig. 5. From left to right) 20th noisy frame of FlowerGarden (σ = 15) and its
denoised copy using FA without and with HVS-based block classification
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of high levels of noise. These artifacts can be reduced working with overlapping
blocks in the denoising procedure.

Future research will be oriented to refining the proposed block classification
by introducing more complex rules of human vision as well as to investigate
about the possibility of a further reduction of its computational effort.
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Abstract. This paper proves that the Jensen-Shannon Divergence (JSD)
is a good information theory measure of the visibility cost of a degraded
region in a pictorial scene. Hence, it can be combined with Michelson
contrast for building a visual rate-distortion curve. The latter allows
to optimize parameters of restoration algorithms. Some results on both
synthetic and real data show the potential of the proposed approach.

Keywords: Visual Rate-Distortion, Jensen-Shannon Divergence, Hu-
man Perception, Visual Contrast, Image Restoration, Occam Razor.

1 Introduction

In the last years, an increasing research effort has been devoted to models and tech-
niques based on Human Perception (HP). Within image processing field, it seems
that HP allows to easily optimize systems designed for acquisition, compression,
restoration etc. [1]. The optimization of parameters in a given framework is not
a novel topic in image processing. For example, the Occam razor (”the simplest
explanation is most likely the correct one”) offers a simple and straightforward
solution in different optimization problems searching for optimal parameters as
trade-off between rate and distortion. In its original version [2], it was successfully
applied to estimate the amount of noise in corrupted images in order to properly
set the parameters of the successive de-noising procedure. Unfortunately, it is not
always possible to directly measure the strength of any kind of distortion by means
of simple and significant parameters. Notwithstanding, HP seems to offer the pos-
sibility of extending Occam Razor since it measures the distortion perceived by
human observers. In fact, in a visibility context, the ”strength” of image degrada-
tion i.e., the distortion in the rate-distortion curve, can be easily evaluated using
various contrast measures (Weber, Michelson etc. [1]). On the contrary, a mea-
sure that is able to really quantify visual information in terms of compressed size
(bits per pixel — bpp) still misses. As a matter of fact, there have been various
attempts in the literature for describing a visual scene using information theory
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language. Some examples concerning the combination of contrast and entropy-
based measures for compression purposes can be found in [3,4,5], where optimiza-
tion of bit allocation, quantization masking and bit saving in video transmission
via a fovea-based model are dealt with. More general approaches ’for capturing’
real world visive structures as well as for visual quality assessment have also been
proposed in [6,7,8,9,10,11,12]. A greater attention has been recently devoted to
the very tiny class of natural images [10,13]. These latter are believed to contain a
particular kind of information that drove the evolution of Human Visual System
(HVS) [14]. Hence, understanding of natural images statistics and features should
be equivalent to better characterize HVS. However, a deep and useful knowledge
about how to measure visual information in terms of bits per pixel seems to lack
yet [10]. In particular, there is still not a complete agreement on the best value of
the just noticeable detection threshold [1,15] that is able to agree with the complex
mechanisms guiding human eye in the observation process.

The goal of this paper is to provide the visual cost of a localized distortion in
terms of the number of bits per sample. This can be achieved by exploiting the for-
mal link between the visual information tied to a distortion in a natural image and
its information theory content, in terms of Jensen-Shannon divergence.This visual
ratemeasure, combinedwith the visual contrast, is then useful for implementing an
Occam razor based strategy for parameters optimization in restoration algorithms.
It will be proved that the Jensen-Shannon divergence can be written in terms of
the intersection between the supports of the distributions of the two involved kinds
of information: the original and the distorted one. The knowledge of the amount
of common information can be then exploited during the restoration process for
tuning some of its variables or for automatically define the stopping criterion, in
case of iterative algorithms. In this way, it is not necessary to use empirical thresh-
olds for the visual contrast of the restored image. Experimental results show the
efficacy of the proposed approach on both synthetic and real examples.

2 Visual Rate-Distortion Curve

In order to build a visual rate-distortion curve, it is necessary to first define a
suitable rate measure that is able to quantify the visual information in terms
of bits per pixel, and then to define a simple measure for the allowed loss of
information (distortion). With regard to the rate, a relative measure is necessary.
In fact, human eye works as a differential operator: it is able to detect degradation
just because it is different from the surrounding information. This is the reason
why the Jensen-Shannon divergence is more appropriate than classical entropy.
As distortion measure, the significance of the visual contrast of the degraded
area with respect to the one of the surrounding information will be considered.

Visual Rate. Let I be an image depicting a real-world scene and I ∼ p, where
p is its probability density function (pdf). If I is subjected to a given distortion
T (x) in a subset Ω of its domain, we can denote with O = T [I(Ω)] the corre-
sponding distorted image and with q its pdf, i.e. O ∼ q. We can also denote with
B, the eventual not distorted region of I, then B ∼ p. It is well known that, if



Optimal Image Restoration Using HVS-Based Rate-Distortion Curves 271

h(X) is the differential entropy of the random variable X , for a linear distortion
it holds h(X+β) = h(X) and h(αX) = h(X)+log(|α|). Then, a luminance
shift β of I leaves its entropy h(I) unchanged, while a rescaling α increases or
decreases it according to α absolute value. Unfortunately, a luminance shift, i.e.
T (x) = x + β cannot be negligible from HVS point of view. It turns out that
classical entropy is not able to describe human perception and then it is not
a good measure for the visual cost of image degradation. On the contrary, the
Jensen-Shannon divergence [16,17] is more proper for this task. It measures the
distance between two pdfs p and q, i.e.

DJS(p, q) =
1
2
(DKL(p||m) +DKL(q||m)) = −h(p) + h(q)

2
+ h(m), (1)

where DKL(p||q) =
∫ −∞
−∞ p(x) log(p(x)

q(x) )dx is Kullback-Leibler divergence [18] of
two random variables X and Y with distributions p and q, m = p+q

2 ,

h(m) = 1− 1
2

(∫

Sp∪Sq

(p(x) + q(x)) log(p(x) + q(x))dx

)

, (2)

while Sp and Sq respectively are p and q supports. DJS is then a relative measure
that agrees with human perception. In particular, it can be proved that the DJS

between original and distorted images depends on the intersection between their
pdfs supports.

Proposition. If B ∼ p, O = T [I(Ω)] ∼ q, where T (x) is the distortion operator,
S = Sp ∩ Sq with Sp and Sq respectively the supports of p and q, then

DJS(p, q) ≈
{

1 S = ∅
1− p+q

2 |S| S �= ∅, (3)

where |S| is the length of S, while p and q are proper p and q values in S.
The proof is in Appendix. DJS is the additional ”visual” cost that is required

for interpreting degradation within the original scene. In fact, it explicitly de-
pends on the intersection between competing objects i.e., on how much informa-
tion the original and degraded/restored image share in the degraded area. The
more the common information, the smaller the DJS value, the more visually
similar the compared images and the closer their compressed size.

Visual Contrast Ratio. A degraded area cannot be perceived in a given con-
text if its content is similar to the surrounding information. This means that, by
denoting with CR the visual contrast ratio between the degraded area and its
surrounding information i.e.,

CR =
Cq

Cp
, (4)

where Cq = |Sq|
2 Sq

and Cp = |Sp|
2 Sp

are the Michelson contrasts [1] of the degraded

and not degraded region respectively, while Sp and Sq indicate the mid-points
of p and q, it holds

|CR − 1| ≤ ε, (5)
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where ε is a suitable threshold. ε is related to the global visual quality of the
degraded/restored image and it gives the greatest amount of distortion that is
allowed for a given degradation to be not visible. It can then represent the allowed
visual loss to use in the definition of the visual rate distortion curve according
to the Occam razor. For a given distortion and restoration algorithm, the CR

versusDJS curve can be built by increasing the allowed loss ε. Similarly to [2], the
point where the second derivative of the curve attains its maximum represents
the optimal point of the curve, i.e. the point that gives the amount of distortion
that is allowed to the analysed image — the one that is not perceived in the
image. For example, using a linear image adjustment algorithm [19] for enhancing
the visual quality of poorly contrasted images, the CR −DJS curve in Fig. 1 is
achieved, where the loss ε corresponds to the dilation of the histogram of the
output image (if ε = 0, the support of the output histogram corresponds to the
one of the original clean image, otherwise it is smaller). As it can be observed, the
maximum of the second derivative gives the value of CR for a restored image that
is visually similar to the original one — the visual similarity has been measured
by means of the Structural Similarity Index (SSIM) [8]. On the other hand, if
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Fig. 1. Top: Original, low contrasted (SSIM = 0.8729) and enhanced image (SSIM
= 0.9875) (original and distorted images are from TID2008 database [22]). Middle:
DJS versus CR curve that has been built using a conventional linear image adjustment
algorithm (left) and its 2nd derivative (right). The maximum of the 2nd derivative
corresponds to the enhanced image. Bottom: DJS versus SSIM curve (left) and its
2nd derivative (right). The maximum of the 2nd derivative corresponds to the one of
the CR − DJS curve.
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SSIM is used instead of CR, the same restored image is selected. It turns out that
two simple measures (CR and DJS) that only depend on the pdfs of involved
images can be used for getting information about the optimal parameters of a
restoration framework instead of sophisticated but computationally expensive
visual distortion measures.

It is worth noticing that CR and DJS depend in a different way on the pdfs of
the involved images: CR depends on their supports and midpoints (respectively
Sp, Sq, Sp, Sq), while DJS only depends on the information within their inter-
section S. It turns out that S is the additional information that can be derived
from the visual rate distortion curve to be used in the assessment of restoration
methods.

The computation of both CR and DJS requires the knowledge of the original
and degraded pdf. It is not always possible in real applications, especially in
the presence of global distortions like noise or poor contrast. On the contrary,
this result is useful in the restoration of localized degradation, i.e. whenever the
latter involves just a small part of the whole scene. In this case, the information
surrounding the degradation preserves the features of the original pdf and then
CR and DJS can be still directly evaluated on the degraded image, as it is
shown in the experimental results, along with the maximum point of the second
derivative of the corresponding rate-distortion curve. Taking into account the
relation in eq. (3), this point gives information about the amount of information
the two pdfs are required to share in order to be not seen as different objects of
the scene. This represents an ”a priori” information about the final restoration
result that can be used to automatically set restoration parameters or to fix the
stopping criterion in iterative methods.

3 Experimental Results and Conclusions

Fig. 2 shows two semi-transparent blotches on archived photographs. They are
common local defects whose main characteristic is the semi-transparency: they
do not completely hide original image content in the degraded area. In this case,
affine restoration models are used in order to preserve the original image content.
In the sequel we will consider two restoration algorithms: the additive multiplica-
tive model in [20] and the HVS-based restoration method in [21]. They suppose
the same degradation model but, while the former uses global affine parameters,
the latter makes use of point-wise affine parameters that need an iterative re-
finement strategy to be optimally tuned. We will show that if the latter is used
for constructing the rate-distortion curve, as described in the previous section,
the optimal point of the curve provides the iteration where the iterative algo-
rithm reaches a high visual quality results as well as an a priori information
that could be eventually used in the estimation of the global affine parameters
in the first algorithm. For the isolated blotch in Fig. 2.left the optimal point of
the rate-distortion curve corresponds to DJS ≈ 0.1540 and CR = 1.0668, while
the initial values were DJS ≈ 0.2886 and CR = 1.2538. On the contrary, for
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Fig. 2. Top: Isolated (left) and Church (right) images. Second row: Recovered im-
ages using the restoration algorithms in [21] (left) and [20] (right). Third row: Rate-
distortion curves obtained using the algorithm in [21]. Bottom: The corresponding
curvature whose optimal value realizes the maximum.

the blotch in Church image (Fig. 2.right), it corresponds to DJS ≈ 0.0954 and
CR = 1.0577, while the initial values were DJS ≈ 0.1112 and CR = 0.9904. The
inversion of DJS allows us to derive the amount of the common information
|S| between the restored and clean information that is enough for masking the
presence of degradation. In particular, |S| = 29 for the image in Fig. 2.left and
|S| = 108 for the image in Fig. 2.right, while their initial values respectively
were |S| = 23 and |S| = 99. The estimated value for |S| is then used for setting
the affine parameters in the additive/multiplicative restoration model in [20].
A visual inspection by ten observers having experience with image restoration
confirms that the degradation is really invisible in the restored images.

These preliminary results show that the Jensen-Shannon divergence combined
with visual contrast measures is able to provide the cost in bits of human eye tol-
erance to a given distortion in a given context. Moreover, it offers an alternative
way to adaptively select the just noticeable detection thresholds for the image
under study. Future research will be oriented to deeper investigations about the
potential use of a perception-based Jensen-Shannon divergence for image quality
assessment.
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4 Appendix

Proof of Proposition. If p and q are two p.d.f with supports Sp and Sq and
S = Sp ∩ Sq, the integral in eq. (2) can be split as follows:

∫

Sp−S

p(x) log(p(x))dx +
∫

S

(p(x) + q(x)) log(p(x) + q(x))dx+

+
∫

Sq−S

q(x) log(q(x))dx.

Summing and subtracting
∫

S
(p(x) log(p(x)) + q(x) log(q(x)))dx, we have:

−h(p)− h(q) +
∫

S

p(x)[log(p(x) + q(x)) − log(p(x))]dx+

+
∫

S

q(x)[log(p(x) + q(x)) − log(q(x))]dx.

Since 0 ≤ p(x) ≤ 1 and 0 ≤ q(x) ≤ 1 ∀x, the first order Taylor expansion of the
log function around p(x) (in the first integral) and around q(x) (in the second
integral) combined with eq. (1) gives

DJS(p, q) � 1− 1
2

∫

S

(q(x) + p(x))dx. (6)

Let the couples of points (P1, P2) and (Q1, Q2) respectively be the extremes of
Sp and Sq. Sp and Sq can be such that: i) S = Sp ∩ Sq = ∅, i.e. Q2 < P1

or Q1 > P2; ii) S �= ∅ with S ⊂ Sp and S ⊂ Sq, i.e. Q1 < P1 ≤ Q2 < P2

or P1 < Q1 ≤ P2 < Q2; iii) S = Sp or S = Sq, i.e. Q1 ≤ P1 < P2 ≤ Q2

or P1 < Q1 < Q2 < P2. If S is empty, then DJS = 1 (case i)). Otherwise, if
P1 ≤ Q2 (case ii)), then the mean value theorem in eq. (2) gives

DJS = 1− (q + p)
|S|
2
, (7)

where q = q(x1), p = p(x2) and x1, x2 : P1 ≤ x1, x2 ≤ Q2. Using the same
arguments for case iii) there exists x1 : P1 ≤ x1 ≤ P2 such that, setting p =
p(x1), eq. (6) can be rewritten as

DJS =
1
2
− p|S|

2
. • (8)

Remark. DJS(p, q) = 1− 1
2

(∫
S p(x) log(1 + q(x)

p(x) )dx+
∫

S q(x) log(1 + p(x)
q(x) )dx

)

≈ 1− 1
2

∫
S
(p(x) + q(x))[1−V (x)]dx, where V = 1

4 ln(2)
(q−p)2

pq is the second order
error term of the Taylor expansion of log functions around 1. V ≥ 0, V = 0 iff
p = q and it grows as the distance between p and q increases. It turns out that
the approximation in eq. (6) always gives a smaller value than the real one.
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Abstract. In this paper we present a parallel algorithm to solve the
thresholding problem by using Membrane Computing techniques. This
bio-inspired algorithm has been implemented in a novel device archi-
tecture called CUDATM, (Compute Unified Device Architecture). We
present some examples, compare the obtained time and present some
research lines for the future.

1 Introduction

In Computer Vision [13], segmentation is the process of splitting a digital image
into sets of pixels in order to make it simpler and easier to analyze. One of its
main uses is the localization of objects and boundaries. Technically, the process
consists of assigning a label to each pixel, in such way the pixels with the same
label form a meaningful region. Thresholding is one of the simplest and most
widely used image segmentation techniques.

In this paper, we present a bio-inspired algorithm to solve the thresholding
problem. The treatment of digital images has several features which make it
suitable for techniques inspired by nature. One of them is that the treatment of
the image can be parallelized and locally solved. Another interesting feature is
that the basic necessary information can be easily encoded by bio-inspired rep-
resentations. Throughout this paper, we use techniques taken from Membrane
Computing. This is a theoretical model of computation inspired by the struc-
ture and functioning of cells as living organisms able to process and generate
information. The computational devices in Membrane Computing are called P
systems [12,15]. Roughly speaking, a P system consists of a membrane structure,
in whose compartments one places multisets of objects which evolve according to
given rules which are usually applied in a synchronous non-deterministic max-
imally parallel manner. In particular, we consider antiport rules, which were
introduced as communication rules for P systems in [11]. Such rules are inspired
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on the communication among cells. In the antiport rules, objects residing at both
sides of the membrane cross it simultaneously in opposite directions.

In the literature, one can find several attempts for bridging problems from
Digital Imagery with Natural Computing as the work by K.G. Subramanian
et al. [1] or the work by Chao and Nakayama where Natural Computing and
Algebraic Topology are linked by using Neural Networks [2] (extended Kohonen
mapping). Recently, new approaches have been presented in the framework of
Membrane Computing [3,4,5].

The algorithm has been implemented by using a novel device architecture
called CUDATM, (Compute Unified Device Architecture) [9,10,14]. CUDATM is a
general purpose parallel computing architecture that allows the parallel NVIDIA
Graphics Processors Units (GPUs) to solve many complex computational prob-
lems in a more efficient way than on a CPU.

The paper is organised as follows: Firstly, we briefly recall some basics on the
theoretical Membrane Computing framework and, in Section 2.1, the family of
P systems which solves the thresholding problem is presented. Next, we present
our parallel implementation, with several examples and comparisons. The paper
finishes with some final remarks.

2 Methods

There are different models of P systems in the Membrane Computing frame-
work. In this paper we will consider the so-called tissue-like P systems [8]. They
have two biological inspirations: intercellular communication and cooperation
between neurons. The common mathematical model of these two mechanisms is
a network of processors dealing with symbols and communicating these symbols
along channels specified in advance.

Formally, a tissue-like P system with input of degree q ≥ 1 is a tuple

Π = (Γ,Σ, E , w1, . . . , wq,R, iΠ , oΠ),

where
1. Γ is a finite alphabet, whose symbols will be called objects, Σ(⊂ Γ ) is the

input alphabet, E ⊆ Γ is the alphabet of the objects in the environment,
2. w1, . . . , wq are strings over Γ representing the multisets of objects associated

with the cells at the initial configuration,
3. R is a finite set of communication rules of the following form:

(i, u/v, j) for i, j ∈ {0, 1, 2, . . . , q}, i �= j, u, v ∈ Γ ∗,
4. iΠ ∈ {1, 2, . . . , q} is the input cell and oΠ ∈ {0, 1, 2, . . . , q} is the output cell.

A tissue-like P system of degree q ≥ 1 can be seen as a set of q cells (each one
consisting of an elementary membrane) labelled by 1, 2, . . . , q. We will use 0 to
refer to the label of the environment, iΠ denotes the input region and oΠ denotes
the output region (which can be the region inside a cell or the environment).

The strings w1, . . . , wq describe the multisets of objects placed in the q cells
of the system at the initial configuration. We interpret that E ⊆ Γ is the set of
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objects placed in the environment, each one of them available in an arbitrary
large amount of copies.

The communication rule (i, u/v, j) can be applied over two cells labelled by i
and j such that u is contained in cell i and v is contained in cell j. The application
of this rule means that the objects of the multisets represented by u and v are
interchanged between the two cells. Note that if either i = 0 or j = 0 then the
objects are interchanged between a cell and the environment.

Rules are used as usual in the framework of membrane computing, that is,
in a maximally parallel way (a universal clock is considered). In one step, each
object in a membrane can only be used for one rule (non-deterministically chosen
when there are several possibilities), but any object which can participate in a
rule of any form must do it, i.e., in each step we apply a maximal set of rules.

In what follows we assume the reader is already familiar with the basic notions
and the terminology underlying P systems [12].

2.1 Thresholding of Digital Images

Thresholding is a method of image segmentation whose basic aim is to obtain
a binary image from a color one. The idea is to split the set of pixels into two
sets (black and white) depending on its bright and a fixed value, the threshold.
If the bright of the pixel is greater than the threshold, then the pixel is labeled
as object. Otherwise, it is labeled as background. After the labeling, a new binary
image is created by coloring each pixel white or black.

The basic thresholding method can be generalized in a natural way to quanti-
zation. Instead of using {0, 1} as labels to obtain a binary image, we can consider
a larger set of labels, {1, . . . , k} and get a final image with k levels. Another
natural generalization is to replace the color information by another scale on
the features of the pixel (bright, intensity, gray scale, etc.). In this section, we
present a family of tissue-like P systems which solves the thresholding problem
by considering a 4-neighborhood between pixels.

Let C be the alphabet of colors. The key idea is to divide C into classes and to
assign a representative of each class. After this choosing, the color of each pixel
is changed by the representatives of their class. In this paper, we choose the first
color of each class as representatives of them.

2.2 A Family of Tissue-Like P Systems

Given a digital image I with n2 pixels and n ∈ N, we define a tissue-like P
system whose input is given by the pixels of the image encoded by the objects
aij , where 1 ≤ i, j ≤ n and a ∈ C. For each image of size n2 and k the number of
intervals in which the set of colors C is divided, (k,m, n ∈ N, with n = k ×m),
we consider the following tissue-like P system with input of degree 1, Π(k, n) =
(Γ,Σ, E , w1,R, iΠ , oΠ), where

– Γ = Σ = E = {aij : a ∈ C, 1 ≤ i, j ≤ n},
– w1 = ∅,
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– R is the following set of communication rules:
(1, bij/aij , 0), for 1 ≤ i, j ≤ n; l = 0, 1, 2, . . . , n −m, a = m · l and b ∈ C,
a < b ≤ a+ (m− 1).
These rules are used to divide the set of colors in k intervals of length m.

– iΠ = oΠ = 1.

Next, we will give some outlines how to prove that the thresholding problem
can be solved in one step using this family of tissue-like P systems Π(k, n): the
alphabet of colors is split into k intervals and the first element of each interval
is chosen as a representative. The objects representing pixels are placed in the
membrane labeled by 1 and the representatives are placed in the environment.
The rules are applied in parallel and simultaneously each pixel is traded against
the corresponding representative.

The question is how we can decide the number of intervals dividing C. We
could divide the alphabet in two intervals to obtain a binary image. If we divide
a color image in 255 intervals then we will obtain a grey scale image. Other
possibility is, given a digital image I, to obtain the medium color of I (μI).

3 Results

GPUs constitute nowadays a solid alternative for high performance computing,
and the advent of CUDATM allows programmers a friendly model to accelerate
a broad range of applications. The way GPUs exploit parallelism differ from
multi-core CPUs, which raises new challenges to take advantage of its tremen-
dous computing power. In this paper, we present a parallel software tool based
on our membrane solution for image quantization and binarization. It has been
developed by using Microsoft Visual Studio 2008 Professional Edition (C++)
with the plugging Parallel Nsight (CUDATM) under Microsoft Windows 7 Pro-
fessional with 32 bits. CUDATM C, an extension of C for implementations of
executable kernels in parallel with graphical cards NVIDIA has been used to
implement the P systems. It has been necessary the nvcc compiler of CUDATM

Toolkit and some libraries from openCV to the treatment of input and output
images.

The experiments have been performed on a computer with a CPU Intel Pen-
tium 4 650, with support for HT technology which allows to work like two CPUs
of 32 bits to 3412 MHz. The computer has 2 MB of L2 cache memory and 1 GB
DDR SDRAM of main memory with 64 bits bus wide to 200 MHz.

The graphical card (GPU) is an NVIDIA Geforce 8600 GT composed by 4
Stream Processors with a total of 32 cores to 1300 MHz and executes 512 threads
per block as maximum. It has a 512 MB DDR2 main memory, but 499 MB could
be used by processing in a 128 bits bus to 700 MHz. So, the transfer rate obtained
is by 22.4 Gbps. For constant memory used 64 KB and for shared memory 16
KB (It is not a good data for a good CUDATM graphical card). Its Compute
Capability is 1.1 (from 1.0 to 2.1), then we can obtain a lot of improvements in
the efficiency of the algorithms.
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Fig. 1. Quantization with classes of same size

3.1 Examples

Although our algorithm can work with color images, our software is implemented
to work with grey scale. In this section, we show the results obtained by our tool
to do a quantization of images. We consider an image of size 468× 351 (see left
up image of Fig. 1). Notice that, when we work with different thresholds we
obtain different results, as the rest of images of Fig. 1 show.

The simplest thresholding method is binarization where the image is divided
into two set of pixels. We use our tool to do a binarization of images with
grey scale, but we need to choice a threshold to divide the image into two sets
of different sizes. In Fig. 2 we show three original images (see up) with sizes
3456× 2592, 1536× 2048 and 960× 1280, respectively. As we can see, only the
third image has been binarized in an appropriate way. In fact, we can perfectly
distinguish the climber in the resulting image in our software. But, when we see
the first two images, it is clear that they are not good binarizations. In the first
one, when the binarization is done, we keep one of the fishes, but the figure of
the bird is partially lost with the background of the image and, in the second
one, when the binarization is done, we see, for example, the problems with the
legs of the dog. The processing time for each image of Fig. 2 are 363.161 ms,
307.558 ms and 243.461 ms, respectively.

Then, the question is to select an appropriate threshold to the binarization. So,
we take the Hamadani algorithm [6] for the chosen thresholds and implement this
in our tool (in a sequential way). In this case we consider a linear combination of
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Fig. 2. Binarization of three images using as threshold k=80, 100 and 115, respectively

Fig. 3. Binarization using the Hamadani Algorithm. Thresholds are 172 and 155 to
each image, respectively.

Fig. 4. Comparative

the mean, μ, and the standard deviation, σ, of the values of pixels of the images:
k = k1 · μ + k2 · σ. So, the question is the chosen of the parameters k1 and k2.
For example, we have taken k1 = k2 = 1 in the two images with problems in the
binarization, and we can see in Fig. 3 how the binarizations are better with this
chosen. We need 619.889 ms and 346.034 ms to each binarization, respectively.
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Finally, we have some proofs with our software to check the needed running
time to process images of different sizes. We show the results in the Fig. 4.
Obviously, we need more time to the binarization because we have added the
(sequential) implementation of the Hamadani algorithm. Moreover, we should
advise, our tool needs much more time to very weighted images because our
graphical card is not professional, for example, the shared memory is very small.

4 Conclusions

The bio-inspired computing techniques have features as the encapsulation of the
information, a simple representation of the knowledge and parallelism, which
are appropriate with dealing with digital images. Nonetheless, the use of the
intrinsic parallelism of these paradigms can hardly be implemented in current
one-processor computers, so the potential advantages of the theoretical design
are lost.

In this paper we show that the drawback of using one-processor computers for
implementing Membrane Computing designs can be avoided by using the parallel
architecture CUDATM. This new technology provides the hardware needed for a
real parallel implementation of Membrane Computing algorithms.

By following this research line, several questions are open: In this paper,
the Hamadani algorithm has been implemented in sequential mode. In order to
exploit all the possibilities of the parallel architecture, a new parallel implemen-
tation should be designed.

¿From Digital Imagery, new parallel algorithms (for example, the Otsu algo-
rithm [7] for multilevel thresholding), can be adapted to the new technology;
from the Membrane Computing side, new design or different P system models
can be explored; from the hardware point of view, the advances in the new tech-
nology CUDATM with the new boards Tesla and Fermi open new possibilities for
going on with the research.
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12. Păun, G., Rozenberg, G., Salomaa, A. (eds.): The Oxford Handbook of Membrane
Computing. Oxford University Press, Oxford (2010)

13. Shapiro, L.G., Stockman, G.C.: Computer Vision. Prentice Hall PTR, Upper Sad-
dle River (2001)

14. NVIDIA Corporation. NVIDIA CUDATM Programming Guide,
http://www.nvidia.com/object/cuda_home_new.html

15. P system web page, http://ppage.psystems.eu

http://www.nvidia.com/object/cuda_home_new.html
http://ppage.psystems.eu


P Systems in Stereo Matching

Georgy Gimel’farb, Radu Nicolescu, and Sharvin Ragavan

Department of Computer Science, University of Auckland, Auckland, New Zealand
{g.gimelfarb,r.nicolescu}@auckland.ac.nz, srag010@aucklanduni.ac.nz

Abstract. Designing parallel versions of sequential algorithms has at-
tracted renewed attention, due to recent hardware advances, including
various general-purpose multi-core, multiple core and many-core pro-
cessors, as well as special-purpose FPGA implementations. P systems
consist of networks of autonomous cells, such that each cell transforms
its input signals in accord with symbol-rewriting rules and feeds the out-
put results into its immediate neighbours. Inherent intra- and inter-cell
parallelism make the P systems a prospective theoretical testbed for de-
signing parallel algorithms. This paper discusses capabilities of P systems
to implement the symmetric dynamic programming algorithm for stereo
matching, with due account to binocular or monocular visibility of 3D
surface points.

Keywords: Parallel systems, membrane computing, stereo matching,
symmetric dynamic programming stereo (SDPS).

1 Introduction

Essentially, a P system is a network of data processing cells, inspired from the
structure and interaction of living cells [1,4,8,9,10,11,12,13]. Each cell transforms
input and local symbols in accord with rewriting rules and sends some of the
resulting symbols out, to its close neighbours. Rules of the same cell can be
applied in parallel (if possible) and all cells work in parallel, in the synchronous
mode. The underlying network is a digraph or a more specialized version, such
as a directed acyclic graph (dag) or a tree (which is the most studied case).
Advanced scenarios consider cases when cells or arcs can dynamically appear,
disappear or move.

A couple of previous papers suggested that P systems offer a theoretically
efficient testbed for the design of parallel versions of various sequential image
analysis tasks, such as segmentation [2,3]. This paper discusses a P system based
implementation of the symmetric dynamic programming stereo (SDPS) [7]. To
the best of our knowledge, this is the first paper that introduces a P system
model for stereo matching and it reveals and separates the inherently parallel
and sequential processing stages of the SDPS algorithm.

SDPS searches for the maximal scanline-to-scanline similarity, in explicit or
implicit Cyclopean space of (x, y)-coordinates and d-disparities [7]. The most ob-
vious and “trivial” avenue for parallel implementation of the SDPS is common
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for all so-called 1D stereo matching algorithms: similarity between each pair of
corresponding scanlines in a rectified (co-aligned) stereo pair of images can be
maximised independently of other pairs. SDPS offers an additional parallelisa-
tion avenue, exploited in this paper, by computing similarity scores in parallel,
for all the disparities associated with each current x-coordinate. Together, both
properties suggest a massively parallel 3D membrane computing framework com-
bining the 2D parallel forward and 1D sequential backward processing. The main
part of this framework consists of a 3D (x, y, d) uniform array of similar cells,
connected each to the near neighbours, along the x-coordinate and d-disparity
axes. The cells are linked to image memory for simultaneous initialisation by
embedding image data into each cell. Fixed data transmission links between the
neighbouring cells facilitate the forward propagation of 2D processing, in parallel
along the 3D array, and the backward trace, required to reconstruct the goal 3D
surface, consisting of independently found 2D cross-sections, or profiles.

2 General P Model

The basic definition of simple P modules in [4] covers many common P systems,
such as cell-like (based on trees), hyperdag (based on dags), and neural P systems
(based on directed graphs). This definition is further generalised, by introducing
new features, which appear useful for modelling the SDPS.

Definition 1. A simple P module with duplex channels is a system Π =
(O,K, δ), where O is a finite non-empty alphabet of objects; K is a finite set of
cells, and δ is an irreflexive binary relation on K, representing a set of structural
arcs between cells (essentially a digraph), with duplex communication capabilities.

Each cell, σi ∈ K, has the initial configuration σi0 = (Qi, si0, wi0, Ri), and
the current configuration σi = (Qi, si, wi, Ri), where: Qi is a finite set of states;
si0 ∈ Qi is the initial state; si ∈ Qi is the current state; wi0 ∈ O∗ is the initial
multiset of objects; wi ∈ O∗ is the current multiset of objects; and Ri is a finite
ordered set of multiset rewriting rules of the form: s x →α s′ x′ (u)βγ , where
s, s′ ∈ Q, x, x′ ∈ O∗, u ∈ O∗, α ∈ {min, max}, β ∈ {↑, ↓, �}, and γ ∈ repl∪K. If
u = λ (the empty multiset of objects), this rule can be abbreviated as s x→α s

′ x′.

A cell evolves by applying one or more rules, which can change its content and
state and can send objects to its neighbours. For cell σi = (Qi, si, wi, Ri), a rule
s x →α s

′ x′ (u)βγ ∈ Ri is applicable if s = si and x ⊆ wi. The application of
a rule takes two sub-steps, after which the cell’s current state s is replaced by
target state s′, the current content x is replaced by x′, and multiset u is sent as
specified by the transfer operator βγ (as further described below). The rules are
applied in the weak priority order [11], i.e. the higher priority applicable rules
are applied before the lower priority ones, and a lower priority applicable rule is
applied only if it indicates the same target state as the previously applied rules.

The rewriting operators α = min and α = max indicate that an applicable
rewriting rule of Ri is applied once or as many times as possible, respectively.
Multisets u represent messages, sent to digraph neighbours, up and/or down
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structural arcs, according to the indicated transfer operators βγ . (i) If βγ =↓repl,
then, for each application of this rule, a copy of multiset u is sent to each cell
in δ(i) (if any). (ii) If βγ =↓j, then, for each application of this rule, a copy of
multiset u is sent to cell σj ∈ K, provided that j ∈ δ(i). (iii) If βγ =↑j, then, for
each application of this rule, a copy of multiset u is sent to cell σj ∈ K, provided
that j ∈ δ−1(i). (iv) In all other cases, message u is silently lost. Other (not used
in this paper) operators are described in [5].

The above definition allows each cell to have its own state and rule sets. How-
ever, we prefer scenarios when all the cells share the same state and rule set;
differing only by their initial content and their neighbourhood relations. Intu-
itively, such cells are created identical, by a virtual “cell factory” and initialised
to the same quiescent state, typically designated as s0. A state is called quiescent
if no rules can be applied for empty cells in this state (i.e. an empty quiescent
cell does not evolve until some object appeared in this cell, e.g. was sent from
this cells’ neighbours). Then, the cells are allocated different positions in the
structural digraph and possibly initialised with different contents.

Extensions. We extend the basic simple P module concept with the following
three features, which are useful in complex scenarios. (i) Arcs can have labels
to be used in transfer operators, instead of cell labels. For example, if k is the
label of an outgoing arc (σi, σj) ∈ δ, the occurrence of (u)↓k

in the right-hand
side of a rule indicates that message u is to be sent from cell σi to cell σj .
Although not globally unique, arc labels are locally unique, i.e. unique in each
local neighbourhood. (ii) A rule can send several messages (not just one), each
one to a different neighbour, e.g. the occurrence of (u)↓k

(u′)↓k′ in the right-hand
side of a rule indicates that messages u, u′ are to be sent via arcs labelled k, k′,
respectively. (iii) A pair of neighbouring nodes can be connected by several
labelled arcs (not just one), i.e. the supporting structural digraph becomes a
multigraph, with labelled arcs. These extensions support scaling up the problem
size, without increasing the alphabet size or the number of the rules, as several
cells can reuse the same labels for their outgoing arcs.

3 SDPS: P System Design

Given an epipolar stereo pair of rectified images, let C = XYD be a discrete
space of 3D points p = (x, y, d) of optical (visible) surfaces reduced to the left
image plane XY with integer planar (x, y)-coordinates x ∈ X = {0, 1, . . . , n−1};
y ∈ Y = {0, 1, . . . ,m − 1} and specified by the integer disparities, d ∈ D =
{dmin, dmin+1, . . . , dmax}, of corresponding points (x, y) and (x− d, y) depicting
p in the left and right image, respectively. Each 2D profile relating to a conjugate
pair of scanlines with the same y-coordinate is given by a sequence of points
dy = {(x, y, d) : x ∈ X; d ∈ D} such that for each two successive points (x′, d′)
and (x, d) either x = x′ + 1 and d ∈ {d′, d′ + 1} or x = x′ and d = d′ − 1.

Let g1:y = {g1(x, y) : x = 0, 1, . . . , n − 1} and g2:y = {g2(x, y) : x =
0, 1, . . . , n − 1}; y = 0, 1, . . . ,m − 1, denote grey values along the conjugate
scanlines (wlg, we assume that these two lines have the same length). Let s ∈
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{B,M1,M2} indicate visibility of a 3D point, i.e. the binocular, B, or only
monocular observation by the left (M1) or right (M2) sensor. Under an assumed
single continuous surface, along each profile, the visibility rules constrain the
following relations between two successive points, (x′, y, d′, s′) and (x, y, d, s):
(i) s = B or M1, s′ = B or M2, x′ = x− 1, d′ = d; (ii) s = B or M1, s′ = M1,
x′ = x− 1, d′ = d− 1; (iii) s = M2, s′ = B or M2, x′ = x, d′ = d+ 1.

A simplified version of the SDPS, which does not adapt for possible local
contrast and offset deviations of the corresponding signals, relates the point-wise
signal similarity to the absolute difference δ(x, y, d) = |g1(x, y) − g2(x − d, y)|
between the corresponding signals for the binocularly visible point (x, y, d,B) or
a regularising score woccl > 0 for the monocularly visible ones (see [7] for more
detail). Due to unequal numbers of points in profile variants to be compared
by their total signal similarity, the point-wise similarities ϕy(x, d, s|x′, d′, s′) are
integrated between the successive points with due account of their actual shifts in
Cyclopean space: ϕy(x, d,B|x′, d′, s′) = δ(x, y, d) if s′ ∈ {B,M2} or 0.5δ(x, y, d)
if s′ = M1; ϕy(x, d,M1|x′, d′, s′) = woccl if s′ ∈ {B,M2} or 0.5woccl if s′ = M1,
and ϕy(x, d,M2|x′, d′, s′) = 0.5woccl for s′ ∈ {B,M2}. The SDPS maximises the
similarity score between the conjugate scanlines:

d∗
y = arg max

dy

Φy(dy) =
∑

i=1,2,...

ϕy(xi, di, si|xi−1, di−1, si−1) (1)

The forward pass computes potentially optimal similarity scores Fy(x, d, s) and
backward transitions Ty(x, d, s), for each y ∈ Y by sequential pass along x ∈ X

and from dmax to dmin, for each d ∈ D (it can be partly parallel in XD plane):

Fy(x, d, s) = max
(x′,d′,s′)∈Ω(x,d,s)

{Fy(x′, d′.s′) + ϕy(x, d, s|x′, d′, s′)}
Ty(x, d, s) = arg max

(x′,d′,s′)∈Ω(x,d,s)
{Fy(x′, d′, s′) + ϕy(x, d, s|x′, d′, s′)} (2)

where the sets of back-transitions Ω(x, d, s) follow from the visibility conditions.
The backward pass computes the optimal profiles dy in parallel across y ∈ Y

and sequentially along x ∈ X:

(x∗ = n− 1, d∗, s∗) = argmax(d,s)∈D×S{Fy(n− 1, d, s)}
(x′∗, d′∗, s′∗) = Ty(x∗, d∗, s∗) while x′∗ > 0 (3)

where n− 1 is the x-coordinate of the rightmost point of each profile variant.

Design issues. Without loss of generality, our P system was designed for a
pair of conjugate scanlines, which arguably is the most challenging parallelisa-
tion task. The solution can be further extended to a stereo pair of images in a
straightforward manner, using “trivial” parallel processing of each pair of con-
jugate scanlines. We also take dmin = 0, so the disparities range over the integer
interval [0, dmax], and we encode integer numbers by repeating symbols, starting
with one occurrence for zero (as in traditional λ-calculus), e.g., the base symbol
a gives the following encodings: 0 → a, 1 → a2, 2 → a3, etc. We discuss our
solution using the following example: n = 6, the occlusion weight woccl = 18,
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and the left and right scanlines with of pixel values: g1 = {15, 10, 30, 50, 15, 10};
g2 = {10, 30, 50, 50, 15, 10}. The above SDPS algorithm finds the optimal simi-
larity score = 36 and the profile: d = {0, 1, 1, 1, 0, 0}, for x = {0, 1, 2, 3, 4, 5}.
Cells. We construct a P system, Π , consisting of the following subcomponents.
(i) L: a list of cells, σl

i, i ∈ [0, n−1], which represent the left scan line, initialized
with the left pixel values, encoded in base x. In our example, these cells are
initialized, in order, with the following multisets: x16, x11, x31, x51, x16, x11.
(ii) R: a list of cells, σr

i , i ∈ [0, n − 1], which represent the right scan line,
initialized with the right pixel values, encoded in base y. In our example, these
cells are initialized, in order, with the following multisets: y11, y31, y51, y51,
y16, y11. (iii) D: a list of cells, σd

i , i ∈ [0, n − 1], which represent the disparity
line, initially empty. At the end of our P program, these cells will contain the
optimal disparity values, in base d. In our example, these cells will contain, in
order, the following multisets: d1, d2, d2, d2, d1, d1. (iv) W : an array of cells,
σw

ij , i ∈ [0, n−1], j ∈ [0, dmax], which represent the main workspace. Each cell σij

encloses three virtual subcells, respectively holding monocular-left values (M1),
binocular values (B), and monocular-right values (M2). The initialisation of
these cells is described later on. (v) M : a list of cells, σm

j , j ∈ [0, dmax], which
represent a secondary workspace, which identifies the optimum (minimal) score,
among dmax + 1 possible scores. Figure 1 shows all these cells, for our example.

Fig. 1. Cells of Π (left) and typical arcs between W -cells (right)

Arcs. The cells are linked by arcs in a dag δ, incrementally constructed by the
following enumeration. (1) Each L-cell is parent of its corresponding W -column,
in the S direction: (σl

i, σ
w
ij) ∈ δ, i ∈ [0, n − 1], j ∈ [0, dmax]. (2) Each R-cell

is parent of a corresponding W -diagonal, running S/W to N/E: (σr
i , σ

w
iji

) ∈ δ,
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i ∈ [0, n− 1], ji ∈ [i,max(n, i + dmax)]. (3) Each W -cell before the last column
and below the top row is parent, via an a-labelled arc, of the W -cell in the N/E
direction: (σw

ij , σ
w
i+1j+1) ∈ δ, i ∈ [0, n − 2], j ∈ [0, dmax − 1]. (4) Each W -cell

before the last column is twice parent, via b- and c-labelled arcs, of the W -cell
following it, in the E direction: (σw

ij , σ
w
i+1j) ∈ δ, i ∈ [0, n − 2], j ∈ [0, dmax].

(5) Each W -cell above the bottom row is twice parent, via d- and e-labelled
arcs, of the W -cell below it, in the S direction: (σw

ij , σ
w
ij−1) ∈ δ, i ∈ [0, n − 1],

j ∈ [1, dmax]. (6) Each rightmost column W -cell is parent, via an f -labelled arc,
of its corresponding M -cell, in the E direction: (σw

nj , σ
m
j ) ∈ δ, j ∈ [0, dmax]. (7)

Each W -cell is parent, via a g-labelled arc, of its corresponding D-cell, in the S
direction: (σw

ij , σ
d
i ) ∈ δ, i ∈ [0, n− 1], j ∈ [0, dmax].

Even for our simple example, a full picture of all these arcs is impossible, be-
cause of its sheer complexity. However, we can suggest a representative fragment
of these arcs. By highlighting cells that are dag neighbours, Figure 1 (left) sug-
gests the following arcs: (i) L-cell σl

0 is the parent of W -cells σw
03, σ

w
02, σ

w
01, σ

w
00;

(ii) R-cell σr
3 is the parent of W -cells σw

30, σw
41, σw

52; (iii) W -cell σw
51 is the parent

of M -cell σm
1 , via f -labelled arc; (iv) W -cells σw

23, σ
w
22, σ

w
21, σ

w
20 are parents of

D-cell σd
2 , via g-labelled arcs. Also, Figure 1 (right) shows the following arcs

between W -cells: (i) σ31 is parent of σ42, via an a-labelled arc; (ii) σ31 is twice
parent of σ41, via b- and c-labelled arcs; (iii) σ31 is twice parent of σ30, via d-
and e-labelled arcs.

Workspace initialisation. Some of the W -cells are initialised as follows. (i)
Each cell above the first S/W to N/E diagonal, σw

ij , i ∈ [0, n−1], j ∈ [i+1, dmax],
contains one copy of symbols wl, wb and wr, interpreted as the infinite values
of its monocular-left (M1), binocular (B) and monocular-right (M2) subcells,
respectively. (ii) Each top-row cell, σw

idmax
, i ∈ [0, n − 1], contains one copy of

symbols wl and wr (interpreted the same way as above). (iii) The top-left cell,
σw

0dmax
, contains one copy of symbol k, which triggers the whole computation.

Evolution—bird’s eye view. At a very high level, the system Π evolves in
two major phases, closely related to the above description of the SDPS.

First, the forward pass phase proceeds on slope 2 diagonals, starting from
the top-left cell (initially marked with k); all cells on the same diagonal work in
parallel. In our sample scenario, the computational wave moves, in order, over the
diagonals {σw

03}, {σw
02}, {σw

01, σ
w
13}, {σw

00, σ
w
12}, {σw

11, σ
w
23}, {σw

10, σ
w
22}, {σw

21, σ
w
33},

. . . , {σw
40, σ

w
52}, {σw

51} and {σw
50}.

During the forward pass, in the general case, each cell σw
ij determines: (i)

in its binocular subcell, a preliminary score, which is the absolute value of the
differences between the pixel values received from σl

i (left scanline) and σr
i (right

scanline); (ii) in its binocular and monocular-left subcells, the sum between its
previous score (cf. step i) and the minimum value of those received via: (1)
arc a: σw

i−1j−1’s monocular-left score; (2) arc b: σw
i−1j ’s binocular score; (3) arc

c: σw
i−1j’s monocular-right score; (iii) in its monocular-right subcell, the sum

between its previous score (cf. step i) and the minimum score of those received
via: (1) arc d: σw

ij+1’s binocular score; (2) arc e: σw
ij+1’s monocular-right score.
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Additionally, eachW -cell keeps pointers to the origin of the minimum received
scores, i.e., the label of the corresponding via arc (a, b, c, d, e), which will be
used in the backward pass phase. When the wave reaches the rightmost column
of W , the final scores are sent to the corresponding M -cells. These evaluate the
minimum score and triggers the backward pass, which essentially follows back
the pointers stored in the forward pass, during the evaluation of the minimum
score. W -cells traversed during the backward pass send their disparity positions
to the corresponding D-cells, which in the end return the problem’s solution.

Rules. All cells start in the same initial quiescent state s0 and they share the
same ruleset, applied in weak priority order [11]. Later, cells begin to differen-
tiate, by entering different states (according to their contents), which implicitly
partitions the initial ruleset. We outline the full ruleset by dividing it into logical
fragments; where each fragment is introduced by one or more expressions of type
s

X:k=⇒ s′, indicating a set of rules which transform the state of X cells, from s
into s′, in k P steps.

Here we only introduce the first two rule fragments; a complete version of
these rules appears in our technical report [6], together with a trace table for
our example.

s0
L,R:1=⇒ s99, s0

W,M,D:1=⇒ s1. L-cells and R-cells transfer their pixel values to
their corresponding W children cells and transit to state s99; all other cells, i.e.
W , M and D, transit to state s1; everything in one P step.
1. s0 x→max s99 x (lb)↓ 2. s0 y →max s99 y (rb)↓ 3. s0 →min s1

s1
W :4=⇒ s4, s1

M,D:1
=⇒ s27. Each W -cell computes the absolute value of the

differences between the received left and right pixel values and transits to state
s4, in four P steps. Each other cell, i.e. M and D, transits to state s27, in one
P step.

1. s1 wb →min s2 wb

2. s1 lb rb →min s3 zb

3. s1 lb rb →max s3
4. s1 lb →max s3 zb

5. s1 rb →max s3 zb

6. s1 lb →max s2
7. s1 rb →max s2
8. s1 →min s27

9. s2 →min s4
10. s3 →min s4

The asymptotic runtime complexity of our P model, which is arguably op-
timal, is summarized by Theorem 1. The proof follows from the structure and
their execution of the above rules in the P system. In contrast, the best imple-
mentation on existing parallel hardware is limited, by hardware resources, to
O(nd/q), where q is the number of available processors.

Theorem 1. The P system described in Section 3 completes in O(n+d) P steps.

4 Conclusion

In this paper, we presented a massively parallel P model for implementing a
critical part of the SDPS algorithm. Our solution is based on simple P modules,
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with extensions which allow our model to adapt to complex cases such as SDPS.
Our model processes in parallel all potentially optimal similarity scores that
trace candidate decisions, for all the disparities associated with each current x-
coordinate. We plan to further extend the solution, from pairs of scanlines to
stereo pairs of full images. To avoid complex and lengthy arguments, in this
paper we did not discuss how all the cells have been created and initialised. We
also plan to investigate an advanced model, which starts as one single “ur-cell”
and then grows, until it reaches the proper size and shape, required by the SDPS
solution. Since we only managed to implement a sequential version of simulator
while designing this P model, we intend to implement an improved simulator to
leverage the parallel features of this design on parallel hardwares.
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Abstract. We used genetic algorithms to detect active voxels in the human 
brain imaged using functional magnetic resonance images. The method that we 
called EVOX deploys multivoxel pattern analysis to find the fitness of most ac-
tive voxels. The fitness function is a classifier that works in a leave-one-run-out 
cross-validation. In each generation, the fitness value is calculated as the aver-
age performance over all cross-validation folds. Experimental results using 
functional magnetic resonance images collected while humans (subjects) were 
responding to attention visual stimuli showed certain situations that EVOX has 
could be useful compared to univariate ANOVA (analysis of variance) and 
searchlight methods. EVOX is an effective multivoxel evolutionary tool that 
can be used to tell where in the brain patterns responding to stimuli are. 

Keywords: genetic algorithms, fMRI, human brain mapping, neuroimaging, 
multivoxel pattern analysis. 

1   Introduction 

Neuroscientists worldwide have made extensive efforts to understand the functional 
and neuroanatomical design of one of nature’s topmost achievements, the human 
brain. A correlate to brain neuronal responses could be measured via various methods, 
e.g., EEG, MEG, PET, fMRI, TMS, DOT, etc. Functional magnetic resonance imag-
ing (fMRI) provides a neat noninvasive technique that can be used to measure the 
blood oxygenation level dependent (BOLD) in the brain. It is widely be-
lieved/accepted that BOLD signals correlates to neuronal activity.  

In fMRI studies, however, there is a desire to know what parts of the brain re-
sponded preferentially to some stimuli. The most commonly used method to detect 
such peek activations is based on univariate analysis, for example using analysis of 
variance (ANOVA). Searchlight (Kriegeskorte and Goebel, 2006), use multivoxel 
pattern analysis (MVPA) (Detre et al., 2006; Pereira et al, 2009) which is based on 
defining a local spherical mask, centered in turn on every possible voxel inside the 
brain, and perform a multivoxel test on each of those spherical regions. Searchlight 
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has the disadvantage that its performance is restricted by adjacent voxels in the spher-
ical mask. Both ANOVA and searchlight give a score value for each voxel and one 
can select the active/informative voxels by using a threshold. While ANOVA is a 
univariate (univoxel) approach, searchlight is multivoxel but it is restricted to search a 
neighborhood of voxels. In this work, we plan to expand the range of what voxels to 
be searched for activations using evolutionary genetic algorithms. 

Based on the notion of evolutionary natural selection (Holland, 1992), we present a 
method we named EVOX (evolutionary based voxel search) for the purpose of di-
mensionality reduction, feature selection, and functional brain mapping. Because 
EVOX evolves stochastically through time and may take all the brain voxels as possi-
ble inputs, it might enable us to find solutions that are out of the scope of both ANO-
VA and searchlight.  

2   Methods and Data 

Genetic algorithms are evolutionary algorithms that form an effective solution for 
optimization problems. They can also can be considered as probabilistic search algo-
rithms (Holland, 1992). They operate on a set of individuals called population, where 
each individual is an encoding of the problem (in our case brain voxels) and is called 
a chromosome, and each individual's fitness is calculated using an objective function. 
In genetic algorithms terminology, each iteration of the search is called a generation. 
From each generation, the fittest individuals are selected and pooled out to form a 
base for a new population with better characteristics. To sum, genetic algorithms are 
characterized by attributes such as fitness function, encoding of the input data, cros-
sover, mutation, population size, migration, etc.  

In this work, EVOX starts iteration with a random population of chromosomes 
where each chromosome is a mask that selects a set of voxels from the whole-brain 
volume or regions-of-interest, and then a score for each chromosome is estimated 
using a fitness function. Our fitness function in this work is the average accuracy of a 
classifier that implements a leave-one-epoch/run out cross-validation by reserving one 
run from the time series to be used for testing and training using the remaining runs.  

2.1   Parameters Used in EVOX 

FMRI data are acquired for each subject in a session and each session usually has 
several chunks of brain volumes that are called runs. The stimulus presentation usual-
ly varies across runs. Below we list the parameters used in EVOX: 
 
Encoding: Each chromosome is represented as a binary string, ‘1’ for voxel inclusion 
and ‘0’ for voxel exclusion. A chromosome that contains all ‘1’s would select all the 
brain voxels. Thus, the chromosome is size is determined by the number of voxels in 
the region to be searched. It would be more feasible that each chromosome in the 
population represents a region-of-interest in the brain, or even several regions. In such 
case, the chromosome contains the voxels of these regions, if all the values in the 
chromosome are ‘1’s means all the voxels are included, but through evolution, more 
voxels will be in or out, but usually less than the whole-region voxels. 
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Fitness function: The purpose is finding the fitness value for each chromosome in the 
population. In this work, the fitness function is a classifier that executes in a leave-
one-run-out cross-validation folds and the fitness value is calculated as the average 
performance over all folds. Gaussian Naïve Bayes (GNB) is fast but Support Vector 
Machines (SVM) and Logistic Regression (LOGREG) are slow and more accurate, 
see (Detre et al., 2006; Pereira et al., 2009) for MVPA and these classifiers. To detect 
the maximum response to a single category ߱, we can use the following fitness func-
tion;  ݂݅ݏݏ݁݊ݐ ൌ ୫ୣୟ୬ ୡ୪ୟୱୱ୧ϐ୧ୡୟ୲୧୭୬ ୟୡୡ୳୰ୟୡ୷ ୭୤ ఠ୫ୣୟ୬ ୡ୪ୟୱୱ୧ϐ୧ୡୟ୲୧୭୬ ୟୡୡ୳୰ୟୡ୷ ୭୤ ୟ୪୪ ୡ୪ୟୱୱୣୱ ୣ୶ୡୣ୮୲ ఠ.  (1)

See Fig. 1 that illustrates the basic idea of finding the fitness in EVOX. 

EVOX levels (n): First, the population of chromosomes is randomly initialized to 
binary values between 0 and 1, then after #m generations, EVOX is stopped and we 
get the fittest chromosome. To run the next level, we increase the crossover fraction 
and pass the resultant fittest chromosome of the previous level and replace it with one 
individual of the randomly initialized population and start EVOX again for up to #m 
generations. This approach helps speeding up EVOX since each fittest chromosome is 
smaller than its parents are. GNB is used at the first few levels, then, when the fittest 
chromosome size, which will be feed in to the next level, is small enough, an SVM 
and/or a LOGREG classifier can be used. The value of n which mimics the number of 
levels is chosen by the user. 

Elite count (1): here, one individual with the highest (classifier performance) fitness 
value is chosen to survive to the next generation. 

Crossover fraction set :{0.5}: This specifies the fraction that forms crossover children 
from the population, other than elite children. We may start with low a value (eg, 0.1) 
to enable high mutation, a then increase it with EVOX levels.  

Mutation fraction: the remaining individuals from the population other than elite and 
crossover children are mutation children. 

Population size (16): We set the population size with a low number because intensive 
computations are needed for determining an individual's fitness, however, a higher 
population size might give better results. 

EVOX stopping criteria: There are many ways to stop EVOX, stall time, stall itera-
tions, number of EVOX levels, number of generations, fitness value, and the number 
of selected voxels. In fact, we can run EVOX and continue running it until the mini-
mum number of maximally responsive voxels is fixed which might be of interest to 
many applications. 

EVOX with specific problem constraints: Lots of constraints could be enforced on the 
voxel selectivity problem, for example, it is possible to select one universal set of 
voxels for all epochs, or even subjects when EVOX searches for voxels among sub-
jects. One can also change the encoding to select a set of adjacent voxels rather than 
probable sparse voxels.  
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2.2   Data 

In the dataset we have adopted for this work which is publicly available from the 
fMRIDC (accession no. 2-2000-1113D), five right-handed subjects with normal vi-
sion participated in the experiment and performed delayed matching (delay-match-to-
sample) task with photographs and with line drawings of houses, faces, and chairs. In 
the delayed matching task, a couple of choice stimuli followed each single-sample 
stimulus after a delay and subjects pressed a button with the right or left thumb to 
indicate which stimulus matched the sample. Tasks were presented in 21-s blocks 
using the same category of stimuli. All blocks with meaningful stimuli were separated 
by control blocks which contained nonsense images. The order of blocks with mea-
ningful stimuli was counterbalanced across runs. Each run contained six blocks with 
meaningful stimuli, two for each stimuli category, and each run contained either 
blocks with either matching photographs tasks or matching line drawings tasks. The 
dataset was acquired using echo-planar imaging (EPI), and the volumes were regis-
tered with an iterative method, spatially smoothed in plane with a Gaussian filter 
(FWHM was 3.75 mm along the x- and y-axis).  
 

 
Fig. 1. An example of how a chromosome selects five voxels from a brain that contains 36000 
voxels as performed in the method proposed in this work. The set brain_voxels is masked with 
the chromosome to yield the five selected voxels. Genetic algorithms population contains sev-
eral chromosomes and the fitness of each chromosome is calculated using a pattern classifier. 
After many generations, the ultimate fittest chromosome will be the output and it will resemble 
the best representative voxels, or the most active voxels in due to the performed task. 

FMRI data of each subject has 64×64×18×1092 voxels, where 1092 is the number 
of brain volumes. In cross-validation experiments, 1001 volumes are used in training 
and 92 volumes are used in testing for each of the 12 folds. Since the used fMRI data-
set contained several conditions, we have suppressed all conditions except those that 
contained grayscale photographs and line drawings of the same stimuli category. We 
also used an intracranial mask to filter out unwanted voxels from each volume. Pho-
tographs and line drawings do not necessarily belong to the same object, but they do 
belong to the same stimuli category, e.g. face stimulus.  

chromosome1 = {00…01110….010…000000}

brain_voxels:  {v1, v2….vj, vj+1, vj+2, vj+3, vj+4…vj+k, vj+k+1, vj+k+2…v36000} 

selected_voxels ={ vj+1, vj+2, vj+3, vj+k+1}

pattern classifier

At generation m of the 
genetic algorithm the 
population is: chromo-
some1, chromosome2, 
etc. 

One chromosome  
at a time 

fitness value: average classification accuracy 
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3   Results  

We implemented several EVOX experiments to detect peek brain activity using sub-
jects who responded to line drawings and grayscale photographs of the same stimuli 
category. For comparison purpose, we performed the analysis using whole-brain data, 
ANOVA feature selection, and GLM. We found that patterns of brain activity when 
subjects responded to line drawings differ from their responses to photographs. Our 
leave-one-run-out classifier gave high accuracy for most of the subjects that have 
been used in this study. Although genetic algorithms produced brain maps that need 
further investigation, the results provide evidence that the mechanisms involved in 
processing shape information greatly depend on visual cues. Fig. 2-a shows the con-
vergence of genetic algorithms when searching for the most discriminative voxels of 
houses versus faces, and Fig. 2-b shows the location of these discriminative voxels.  

In another experiment, we used two categories from subject no. 2, face photo-
graphs, and face line drawings. Running EVOX for many levels reached 100% classi-
fication accuracy. The number of active (max responsive) voxels at each of the 12 
runs is {52, 66, 65, 76, 66, 56, 56, 67, 48, 68, 68, 49}. These voxels defines the region 
of maximum response in the brain to face stimulus. These results are depicted in Fig. 
2-c. For comparison purpose, we run other tests using ANOVA on raw fMRI data (No 
active voxels were detected using ANOVA on z-scored fMRI data), p_thresh=1e-120. 
We also tried using searchlight of radius 2 voxels on z-scored fMRI, a GNB classifier 
is used as the multivoxel statistical test for each sphere. 

In another experiment, we added a clustering constraint to the fitness function of 
EVOX and we were able to detect peek activation at the superior parietal lobule, as 
illustrated in Fig. 2-b, when subjects responded to face line drawings and to face pho-
tographs in a delayed-match-to-sample. Due to using genetic algorithms, EVOX is 
slow, for example, using 200 iterations of searching the ventral temporal cortex for 
some activation (with one-level EVOX that implements Gaussian Naïve Bayes clas-
sifier) will take ten minutes. The execution time may go higher if larger brain regions 
are included in the search.  

              

                          (a)                                          (b)                                       (c) 

Fig. 2.  a) EVOX convergence using fMRI data of a subject who responded to house delayed 
matching and face delayed matching stimuli. A logistic regression classifier was used in this 
experiment to calculate the fitness function. b) Detected active voxels responding to house 
delayed matching and face delayed matching after EVOX converged and stopped. c) Peek 
activation detected using EVOX (genetic algorithms) at the right superior parietal lobule for 
subjects responded to face photographs and face line drawings.  
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Aside from the experiments shown above, we performed another experiment using 
an fMRI dataset that contains responses to face, house, shoe, bottle, scissor, chair, cat, 
scrambled images (Haxby et al., 2001). We used genetic algorithms to find the voxels 
that are maximally responsive to face category. The resultant face response region is 
depicted in Fig. 3 and is compared to the region representing face versus other objects 
that was provided by Haxby et al (2001).  

 

 

Fig. 3. Face-responsive area detected with EVOX is close to face area produced by general 
linear model. The red dots are those detected with EVOX and the green area is the maximally 
responsive face area detected by univariate analysis (voxels that had maximal responses aver-
aged across all runs). EVOX only searched the ventral temporal cortex no clustering option was 
used. FMRI data were shifted to compensate for the hemodynamic lag, detrended, and z-scored. 

4   Conclusions 

The proposed method can be used in situations where across conditions covariance of 
functional data is very low, as in the case discussed in this work where we were inter-
ested in studying response to face photograph versus face line drawing. EVOX, which 
is the method we proposed based on genetic algorithms, dynamically searches the 
whole-brain or a predefined region of the brain for active voxels or clusters. Func-
tional brain maps obtained using the EVOX shows distinctive activations compared to 
ANOVA and searchlight. Although EVOX is a bit slow, the concept of EVOX levels 
as well using a low number of 1’s in chromosomes would enhance its speed. The 
maximally responsive regions detected using EVOX were close to those detected 
using univariate analysis but do not coincide with them exactly. 
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Abstract. The use of remote sensing images as a source of informa-
tion in agribusiness applications is very common. In those applications,
it is fundamental to know how the space occupation is. However, iden-
tification and recognition of crop regions in remote sensing images are
not trivial tasks yet. Although there are automatic methods proposed to
that, users very often prefer to identify regions manually. That happens
because these methods are usually developed to solve specific problems,
or, when they are of general purpose, they do not yield satisfying re-
sults. This work presents a new interactive approach based on relevance
feedback to recognize regions of remote sensing. Relevance feedback is a
technique used in content-based image retrieval (CBIR) tasks. Its objec-
tive is to aggregate user preferences to the search process. The proposed
solution combines the Optimum-Path Forest (OPF) classifier with com-
posite descriptors obtained by a Genetic Programming (GP) framework.
The new approach has presented good results with respect to the identi-
fication of pasture and coffee crops, overcoming the results obtained by
a recently proposed method and the traditional Maximimun Likelihood
algorithm.

Keywords: Remote Sensing Image Classification, Genetic Programming,
Optimum-Path Forest, Relevance Feedback.

1 Introduction

Agriculture productivity is strongly dependent on monitoring and planning ac-
tivities. Production estimation and land use are the basis for government policies
to finance agricultural activities. Thus, there is a huge demand for information
systems that allow to store, analyze, and handle geographic data. This is the
purpose of Geographic Information Systems (GISs). Most of existing GIS-based
applications rely on the use of Remote Sensing Images (RSIs) to crop monitoring.
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Because RSIs are raster data, to obtain vectorial information is necessary to
extract regions of interest. In addition to the typical problems in pattern recog-
nition research, identifying crop areas in RSIs faces hard problems associated,
for instance, with terrain distortions. Besides that, RSIs, contrary to common
images, do not encode just human visible information, but also other spectral
bands (for example, infrared). For this reason, the recognition task normally
needs classification strategies which exploit RSI properties related to both spec-
tral and texture patterns.

The process of recognizing regions is called classification and can be done both
automatically or manually. Sometimes users prefer to identify regions manually
because the results of automatic approaches are unsatisfactory. The most suc-
cessful RSI classification methods are normally created to a specific target or
data [14]. General purpose methods, however, are very sensitive to noise. Fur-
thermore, the spectral response and the texture patterns observed for a given
crop can be different. A crop can be planted in different ways and this factor, al-
lied to the different phases of plants, tends to create distinction between regions
where the same culture is being cultivated. Therefore, in practical situations,
the results of automatic methods need to be revised.

This work aims to present a new interactive approach for classifying regions
in RSIs. The proposed solution relies on the use of an interactive strategy, called
relevance feedback (RF), based on which the classification system can learn what
regions are of interest, given what is indicated by users. The proposal is a new
hybrid method, named GOPF , which uses a GP framework to create composite
image descriptors [5] and the optimum-path forest (OPF) classifier [11] to deter-
mine regions of interest. OPF is a classification method which represents each
class of objects by one or multiple optimum-path trees rooted at key samples,
called prototypes.

2 Related Work

In [9], Lu & Weng present an overview of the problem of classification of remote
sensing images including the steps which comprise the process (extraction of
features, segmentation, classification and accuracy assessment) and the research
challenges faced. For each step, most of the existing techniques until 2005 are
presented, grouped by the approach adopted (such as techniques that exploits
classification by pixels or regions).

The classification algorithm based on pixels, MaxVer (Maximum Likelihood
Classification) [12], is still one of the most popular. On the other hand, the
growth of classification approaches based on regions, for instance, is analyzed
in [3]. The article proves that the growth in the number of new approaches
published accompanies the increase of the accessibility to high-resolution images
and, hence, the development of alternative techniques to the classification based
on pixels.

Apart from the classification methods presented in [14,12,3], several others
have been proposed recently [8,13,1,10,2]. The novelty of these approaches relies
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on: resolution and number of bands of ISRs; type of extracted features; used
learning technique, and level of discrimination among the classes of the image
(some studies include all the vegetation types in the same class, for example).
Li et. al [8] proposed a method based on a regions adjacency graph for segmen-
tation of images with high resolution. The regions are segmented according to
the combination of shape, color and texture features. The RSIs classification
methods proposed by Munoz-Mari et al. [10] and Basi & Melgani [2] are based
on Support vector machines (SVMs). The first [10] proposes a supervised clas-
sification method called SVDD. The experiments were made by differentiating
various classes of vegetation (corn, grass, pasture, trees, etc.). As far as [2] is
concerned, they proposed an RSIs classification system based on SVM in which
Genetic Algorithms (GA) are used to find the best set of parameters of SVM.
The extracted features are based on pixels. Low-resolution aerial images were
used. Besides [2], both RSIs classification methods proposed by Tseng et. al [13]
and Bandyopadhyay et. al [1] use Genetic algorithms (GA). The former uses GA
to find the configuration parameters of a neural network while the latter uses GA
for clustering the pixels of the RSIs. Although both use the pixel information,
in [13], the vegetation classes are distinguished and images of middle and high
resolution are used.

The main advantages of the proposed method against the aforementioned ap-
proaches are the use of a runtime technique for combination of features (genetic
programming) and the refinement of the OPF-based classification system by
taking into account the user interaction. Moreover, most of the mentioned works
do not address the problem of specific crops recognition. They group different
classes into larger sets or even into a single one. We have recently proposed an
interactive method for classification of remote sensing images based on Genetic
Programming, GPSR [6]. That method allows users to interact with the classi-
fication system, indicating regions of interest (and those which are not). This
feedback information is employed by a genetic programming approach for learn-
ing user preferences and combining image region descriptors that encode spectral
and texture properties. One remarkable advantage of the proposed method when
compared with GPSR is that it does not need thresholds for selecting seeds to
be used in the segmentation process. At the end of each relevance feedback in-
teraction, the classifier itself defines the relevance level for all of the subimages.
GPSR is used as baseline in our experiments.

3 The GOPF Approach

The GOPF approach is a framework for recognition of regions of interest in
remote sensing images combining OPF [11] classifier and GP [5] composite
descriptor. We also adopt the definition of simple descriptor used in [5], which is
composed by a pair consisting of an extraction function and a distance function.

Optimum-path forest (OPF) is a classification method that represents each
class of objects by one or multiple optimum-path trees rooted at key samples,
called prototypes [11]. The training samples are nodes of a complete graph. In our
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work, the arcs are weighted by the distance provided by the composite descriptor
of their nodes. The use of OPF for relevance feedback considers two classes:
relevant subimages (chosen by the user) and irrelevant ones. The prototypes
computed by the OPF classifier are used to rank database images according to
the user’s selection.

Algorithm 1 illustrates how GOPF is used in the classification system. Let Î
be an RSI divided into a set of subimages (block regions). The distance d(s, t)
between two subimages s and t is the distance between their corresponding fea-
ture vectors combined by a function (composite descriptor). For an initial query
point s, the proposed method returns the N closest subimages in Î to s (query
by similarity). Due to the semantic gap problem, the closest subimages to s may
not be the most relevant for a given user. By marking the relevant subimages
among the returned ones, the user creates two sets: a set I ⊂ Î of irrelevant
subimages and a set R ⊂ Î of relevant subimages. The method then uses sets R
and I to compute relevant (set A) and irrelevant (set B) sets of prototypes and
two optimum-path forests rooted at them. Each subimage t ∈ Î\I ∪ R is then
classified according to the root’s label of the forest (relevant/irrelevant) that
offers to t the optimum path from A ∪ B. Only the N closest images labeled as
relevant will be returned (in a set C) to the user in the next iteration. Relevant
prototypes (A) and irrelevant ones (B), computed in the previous step, are then
used to sort the subimages in C for the next iteration. The method computes
the average distance d̄A(t,A) between each subimage t ∈ C and subimages in
the set of relevant prototypes A. It also computes the average distance d̄B(t,B)
between t and subimages in the set of irrelevant prototypes B. Finally, a distance
d̄(t,A,B) is computed as a normalized mean between relevant and irrelevant pro-

totypes according to the composite descriptor: d̄(t,A,B) =
d̄A(t,A)

d̄A(t,A) + d̄B(t,B)
.

After classifying each subimage in Î\I∪R, the method returns to the user a new
set of N relevant subimages, which contains the lowest values of d̄(t,A,B) This
process is then repeated for a few iterations T and, finally, the system returns
all relevant subimages obtained so far. The complete approach, which we call
GOPF (GP+OPF), is illustrated in Figure 1 (a).

The performance of the classifier is directly dependent on the good description
of the objects involved in the classification. In order to combine spectral and tex-
ture distances from various descriptors, the distance d(s, t) between two images s
and t used by OPF classifier is provided by a GP-based composite descriptor [5].
The GP framework requires a training set to find a good combination function.
As the method is interactive we propose training GP with the prototypes (A
and B) provided by the OPF since they are very informative subimages. The
GP module starts with a population of combination functions created randomly.
This population evolves generation by generation through genetic operations
(e.g., crossover, mutation, reproduction). A fitness function is used to assign the
fitness value for each individual based on the ranking of the training set. This
value is used to select the best individuals. Next, genetic operators are applied to
this population aiming to create more diverse and better performing individuals.
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Algorithm 1. The subimage recognition process in the GOPF .

1 Compute the distance d(s, t) from the descriptors for every subimage t ∈ Î.
2 Create an ordered list L of the N closest subimages t to s based on d(s, t).
3 Set I ← ∅ and R ← ∅.
4 for each learning iteration i = 1, 2, . . . , T do
5 Set C ← ∅.
6 The user marks the relevant subimages in L, which are inserted into R and the

irrelevant ones are inserted into I.
7 if |R| < N then
8 Compute OPF using sets I and R, resulting also A and B (prototypes).

9 for each subimage t ∈ Î\I ∪ R do
10 if t is labeled as relevant by OPF then
11 Insert t into the set C of images classified as relevant.
12 end if
13 end for
14 else
15 Show the final ordered list L with the N most relevant subimages in R, as

defined by the user selection.
16 end if-else
17 Create an ordered list L with the N most relevant subimages in C, in increasing

order of d̄(t,A,B).
18 Apply GP to find the distance combination function f(di(s, t)) by using A and B

as training set.
19 Recombine the subimages distances by using the best GP function f(di(s, t))
20 end for
21 Return the final ordered list L with the N most relevant subimages in R, completing

it with the N − |R| relevant subimages in C in the increasing order of d̄(t,A,B).

The last step consists in determining the best individual to be applied to the
test set. The commonest choice is the individual with the best performance in
the training set (e.g., the first function of the last generation).

In this work we adopt the same notion of descriptor proposed in [5]. In this
case, a GP individual is a function used to combine the distances provided by a
set of single descriptors concerning the features extracted from two subimages.
The GP individual configuration in the GOPF is the same as that used for
GPSR method [6]. Figure 1 (b) shows an example of GP individual as a function
to combine descriptors from two subimages. This individual corresponds to the

function f(d1(s, t), d2(s, t), d3(s, t)) = d1(s, t) ∗ d3(s, t)
d2(s, t)

−√
d2(s, t) + d3(s, t).

4 Experiments

This section describes the experiments performed to validate our method. The
experiment Setup is described as the following:

GP Parameters: Population size was 60; the number of generations, 10; ini-
tial population, half-and-half ; initial tree depth, between 2 and 5; maximum tree
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(a) (b)

Fig. 1. The proposed interactive classifier (GOPF)

depth, 5; selection method, tournament with size 2; crossover rate, 0.8; mutation
rate, 0.2; and functions set is composed by the operators +, ∗,√, dconst. Descrip-
tors: We used the same set of descriptors in [6]: BIC, Color Histograms, Color
Moments, Gabor Wavelets, and Spline Wavelets. Baseline: We compare our
method against Maximum Likelihood Classification (MaxVer) [12] and GPSR [6].
PASTURE image was classified by MaxVer with probability threshold 0.8 and
using 20,580 points of pasture sample. COFFEE image was classified with prob-
ability threshold 0.98 and using 43,630 points of coffee sample. Effectiveness
measure: We use kappa–iterations curves as effectiveness measure. Kappa [4]
is an effective index to compare classified images, commonly used in RSI clas-
sification. Experiments in different areas show that kappa could have various
interpretations and these guidelines could be different depending on the appli-
cation. However, Landis and Koch [7] characterize Kappa values over 0.80 as
“almost perfect agreement”, 0.60 to 0.79 as “substantial agreement”, 0.40 to
0.59 as “moderate agreement”, and below 0.40 as “poor agreement”. Kappa
negative means that there is no agreement between classified and verification
data. Data: Two RSIs were used to validade our method. Information about
used RSIs is showed in Table 1. In this paper, we call Image 1 PASTURE and
image 2 COFFEE. These images were divided into subimages of 20 × 20 and
30 × 30 pixels, respectively. Thus, the image PASTURE is composed by 5900
while COFFEE is composed by 6400 subimages. A total of 100 different subim-
ages were used as initial query point s. The results presented are the average for
each inital pattern s.

Figure 2 (a) illustrates the curve kappa-iterations of the GOPF in comparison
with GPSR and the value found by the MaxV er for the PASTURE image. Note
that the value of kappa is always greater for the proposed method when compared
to MaxVer, along iterations. Note also that the hybrid approach, GOPF , yields
better results than GPSR.
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Table 1. Remote Sensing Images used in the experiments

Image 1 Image 2

Region of interest pasture coffee

Terrain plain mountainous

Satellite CBERS SPOT

Spatial resolution 20 meters 2.5 meters

Bands composition R-IR-G (342) IR-NIR-R (342)

Acquisition date 08–20–2005 08–29–2005

Location Laranja Azeda Basin, MS Monte Santo County, MG

Dimensions (px) 1310 × 1842 2400 × 2400

Figure 2 (b) illustrates the curve-kappa iterations of GOPF in comparison
with the kappa value found by GPSR and MaxV er for the COFFEE image.
The kappa values for the proposed methods were better than the MaxVer score.
Another remarkable result is concerned with the superiority of GOPF when
compared to GPSR.
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Fig. 2. Kappa X Iterations comparing the results of the proposed method, GPSR and
the MaxVer to the PASTURE image (a) and to the COFFEE image.

5 Conclusions

We have proposed a hybrid framework for recognition of regions of interest in
remote sensing images which combines OPF [11] classifier and GP [5] compos-
ite descriptor. The system uses image descriptors to encode the spectral and
texture regions of the RSIs and exploits user’s relevance feedback. GOPF has
presented good results with respect to the identification of pasture and coffee
crops, overcoming the results obtained by GPSR [6] and the MaxVer algorithm.
As future works, we plan to evaluate more image descriptors; to allow user to
define multiple regions as query pattern; and to compare the method with other
baselines.
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Abstract. This paper proposes a novel genetic clustering algo-
rithm, called a dynamic niching quantum genetic clustering algorithm
(DNQGA), which is based on the concept and principles of quantum
computing, such as the qubits and superposition of states. Instead of
binary representation, a boundary-coded chromosome is used. Moreover,
a dynamic identification of the niches is performed at each generation to
automatically evolve the optimal number of clusters as well as the clus-
ter centers of the data set. After getting the niches of the population, a
Q-gate with adaptive selection of the angle for every niches is introduced
as a variation operator to drive individuals toward better solutions. Sev-
eral data sets are used to demonstrate its superiority. The experimental
results show that DNQGA clustering algorithm has high performance,
effectiveness and flexibility.

Keywords: Clustering, K-means, Evolutionary computation, quantum
genetic, quantum rotation gate.

1 Introduction

Clustering analysis is a common technique for statistical multivariate analysis
and has been used in a wide variety of engineering and scientific disciplines. Many
clustering algorithms have been proposed in the literature. Generally, they may
be broadly divided into two main categories: hierarchical and partitional. How-
ever, most hierarchical and partitional clustering methods have a drawback that
the number of clusters need to be specified a priori. Since apriori knowledge is
generally not always available, estimation of the number of clusters from the
data set under review is required under some circumstances. The classical ap-
proach of determining the number of clusters involves the use of some validity
measures [1,2].

Since the global optimum of the validity function would correspond to the
most “valid” solutions with respect to the functions, stochastic clustering al-
gorithms based on simple genetic algorithm or its variants have been devel-
oped [3,4,5,6]. In these GA-based algorithms, the validity functions are regarded
� Corresponding author.
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as the fitness function to evaluate the fitness of the individual. And all these
algorithms are characterized by the representation of the individual, the evalu-
ation function, the population size, genetic operators, parent selection, survival
competition methods, etc. To have a good performance, all these components
should be designed properly. In order to represent the individual effectively to
explore the search space and to exploit the global solution in the search space
within a short time, some concepts of quantum computing are adopted in the
proposed genetic clustering algorithm.

Some quantum genetic algorithms which inspired by certain concept and
principles of quantum computing were proposed [7,8,11]. These algorithms de-
notes chromosome using quantum bit encoding, carries out evolutionary search
through the action of quantum gates. Quantum genetic algorithm uses a Q-bit
as a probabilistic representation, defined as the smallest unit of information. The
Q-bit individual has the advantage that it can represent a linear superposition
of states in search space probabilistically. Thus, the Q-bit representation has a
better characteristic of population diversity than other representations [11]. In
fact, there are two drawbacks for the classical quantum genetic algorithm. First,
chromosomes are generally represented by binary qubit. So, the bigger of range
of variables and the higher of precision of the problem, the chromosomes will
become longer and longer run time is needed to obtain the solutions. Second, the
angle parameters used for the rotation gate are usually obtained by the table in
ref. [11] or its variants.

In order to solve these problems, a novel clustering algorithm based on dynamic
niching quantum(DNQGA) is presented in this paper. Within the DNQGA, a dy-
namic niching is developed to preserve the diversity of the population. A simpler
representation with boundary-coded is adopted, whereby each individual repre-
sents a single cluster center. All the niches presented in the population at each
generation are automatically and explicitly identified. Then, the application of
Q-gate with adaptive selection of the angle is limited to individuals belonging to
the same niche.

The rest of this paper is organized as follows. Section 2 describes the dynamic
niching quantum clustering algorithm. Experimental results are provided for
several real-world data sets are given in Section 3. Experimental results demon-
strate the efficiency of the DNQGA clustering algorithm. Finally, conclusions
are drawn in Section 4.

2 The Dynamic Niching Quantum Genetic Clustering

In the traditional GA, a population of individuals evolve according to the tran-
sition operators. At the end of the evolution process, the population consists of
a single fittest individual, representing the best solution found by the algorithm.
There are many cases, however, when the desired solution is not necessarily
the best one, but rather a collection of best. In order to deal with this class of
problem, niching has been suggested as a viable mean to simultaneously evolve
subpopulations exploiting different niches. In this section, a niching quantum
genetic algorithm is proposed.
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Before describing the DNQGA clustering algorithm, the basics of quantum
computing are addressed briefly in the following. The smallest unit of informa-
tion stored in a two-state quantum computer is called a quantum bit or qubit [10].
A qubit may be in the “1” state, in the “0” state, or in any superposition of
the two. A qubit can be represented as |Ψ〉 = α |0〉+ β |1〉 , where α and β are
complex numbers that specify the probability amplitudes of the corresponding
states and |α|2 + |β|2 = 1. The state of a qubit can be changed by the opera-
tion with a quantum gate [10]. Inspired by the concept of quantum computing,
DNQGA clustering is designed with a novel Q-bit representation, a Q-gate with
an adaptive selection of the angle as a variation operator. The representation
and the proposed algorithm are presented in the following.

2.1 Chromosome Representation and Initialization

In order to make the representation more effective and intuitive, the following
representation is used

∣
∣Ψ〉 = α

∣
∣xl〉+ β |xu〉 (1)

where xl and xu are the lower and the upper bound of the variable x, respectively.
Obviously, a qubit may be in the xl state, in the xu state, or in any superposition
of the two. The |α|2 and |β|2 respectively give the probability that the qubit will
be found in xl state and in xu state, and |α|2 + |β|2 = 1. The chromosome of
our algorithm can be represented by qubit as follow

qt =
[
αt

1,1 α
t
1,2 · · · αt

N,1 α
t
N,2

βt
1,1 β

t
1,2 · · · βt

N,1 β
t
N,2

]
(2)

where N is the dimension of the vector x. In fact, a qubit chromosome will

“collapse” into a boundary-coded chromosome. For any qubit
[
αt

k,j , β
t
k,j

]T

, k =

1, 2, · · · , N , j = 1, 2, we generate a random number rk,j ∈ [0, 1]. If rk,j <
∣
∣∣αt

k,j

∣
∣∣
2

,

the qubit will be found in the xl state, otherwise, the qubit will be found in the
xu state. Therefore, the qubit chromosome collapses into [xi, xj ], where {i, j} ∈
{l, u}. And each dimension of the chromosome will be one of the four states:
[xl, xl], [xl, xu], [xu, xl] and [xu, xu].

In order to decoding the chromosome into real-valued, a decoding rule is
introduced in Table 1. Here, Δxi = (xu − xl)/4 and r is a random number in
[0, 1]. If the boundary-coded chromosome is [xl, xl], xi will take a small value
inclining to the lower bound. If the boundary-coded chromosome is [xu, xu], xi

will take a small value inclining to the upper bound. Through this decoding
criterion, a real-valued chromosome is obtained. An initial population of size P
for DNQGA clustering algorithm is usually chosen at random. After getting the
boundary-coded chromosomes, the real-valued chromosomes can be obtain by
the decoding criterion described in Table 1.
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Table 1. Decoding rules of the boundary-coded chromosome

boundary-coded chromosome chromosome after decoding

[xl, xl] xi = xl + r · Δxi
4

[xl, xu] xi = xl + (1 + r) · Δxi
4

[xu, xl] xi = xu − (1 + r) · Δxi
4

[xu, xu] xi = xu − r · Δxi
4

2.2 Fitness Function

The fitness function is used to define a fitness value to each candidate solution.
Here, the fitness function of the chromosome, f , is defined as

f(c) = J̃s(c) =
n∑

j=1

(
exp− ‖xj−c‖2

β

)γ

, j = 1, 2, · · · , n (3)

where xj , j = 1, 2, · · · , n are all data points in the data set to be clustered,

β =
∑n

j=1 ‖xj−x̄‖2

n , x̄ =
∑n

j=1 xj

n , and γ is estimated by CCA [12].

2.3 Niching

In order to preserve the population diversity which prevents GAs being trapped
by a single local optimum, a dynamic niching algorithm is presented in Table 2,
where Popt denotes the real-valued population of individuals at generation t.

After the dynamic identification of the niche master candidates of the popula-
tion Popt at generation t, the individuals belonging to the same master candidate
can be defined as a subset Si

t �= ∅ in the population Popt which have a distance
from the master candidate less than the niche radius and do not belong to other
niches. If the number of the individuals in Si

t is larger than 1, then this subset
is assumed as an actual niche; otherwise, the single individual in the subset is
considered as an isolated individual and all the isolated individuals form the
subset S∗

t . Then, the population Popt at the generation t is partitioned into v(t)
groups, say S1

t , S
2
t , · · · , Sv(t)

t , and a number of isolated individuals

Popt =
(

∪
i∈{1,2,··· ,v(t)}

Si
t

)
∪ S∗

t (4)

where S∗
t represents the set of all the isolated individuals.

After getting the niches of the population, the individuals belonging to the
same master candidate will update under the quantum rotation gate [11]. In our
algorithm, quantum rotation gate for the substring of a qubit chromosome is
described as

Uk,i(θt,q) =

[
cos(θt,q

k,i) − sin(θt,q
k,i)

sin(θt,q
k,i) cos(θt,q

k,i)

]

, k = 1, 2, · · · , N, i = 1, 2 (5)
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Table 2. The dynamic niching algorithm

Input: Popt the real-valued population at generation t
P population size
σ the niche radius.

Sort the current population according to the their fitness
v(t) = 0 (the number of niches at generation t)
u(t) = 0 (the number of niche master candidates)

For i = 1 to P do
If the ith individual is not marked then

u(t) = u(t) + 1
N(u(t)) = 1 (number of individuals in the u(t)th niche candidate)
For j = i + 1 to P do

If (d(i, j) < σ) and (u(t)th individual is not marked)
insert the jth individual into the u(t)th niche masters candidate
N(u(t)) = N(u(t)) + 1

End If
End For
If (N(u(t)) > 1) then

v(t) = v(t) + 1
mark the ith individual as the niche master of the v(t)th niche

End If
End If

End For

In order to make the qubit chromosomes effectively converge to the fitter states,
we put forward an adaptive rotation angles computing method for the actual
niche, which is defined as:

θt,q
k,i = sign{αt,q

k,i · βt,q
k,i · (f(ct

l)− f̄ q)} · f(Mt,q
k )− f(ct

l)
f(Mt,q

k )− f̄ q
× 0.05π (6)

where Mt,q
k is the master of the qth niche, ct

l is the individual in the qth niche,
f(Mk

t,q), f(ct
l) and f̄ q are the fitness of Mt,q

k , ct
l , and the average fitness value

of the individual in the qth niche, respectively. The value of θt,q
k,i increases when

the individual is quite poor. In contrast when the individual is a good solution,
θt,q

k,i will be low so as to reduce the likelihood of disrupting a good solution by
the rotation. sign(·) is described as

sign( · ) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

+1 if αt
k,iβ

t
k,i(f(ct

l)− f̄ q) > 0
−1 if αt

k,iβ
t
k,i(f(ct

l)− f̄ q) < 0
±1 if αt

k,i = 0 and (f(ct
l)− f̄ q) < 0

±1 if βt
k,i = 0 and (f(ct

l)− f̄ q) > 0
0.05pi otherwise

(7)

For the individuals in the isolated individuals set S∗
t , the rotation angle is

defined as
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θk,i =
{

0 if f(cl) = f(ct
best)

0.05π otherwise
(8)

where ct
best is the best individual at generation t.

2.4 Description of the Algorithm

The DQNGA clustering algorithm is described as follows:

1. Initialize a group of cluster centers, described by the boundary-coded qubit,
with size of P .

2. Decoding the boundary-coded chromosomes into real-valued chromosomes.
3. Apply the dynamic niching algorithm and copy the niche masters in a sep-

arate location.
4. If the termination condition is not reached, go to Step 5. Otherwise, select

the niche masters from the population as the final cluster centers.
5. Apply the quantum gate operator for each niche.
6. Evaluate the newly generated candidates.
7. Apply the elitist strategy.
8. Go back to Step 3.

3 Experiments Results

In this section, the performances of the GA-clustering [3], KGA-clustering [4],
GAGR [6] and DQNGA algorithms are compared through the experiments based
on the three real-world data sets from UCI Machine Learning Repository. For
the GA-clustering, KGA-clustering and GAGR, the number of clusters is set as
the actual number of clusters present in the data sets.

In the experiments, the population size is taken as 50. The crossover and mu-
tation probabilities for GA-clustering KGA-clustering and GAGR algorithm are
pc = 0.8 and pm = 0.001, respectively. At first 100 independent runs are taken
to judge the automatic clustering efficiency of DQNGA, and the mean number
of clusters found as well as the percentage of successful runs (those yielding the
correct number of clusters according to the algorithm) are given in Table 3. Here
AC and OC denote the actual number of clusters present in the data set and the
obtained number of clusters by DQNGA, respectively. It shows the percentage of
runs that managed to yield the correct number of classes for each data set. In the
following, we compare the speed of convergence of the four algorithms. For each
data set we have conducted the experiment 20 independent time. The character-
istic of the computation time is shown in Table 4. Table 4 gives the computation
time (the experiments were implemented on a machine running Windows XP,
Intel (R) Xeon (R) CPU, 2.33 GHz) needed for convergence of the four algo-
rithms. As seen from Table 4, the DQNGA clustering algorithm converges in
relatively shorter computation time. In order to compare the qualities of the
final clustering results obtained, three statistical score functions (Overall accu-
racy, Kappa index and Adjusted rand index) are used. Table 5 gives the mean
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Table 3. Mean number of clusters obtained (with standard deviation) and percentage
of successful runs obtained by DQNGA over 100 independent runs

Data Iris Breast Wine

AC 3 2 3
OC 2.86(0.4494),72 2(0.0408),98 3.0769(0.4130),65

Table 4. The average computation time(s) to convergence of the four algorithms for
20 different runs for the three real-life data sets

Data GA-clustering KGA-clustering GAGR clustering DQNGA
Iris 45.295 0.4494 0.3741 0.2040

Breast 235.368 0.4539 0.3372 0.2496
Wine 46.478 0.4960 0.4011 0.3443

Table 5. Mean and standard deviation (in parentheses) of three statistical validity
measures produced by the four algorithms

Data Validity Measures Mean and std. dev. of the validity measures over the final clustering
results of the successful runs
GA-clustering KGA-clustering GAGR DQNGA

Iris Overall accuracy(%) 80.62(2.2011e-5) 82.39(0.0270) 83.67(0.0190) 85.36(0.0125)
Kappa index(%) 75.93(4.9524e-5) 76.17(0.0523) 76.65(0.01132) 78.31(0.0185)
Adjusted rand index 0.7149(8.8253e-5) 0.7009(0.0015) 0.7163(0.0058) 0.7652(0.0065)

Breast Overall accuracy(%) 90.31(0.0011) 93.22(0.0024) 94.25(0.0016) 95.10(5.440e-5)
Kappa index(%) 84.95(0.0020) 85.71(0.0087) 87.71(0.0057) 89.65(0.0062)
Adjusted rand index 0.8225(0.0139) 0.8536(0.0021) 0.8665(0.0013) 0.8891(3.120e-6)

Wine Overall accuracy(%) 80.58(0.0177) 82.25(0.0265) 83.64(0.0135) 88.21(0.0322)
Kappa index(%) 75.92(0.0276) 76.49(0.0356) 80.53(0.0216) 85.32(0.0287)
Adjusted rand index 0.7236(0.0237) 0.7398(0.0129) 0.7530(0.0058) 0.8136(0.0152)

value (and standard deviations)of the three statistical functions. From Table 5
one may observe that our approach outperforms GA-clustering, KGA-clustering,
GAGR in a statistically significant manner. Not only does the method find the
optimal number of clusters, but also it manages to find classifications closest to
the ground truth as evident from the higher values of the overall accuracy, kappa
index and the adjusted rand indices in Table 5.

4 Conclusions

In this paper, a novel clustering algorithm based on dynamic quantum nich-
ing genetic clustering algorithm (DQNGA) has been developed for clustering
problem with unknown cluster number. The DQNGA algorithm can find the
optimal number of clusters and the cluster centers automatically. As the num-
ber of clusters is not known a priori in most practical circumstance, DQNGA
algorithm can be used more widely. In the DQNGA algorithm, each chromo-
some is encoded a center of a cluster by a boundary-coded qubit. The dynamic
niching is accomplished without assuming any a priori knowledge on the number
of niches. And an adaptive selection of the rotation angle used by the quantum
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rotation gate is introduced. The superiority of the DQNGA over GA-clustering,
KGA-clustering and GAGR has been demonstrated by the experiments on three
real-world data sets. All the experiment results have shown that our algorithm
has high performance, effectiveness and flexibility.
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Abstract. An overview of the new spatio-temporal video filtering tech-
nique was presented in this paper. The extension of standard techniques
based on temporal Gaussian combined with Fast Digital Paths Approach
[9] with fuzzy similarity function was presented. Presented technique pro-
vides excellent noise suppression ability especially for low light sequences.

1 Introduction

The widespread use of webcams, camcoders, digital cameras embedded in mobile
phones allows capturing of images and videos in different situations especially in
low light environment. Unfortunately, the high level of miniaturization of sensors
entails very poor quality of recorded material. In addition, increasing the number
of megapixels packed into such a small area in order to improve image quality
imposes strong noise artifacts in resulting images. Is therefore necessary to use
algorithms that improve the quality of such images. One of the most challenging
tasks is shot noise removal which is dominant in low light images [5].

In this paper, a novel noise spatio-temporal filter, which combines Temporal
Gaussian smoothing with spatial Fast Digital Path Approach (FDPA) [9] has
been proposed. Temporal Gaussian smoothing effectively removes shot noise or
Gaussian artifacts but introduces ghosting artifacts in dynamic sequences, thus
in such regions spatial filtering is preferred. The impact of spatial and temporal
elements is determined using fuzzy membership function calculated using inter-
frame differences.

The paper is organized as follows. In Section 2 the general concept of the
digital paths applied to the spatial filters is introduced. Section 3 introduces
concept of our spatio-temporal filter, while Section 4 presents simulation results.
Finally, Section 5 summarizes our paper.

2 Fast Digital Paths Approach Spatial Filter (FDPA)

In this work general fuzzy filtering structure proposed in [6] will be used. The
general form of the fuzzy adaptive filters proposed in this work is defined as
weighted average of input vectors inside the processing window W:

A. Berciano et al. (Eds.): CAIP 2011, Part II, LNCS 6855, pp. 316–323, 2011.
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F̂0 =
k−1∑

i=0

wiFi =

k−1∑

i=0

μiFi

k−1∑

i=0

μi

, (1)

where Fi and F̂0 denotes filter inputs and output respectively. The relationship
between the pixel under consideration (window center) and each pixel in the
window should be reflected in the decision how to define the filter weights. In
our case weights will be calculated using similarity functions calculated over
digital paths included in the processing window W .

Let a digital lattice H = (F,N ) be defined by F, which is the set of all points
of the plane (pixels of a color image) and a neighborhood relationN between the
lattice points [7]. In the case of the ranked-type non-linear filters the processing
window W forms a lattice where N is defined through the window size.

A digital path P = {pi}ni=0 defined on the lattice H is a sequence of neigh-
boring points (pi−1, pi) ∈ N . The length L(P ) of the digital path P {pi}ni=0 is
simply

∑n
i=1 ρ

H(pi−1, pi), where ρH denotes the distance between two neighbor-
ing points of the lattice H. An N8-neighborhood system is considered in this
work with a topological distance of 1 assigned between two neighboring points.

Let us adopt the following notation, which will help us define the distance
functions defined over digital paths. The starting point of a path will be denoted
as p0 = (x0, y0). Its neighbors will be denoted as p1 = (xu1 , yv1), which means
that the neighbors are the second points of all digital paths originating at p0.
Then the third point of a digital path starting at p0 will be p2 = (xu2 , yv2) and
so on, till the path reaches in n steps the ending point pn = (xun , yvn).

The set of all possible digital paths contained inW joining two points a, b ∈ W
will be denoted as ΦW (a, b). Two pixels a and b will be called connected (hereafter
denoted as a ↔ b), if there exists a digital path PW (a, b) contained in the set
W starting from a and ending at b.

If two pixels p0 and pn are connected by a digital path PW,n {p0, p1, . . . , pn}
of length n then let ΛW,n{p0, p1, . . . , pn} be a function which measures the
connection cost defined over the digital path linking the starting point p0 and
ending point pn. The connection cost over the digital path ΛW,n will be defined
as a measure of dissimilarity between color image pixels p0, p1, . . ., pn forming
a specific path linking p0 and pn [3,10]:

ΛW,n {p0, p1, p2, . . . , pn} = f {F (p0) ,F (p1) ,F (p2) , . . . ,F (pn)} =
n∑

i=1

‖F(p1)− F(pi−1)‖. (2)

Let us now define a similarity function, analogous to a membership function
used in fuzzy systems, between the starting point a = p0 and point b = p1
crossed by the digital path connecting pixel p0, its neighbor p1 with all possible
points pn which can be reached in n steps from p0.
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The aim of taking into account the points p2, . . ., pn when calculating the
similarity between p0 and p1 is to explore not only the direct neighborhood of
p0 but also to use the information on the local image structure. This can be
done by acquiring the information on the local image features investigating the
connection costs of digital paths originating at p0, passing p1 and then visit-
ing successive points, till the path reaches length n. In this case the similarity
function takes the form:

μW,n (a, b) = μW,n (p0, p1) =
ω∑

m=1

g
(
Λ

W,n

m (p0, p1)
)
, (3)

where ω denotes number of all possible paths P{p0, p1, p∗2, . . . , p∗n} of length n
originating at a = p0 and crossing b = p1 totally included in W , ΛW,n

m {·} is a
dissimilarity value along a specific path and g(·) is a smooth function of ΛW,n

m .
In this work we assume that g(·) is the exponential function [9] so our simi-

larity function takes the form:

μW,n (a, b) = μW,n (p0, p1) =
ω∑

m=1

exp
[
−β · ΛW,n

m (p0, p1)
]

(4)

where β is the filter design parameter. A normalized form of the similarity func-
tion can be defined as follows:

ψW,n (a, b) = ψW,n (p0, p1) =
μW,n (p0, p1)∑

p∗
1

μW,n (p0, p∗1)
, (5)

where p∗1 denotes all p0 neighbors.
Assuming that the pixel a = p0 is the pixel under consideration, with F(b)

representing the pixel b = p1 the filter output F̂(a) is given as follows:

F̂(a) =
∑

b∼N8(a)

ψW,n (a, b) ·F (b) =
∑

p1

ψW,n (p0, p1) · F (p1). (6)

The performance of the new filters strongly depends on the type of digital
paths selected. Different models of paths result to application-specific filters,
which are able to suppress certain types of noise. In this paper we concentrate
on the ”Self-Avoiding Path model” (SAP), which provides a model suitable for
image processing applications [8,9].

The Self-Avoiding Path (SAP) is a special type of path taken along the image
lattice so that adjacent pairs of edges in the sequence share a common vertex of
the lattice. In the SAP approach no vertex is visited more than once resulting
in a trajectory that never intersects itself. In other words the Self-Avoiding Path
is a path that does not pass through the same lattice point twice.

In order to reduce filter complexity the FDPA filter uses fixed size of the
supporting window W is set to (3 × 3) independently of the path’s length.
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3 Spatio-Temporal Fuzzy FDPA Filter (STFFDPA)

Noise introduced by CCD and CMOS sensors significantly reduce the quality of
the recorded material and cause considerable losses during compression. Because
we are dealing with a sequence of images, rather than a single frame, we can
eliminate the noise using inter frame relations. It is important that the sensor
noise is characterized by a low correlation between individual frames (with ex-
ception of hot pixels), while parts of the image, even the fast-changing, they are
strongly correlated.

These properties are used during temporal filtering using different variants of
averaging the values of individual pixels in successive video frames. The simplest
temporal filter is the Temporal Arithmetic Mean Filter (TAMF), the output of
that filter can be represented by the following relationship:

F̂ (x, y, t) =
1

2n+ 1

n∑

Δt=−n

F (x, y, t+Δt), (7)

where F, F̂ denote the input and output frames and n determines temporal
window size.

This method, although the simplest and quickest is only suitable for static
sequences, because averaging frames where there are objects in motion creates
”ghosting” effects in output sequence. One way to reduce the ghosting effect is
to use temporal Gaussian filtering instead of simply averaging:

F̂G (x, y, t) =
t=n∑

t=−n

g(σ, t) ∗ F(x, y, t). (8)

Some algorithms utilize motion compensation to reduce blurring effect such
as works presented by Dubois and Sabri [4].Another solution to reduce ghosting
artifacts is to use a temporal version of bilateral filter used as a element of ASTA
filter [2].

As can be seen in Fig. 2 b) in the case of static scenes get excellent results
using a simple averaging or Gaussian smoothing over time, which, however,
completely fails when the scene contains moving objects, then we should use the
spatial filtering algorithms. So we can define filter output as weighted spatial
and temporal filters denoted as FS and FT :

F̂ (x, y, t) = wFT + (1− w)Fs (9)

with fuzzy weight w calculated using cumulated lightness differences ΔL over
full temporal window:

ΔL (x, y, t) =
t=n∑

t=−n

dist (F (x, y, t) ,F (x, y, t+Δt)), (10)

where

dist (F1,F2) =
∣
∣∣
∣
1
3

[(F1R + F1G + F1B)− (F2R + F2G + F2B)]
∣
∣∣
∣ , (11)
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so now we can define our similarity function:

w (x, y, t) = exp (−γ ·ΔL (x, y, t)) . (12)

Finally filter output takes form:

F̂ (x, y, t) = exp (−γ ·ΔL (x, y, t)) ·
t=n∑

t=−n
g(σ, t) ∗F(x, y, t)+

+ (1− exp (−γ ·ΔL (x, y, t))) ·FFDPA (x, y, t) .
(13)

4 Simulation Results

Several filters capable of real-time video processing were examined on numer-
ous video sequences. Subjective results were obtained from original noisy video
sequences,however some synthetic tests with artificial noise were also performed.

Objective quality measures such as the Root Mean Squared Error (RMSE),
the Signal to Noise Ratio (SNR), the Peak Signal to Noise Ratio (PSNR), the
Normalized Mean Square Error (NMSE) and the Normalized Color Difference
(NCD) were used for the analysis. All those objective quality measures were
calculated for the sequence of the filtered images.

The performance of the following filters was evaluated:

– Temporal Gaussian Filter TGauss (with time window n = 5 and σ = 5),
– Spatial Vector Median Filter (with window 3× 3 and L1 norm)[1],
– Spatial Fast Digital Paths Approach FDPA,
– Spatio-temporal Vector Median Filter - VMF3D (with window 3×3×3 and
L1 norm),

– Spatio-Temporal Fuzzy FDPA Filter (STFFDPA) (n = 5, σ = 5, γ = 4, β =
15)

For both digital paths filters, the path size was limited to two steps.
Figure 1 shows the frame from noisy sequence captured in low light conditions

containing small toy-car moving rapidly. It can bee seen that temporal methods
produces perfect background while moving object is blurred, static techniques
can’t clear the noise effectively. Only combination of spatial and temporal tech-
niques gives satisfactory results.

Figure 2 depicts filtering results of sample frame from standard video sequence
Hall Monitor corrupted with Gaussian noise (σ = 10).

Objective quality measures for sequence Foreman corrupted with Gaussian
noise (σ = 20) are presented in Table 1 while Table 2 combines results of filtering
Hall monitor sequence with Gaussian noise (σ = 10). Average values and their
standard deviation were evaluated.

The Figure 3 depicts PSNR values of subsequent frames filtered with temporal
Gaussian, Spatial FDPA and the new spatio-temporal filters, it can be clearly
seen when temporal filter produces ghosting artifacts.
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a) b) c)

d) e) f)

Fig. 1. a) Frame from the noisy video seqence - Toy Car and results of filtering with
b) Temporal Gaussian, c) VMF3D, d)Spatial FDPA, e) VMF and f)Spatio-Temporal
Fuzzy FDPA Filter STFFDPA

a) b) c)

d) e) f)

Fig. 2. a) Frame from the noisy video sequence Hall Monitor with Gaussian noise and
results of filtering with b) Temporal Gaussian, c) VMF3D, d)Spatial FDPA, e) VMF
and f)Spatio-Temporal Fuzzy FDPA Filter STFFDPA
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Table 1. Comparison of the filtering algorithms applied for Foreman sequence cor-
rupted with Gaussian noise (σ = 20)

Filter PSNR [dB] σPSNR [dB] NCD [10−3] σNCD [10−3]

None 22.22 0.03 185.8 24.7
VMF 25.7 0.72 109.4 16.5
VMF3D 26.6 1.81 80.0 11.6
FDPA 28.5 0.72 77.1 11.2
TGauss 25.7 2.23 90.2 11.9
STFFDPA 29.6 0.70 65.3 9.0

Table 2. Comparison of the filtering algorithms applied for Hall monitor sequence
corrupted with Gaussian noise (σ = 10)

Filter PSNR [dB] σPSNR [dB] NCD [10−3] σNCD [10−3]

None 28.3 0.01 95.2 1.0
VMF 28.8 0.57 62.2 0.7
VMF3D 29.4 0.14 51.0 1.1
FDPA 32.4 0.05 38.4 0.4
TGauss 32.4 0.79 51.2 1.3
STFFDPA 34.4 0.12 38.9 0.6
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Fig. 3. PSNR coefficients of noisy Hall monitor sequence with TGauss, FDPA and
STFDPA filters

5 Conclusions

From several years we can observe increasing interest in video processing. Video
noise reduction without structure degradation is perhaps the most challenging
video enhancements task. Several techniques have been proposed over the years.
Among them are standard noise reduction techniques, the so-called spatial filters,
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applied to subsequent frames of the video stream. However, standard image
processing techniques cannot utilize all available information i.e. similarities in
neighboring frames, so modern video denoising algorithms utilize also temporal
information. The new approach utilizing temporal Gaussian filtering and spatial
digital path filter was presented in this paper. Presented technique provides
excellent noise suppression, especially for low light video sequences.
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Abstract. With the rapid growth of video multimedia databases and the lack of 
textual descriptions for many of them, video annotation became a highly 
desired task. Conventional systems try to annotate a video query by simply 
finding its most similar videos in the database. Although the video annotation 
problem has been tackled in the last decade, no attention has been paid to the 
problem of assembling video keyframes in a sensed way to provide an answer 
of the given video query when no single candidate video turns out to be similar 
to the query. In this paper, we introduce a graph based image modeling and 
indexing system for video annotation. Our system is able to improve the video 
annotation task by assembling a set of graphs representing different keyframes 
of different videos, to compose the video query. The experimental results 
demonstrate the effectiveness of our system to annotate videos that are not 
possibly annotated by classical approaches. 

Keywords: Graph aggregation, graph modeling, content-based video 
annotation, Region Adjacency Graph. 

1   Introduction 

Graph data modeling has received a big interest last decade. This is reinforced with 
the development of new graph mining techniques, making it a very promising field. 
That’s why, graphs have become increasingly important in modeling complicated 
structures and schemaless data in many application domains such as molecular 
structure for chemical compounds in chemistry domain, network connections in 
telecommunication domain, web pages links in web domain, bioinformatics, robotics, 
etc [4],[5],[6],[8],[9]. Moreover, graphs are very powerful in the computer vision 
domain since images regions can be efficiently modeled using graphs [2].  

In computer vision, video annotation aims to assign to one video a description that 
characterizes its semantic content, including visual content, audio content, textual 
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content [1] or even the events and the actions presented on it. In this paper, we are 
focused on the spatial visual content to annotate video data. For that, motivated by the 
emergence of graphs to be the most sophisticated and general form of structure able to 
represent any kind of data, graphs are used to model video frames where vertices 
represent video regions and edges concern the relationships between them. This 
allows us to give a rich frame description that is effectively used in the frame-
indexing phase.  

The video annotation method proposed in this paper uses graph for image 
modeling and indexing to annotate video and improve this annotation using a graph 
aggregation scheme. Thus, after modeling every video frames using graphs, an 
efficient graph based search method will be applied to compose the video from the 
whole database and then to annotate it. 

The remaining of this paper is organized as follows: in Sec. II we will present the 
video annotation task. Then, in Sec. III, graph based images modeling is introduced. 
In Sec. IV, we describe our proposed video annotation system that initially consists of 
a graph based image indexing phase for video annotation. In Sec. V, graph 
aggregation scheme is offered to improve the later video annotation. Experimental 
results are shown in Sec. VI to assess the performance of our system. Finally, we will 
conclude our paper by summarizing the key findings of the proposed system and 
suggesting possible extensions for our system. 

2   Video Annotation 

Content based video annotation (CBVA) aims to annotate a query video by matching 
its features with those of the database. Consequently, CBVA systems can be divided 
to two phases: video indexing phase which extract video features and features 
matching phase intended to find videos in the database which are similar to the query 
video that will be used to annotate it.  

Currently, there are many problems in the video databases precisely related to 
video annotation. However, in many cases, videos are not annotated or suffer from a 
lack of annotation. That’s why video annotation is a very important task not only to 
annotate the non-annotated videos but also to verify the annotations of videos that are 
already annotated and to enrich their annotations. Besides, video annotation system 
must deal with the problems of transformations and changes in videos such as the 
change in luminosity. 

Conventional video annotations methods apply video features extraction and 
features matching to annotate video. In [1], a video annotation system was developed 
which exploits the textual content existing in the video to describe it and match the 
query video feature with the database features to find the similar videos. Others 
systems index video based on the existing events such as [2] which try to index video 
by detecting person running or walking events. These existing systems have many 
limits since they (1) didn’t include the regions relationship giving the spatial behavior 
that is powerful information describing an image and (2) treat the combination of 
images to annotate a video query. Motivated by this, we have developed a graph 
based video annotation system to overcome these limits. Since finding similar videos 
to one query video seems to be not possible in some cases, a graph aggregation 
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scheme is used in our system to compose query graph by several sub-graphs from the 
database. The query video is then annotated using these composed sub-graphs. 

3   Graph Based Image Modeling 

Video indexing is a fundamental part in video annotation system. As we have 
presented previously, video can be characterized with its visual, audio or textual 
content or even the events or the actions which contains. In our system, we have built 
a video annotation system based on the spatial visual content. This spatial visual 
content is representing with a graph modeling for video frames. Thus every video 
frame is model with a graph. Graph vertices represent the frame regions which are 
recognized using color segmentation in the CIELab space with the Hill Climbing 
algorithm [3]. Graph edges represent the relationship between frame regions and 
precisely the adjacent regions to have the Region Adjacency Graph (RAG) [2].RAG 
has proved that is the most efficient representation compared with others graph form 
such as Attributed Relational Graph (ARG) and the tree form such as the Quadtree. 

It should be mentioned here that many works have model image with graph such as 
[4] in which ARG is used as an image content representation to search for similarity 
in a medical image databases to annotate unlabelled images regions. Thereafter, 
authors in [5] have model image with RAG to build a graph based image indexing 
engine used search images in the image databases. Recently, [6] have proposed a 
Quadtree representation based image indexing method to classify the magnetic 
resonance images according to the Corpus Callosum.     

A graph is represented by {V,E,Lv,Le,Fv,Fe} where V is the set of the graph 
vertices, E is the set of the graph edges connecting two different vertices, Lv is the set 
of the vertices labels, Le is the set of the edges labels, and Fv is the function labeling 
the vertices, and Fe is the function labeling the edges. There are two categories of 
labeled graphs: directed graphs assigning a direction for the edges labels which make 
two edges connecting every two different vertices with an opposed directions, and an 
undirected graphs assigned only one edge connecting every two vertices. Depending 
on Fe, the graph category is chosen: if we choose the distance between two vertices as 
an edge label, then we will have an undirected graph and that is what we have used in 
our system. But, if we choose the angle from the line connecting the two vertices to 
the horizontal line as an edge label, we will have a directed graph. 

After segmenting the frame into different regions, we will extract a visual 
characterization from every region forming its descriptors. To obtain this 
characterization, the Gabor filter and the Gray Scale Cooccurrence Matrix (GLCM) 
are performed for texture information and the color histogram is extracted for color 
information [11]. Based on these descriptors, a label is assigned to every region by 
clustering the different video-frames regions in the database using K-means method 
with a predefined number of classes. Each region class will be used to label its 
corresponding vertices (regions) in the graph representation.  

Consequently, each video frame is well described based on its visual content 
including shape information, color content, texture information and also the intra-
regions information. In addition, our approach is proposed to treat real color images 
unlike classical methods working only on gray scale images such as in [4], [5] or [6] 
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where only color information has been used to describe image regions. Moreover, 
instead of treating directly the frame, we model it with graph, which significantly 
reduces the computational cost without losing its visual content. 

4   Proposed Video Annotation System 

Modeling image with graph will lead to a faster video annotation system since the 
quantity of data to be treated will be significantly reduced. In addition, we extracted 
keyframes from the video (we refer to them as images in the rest of the paper), using 
motion estimation [12], since they are the most representative video frames. Video 
annotation task will be then refined to keyframes annotation that will be indexed 
based on their graph representation.  

Our system consists of two phases: graph based image (keyframe) indexing and 
image feature matching to find the videos similar to a given video query. 

4.1   Graph Modeling Based Image Indexation 

By modeling the query image and every images in the database with RAG, we will 
have a query graph q and a graphs database D= {g1, g2, g3, ... , gn}. Afterwards, 
frequent sub-graphs are extracted from the graph database. There frequent subgraphs, 
called also graph features, must obey to two conditions: graph features should be 
connected and its support, which is the occurrence in the graph database, exceeds a 
prefixed minimum threshold s. These graph features expose the intrinsic propriety of 
the graph database. As well as the k-means classes number and as shown in Table.1, 
choosing the threshold s is very crucial since with a great value, few graph features 
will be selected and the database will be represented only with some graphs. 
Contrarily, setting this threshold to a small value will result on having a big number 
of graph features which will be hard to handle with. 

These graph features are obtained following several methods [5] such as AGM, 
FSG, and gSpan [7] which outperforms the previous methods and proved its power 
and efficiency since it is capable to mine large graph features in a bigger graph set 
with small threshold s. gSpan is a depth-first search (DFS) based graph mining 
algorithm by constructing a DFS code for every graph as its canonical label, building 
new lexicographic ordering among these codes  and conducting DFS to discover 
graph features in large graph databases. Based on the graph features extracted by 
gSpan, we index every graph as well as the query graph. Consequently, every image 
will be indexed with the frequent graph features that contains. 

4.2   Image Feature Matching 

Applying an exhaustive search to find the query graph in a graphs database is a very 
time consuming process and an NP-complete problem since we have not only to 
survey the entire graphs database but also to investigate the subgraph isomorphism 
[8],[9]. That’s why; we have applied a searching technique based on the extracted 
frequents subgraphs from the graph database. That’s why we have extracted graph 
features from D with gSpan and used them to index the graphs in the databases as 
well as the query graph q. 
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The main goal here is to find all gi א D where q is isomorphic (equal) to gi. To do 
this, we have followed the commonly used filtering-and-verification framework 
[8],[9]. In the beginning, we must identify the graph features presented in q. This is 
done by determining, for every graph feature, the maximum common subgraph 
(MCS) between it and the query graph [10]. Finding MCS is obtained by computing 
the maximum clique, which is the largest set of connected vertices, in the association 
graph between the graph feature and q [9]. So, graph feature exist in q if it have the 
same size as the maximum clique in the association graph. Thereafter, since we know 
the graph features existing in q, we conduct filtering phase which consist on 
identifying the graphs that contains the same graph features as the query graph. These 
graphs will form a candidate set C that will be inputted to the verification phase. In 
the verification phase, graph isomorphism is performed on the graph database in order 
to retrieve similar graphs to the query graph.  

In this way, query graph will be annotated based on its similar found graphs. 
Applying this image feature matching method on query video keyframes, the video 
annotation will be that of the major likewise annotated keyframes.  

5   Video Annotation Improvement by Graph Aggregation  

As we have stated beforehand, video annotation investigate video database attempting 
to get videos similar to the video query which will be annotated based on them. 
Unfortunately, this is not always feasible since it is not possible to return output result 
for many videos. Consequently, we have thought to apply a graph aggregation method 
to have an answer for the non annotated videos by the basic annotation method 
described in section 4, especially with the encouraging results of the graph 
aggregation system for databases querying developed in [9].  

Once the filtering-and-verification process performed as a basic video annotation 
system and no similar graph are returned, we will use the graphs candidate set C to 
compose the query graph using their set of subgraphs S. To accelerate the aggregation 
procedure, the graph database is sorted according to the similarity to the query graph 
q based on the regions visual features of its corresponding image. 

However, graph aggregation can be applied following several steps: the first graph 
in the sorted list is initially used to form the query graph q. So, we will find the MCS 
between it and q, adding this MCS to S and repeating this process for the rest of q 
until we will no more query graph vertices to treat or all the graphs in C are 
investigated. As a result, joining the subgraphs in S will form the query graph q. 
Because the subgraphs in S can have different annotation, we will apply the majority 
vote on the half of subgraphs in S, which are the subgraphs that have the biggest size, 
to return the final annotation for q. Many aggregation set can be build which insure a 
better annotation result. Even if we annotate the video query with the basic annotation 
system, we can enrich this annotation with the graph aggregation results. As shown in 
the example in figure.3, the query video keyframe q is composed of the two video 
keyframes VK2 (containing the girl and the background) and VK4 (containing the 
man) from the video keyframes database and it will be annotated as their annotation 
since they belong to the same video. 
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Fig. 1. Query video keyframe 

 

Fig. 2. Video keyframes database samples 

 
Fig. 3. An example of video keyframes aggregation 

Graph aggregation for video annotation is a very efficient method since video 
sequences similar to the query video sequence are not always present in the video 
databases but there are, frequently, video sequences from the same video or the same 
movie. In this case, we will have a right annotation.    

6   Experimental Results  

To better evaluate our video annotation system, we have collected varieties of labeled 
real world video sequences to make the video database. After extraction keyframes 
from video database and query video sequences, we have obtained 1091 frames from 
the database and 242 keyframes from the query video sequences. However, 116 of 
these query keyframes are from a video sequences which didn’t exist in the video 
database. But, for many query video sequences, the video database contains video 
sequences belonging to the same video. By conducting gSpan, with different 
minimum threshold, to the graph database gotten after modeling and indexing every 
database keyframes, we had the frequent graph features number illustrated in the table 
below. The graph features number decrease with the decreasing of the prefixed 
minimum threshold as soon as the k-means classes number using for image regions 
labeling. In our system, we have used 10 classes to label image regions and we have 
fixed the minimum threshold to 5% since they give a sufficient graph features as well 
as better result.   
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Table 1. Frequent subgraphs number extracted with gSpan 

Threshold s 
K-means classes number 

5 10 20 

1% 517163 63786 4770 

2% 35214 4333 236 

5% 3014 367 54 

10% 632 82 16 

 
By applying the basic video annotation and the graph aggregation based improved 

video annotation method, we have gotten the results shown in Table.2.  

Table 2. Video annotation accuracy (with minimum threshold=5%) 

Labels Basic method Graph aggregation 
based method 

5 52% 78% 

10 58% 91% 

20 56% 84% 

 
It is clear here that the second method have given a superior accuracy since it 

annotated the videos sequences that don’t exist in the video database. Having small 
labels number doesn’t only increase the computational time but also decrease the 
annotation accuracy since it allows wrong graph matching. It is well confirmed here 
that graph aggregation based method outperform basic method since it annotate the 
videos which are not in the database. 

7   Conclusions 

Motivated by the advantages of graph based modeling for image indexing, we have 
presented, in this paper, our graph based video annotation system which is improved 
by a graph aggregation scheme. Our system has proved its efficiency and power since 
it brings answers for videos that are not possibly annotated by classical methods. 

In the future work, we will use a largest database, so that our system will be more 
evaluated. Furthermore, we will ameliorate our system by using more efficient 
technique for image segmentation, more robust visual features for image regions 
description and more powerful graph mining techniques. Moreover, we will extend 
our approach to others applications such as satellite surveillance. 
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Abstract. Whereas the action recognition community has focused
mostly on detecting simple actions like clapping, walking or jogging,
the detection of fights or in general aggressive behaviors has been com-
paratively less studied. Such capability may be extremely useful in some
video surveillance scenarios like in prisons, psychiatric or elderly centers
or even in camera phones. After an analysis of previous approaches we
test the well-known Bag-of-Words framework used for action recognition
in the specific problem of fight detection, along with two of the best ac-
tion descriptors currently available: STIP and MoSIFT. For the purpose
of evaluation and to foster research on violence detection in video we in-
troduce a new video database containing 1000 sequences divided in two
groups: fights and non-fights. Experiments on this database and another
one with fights from action movies show that fights can be detected with
near 90% accuracy.

Keywords: action recognition, fight detection, video surveillance

1 Introduction

In the last years, the problem of human action recognition at a distance has
become tractable by using computer vision techniques. Although the first ap-
proaches obtained good results, they have some limitations too. There are, for
example, aperture problems and discontinuities in optical flow based approaches
[8], and illumination and reinitialization problems in feature tracking approaches
[2]. More recently, the use of feature descriptors around interest points has be-
come popular within the action recognition community, see the recent survey
[16]. This approach analyzes actions by considering the video sequence as a
space-time volume and using gradients, intensities, flows or other local features.
This approach has shown better tolerance to posture, occlusion, illumination
or deformation. On the other hand, current methods usually involve spatio-
temporal analysis of 3D descriptors at multiple scales in high resolution videos,
so they require high computational costs.
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Approaches based on feature descriptors typically use the well-known bag-of-
words framework [14,7]. In this case the output is simply a histogram that reflects
word distribution as frequencies. In order to obtain the histogram, the bag-of-
words representation creates a vocabulary using for example k-means clustering.
The complete procedure is described in Section 4.

The goal of this paper is to assess the performance of modern action recogni-
tion approaches for the recognition of fights in videos, movies or video-surveillance
footage. Most of previous work on action recognition focuses on simple human
actions like walking, jumping or hand waving [13]. Despite its potential useful-
ness, violent action detection has been less studied. Whereas there is a number of
well-studied datasets for action recognition, significant datasets with violent ac-
tions have not been made available. In this work we introduce a fight dataset and
use two of the best action recognition methods currently available (STIP [12] and
MoSIFT [4]) to assess the performance in the fight detection problem.

A violence detector has immediate applicability both in the surveillance do-
main and for rating/tagging online video content. The primary function of large-
scale surveillance systems deployed in institutions such as schools, prisons and
elder care facilities is for alerting authorities to potentially dangerous situations.
However, human operators are overwhelmed with the number of camera feeds
and manual response times are slow, resulting in a strong demand for auto-
mated alert systems. Similarly, there is increasing demand for automated rating
and tagging systems that can process the great quantities of video uploaded to
websites. The primary contribution of this paper are two-fold. First, we show
that one can construct a versatile and accurate fight detector using a local de-
scriptors approach. Second, we present a new dataset of hockey video containing
fights and demonstrate that our proposed approach can reliably detect violence
in sports footage, even in the presence of camera motion.

The paper is organized as follows. Section 2 analyzes previous work on vio-
lence recognition. Next, we describe the new hockey fights dataset in Section 3.
Section 4 presents the two descriptors we use for activity recognition. Then, we
describe the bag-of-words approach and the discriminative classifier. Section 5
details our evaluation methodology and summarizes our experimental results on
the hockey fights dataset. Finally, in Section 6 we summarize key conclusions.

2 Related Work

One of the first proposals for violence recognition in video is Nam et al. [18],
which proposes recognizing violent scenes in videos using flame and blood detec-
tion and capturing the degree of motion, as well as the characteristic sounds of
violent events. Cheng et al. [5] recognizes gunshots, explosions and car-braking
in audio using a hierarchical approach based on Gaussian mixture models and
Hidden Markov models (HMM). Giannakopoulos et al. [10] also propose a vio-
lence detector based on audio features. Clarin et al. [6] present a system that
uses a Kohonen self-organizing map to detect skin and blood pixels in each frame
and motion intensity analysis to detect violent actions involving blood. Zajdel
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et al. [19], introduce the CASSANDRA system, which employs motion features
related to articulation in video and scream-like cues in audio to detect aggression
in surveillance videos.

More recently, Gong et al. [11] propose a violence detector using low-level
visual and auditory features and high-level audio effects identifying potential
violent content in movies. Chen et al. [3] use binary local motion descriptors
(spatio-temporal video cubes) and a bag-of-words approach to detect aggres-
sive behaviors. Lin and Wang [15] describe a weakly-supervised audio violence
classifier combined using co-training with a motion, explosion and blood video
classifier to detect violent scenes in movies. Giannakopoulos et al. [9] present a
method for violence detection in movies based on audio-visual information that
uses a statistics of audio features and average motion and motion orientation
variance features in video combined in a k-Nearest Neighbor classifier to decide
whether the given sequence is violent.

In summary, a number of previous works require audio cues for detecting
violence or rely on color to detect cues such as blood. In this respect, we note
that there are important applications, particularly in surveillance, where audio
is not available and where the video is greyscale. Finally, while explosions, blood
and running may be useful cues for violence in action movies, they are rare in
real-world surveillance video. In this paper, we focus on reliable cues for early
detection of violence in such settings.

3 Dataset

The majority of widely used, publicly-available datasets in action recognition,
such as KTH [13], focus on single actors performing a simple action like walking,
jumping or waving against an uncluttered background; these are clearly unsuit-
able for evaluating violence detection. Datasets such as INRIA IXMAS, which
show an individual kicking or punching could be used to train (but not evaluate)
fight detection systems. Some datasets like CAVIAR, BEHAVE or CareMedia
contain some instances of people engaged in aggressive behaviors, but that is
not their primary focus.

Our intention is to introduce a new video dataset created specifically for
evaluating violence detection systems, where both normal and violent activities
occur in similar, dynamic settings. To this end, we collected 1000 clips of action
from hockey games of the National Hockey League (NHL), as shown in Fig. 1.
Each clip consists of 50 frames of 720×576 pixels and is manually labeled as
“fight” or “non-fight”. This dataset enables us to easily and robustly measure
the performance of a variety of violence recognition approaches, as shown in
Section 5. Our fight dataset is available by request from the authors.

4 Activity Recognition

Local image features or interest points provide compact and abstract representa-
tions of patterns in an image. Analogously, with local spatio-temporal features
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Fig. 1. Sample of a fight clip from our 1000-video database

it is possible to obtain compact and descriptive representations of motion. In
this respect, two prominent spatio-temporal descriptors are Space-Time Interest
Points (STIP) and Motion SIFT (MoSIFT).

As described in [12], Space-Time Interest Points (STIP) is an extension of
the Harris corner detection operator to space-time. The detected interest points
are characterized by a high variation of the intensity in space, and non-constant
motion in time. These salient points are detected at multiple spatial and tempo-
ral scales. Then, HOG (Histograms of Oriented Gradients), HOF (Histograms of
Optical Flow) and a combination of HOG and HOF termed HNF feature vectors
are extracted for 3D video patches in the neighborhood of the detected STIPs.
These features can be used for recognizing motion events with high performance
and they are robust to scale, frequency and velocity variations of the pattern.

MoSIFT [4] is an extension of the popular SIFT [17] image descriptor for video.
The standard SIFT extracts histograms of oriented gradients in the image. The
256-dimensional MoSIFT descriptor consists of two portions: a standard SIFT
image descriptor and an analogous histogram of optical flows, which represents
local motion. These descriptors are extracted only from regions of the image
with sufficient motion. The MoSIFT descriptor has shown better performance in
recognition accuracy than other state-of-the-art descriptors [4] but the approach
is significantly more computationally expensive than STIP.

On the other hand, the Bag-of-Words (BoW) approach, adopted from the
text retrieval community [14], has recently become popular for image [7] and
video understanding [16]. The approach represents each video sequence as a his-
togram over a set of visual words to generate a fixed-dimensional encoding that
can be processed using a standard classifier. In a learning phase, the vocab-
ulary of visual words is typically defined as the cluster centers obtained from
k-means clustering over a large collection of sample low-level descriptors (STIP
or MoSIFT descriptors, see above). In our study, we evaluated vocabularies with
50, 100, 150, 200, 300, 500 and 1000 cluster centers.
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Given a vocabulary, the next step is to quantize each descriptor extracted
from the given video to the closest visual word, thus generating histograms of
word occurrence. The final step of this BoW approach is the classification of the
histograms. These histograms are high-dimensional vectors that can be classified
using a standard classifier, typically a Support Vector Machine (SVM). It is well-
known that the choice of SVM kernel can significantly affect performance; in our
experiments, we explore the following popular kernels: the histogram intersection
kernel [1] (HIK), radial basis function (RBF) and Chi-Squared kernel, which is a
variant of RBF that uses χ2 distance. Kernel parameters are tuned using 5-fold
cross-validation.

5 Experimental Results

The BoW approach using the STIP and MoSIFT descriptors was evaluated on
the 1000-clip hockey fight dataset. In order to assess the impact of vocabu-
lary size, we generated vocabularies of 50, 100, 150, 200, 300, 500 and 1000
words. Table 1 presents the accuracy of fight detection, averaged over 5-fold
cross-validation. For space reasons, we only show here results obtained with the
histogram intersection kernel (HIK) since it consistently outperformed RBF and
χ2. We see that the BoW variants all achieve accuracies near 90%, with a slight
improvement with increasing vocabulary size. On this dataset, STIP(HOG) and
MoSIFT perform comparably. The ROC curve for the best of those runs is shown
in Figure 2. Note that this result (MoSIFT on 500-word vocabulary) does not
correspond to the highest result in Table 1 since the latter shows accuracies
averaged over all folds.

Table 1. Accuracy of fight detection on 1000-clip hockey dataset (5-fold CV)

Vocabulary STIP (HOG) + HIK STIP (HOF) + HIK MoSIFT + HIK

50 87.8% 83.5% 87.5%
100 89.1% 84.3% 89.4%
150 89.7% 85.9% 89.5%
200 89.4% 87.5% 90.4%
300 90.8% 87.2% 90.4%
500 91.4% 87.4% 90.5%

1000 91.7% 88.6% 90.9%

Hockey fights contain useful information for learning fight patterns. Still, can
those patterns be translated to other scenarios? To explore the generalization
capacity of the studied approaches, we also evaluated the fight recognition system
on a second dataset consisting of 200 video clips obtained from action movies (see
Figure 3 for examples), of which 100 contained a fight. Unlike the hockey dataset,
which was relatively uniform both in format and content, these videos depicted
a wider variety of scenes and were captured at different resolutions. Table 2
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Fig. 2. ROC curve of fight detection on 1000-video Hockey dataset using MoSIFT with
500-word vocabulary and histogram intersection kernel

summarizes the results. In this case, STIP (HOF) outperformed STIP (HOG),
but STIP’s overall performance is very poor as compared to MoSIFT (59.0%
vs. 89.5%). Note that increasing vocabulary size does not uniformly improve
recognition accuracy.

We make several observations based on these experiments. First, detecting
fights in televised hockey footage is easier than detecting fights in action movies,
despite the fact that the former contains very similar footage for both classes.
This could partially be attributed to the fact that fights in movies are more varied
in appearance and cinematography while sports footage is relatively consistent.
However, it also indicates that televised hockey fights may exhibit more reliable
cues that a supervised classifier can exploit — for instance, the camera tends
to zoom in to a hockey fight while showing more wide-angle shots during non-
fight segments of the hockey game. Second, we see that STIP and MoSIFT are
similar in performance on the former task but MoSIFT is dramatically superior

Fig. 3. Example of a fight sequence from an action movie
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Table 2. Accuracy of fight detection on action movie dataset (5-fold CV)

Vocabulary STIP (HOG) + HIK STIP (HOF) + HIK MoSIFT + HIK

50 44.5% 51.2% 76.0%
100 45.0% 56.5% 79.5%
150 49.0% 59.0% 80.0%
200 46.5% 53.5% 80.0%
300 44.5% 52.5% 87.5%
500 44.5% 50.5% 89.5%

1000 38.5% 52.5% 89.0%

on the action movie dataset (retaining 90% accuracy levels). This indicates that
the MoSIFT representation, though more computationaly expensive than STIP,
does make a difference.

6 Conclusions

Recognizing fights and aggressive behavior in video is an increasingly important
application area. Such capability may be extremely useful in video surveillance
scenarios like in prisons, psychiatric or elderly centers. Action recognition tech-
niques that have focused largely on individual actors and simple events can be
extended to this specific application. This paper evaluates how state-of-the-art
video descriptors can perform fight detection on two new datasets: a 1000-video
collection of NHL hockey games and a smaller 200-clip collection of scenes from
action movies. Experiments show that the popular bag-of-words approach can
accurately recognize fight sequences with approximately 90% accuracy. For the
hockey dataset, we observed that accuracy was insensitive to the choice of low-
level feature descriptor and vocabulary size; however, on the second dataset, the
choice of descriptor was critical, with MoSIFT dramatically outperforming the
best STIP under all conditions. The promising performance of action recogni-
tion methods on this challenging task shows that a versatile marketable fight
detector may be feasible.
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Abstract. Quality enhancement of radar images is highly related to
speckle noise reduction. There are plenty of such techniques that have
been developed by different authors. However, a definitive method has
not been already attained. Filtering methods are popular to reduce
speckle noise. This paper introduces a new method based on filtering a
smoothed local pseudo-Wigner distribution using a local Rényi entropy
measure. Results are compared to other well-known noise reduction fil-
tering methods for artificially degraded speckle images and real world
image examples. Experimental results confirm that this method outper-
forms other classical speckle denoising methods.

Keywords: SAR imaging, speckle noise, image filtering, denoising.

1 Introduction

Speckle is a form of multiplicative noise that is exhibited by coherent imag-
ing which appears in many applications such as ultrasound imaging, synthetic
aperture radar (SAR) images or optical coherent tomography (OCT) to name
a few. Speckle noise in radar (Radio Detection and Ranging) has its origin in
the backscatter wave interference that generates characteristic bright and dark
pixels in remote imaging systems operating with coherent radiation. Speckle is
a natural component of radar images giving to them a characteristic granular
or mottled appearance. The waves emitted by the transmitter travel in phase,
but after the interaction with the target they are no longer in phase due to the
different distance they travel back to the detector and to the scattering effect
they undergo. The result is that radar waves interfere originating multiplicative
or speckle noise. In order to enhance the quality of the images created by radar
technology, speckle has to be suppressed or reduced. Speckle is a kind of corre-
lated noise and therefore it can be hardly completely eliminated although it can
be significantly reduced by denoising techniques. Different filtering methods have
been proposed in the literature to reduce speckle noise. One posible side effect is
that filtering algorithms eliminate part of the original image information along
with the noise, especially the high-frequency information related to image edges
or details. In general, denoising methods can be broadly classified as adaptive
and non-adaptive filtering algorithms. Non-adaptive filters are faster and easily
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to be implemented. They use the same smoothing weights for the whole im-
age, ignoring differences in image contrast or texture. Examples of non-adaptive
filters are the mean and median filters. On the other side, adaptive speckle fil-
tering methods preserve edges and high-textured details. Among the best known
adaptive filtering methods used for speckle denoising we can cite the Lee’s [1]
, Frost’s [2] and Kuan’s [3] methods. A new kind of adaptive filter is proposed
here. The aim of this technique is to deal with the problem of speckle noise
reduction in SAR imaging. This filter operates in the space-frequency domain
and it is based on smoothing a local pseudo-Wigner distribution of the image,
according to a local Rényi entropy measure. Elsewhere, a comparison with other
existing speckle denoising techniques has been performed.

This paper is organized as follows. Section 2 presents the mathematical back-
ground. Section 3 describes the method of speckle noise reduction in SAR imag-
ing based on the previously described theory. Section 4 illustrates the perfor-
mance of this new method by means of simulated and real world image examples.
Finally, conclusions are drawn in Section 5.

2 Mathematical Background

The speckle noise reduction method described here is based on smoothing the
coefficients of one of the most frequently used space-frequency representations
(SFR) namely the Wigner-Ville distribution [5]. Although the SFR of a signal
can be achieved by diverse existing functions, we have selected the Wigner-Ville
distribution (WVD) because, in addition to its excellent properties, it is con-
sidered as a master form function from which the other existing representations
can be derived [6]. For a common analytical SFR framework see e.g. Cohen [4].
The WVD has been approximated to the discrete case by different authors as,
for example, by Claasen and Mecklembräuker [7] and Brenner [8] by means of
the following equation

W (n, k) = 2

N
2 −1∑

m=−N
2

z(n+m)z∗(n−m)e−i2πk( 2m
N ) (1)

The discrete WVD approximations have been referred as pseudo-Wigner dis-
tributions (PWD) to take into account that they do not exactly match the
properties of the continuous version. In Eq.(1), z[n] is a 1-D sequence of data
from the input image, n and k represent the space and frequency discrete vari-
ables respectively, and m is a shifting parameter, which is also discrete. W (n, k)
is a matrix where every row is a vector representing the pixel-wise PWD corre-
sponding to pixel n. By scanning the image with a 1-D window of N data, i.e.,
by shifting the window to all possible positions along the signal, the full pixel-
wise PWD of the image is produced. The use of a 1-D distribution for images
can be justified by the fact that we can scan the image matrix in any desired
direction (see figure 1). Hence, this 1-D PWD can be considered as a directional
space-frequency representation of the image. Also as the correlation length of
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the image is finite, we can use an analysis window restricted to a few pixels
around position n to calculate de PWD, saving in this way a great amount of
computational time.

Fig. 1. Different configuration of pixels for calculating a directional PWD by means
of Eq.(1), with N = 8 pixels and six equally spaced orientations from 0 to 150 degrees
(note that due to π periodicity, 180 degree orientation coincides with 0)

Given a position n and the values of the signal in a neighborhood of n, Eq.(1)
gives a vector whose elements contain information of the strength of the discrete
frequencies existing in such spatial neighborhood (see figure 2).

Fig. 2. Graphical representation of the PWD of a given signal at position n for a
neighborhood of 8 pixels, according to Eq.(1)

Namely, Eq.(1) represents the discrete Fourier transform (DFT) of the product
r(n,m) = z(n+m)z∗(n−m). Here z∗ indicates the complex-conjugate of signal
z. This equation is limited to a spatial interval n ∈ [−N

2 ,
N
2 ]. Note that unless

pixel n = N
2 is not included in the span of the sum in Eq.(1) (the period of

the PWD), this position is required to fulfill the calculation of the first product
inside the integral. Even more, to keep the real character of the WD, based on
the periodicity of the data, it is required to consider that z(−N

2 ) = z(N
2 ). This

restriction may be relaxed when dealing with real-valued images (pixel z(N
2 )

may have indeed any real value). This is because the lack of periodicity in real
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functions does not interfere with the real character of the PWD. On the other
hand, the PWD makes posible a pixel by pixel analysis of the image by means
of a pixelwise entropic measure indicating the noisiness degree of the signal in a
given pixel position. Once the coefficients have been filtered, the PWD can be
inverted to recover the filtered image. To do that, we have to perform an inverse
DFT for recovering the product r(n,m) = z(n+m)z∗(n−m). According to the
inversion property [7] the even samples can be recovered from [20].

r(n, n) = z(2n)z∗(0) =

N
2 −1∑

k=− N
2

W (n, k)e−i2πn( 2k
N ) (2)

and the odd samples from

r(n, n − 1) = z(2n− 1)z∗(1) =

N
2 −1∑

k=− N
2

W (n, k)e−i2πn( 2k
N ) (3)

Expression (2) is true when calculating r(n, n) in r(n,m) and similarly, equal-
ity (3) is true when calculating r(n, n − 1) in the product function r(n,m).
To recover the exact values of the samples, we have to divide these values by
z∗(0) and z∗(1), respectively. In practice, when the PWD is applied by means
of an sliding window over the image, the inverse value to be recovered is al-
ways the central value of the inverse DFT of the PWD in each pixel. That is,

z(n) =
√
r(n, N

2 + 1). Although the sign of the samples are indetermined due to
the product sign rule, they can always be considered positive, because we are
dealing with digital images which have real positive gray level values.

For speckle images, we have selected a Rényi entropy extracted from a joint
spatial frequency representation such as the PWD as a measure for denoising. In
this case we identify the outcome from Eq.(1) as a probability distribution given
by W (n) = (k1, ..., kN ) for each pixel n. By considering PWD as a probability
distribution, diverse measures of entropy may be defined, according with the
type of normalisation applied. Using the formulation proposed by Rényi [9],
such measure can be expressed as

Rα(n) =
1

1− αlog2
⎛

⎝
N
2 −1∑

k=− N
2

W̃α(n, k)

⎞
⎠ (4)

for the distribution given by Eq.(1). We introduce the notation W̃ (n, k) to
indicate that the distribution has been normalised according to some criterion
that we will describe hereafter, for providing a real-positive distribution.

The Rényi entropy is a generalisation of the Shannon entropy [10] that re-
duces to it when α→ 1. Although the Rényi measures from time-frequency dis-
tributions formally resemble the original entropies, they do not have the same
properties, conclusions and results derived in classical information theory. For
instance, the positivity will not be always preserved (see figure 2), along with
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the unity energy condition. In order to reduce a distribution to the unity signal
energy case, some kind of normalisation must be done. The normalisation can
be performed in various ways, leading to a variety of possible measurement def-
initions e.g. due to: Stankovic [11], Sang [12] or Williams [13], with a significant
contribution from Flandrin et al. [14] in establishing the properties of these mea-
sures. The use of entropic measures in positive time-frequency representations
was done by Pitton et al. [15].

We have chosen to normalize W (n, k) in the same way that a wave function
is normalised in Quantum Mechanics [16], that is

W̃ (n, k) =
W (n, k)W ∗(n, k)

∑
k (W (n, k)W ∗(n, k))

=
W 2(n, k)

∑
k W

2(n, k)
(5)

This normalisation has shown to be most suitable than other tested in our
experiments. The values of Rα(n) depend upon the value of α and the size
N of the window used in Eq.(1). Note that integer orders α > 2 are recom-
mended values for time-frequency distribution measures [14]. Parameter α gives
an interesting flexibility for entropic measures. When α approaches to infinity,
this entropy seems to consider only events with the highest probability. Op-
positely, small values of α, tend to consider events more equally, regardless of
their probabilities. Hence, α can be used as a parameter that determines the
sensibility to entropy variations. We can expect some differences in the results
by using different α values, but preserving the relative order of the measures.
We have set α according with the results of our experiments. It can be shown
that 0 ≤ Rα(n) ≤ log2(N). Hence, the measure can be normalised by applying
R̃α(n) = Rα(n)/log2N .

3 Description of the Method

The rationale of the method that we are describing for speckle noise reduction is
based on considering speckle as a high frequency noise phenomenon that inter-
feres the original image and that it can be reduced by the use of smoothing filters.
We will show that our technique is able to eliminate much of the high frequency
content of the noise while simultaneously preserving the high frequency compo-
nents of image edges. Eq.(1) is used for determining de PWD of the image. The
parameter N is set to 8 pixels and the image is scanned in six different orienta-
tions denoted by Wθ(n, k) with θ ∈ {0, 30, 60, 90, 120, 150} degrees. By means of
Eq.(4) we get the pixelwise normalised directional scalar entropies of the image,
denoted by Rθ(n) , where we have chosen α = 3 and θ indicates the direction-
ality. For each pixel n we determine the argument ϕ(n) = arg min

θ
Rθ(n) for

which the entropy attains a minimum value among all the directionalities. The
entropy corresponding to this orientation is used for smoothing the coefficients
of the PWD as follows
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Ŵ (n, k) = Wϕ(n)(n, k)e−(1−R̃ϕ(n)(n))k2 × ‖Wϕ(n)(n, k)‖
‖Wϕ(n)(n, k)e−(1−R̃ϕ(n)(n))k2‖

(6)

where the exponential function attenuates the high frequency coefficients of the
PWD and the fractional factor keeps the strength of the signal normalized.
When the resulting function, Ŵ (n, k), is inverted to give ẑ(n) = Ŵ−1(n, k), a
denoised version of the original image is recovered. The algorithm is iterated
until no significant change in the PSNR between the two last denoised images is
observed. In each iteration a new set of directionalities is chosen as θ ∈ {ψ, ψ +
30, ψ+ 60, ψ+ 90, ψ+ 120, ψ+ 150}, where ψ is a random argument introduced
for decorrelating the iterations.

4 Experimental Results

A set of 25 images included as reference in the TID2008 database [17] has been
used to perform a comparative test by adding speckle noise to the original images.
Then the images have been processed through five different denoising methods,
i.e.: Frost [2], Kuan [2], relaxed median filters [18], SRAD [19] and the method
described here. The original color images of 512× 384 pixel size from TID2008
database have been previously converted to 8-bit gray-level images to conform
the reference database for our test. Table 1 shows the average values of the
PSNR after the 25 experiments. The PSNR has been calculated by taking the
corresponding original image as reference in each case.

Table 1. Speckle denoising comparative quality (Q) measures in dB

input Q output Q Q gain

Frost 20.27 23.68 3.41
Kuan 20.27 24.40 4.13
Rmedian 20.27 23.53 3.26
SRAD 20.27 25.02 4.75
This method 20.27 26.10 5.83

Fig.(3) shows a visual comparative example with a detail of 300× 300 pixels
from one of the 25 images. From the above examples, one can conclude that the
described method provides better performance both mathematically (see Table
1) and from the visual point of view (see Fig.(3)).
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Fig. 3. Comparative image speckle denoising results

5 Conclusions

A new method for speckle noise reduction has been introduced in this paper.
The method is iterative, adaptive and works at pixel level. A smoothed direc-
tional entropy is used for determining the filtering algorithm. A distinctive part
of this algorithm is that the set of selected orientations is changed randomly in
each iteration for decorrelating intermediate results. Experimental results con-
firm that this method outperforms other classical speckle denoising methods.
Further work will require validating this method by comparing the test results
with perceptual mean opinion scores (MOS) given by observers.
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Abstract. As an application of image analysis on Riemannian mani-
folds, we develop an accurate algorithm for the computation of optical
flow of omni-directional images. To guarantee the accuracy and stabil-
ity of image processing for spherical images, we introduce the Gaussian
pyramid transform, that is, we develop variational optical flow computa-
tion with pyramid-transform-based multiresolution analysis for spherical
images.

1 Introduction

In this paper, we introduce a pyramid-transform on the sphere for the optical flow
computation of a spherical image sequence. A spherical image is a non-negative
function on the sphere, which is obtained by omnidirectional cameras.

Omnidirectional camera systems have been developed to observe a 360-degree
field of view. The well-established omnidirectional imaging systems are catadiop-
tric and dioptric camera systems. The catadioptric camera system is constructed
as a combination of a quadric mirror and a conventional camera [4]. It is possi-
ble to transform the images acquired by omeni-directional camera systems into
spherical images [2] if the appropriate factors of the camera systems, such as
the parameters of the quadric surface in the catadioptric system and the refrac-
tion angle in the dioptric system, are known. Since the omnidirectional imaging
system is widely used in mobile robots [5] the analysis of images on a sphere is
required in robot vision. Furthermore, in biological vision, spherical views are
fundamental tools for ego-motion estimation of insects in environments [6].

There are two typical methods for optical flow estimation for pinhole images-
the Lucas-Kanade method (LK) and the Horn-Schunck method (HS), which are
the template matching-based method and the variational-based method, respec-
tively. The image pyramid technique is commonly used to refine the accuracy
and stability of optical flow. The image pyramid is separated into filtering of
images by Gaussian kernel and resizing of images by downsampling. The LK
method with pyramid-based multiresolution optical flow computation (LKP) is
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used to guarantee the accuracy and stability of the solution for image sequence
observed by a conventional pinhole cameras, since filtering removels disconti-
nuity of image intensity and dawonsampling preserves the global properties of
image features.

Smoothing by the Gaussian kernel of the pyramid transform is computed using
a discretized small kernel for an planar image, for example, the 5×5 window is a
typical selection for the kernel assuming that the image is planar in this region.
For the spherical coordinate system to represent spherical images, since the grid
points of the spherical coordinate are not distributed uniformly on the sphere, the
LKP is not suitable for optical flow computation on the sphere. However, since
variational method such as the HS only involves the differentialsof a function,
the method does not require uniform grid for numerical computation. Therefore,
variational method is suitable for the optical flow computation on the spherical
coordinates [1].

To guarantee the accuracy and stability of the optical flow computation on
the sphere, we develop the Gaussian pyramid transform, that is, we develop
variational optical flow computation with pyramid-transform-based multireso-
lution analysis. The Gaussian pyramid transform on the plane is achieved by
downsampling of the convolution between an image and a kernel function. Since
the convolution with the Gaussian kernel is the solution of the linear diffusion
equation, the Gaussian pyramid is achieved by applying downsampling to the
solution of linear diffusion equation. We extend this idea to the spherical im-
ages, that is, we construct the Gaussian pyramid of a spherical image by using
spherical harmonic transform as a Gaussian filter on the sphere.

2 Gaussian Scale on the Sphere

On the unit sphere S
2, centred at the origin in three-dimensional Euclidean space

R
3, the vector ω ∈ S

2 is expressed as

ω = ω(φ, θ) = (sin θ cosφ, sin θ sinφ, cos θ) (1)

with φ ∈ [0, 2π), θ ∈ [0, π]. The vector ω(φ, θ) satisfies the relation ω(φ+ π, π −
θ) = ω(φ, θ).

The scale image of f(φ, θ, τ) of the image f(φ, θ) : S
2 → R, is defined as the

solution of the linear heat equation

∂

∂τ
f(φ, θ, τ) = ΔS2f(φ, θ, τ), f(φ, θ, 0) = f(φ, θ), (2)

where

ΔS2 :=
∂2

∂θ2
+

1
tan θ

∂

∂θ
+

1
sin2 θ

∂2

∂φ2
, (3)

On S
2, f(φ, θ) is expressed by the spherical harmonic series as

f(φ, θ) =
∞∑

l=0

l∑

m=0

cml Y
m
l (φ, θ) (4)
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where
cml =

∫

S2
f(φ, θ)Y m

l (φ, θ) sin θdφdθ. (5)

The Gaussian scale image f(φ, θ, τ) of the scale τ is expressed as

f(φ, θ, τ) =
∞∑

l=0

l∑

m=0

(
cml e

−l(l+1)τ
)
Y m

l (φ, θ). (6)

As generalisation of the Gaussian pyramid transform (See Appendix), we define
the pyramid transform on the sphere.

Definition 1. 1 The Gaussian pyramid transform with the factor σ on the
sphere is

Rσf(φ, θ) = f(σφ, σθ, τ), (7)

where 0 ≤ σθ ≤ π and 0 ≤ σφ ≤ 2π, for an appropriate positive constant τ .

Fig. 1(a) shows that the mapping from the exterior sphere to the interior sphere
defines the spherical pyramid transformation. Figs. 1(b) and 1 (c) show the
fine and coarse resolution grids on the sphere, respectively, The image on the
coarse resolution grid is generated from the image on the fine resolution grid by
smoothing and downsampling

3 Spherical Optical Flow

The vector expressionof the spatial gradient on the unit sphere is ∇S2 =(
∂
∂θ ,

1
sin θ

∂
∂φ

)�
. For the temporal image f(θ, φ, t) on the unit sphere S

2, the
total derivative is

d

dt
f =

∂

∂θ
f +

1
sin θ

∂

∂φ
f +

∂

∂t
f (8)

The solution ω̇ = v = (θ̇, φ̇)� of the equation

v�∇S2f + ft = 0 (9)

is optical flow of image f on the unit surface S
2. The computation of optical flow

from Eq. (9) is an ill-posed problem. Horn-Schunck criterion for the computation
of optical flow [3] on the unit sphere is expressed as the minimisation of the
functional

J(θ̇, φ̇) =
∫

S2

{
(v�∇S2f + ft)2 + α(||∇S2 θ̇||22 + ||∇S2 φ̇||22)

}
sin θdθdφ, (10)

1 Setting σx = (sin σθ cos σφ, sin σθ sin σφ, cos σθ), the operation is expressed as

Rσf(x) =
1

2π

∫

SO(3)

f(Rσ[x])G(R−1y, τ )dR, |y| = 1,

for the spherical Gaussian kernel G(x, τ ).
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(a) Mapping from the exte-
rior sphere to the interior
sphere

(b) Fine resolution grid (c) Coarse resolution grid

Fig. 1. Pyramid transformation. (a) The mapping from the exterior sphere to the
interior sphere defines the spherical pyramid transformation. (b) The exterior fine res-
olution grid on the sphere. (c) The interior coarse resolution grid on the sphere. The
interior and exterior spheres are expressed using the same radii.

where L2 norm on the unit sphere is

||f(θ, φ)||22 =
1

4π2

∫

S2
|f(θ, φ)|2 sin θdθdφ.

4 Discretisation and Algorithm

For optical flow computation, we use the semi-implicite discritisation of the
associated diffusion equation of the Eular-Lagrange equation of eq. (10), such
that,

(I +
Δτ

α
SS2)υ(n+1) = (I +Δτ∇�

S2 · ∇S2)υ(n) +
Δτ

α
ft∇S2f, (11)

for upsilon = (θ̇, φ̇)�, where SS2 = ∇S2f∇S2f� is the structure tensor of the
spherical function with the condition ∇S2 θ̇|θ=0,π.

Furthermore, on S
2, sampling I(i, j) of f(φ, θ) is defined as

I(i, j) = f(i!φ, j!θ), 0 ≤ i ≤ 2N − 1, 0 ≤ j ≤ N − 1 (12)

where !φ = !θ = π/N for a positive integer N . The downsampling operation
of the factor 2 on the unit sphere is

I(i, j) = f(i(2!φ), j(2!θ)), 0 ≤ i ≤ N − 1, 0 ≤ j ≤ [
N

2
]− 1, (13)

where !φ =!θ = π/N . The image pyramid is the sequence of images I0, I2, . . . ,
In, where I0 = I. Ii is a reduced image of Ii−1.
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Algorithm 1. PYRAMID OPTICALFLOW(I, J, n)
Input: I : an frame image
Input: J : the next frame of I
Input: n: the number of levels of pyramid
Result: optical flow field
begin

Compute pyramid images {Ii} and {J i} for i = 0, . . . , (n − 1) from I and J
respectively.
vn ← 0
i ← n − 1
repeat

vi ← OPTICALFLOW(Ii, J i, EXPAND(vi+1))
i ← i − 1

until i ≥ 0
return v0

For a pair of image frames I := f(φ, θ, t), J := f(φ, θ, t + 1), setting ft :=
I − J , Algorithm 1 is optical flow computation on the unit sphere with pyramid
transform.

5 Numerical Examples

Figure 2 shows a sequence of input images. This is a sequence of panoramic
views of spherical images captured using an omnidirectional camera mounted on
a mobile robot moving in a synthetic enviroment. The robot is passing through
a corridor.

Figure 3 shows results for the translation motion. The size of the original image
is 256× 128 pixels in the equirectangular projection map. Therefore, the sizes of
the images in the first and second layers are 128 and 64×32 pixels, respectively.
The scale parameters for the first and second transforms are τ1 = 0.0001 and
τ2 = 10 × τ1, respectively. The first and second results are for small and large
displacement motions, respectively. The first result is computed from the frames
t and t+ 1 and the second result is computed from the frames t and t+ 3. The
results show that the pyramid-based optical flow computation can be used to
compute both small and large displacement motions. In the experiments, we set
the maximum order of the spherical harmonic series lmax = 127.

Figure 4 shows the first three frames in panoramic images of a spherical image
sequence captured using a moving omni-directionl camera system. The transla-
tion is in the φ = 0◦ direction with 5cm par frame.

Figure 5 shows the computed optical flow with and without the pyramid
method for two frame intervals. The left column shows the optical flow fields
between #0 and #1, which yields a small displacement field. The right column
shows the optical flow fields between #0 and #1, which are small displacement
image sequence, and, between #0 and #2, which yields a large displacement
image sequence.
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(a) Frame #0 (b) Frame #1 (c) Frame #3

Fig. 2. Input images. We use the three frames for optical flow computation. This
is a sequence of panoramic views of spherical images captured by an omnidirectional
camera mounted on a mobile robot moving in a synthetic enviroment. The robot is
passing through a corridor.

Frames #0 and #1 Frames #0 and #3

Layer2

Layer1

Layer0

Original

Fig. 3. Optical flow results by pyramid. We used the pyramid transform of the order 2.
Scale parameters for the first and second transforms are τ1 = 0.0001 and τ2 = 10× τ1,
respectively. The results on the sphere are shown in the equirectangular projection.
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(a) frame #0 (b) frame #1 (c) frame #2

Fig. 4. Real image sequence. The size is 256 × 128. This sequence is translational
motion for φ = 0◦ with 5cm par frame.

between #0 and #1 between #0 and #2

level 2

scale 0.0001
size 64 × 32
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0o 90o 180o 270o 360o
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0o 90o 180o 270o 360o

level 1

scale 0.001
size 128 × 64
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level 0

scale 0
size 256 × 128
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non-pyramid

size 256 × 128
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0o 90o 180o 270o 360o

Fig. 5. Spherical optical flow computed using the spherical pyramid transform. The
first column shows the level of the pyramid. The first row means the interval between
two frames for optical computation. From top to bottom, the results of optical flow are
propagated to a smaller level. The last row shows the results of optical flow without
using the pyramid method.
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6 Conclusions

By introducing the Gaussian pyramid transform on the sphere, we developed
an accurate algorithm for the computation of optical flow of omni-directional
images. The Gaussian pyramid transform on the plane is achieved by downsam-
pling to the scale space image. We extend this idea to the spherical images,
that is, we construct the Gaussian pyramid of a spherical image by using spher-
ical harmonic transform as a Gaussian filter on the sphere. Numerical examples
showed the efficiency of the algorithm.
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Abstract. SalBayes is an efficient visual attention model. We describe an 
improved SalBayes model with Gaussian Mixture Model (GMM) which can fit 
the object with various transformations better. The improved model learns the 
probability of an object’s visual appearance within a particular feature map, and 
the Probability Distribution Function (PDF) is modeled using a Mixture 
Gaussian distribution for each individual feature. The results tested on 
Amsterdam Library of Object Images (ALOI) shows the better performance 
than that with the original model.  

Keywords: SalBayes, GMM, saliency, visual attention, object recognition.  

1   Introduction 

Visual attention is regarded as an essential psychological adjustment mechanism of 
human visual system to realize the selectivity of visual perception[1]. Human vision 
relies on visual attention mechanism to select the relevant parts of scene rapidly, on 
which higher level tasks can be processed. Saliency model which simulates the human 
visual attention mechanism, has a widely application and has achieved good results in 
the fields of image processing and understanding, such as image retrieval, object 
recognition, object classification, remote sensing image processing[2-4]. 

Based on the feature integration theory of Treisman[5] and research work of 
Koch[6], a biologically inspired bottom-up saliency model was proposed by Itti et 
al[7]. Through extracting a number of features which consist of intensity, color 
opponency and orientations from the image and using multi-scale feature fusion 
mechanism and the prohibition of return to WTA (Winner Take All) method, the 
visual saliency map which simulates the human visual attention was computed. To 
provide efficient visual search for the learned objects, a novel model named SalBayes 
was proposed by Elazary et al[8]. SalBayes model denotes the system’s marriage of 
both saliency and Bayesian modeling. Its core lies in that the model learns the 
probability of an object’s visual appearance, which has a range of values within a 
particular feature map, and the Probability Distribution Function (PDF) is modeled 
using a Gaussian distribution for each individual feature. In an object recognition 
task, the model influences the various feature maps by computing the probability of a 
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given target object for each detector within a feature map. As a result, locations in the 
maps with the highest probability will be searched first, as they indicate likely 
positions for the target object[8]. When it is tested in Amsterdam Library of Object 
Images (ALOI)[9], robust machine vision performance is achieved by this model[8].  

It is found that the images in the ALOI dataset are often clustered to three clusters 
(which vary in viewing angle, illumination angle, and illumination color) [9]. 
Therefore it is not appropriate to model the feature distribution simply using a single 
Gaussian model. In this paper, a mixture of Gaussian function was used for a better 
model of the probability distribution. The various transformations of the objects in the 
ALOI were modeled respectively, and then a single Gaussian was used to describe a 
particular part of an object, and the mixture was used to describe all the parts. In 
testing it in ALOI, we find that this approach delivers better performance as well as 
high efficiency for object recognition task than SalBayes model.  

Section 2, 3 and 4 describe the improved SalBayes model with Gaussian Mixture 
Model (GMM)[10] and its performance, in which the methodologies, the experiment 
results and discussions of the model are provided respectively. 

2   SalBayes Model with GMM 

The model proposed in this paper draws its inspiration from SalBayes model 
proposed by Elazary et al[8] as well as from Gaussian Mixture Model theory[10]. 
Based on the fact that the images from the ALOI dataset are systematically varied by 
different types of properties, the Gaussian mixture model is preferred for its better 
performance in reflecting the characteristics of the expression of the consistency of 
object than a single Gaussian model in the SalBayes model. 

2.1   The Necessity and Sufficiency of GMM 

Sufficiency 
While the Gaussian distribution has some important analytical properties, it suffers 
from significant limitations when it comes to modeling real datasets. Consider the 
example shown in Fig. 1, it can be seen that the dataset forms two dominant clumps, 
and that a simple Gaussian distribution is unable to capture this structure, whereas a 
linear superposition of two Gaussians gives a better characterization of the dataset. 

 

Fig. 1. An example of a Gaussian mixture distribution 
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Necessity 
As is known that the ALOI dataset is divided into three categories (varying in viewing 
angle, illumination angle, and illumination color). To describe the dataset more 
suitablely, it is necessary to make use of a mixture of Gaussian function to model the 
feature distribution for the various variations of the objects in the ALOI.  

2.2   Feature Extraction and Representation 

To uniquely describe the appearance of an object, a number of feature maps are 
computed from the biologically inspired bottom-up saliency model proposed by Itti et 
al[7,8]. The feature map domains consist of intensity, color opponency (red–green, 
blue–yellow) and four orientations (0º, 45º, 90º, 135º). 

Totally, 42 feature maps are computed: 6 for intensity, 12 for color, and 24 for 
orientation[7,8]. 

2.3   The SalBayes Model with GMM 

Gaussian Mixture Model (GMM)[10] is a statistical model, which describes the 
feature vector distribution of the probability space using a number of weighted 
Gaussian probability density functions (PDFs), fitting data better than a single 
Gaussian. 

GMM constitutes a widely used approach for unsupervised learning problems. The 
process of fitting data in GMM can be interpreted as identifying clusters with the 
mixture components. The estimation of the parameters of GMM with a predefined 
number of components is usually achieved through likelihood maximization using the 
EM algorithm. The drawbacks of EM algorithm, however, are that it is an iterative 
method and its computation cost is high.  

To avoid this shortcoming, this paper takes a similar approach to estimate the 
parameters of the GMM. First, cluster the data, extract the means, and learn a single 
Gaussian on the cluster. Then, the multiple clusters would yield to the mixture model. 

Training 
During training, the object model descriptor is built by computing the likelihood 
probability distributions of the 42 features resulting from each feature map. This PDF 
is modeled using a Mixture of three Gaussian distributions for each individual feature 
type, where the mean and the covariance as well as the proportion of mixture are 
learned. That is to say, the algorithm learns 42 separate Mixture of three Gaussian 
distributions for each object. The choice of the Mixture distribution is due to that the 
images of ALOI are made in three situations, and GMM can fit the data better than a 
single Gaussian model. 

Given a region of interest patch q  with N  pixels from a particular location (this 

location will correspond to the image being trained with) from within a given feature 
map (from the 42 feature maps computed above), the spatial competition method 

(.)N  (the nonlinear normalization method described in [7]) is applied to this patch to 

form a new set of patch values q′ . A feature vector F  is then built using the value of 

q  from the location at which q′  has a maximum response. This value then forms the 
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j th component of the feature vector F , and is denoted jF . In other words we select 

the center-surround feature that has the highest value in the spatial competition layer 
(the most unique feature in that map). 

FjqqF N21iij ∈∀= = ])'max([arg ,...,,  (1)

Where i  represents the pixel position within the patch, jF  is the particular feature 

value from feature map j  and F  is the set of feature maps. 

Due to that the images of ALOI are systematically varied from three 
transformations, k-means method is used to cluster jF  into k  clusters, which is 

denoted as jkF where },,{ 321k ∈ . 

The Normal distribution is then used to estimate the likelihood, )|( jjkFp θ , of each 

cluster of observing feature jkF  given a particular object class parameter for this 

feature jθ .  
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The final model (θ ) is then a set of n parameters ( jθ ), with each composed of 

three mean ( jkμ ) , three variance ( 2

jkσ )  and three proportion of mixture ( jkπ )  for 

each individual feature map. This enables the model to simply compute the model 
parameters (θ ) mean ( jkμ ), variance ( 2

jkσ ) and proportion of mixture ( jkπ ) from the 

training views of the object within each feature map, and to use a mixture Gaussian 
distribution to estimate the likelihood. 

∑
=

=
3

1k
jjkjkjj FpFp )|()|( θπθ  (3)

Testing 
To classify particular features obtained from the feature maps, a naive Bayesian 
network is used. 

Once a set of features ( F ) is collected from a given salient location within the 
feature maps (as described above), the classification is performed using Bayes 
formula: 

)(

)()|(
)|(

Fp

pFp
Fp jj

j

θθ
θ =  (4)

To make a decision as to the type of classification assigned to an object, i can be 
iterated over all known objects and the object with the greatest posterior can be 
chosen as the best match. This method is known as Maximum a Posteriori (MAP). 

In our experiments, the prior is taken to be C1/ , where C  equals 1000 which is 
the number of classes. 
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Since the probability of the evidence can be viewed as a normalizing constant 
(used to ensure that probabilities all add up to unity), it can be dropped from the 
equation. 
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Additionally, taking the product of many probabilities, some of which may be very 
small, can give rise to numerical instability. As a result, an underflow often occurs in 
a straightforward implementation of (4) when using more than a few features. A 
solution to this problem is to take the log of the likelihood which will convert the 
probabilities from being less than one to negative numbers greater than one. This also 
greatly simplifies the computations in our practical implementation, as likelihood 
products are transformed into likelihood summations. Also, the decision to select a 
suitable classification is not affected, since only the maximum of these values is 
considered. As a result of these various techniques, (4) can be described by the 
following formula: 
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The enhanced version of the SalBayes with the GMM used for object recognition 
can be seen visually in Fig. 2. 

 

Fig. 2. SalBayes Model enhanced with GMM 
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3   Experiments and Results 

Object recognition testing was performed on the large standard database ALOI to test 
the proposed algorithm. The ALOI dataset contains photographs of 1000 objects 
placed on a turntable and subjected to various transformations. These transformations 
include 12 illumination colors, 24 illumination directions, and 72 viewpoints (each 
object was rotated in steps of o5 ). All photographs were first scaled down to a 
256× 256 pixel image. The dataset are systematically broken into training and testing 
sets composed of the various images in the dataset. These sets include 6.25% for 
training and 93.75% for testing, 12.5% training 87.5% testing, 25% training 75% 
testing, half training half testing and all training all testing. 

The main source code of the implementation of SalBayes in Matlab was obtained 
from the website (http://www.saliencytoolbox.net/index.html)[11]. However, the 
software was modified due to the use of GMM.  

3.1   Experiment 1 

Because the ALOI dataset contains the most systematic transformations, a test under 
each type of transformation was done to analyze the impact of transformations on the 
original SalBayes algorithm.  

Table 1. Recognition rate under various transformations 

Images Number 
(Train/Test) 

Recognition Rate (%) 
Illumination color Illumination direction Rotation 

100%/100% 100% 81.7% 68.3% 
50%/50% 99.6% 74.4% 66.9% 
25%/75% 97.2% 60.0% 65.4% 

12.5%/87.5% - 21.8% 60.1% 
6.25%/93.75% - - 37.1% 

 

Look at Table 1, it is seen that SalBayes does exceptionally well on the 
illumination color task, and worse on the rotation task. Additionally, the recognition 
rate of the model can achieve 74.2% accuracy rate on the average at 25% for training 
and 75% for testing. This shows the model’s robustness against illumination color and 
high-performance on few training samples. 

3.2   Experiment 2 

Comparative experiment was made with the original SalBayes model and improved 
SalBayes model with GMM. 

The results in the Table 2 show that by using the GMM, the SalBayes model is 
able to learn the objects more successfully and recognize them more correctly.  

The 60% recognition rate on average of the SalBayes algorithm is due to the 
random selection of the training images which may not be representative for the 
object to be identified. Some methods can be used to improve the recognition rate, for 
example, choosing the images every n degree of rotation from 20 degree to 60 degree 
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on the basis of the specific situation, seems a feasible method. Because through this 
method, the characteristics of a variety of directions will be fitted in the model, then 
the model would fit the object better. 

Table 2. Recognition rate under the various model 

Images Number 
(Train/Test) 

Recognition Rate (%) 
SalBayes SalBayes with GMM 

100%/100% 62.8% 70.2% 
50%/50% 61.8% 68.4% 
25%/75% 60.3% 65.5% 

12.5%/87.5% 59.6% 62.9% 
6.25%/93.75% 52.0% 60.7% 

 

3.3   Experiment 3 

The top 10 and the bottom 10 objects on recognition rate in Experiment 2 are shown 
in Fig. 3.  

      
(a) Top 10 objects on recognition rate                       (b) Bottom 10 objects on recognition rate 

Fig. 3. Top 10 and Bottom 10 objects on recognition rate  

As seen, the Top 10 objects on recognition rate is generally symmetric in the visual 
sense, while the Bottom 10 objects on recognition rate is random. This shows that the 
conclusion in Experiment 1, that the rotation of the object to be recognized is very 
essential with the SalBayes-based model, is declared again. However, the recognition 
rate is not satisfactory. One suggested way to enhance it would be to compute the two 
of the most saliency location, and then learn two representation of the object to be 
recognized. The double representations would then yield to a mixture model which 
would fit the object better for using more information of the object itself. 

4   Conclusions and Discussions 

In this paper, the SalBayes model is developed with GMM for recognition task on 
ALOI, and performs informed recognition better than the previous related efforts 
under the same software and hardware condition. As shown in the results, the rotation 
view of the object plays more key role than illumination direction and illumination 
color for recognition task on ALOI with SalBayes-based models.  On the other hand, 
the GMM used in this paper was more able to fit the object’s probability distribution 
than a single Gaussian model used in the original SalBayes algorithm.  
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Note that the recognition rate is not satisfactory. We can improve the SalBayes 
algorithm by increasing the number of the saliency location and using more suitable 
probability distribution of the object to be recognized.  

Additionally, it is important to note that top-down information is as important as 
bottom-up feature extraction for recognition tasks. In this paper, we concentrated on 
the bottom-up feature extraction. However, a hybrid SalBayes-based model with top-
down information could be used so that the object can be recognized more efficiently. 
In particular, it could help achieve greater performance under certain conditions by 
using some of the knowledge of the object. 
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Abstract. The automatic analysis of video sequences with individuals
performing some actions is currently receiving much attention in the com-
puter vision community. Among the different visual features chosen to
tackle the problem of action recognition, local histogram within a region
of interest is proven to be very effective. However, we study for the first
time whether spatiograms, which are histograms enriched with per-bin
spatial information, can be alternatively effective for action characteriza-
tion. On the other hand, the temporal information of these histograms is
usually collapsed by simple averaging of the histograms, which basically
ignores the dynamics of the action. In contrast, this paper explores a tem-
porally holistic representation in the form of recurrence matrices which
capture pair-wise spatiograms relationships on a frame-by-frame basis.
Experimental results show that recurrence matrices are powerful for ac-
tion classification, whereas spatiograms, in its current usage, are not.

Keywords: Humanaction recognition, recurrencematrices, spatiograms,
spatio-temporal representations.

1 Introduction

At present, the analysis of video sequences in which individuals are performing
an action has become one of the most emerging investigation fields in computer
vision [15]. That new challenge is due to its high impact on large technical and so-
cial applications: surveillance, human-machine interfaces, automatic diagnostics
of orthopedic patients, analysis and optimization of athletes’ performances, etc.
This new area, where the aim is to recognize individuals performing some action,
is commonly called human action recognition. In particular, we are interested in
full-body human action recognition.

In this paper two image representations will be distinguished: a dense one and
a no-dense one. Dense representations could be considered as a design where all
the points in the image are considered for the computation. Following this kind
of representation several techniques as dense optical flow, space-time volumes,
etc. are used. On the other hand, no-dense representations compute features
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only from some points. In this group the used techniques are bag-of-features
[13], histograms of oriented rectangles [8], shape-context [14,7], etc.

In this field, the spatial information is commonly represented by means of
a grid and the computation of histograms for each region of the grid [1]. A
related work proposed in [4] suggests the use of spatiograms. The spatiograms are
histograms but with a normal distribution of the contributing pixels coordinates
in the image for each bin. This technique has been used in tracking [4] but it
has not been applied to human action recognition. In this work, an evaluation of
the potential improvement on the degree of discrimination of the features will be
done. On the other hand, the temporal representation is usually represented by
accumulating features along the time [1], which basically ignores the dynamics
of the action. In this work, the recurrence matrices to represent the temporal
information will be used in order to overcome this lack of temporal information.
This technique allows to represent the distance of a frame against all the rest in
a matrix.

Hence, the main contributions of this work are the study of the application of
alternative spatial and temporal dense representation for human action recog-
nition and compare them with another no-dense representation and with some
novel techniques from the state-of-art.

The rest of this paper is organized as follows: In Section 2 the spatiograms
and the recurrence matrices are explained. Section 3 describes the method for
obtaining the feature vector. Section 4 shows the experimental setup and the
obtained results. In Section 5, the discussion of the results and overall conclusions
are presented.

Fig. 1. Overview of the proposed method

2 Background

In this section the theory of the novel techniques used in this paper is explained.
First an explanation of the spatiograms is given and how they are compared.
Finally, the recurrence matrix is introduced.

2.1 Spatiograms

The concept of spatiogram is introduced in [4] as an extension of the well-known
histograms. Spatiogram model is like the histogram concept but adding the spatial
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information in a normal distribution. In particular, it stores the mean and the
covariance matrix of the position of all pixels that contribute each histogram bin.

In order to compute the mean and the covariance matrix on-line, i.e. during
the process instead of at the end of it, Equation 1 and 2 are used:
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where n (n ≥ 1) is the time step of the on-line calculation, (x, y) are the Cartesian
coordinates, μn is the mean, Σ is the covariance matrix and σn is the variance.
At the beginning μn and σn are 0.

Having two spatiograms S and S′ the difference used it is taken from [4] but
as the bins are normalized it is not need to use the complete Bhattacharyya
coefficient. The difference between them is defined as Equation 3:

d(S, S′) =
B−1∑

b=0

√
N(b)N ′(b)e−

1
2 (μb−μ′b)

T (Σ−1
b +Σ−1

b
′)(μb−μ′b) �/�

where N are the contributions for the bin b and d is the distance.
Note that a histogram is a spatiogram but without spatial information, so the

difference used for histograms is the same but without the spatial information
distance: d(H,H ′) =

∑B−1
b=0

√
N(b)N ′(b), where H and H ′ are the histograms.

2.2 Recurrence Matrix

The Recurrence Matrix (RM) [12] has several names in the bibliography because
it is just a matrix containing information about the recurrence of some features
along the time. We can find similarities between this kind of matrices and either
the concurrence matrices or the self-similarities matrices. This idea has been
widely used in research fields as texture recognition, music structure analysis
and bioinformatics. The use of this technique is not so common in human action
recognition, although it is used in [10]. In our case, each value of the RM is
the distance between the spatiograms/histograms of one frame against all the
others. It is a symmetric matrix and its size is F 2 with F being the number of
frames.

As we use a grid-based method, we have more than one spatiogram/histogram
in each frame. ConsideringM the number of spatiograms/histograms and F1 and
F2 the frames, the final distance (d′) stored into the matrix is calculated following
Equation 4:

d′(F1, F2) =
1
M

M−1∑

i=0

d(Si1, Si2) (4)
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where Si1 is the Spatiogram/Histogram of the frame 1 from the region i and Si2

the same of the frame 2.

3 Method

The recognition method is performed according to the following steps (see Fig-
ure 1):

1. Subject localization: the frame is segmented and the bounding box (BB) of the
region of interest (ROI) is located. The BB is obtained by using a component
connected algorithm. This ROI, which contains the person performing the
action, is cropped from the segmented frame and resized to have the same
BB size for all the frames.

2. Blob contour: once the BB containing the silhouette blob is resized, its con-
tour is obtained by using Canny edge detection [5].

3. Computation of the histograms/spatiograms: this step has different methods.
For each frameM histograms/spatiograms are built depending on the choice:
– Density mask with histograms (see Subsection 3.1): two different grid

geometries are used, the rectangular one and the polar one. For the
rectangular grid, the M histograms generated correspond to the A×B =
M , where A are the column divisions and B the row divisions. For the
polar grid, the M histograms generated correspond to the R ×O = M ,
where R are the radial divisions and O the angular divisions.

– Density mask with spatiograms (see Subsection 3.1): the geometries used
are the same above.

– Shape context (see Subsection 3.2): here the M histograms generated
correspond to the number of points where the shape context histogram
is computed.

4. Computation of the RM: at the end of the processM histograms/spatiograms
are available for each frame and the distance between the M histograms/
spatiograms of each frame against the others is computed to produce the
RM.

5. Feature vector creation: once the recurrence matrix has been completed, it
is resized (same size defined for the cropped ROI) and the feature vector is
created by following two different ways:
– Raw data: original data is taken from the RM without any process, and

only the superior triangle data is concatenated and used, since it is a
symmetric matrix.

– Analyzed data: eight descriptors extracted from the RM are used: Den-
sity of two sections (DTS), Center of mass (CM), Density of quadrants
(DQ) from [17]; Recurrence rate (RR), Determinism (DET), The aver-
aged diagonal line length (LEN), The average length of the vertical lines
(TT, Trapping Time) from the recurrence quantitative analysis [12]; and,
the Velocity of the bounding box.
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Fig. 2. (a) Frame and silhouette extraction for the example (b) Histogram/Spatiogram
updating by using Density mask (c) Histogram updating by using Shape-Context

3.1 Density Mask (DM)

Once the person is located the blob contour is obtained. For each pixel inside the
BB is calculated how many pixels belong to the contour between the neighbor
pixels inside a windows (Figure 2(b)). This calculated number will be the bin
to contribute into the histogram/spatiogram. The windows size will define the
number of bins, i.e. for a windows size of S × S the number of bins will be
S × S + 1. The +1 is because it is possible in a windows neighborhood no pixel
belongs to the contour.

3.2 Shape-Context (SC)

The method is adapted from [3] (Figure 2(c)). M points of the silhouette are
chosen. From the center of mass of the person is traced rays each 360

M
o and the

point of the silhouette crossed by the ray is one of the points chosen. In each of
these M points it is calculated a histogram of ρ× θ bins, where ρ is the number
of radial divisions of the polar grid centered at the point and θ the number of
angular divisions. Each part of this polar grid corresponds to a bin. The points
that belong to the silhouette situated into this polar grid contribute to the bin
numbered by the region where it is situated.

4 Experiments

For the experiments, the Weizmann action dataset [6] is used. Although this
is certainly a simple dataset for the current state-of-the art standards, it is a
good one to start with the exploration of new action descriptors or machine
learning algorithms. Additionally, unlike other datasets, this one includes the
segmented silhouette, which facilitates both the experimentation and the results
reported by other authors. This dataset contains 10 actions (running, walking,
skipping, jumping-jacks, jumping forward on two legs, jumping in place on two
legs, jumping sideways, waving with two hands, waving with one hand and bend-
ing) performed by 9 different persons. A total of 90 video sequences are used.
The size of the resized images is 60 × 60 but it is completely scalable. A leave-
one-out-cross validation scheme is used, therefore 9 runs for each experiment are
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Table 1. Classification results in % for the different configurations using the DM and
extracting features from the RM raw data

Rectangular grid Polar grid
1 × 1 2 × 2 2 × 4 4 × 2 3 × 3 2 × 2 2 × 4 3 × 3

Histogram 96.6 96.6 97.7 95.5 96.6 95.5 96.6 95.5
Spatiogram 95.5 93.3 95.5 94.4 92.2 94.4 92.2 93.3

needed, reporting the average accuracy. A linear Support Vector Machine is used
for training and test.

Table 1 shows the results of the experiments for the density mask either
histograms and spatiograms, generating the feature vector from the raw data of
the RMs.

The same configurations as in Table 1 are used for the next experiment.
However, this time the feature vector is obtained from the analyzed data of the
RMs. The results are exactly the same for all the configurations being 92.2%,
due to the fact that the used descriptors are not discriminative enough.

After these experiments it is possible to answer the question: Are the spa-
tiograms contributing more information than histograms? Results reveal that
spatiograms do not bring an actual advantage over histograms. Despite of the
good results obtained, spatiograms do not outperform histograms in any exper-
iment, in its current usage.

Table 2 shows the results of the experiments for the SC. The same results are
obtained independently from the way to obtain the feature vector (raw data and
analyzed data of the RMs).

After concluding the previous experiments, we could try to answer the follow-
ing questions: Can the RMs capture properly the spatio-temporal information?
And, is it necessary to have a complex method in order to improve the recognition
rates? The results show in Tables 1 and 2, using simple methods like Density
mask and a simple Shape-Context let us think that a complex methodology is no
needed. The RMs are quite effective in capturing the nature of an action and suf-
ficient to distinguish between them by caching pair-wise spatiograms/histograms
relationships on a frame-by-frame basis.

In Table 3, some of the latest (from 2007 until 2010) works using the Weizmann
dataset are reported. They also use a leave-one-out-cross validation scheme, but
in some of these experiments the skip action has not been used (w/o skip in

Table 2. Classification results in % for the different configurations using the Shape-
Context + RM (where ρ × θ (size of the radius))

Number of points 2 × 4(4) 2 × 8(4) 2 × 4(8) 2 × 8(8)

8 70.0 70.0 70.0 77.7
16 80.0 82.2 86.6 89.9
32 88.8 87.7 88.8 87.7
64 90.0 90.0 93.3 91.1
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Table 3. Performance achieved by the state-of-the-art approaches

Method w/o skip w/ skip
Density mask + RM * 97.7

Shape-Context + RM * 93.3
3D SIFT [16] * 92.6

Volumetric shape-action features [6] 100 100
Shape-Context + Gradients [14] 72.8 *

Hierarchy of spatio-temporal features [9] 97.0 *
Bag-of-features [13] * 90

3D Shape-Context [7] 96.4 94.6
Histogram of oriented gradients [11] * 84.3
Histogram of oriented rectangles [8] * 100

Key poses [2] * 92.6

the table). The result obtained by using the density mask reveals that a simple
dense method outperforms works like [16,9,13,11], or [2] which is supposed to
be a very simple method, only with the help of the RMs. However, other works
like [6,8] are only slightly better than our approach. Our method relies on the
simplicity of a density mask and the only drawbacks could be in the memory
because it is need to store M × F histograms/spatiograms (where M is the
number of histograms/spatiograms per frame and F the number of frames). This
problem can be addressed by having spatiograms describing a few consecutive
frames, which not only will save memory, but also time to compute the recurrence
matrix. Furthermore, these spatiograms with a wider temporal support can be
more robust and descriptive than those based on single frames. On the other
hand, our no-dense method (the shape-context+RM) outperforms [14] and is
almost the same as the 3D shape-context [7].

5 Conclusion

A simple method for action recognition, based on straightforward information
derived from the silhouette, has been proposed in this paper. When tested on
the Weizmann dataset, it has been shown to outperform a number of previous
approaches, and to be slightly worse than the best reported recognition rate.
Two novel dense representations have been explored. Regarding the spatial rep-
resentation of actions, local spatiograms have been proposed as an alternative
for local histograms. As for the temporal representation, recurrence matrices
have been explored as a temporally more holistic way of capturing the action
dynamics. Results reveal that spatiograms do not bring an actual advantage over
histograms, but recurrence matrices seem to encode relevant temporal informa-
tion. Further work is directed to improve these spatio-temporal representations,
to test them on more datasets and to aim at on-line action recognition.
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Abstract. This paper proposes a new noise filtering method inspired by
Bilateral filter (BF), non-local means (NLM) filter and principal com-
ponent analysis (PCA). The main idea here is to perform the BF in a
multidimensional PCA-space using an anisotropic kernel. The filtered
multidimensional signal is then transformed back onto the image spatial
domain to yield the desired enhanced image. The proposed method is
compared to the state-of-art. The obtained results are highly promising.

Keywords: Denoising, Bilateral filter, Non-local means, High dimen-
sional space, PCA.

1 Introduction

Image denoising is an important problem in image and signal processing. Many
methods share the same basic idea: denoising each pixel is carried out by averag-
ing other ones which are similar to it. These methods are based on the observa-
tion that any image often contains self-similarity and some spatial redundancy.
If the noise is considered as an independent and identically distributed (i.i.d.)
random signal, it could be smoothed out by averaging similar pixels. In [13], the
authors propose Bilateral filter (BF) which takes into account both spatial and
intensity information to define similar pixels for a given one. The relation be-
tween BF and anisotropic filtering has been investigated in [1,6]. Another adap-
tive filtering approach, called non-local means (NLM) [3,4], has been recently
proposed. Instead of using pixel-based similarity as in BF, NLM proposes to use
patch-based similarity which makes the method more robust in textured and
contrasted regions. Many methods for improving the performance of NLM have
been proposed. The fast NLM (FNLM) is presented in [12]. NLM in the wavelet
domain is introduced in [11]. In [14], the authors propose a transform which
maps each patch in the image domain to a point in a high dimensional space
called patch-space and show that NLM algorithm is a variant of an isotropic
filter in this new space. In this paper, we propose to use principal component
analysis (PCA) to reduce the dimensionality of the patch-space and then form
another one called high dimensional PCA-space (HDPCA) from the most signif-
icant components. Similar to the work in [14], FNLM can be drawn as a variant
of an isotropic filter in the HDPCA-space. In order to improve the denoising
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performance, instead of using this isotropic filter, we propose to use BF, i.e. an
anisotropic filter, in the HDPCA-space.

The paper is organized as follows: section 2 is devoted for a short review
of NLM and related works, the HDPCA-space is presented in section 3. The
proposed method is described in section 4 followed by experimental results in
section 5. The conclusions are finally given in section 6.

2 Related Works

Let us define a 2D noise-free image u : R2 → R. Its noisy version v at pixel (k, l)
defined as v(k, l) = u(k, l) + n(k, l) where n is identical, independent Gaussian
noise. The aim of denoising is to estimate u from v. Both BF and NLM restore
noisy pixel by averaging the neighboring pixels. An unifying formula for these
methods could be expressed as follows:

û(k, l) =

∑
(i,j)∈Ω w(k, l, i, j)v(i, j)
∑

(i,j)∈Ω w(k, l, i, j)
(1)

where Ω is the image domain and w(k, l, i, j) stands for the weight which cor-
responds to the similarity between pixel v(k, l) and v(i, j). Indeed, each method
proposes a kernel to estimate this weight. According to BF [13], the kernel is
defined as follows:

wBF (k, l, i, j) = exp

(
− (‖k − i‖2 + ‖l − j‖2)

h2
s

)

exp

(−‖v(k, l)− v(i, j)‖2
h2

r

)

(2)
where hs and hr are space and range parameters, respectively. Note that this
filter takes into account both spatial and intensity information. In [1,6], it has
been proven that BF is an anisotropic filter with a special regularization term.
In the case of NLM, its weight is given by:

wNLM (k, l, i, j) = exp

(−Ga ∗ ‖N(k, l)−N(i, j)‖2
h2

r

)
(3)

where N(k, l),N(i, j) are two small patches of size r × r around the pixel (k, l)
and (i, j), respectively (r is usually equal to 7), Ga is a Gaussian kernel with
standard deviation a of the same size as N(k, l),N(i, j). Note that, the patch-
similarity measure is weighted Ga to give more weight to pixels close to the patch
center. The equation(3) can be rewritten as follows:

wNLM (k, l, i, j) = exp

(−‖Na(k, l)−Na(i, j)‖2
h2

r

)
(4)

where the weighted patch Na(k, l) =
√
GaN(k, l). Note that NLM considers only

intensity information.
Due to computational burden, to denoise pixel (k, l), instead of considering

all pixel (i, j) in the noisy image, Buades et al. propose to restraint a search
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window Ω(k, l) which is usually set equal to 21x21, i.e. there are 441 patch
candidates. Indeed, further analyses [7] have shown that if the size of Ω(k, l)
increase, more bias is introduced due to several mismatching patches which are
taken into account. In [5], we used a strategy where only the best candidates are
selected by exploring the entire image plane. Counter intuitively, this approach
yields worse result in both term of subjective and objective measurement. In flat
regions, the noise pattern of a given-patch will match well with that of the best
candidates. Averaging these similar noise patterns cannot effectively remove the
noise. We refer to this as ”best-worse paradox” in the sense that if we consider
only the best candidates, the result is worse. Based on these remarks, the semi-
non local approach, i.e. restrained to a small window Ω(k, l), is used in this
work.

In [12], fast NLM (FNLM) filter is proposed by approximating the distance
‖Na(k, l) −Na(i, j)‖2 in (4) by another one estimated from projections of Na

onto a subspace defined by PCA. It is well known that the eigenvectors {em}r2

m=1

(sorted in order of descending eigenvalues) of the covariance matrix M estimated
from a set of all weighted patch Na form an orthonormal basis. Note F(k, l) =
[f1(k, l), f2(k, l), ..., fr2(k, l)]T is projected vector of Na(k, l) onto this orthonor-
mal basis, i.e. fm(k, l) =< Na(k, l), em > where <,> stands for inner product.
As the signal energy concentrates on a few the most significant d components
(d" r2), Tasdizen[12] proposes to approximate the norm ‖Na(k, l)−Na(i, j)‖2
by using only these d components, i.e.

‖Na(k, l)−Na(i, j)‖2 ≈ ‖Fd(k, l)−Fd(i, j)‖2 =
d∑

m=1

‖fm(k, l)− fm(i, j)‖2 (5)

where Fd(k, l) = [f1(k, l), f2(k, l), ..., fd(k, l)]T . The new weight is now defined
as follows:

wd
NLM (k, l, i, j) = exp

(
−‖Fd(k, l)− Fd(i, j)‖2

h2
r

)

(6)

Finally, the FNLM is given by:

ûd(k, l) =

∑
(i,j)∈Ω w

d
NLM(k, l, i, j)v(i, j)

∑
(i,j)∈Ω w

d
NLM(k, l, i, j)

(7)

where d is a parameter of the algorithm. Recall that when d = r2, FNLM tends
to the classical NLM. Indeed, the use of PCA has twofold: (i) the computational
complexity is highly reduced, (ii) patch similarity measure improves robustness
to noise.

In the next sections, we present a new high dimensional space called HDPCA
in which spatial coordinates of each point corresponds to values of projected
vector Fd. We will show that FNLM and NLM are simply derived from an
isotropic filter in this space.
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3 High Dimensional PCA-Space

Mapping in the HDPCA-space: First, each small patch is passed through
the PCA system to obtain the corresponding projected vector Fd. We define
d dimensional HDPCA-space noted Ψd ∈ Rd where the coordinates p of each
point in this space are the values of Fd. In other words, the intensity values of
Fd become spatial coordinates in the new HDPCA-space. Each value V of a
point p in this space is defined as follows:

V(p) = (V1(p), V2(p)) = (v(k, l), 1) if p = Fd

Note that V(p) contains two components:

– The first one V1(p) = v(k, l) (the gray level of the center pixel (k, l) of the
patch N (k, l)).

– The second one V2(p) is always set equal to 1.

Back-projection on the image domain: Instead of filtering directly the pixel
value in the image domain Ω, we alter the multi-values V(p) in the HDPCA-
space to obtain Û(p) (the filtering method in this space will be discussed in
the next section). This filtered value is then transformed back onto the image
domain Ω as follows:

û(k, l) =
Û1(p)

Û2(p)
if p = Fd (8)

Note that HDPCA is a sparse space where only points corresponding to the
projected vectors Fd are defined.

4 Proposed Method

To restore the pixel (k, l), in order to avoid ”best-worse paradox” phenomenon,
instead of projecting all patches in the image domain Ω onto the HDPCA-space,
we project only the patches on the sub-domain Ω(k, l) (small windows of size
21 × 21 around the being processed pixel (k, l)) and carry out the filtering on
these projected values. Since all values in projected vector Fd(k, l) become spatial
coordinates p in the HDPCA-space, we can rewrite equation (7) of FNLM as
follows:

ûd(k, l) =
Û1(p)

Û2(p)
=

∑
q∈Ψd

exp
(
− ‖p−q‖2

h2
r

)
V1(q)

∑
q∈Ψd

exp
(
− ‖p−q‖2

h2
r

)
V2(q)

(9)

Note that both nominator and denominator of this equation can be interpreted
as Gaussian filter in the HDPCA-space. Therefore, we can summarize FNLM in
the two following steps:

– Step 1: Gaussian filtering in the HDPCA-space
– Step 2: Projection back onto the image space by using the division of two

components of the filtered values (equation (8))
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It is worth to notice that the Gaussian filter in the first step is an isotropic filter.
Here, we propose to replace it by an anisotropic one. In the literature, there are
many anisotropic diffusion methods such as Total Variation[9], Perona-Malik[10]
which mimic physical processes by locally diffusing pixel values along the image
structure. Since these methods are local-based, their adaptation to a such sparse
HDPCA-space is rather a difficult task. However, as discussed above, BF acts as
an anisotropic filter and it works in non-local manner therefore it could be used.
The proposed method (called BF-HDPCA) consists of the two following steps:

– Step 1: Bilateral filtering in the HDPCA-space
– Step 2: Projection back onto the image space by using the division of two

components of the filtered values (equation (8))

In the first step, the filtered values Û(p) are given by:

Ûη(p) =

∑
q∈Ψd

wη(p,q)Vη(q)
∑

q∈Ψd
wη(p,q)

(10)

where subscript η = 1, 2, and according to BF’s principle the weight wη(p,q) is
estimated as follows:

wη(p,q) = exp

(−‖Vη(p)− Vη(q)‖2
h2

)
exp

(−‖p− q‖2
h2

r

)
(11)

where the first term is an intensity proximity measure and the second one stands
for a geometric proximity measure, h is range parameter in the new HDPCA-
space. Recall that this second term is the patch similarity measure defined in
the image domain. The filtered values Û(p) are finally projected back into the
image domain Ω using the division in equation (8). Note that when h =∞ the
proposed method tends to FNLM.

5 Experimental Results

The experimental results are carried out on three natural images: Lena, Peppers
and Fingerprint of size 512×512. The last one is typical of highly textured image
whereas the second one contains mostly homogenous regions. The first image
contains different types of features, texture, sharp edges and smooth regions.
These images are perturbed by additive, independent Gaussian noise at two
levels of standard deviation σ = 10 and σ = 25. The subspace Ω(k, l) is defined
by small windows 21×21 around the being processed pixel (k, l). The patch size
is equal to 7× 7 which results of full dimension r2 =49. The reduced dimension
d is tested with 11 values: 1, 3, 6, 8, 10, 15, 20, 25, 30, 40, 49. hr is set equal
to nhrσ where nhr = [0.6 : 0.1 : 1.4] (here we use Matlab notation) and h =
nhσ with nh = [1 : 1 : 10,∞]. Recall that when nh = ∞ and d = 49, the
proposed method tends to the classical NLM. A comparative evaluation using
both objective and subjective measures has been performed to demonstrate the
advantages of the proposed method over NLM and FNLM filters. To objectively
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Table 1. Objective measures of Lena image

Metric Method nhr nh d Result

PSNR
NLM 0.9 ∞ 49 33.55
FNLM 0.9 ∞ 15 33.63

BF-HDPCA 0.9 4 8 34.04

PSNRW

NLM 0.8 ∞ 49 16.61
FNLM 0.8 ∞ 10 16.78

BF-HDPCA 0.8 4 8 17.18

MAD
NLM 0.8 ∞ 49 1.88
FNLM 0.7 ∞ 10 1.75

BF-HDPCA 0.8 4 8 1.66

σ = 10

Metric Method nhr nh d Result

PSNR
NLM 1 ∞ 49 29.81
FNLM 1 ∞ 30 29.81

BF-HDPCA 1 20 15 29.80

PSNRW

NLM 0.7 ∞ 49 12.19
FNLM 0.7 ∞ 15 12.21

BF-HDPCA 0.7 20 15 12.21

MAD
NLM 1 ∞ 49 7.00
FNLM 1 ∞ 15 6.97

BF-HDPCA 0.6 4 3 6.71

σ = 25

Table 2. Objective measures of Fingerprint image

Metric Method nhr nh d Result

PSNR
NLM 1 ∞ 49 29.93
FNLM 1 ∞ 15 30.09

BF-HDPCA 1.1 4 15 31.02

PSNRW

NLM 0.9 ∞ 49 17.93
FNLM 0.9 ∞ 15 18.19

BF-HDPCA 1.1 2 6 19.54

MAD
NLM 0.8 ∞ 49 0.42
FNLM 0.6 ∞ 6 0.29

BF-HDPCA 0.7 4 6 0.21

σ = 10

Metric Method nhr nh d Result

PSNR
NLM 0.7 ∞ 49 26.64
FNLM 0.6 ∞ 6 27.27

BF-HDPCA 0.6 6 6 27.40

PSNRW

NLM 0.6 ∞ 49 13.91
FNLM 0.6 ∞ 6 14.48

BF-HDPCA 0.6 4 6 14.63

MAD
NLM 0.6 ∞ 49 2.34
FNLM 0.6 ∞ 6 1.70

BF-HDPCA 0.6 4 6 1.57

σ = 25

Table 3. Objective measures of Peppers image

Metric Method nhr nh d Result

PSNR
NLM 0.9 ∞ 49 33.71
FNLM 0.8 ∞ 10 33.89

BF-HDPCA 0.9 4 6 34.35

PSNRW

NLM 0.8 ∞ 49 17.09
FNLM 0.7 ∞ 10 17.39

BF-HDPCA 1 4 6 17.86

MAD
NLM 0.8 ∞ 49 3.07
FNLM 0.7 ∞ 10 2.49

BF-HDPCA 0.8 4 6 2.20

σ = 10

Metric Method nhr nh d Result

PSNR
NLM 1 ∞ 49 30.24
FNLM 1 ∞ 15 30.28

BF-HDPCA 0.6 4 3 30.41

PSNRW

NLM 0.7 ∞ 49 12.81
FNLM 0.7 ∞ 15 12.90

BF-HDPCA 0.6 4 3 13.05

MAD
NLM 1 ∞ 49 8.14
FNLM 1 ∞ 15 8.04

BF-HDPCA 0.6 4 3 7.75

σ = 25

Table 4. Computational time in function of d (The program is written by C, runs on
PC of 2GHz and 2G Ram)

d 1 3 6 8 10 15 20 25 30 40 49

Time (in second) 9.29 11.04 14.41 17.33 22.65 30.12 41.04 51.46 62.17 84.92 107.2
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evaluate the results, beside PSNR, we use also two other metrics namely MAD
[8] and PSNRW [2] which are based the human visual system (HVS). Note that
while small value of MAD indicates high level of image quality, small value of
PSNRW , PSNR corresponds to a low level of image quality. The best results
of three methods are reported in Tables 1, 2, 3 with the corresponding optimal
parameters d, nh, nhr . Note that, for each method, each metric results in different
optimal parameters. For σ = 10, BF-HDPCA clearly outperforms the others
methods for all images and it is confirmed by all metrics. For higher noise level
σ = 25, this advantage is no longer true for Lena image, but still valid for images
which contain many redundant structures such as Fingerprint and Peppers. It is
also worth to note that, in many cases, BF-HDPCA can achieve better quality
with smaller dimension d compared to FNLM (for example, for Pepper image,
σ = 25, optimal d for FNLM is 15 whereas in our case, this value is 3 which
makes BF-HDPCA 3 times faster than FNLM - see table 4). For all images and
all metrics, the optimal h of the proposed method can be found from 2σ to
4σ. For the subjective comparison, due to limit of space, only Lena images are
presented in Fig.1. As can be seen, the small details on the hat are well preserved
with the proposed method whereas they are oversmoothed in NLM and FNLM.
There is still some kind of natural grain in the forehead and cheek regions in our
case, what seems more comfortable for our eyes than too flat region obtained
with NLM and FNLM (please use your monitor to view all images in this paper).

(a) (b) (c)

(d) (e)

Fig. 1. Lena image: from left to right, top to bottom, (a) The original image, (b) The
noisy image for σ = 10, (c) NLM’s result (the best PSNR=33.55 for hr = 0.9σ,h =
∞,d = 49), (d) FNLM’s result (the best PSNR=33.63 for hr = 0.9σ,h = ∞,d = 15),
(e) The proposed method (the best PSNR=34.04 for hr = 0.9σ,h = 4σ,d = 8)
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6 Conclusions

A new nonlinear anisotropic filtering method based on BF and the HDPCA-
space is proposed. Through this study, it has been shown that NLM and FNLM
can be expressed as an isotropic filter in this space. A series of tests has been
performed to assess the efficiency of the proposed method. The obtained results
demonstrate the efficiency of the proposed filtering approach objectively and
subjectively.
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Abstract. In this paper single image superresolution problem using
sparse data representation is described. Image super-resolution is ill -
posed inverse problem. Several methods have been proposed in the lit-
erature starting from simple interpolation techniques to learning based
approach and under various regularization frame work. Recently many
researchers have shown interest to super-resolve the image using sparse
image representation. We slightly modified the procedure described by a
similar work proposed recently. The modification suggested in the pro-
posed approach is the method of dictionary training, feature extraction
from the trained data base images and regularization. We have used
singular values as prior for regularizing the ill-posed nature of the sin-
gle image superresolution problem. Method of Optimal Directions algo-
rithm (MOD) has been used in the proposed algorithm for obtaining high
resolution and low resolution dictionaries from training image patches.
Using the two dictionaries the given low resolution input image is super-
resolved. The results of the proposed algorithm showed improvements in
visual, PSNR, RMSE and SSIM metrics over other similar methods.

Keywords: Method of Optimal Directions, Orthogonal Matching Pur-
suit, Singular Value Decomposition, Sparse representation.

1 Introduction

Image super resolution (SR) is an active area of research as physical constraints
limit image quality in many imaging applications. These imaging systems yield
aliased and under sampled images if their detector array is not sufficiently dense.
Super resolution is also crucial in satellite imaging, medical imaging, and video
surveillance[1]. There are several approaches for image enhancement such as
Bi-cubic interpolation, B-spline interpolation etc[2]. These approaches produce
overly smooth images which lack high frequency components and thus blur the
edge information of the reconstructed image. Other conventional approaches like
multi frame super resolution produce high resolution images employing more
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than one low resolution image[3]. These methods use multiple low resolution
images of the same scene, which are aligned with sub pixel accuracy to generate
high resolution image. Recently, single frame image super resolution algorithms
have been successfully employed for image super resolution. These methods use
only one low resolution (LR) test image for super resolution. Freeman et. al.
proposed an example based super resolution technique[4]. They estimate miss-
ing high frequency details by interpolating the input low resolution image into a
desired scale. The super resolution is performed by the nearest neighbor based
estimation of high frequency patches corresponding to the patches of the low fre-
quency input image. An excellent review on single image super resolution is given
in[5]. Super resolution of images is an ill-posed inverse problem due to unknown
blurring operators and insufficient number of low resolution images. Different
regularization methods have been proposed for providing solutions to this prob-
lem[6,7,8]. Yang et. al. proposed a super resolution algorithm based on sparse
representations[9]. The authors sparsely represent given low resolution image
patches using low resolution dictionary and use these coefficients to construct
high resolution patches from high resolution dictionary. It is also reported that
the authors used first-order and second-order derivatives as feature for dictio-
nary training. Roman et. al. have proposed another dictionary based technique
for super resolution using sparse representation[10]. The authors used k-means
Singular Value Decomposition (K-SVD) algorithm for dictionary training. In
the proposed approach Method of Optimal Directions (MOD) algorithm have
been used for dictionary training[11], and Orthogonal Matching Pursuit (OMP)
algorithm for sparse representations[12]. Though the performance of MOD and
K-SVD is similar for dictionary training, however we find that the algorithmic
steps involved in MOD are less compared to K-SVD thus the computational
time reduces. By using regularization the proposed method gives better results
as compared to earlier methods . In the present approach for experimental pur-
pose we created a data set of low resolution (LR) images and corresponding
high resolution images (HR), and we extracted patches from the data set. MOD
algorithm is applied on these patches to create low resolution dictionary (Al)
and high resolution dictionary (Ah). Low resolution (LR) test image patches are
sparsely represented using Al and using these sparse coefficients we obtained
high resolution patches from Ah. We concatenate these patches to get high res-
olution image. Gradient descent optimization algorithm is used to minimize the
cost function.

2 Image Formation Model

Let the original high resolution image be represented as yh ∈ RN , blur operator
as B : RN → RN and down sampling operator as D : RN → RM where M < N ,
and zl ∈ RM is defined as low resolution version of the original high resolution
image. The observed image can be modeled as

zl = BDyh + v (1)
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where v is an i.i.d Gaussian noise of mean zero and co variance σ2
v. The problem

is to find high resolution estimate ŷh for a given low resolution image zl such that
ŷh is closer to yh. Although ŷh can be obtained by minimizing ‖BDyh−zl‖2, we
cannot find exact solution to above problem since BD is rectangular matrix and
there are infinitely many solutions for equation (1). The goal of super resolution
technique is to recover the high frequency content that is lost during image
acquisition process. This is an inverse problem wherein the original information
is to be retrieved from observed data. There exists infinite number of High
Resolution (HR) images which are consistent with the original data, thus the
super resolution problem is an ill posed inverse problem. While solving ill posed
inverse problems knowing the forward model alone is not sufficient to obtain
satisfactory results. Some form of constraints on the space of solutions must
be included. Procedure adopted to stabilize ill posed inverse problems is called
regularization. Existing approaches for image super resolution uses various priors
such as textures, edges, and curves etc; to regularize the above equation(1) as
discussed in [13,14].

3 Sparse Representation

Sparse representation account for most or all information of a signal with a
linear combination of a small number of elementary signals called atoms in an
over complete dictionary. The coefficients are sparse which means most of the
coefficients have zero values. Sparse representation is widely used in the areas of
compressed sensing, image super resolution and face hallucination. The objective
of sparse representation is that of representing some data y ∈ Rm (for example
a patch of an image) using a small number of non zero components in a sparse
vector x ∈ Rn under the linear generative model

y = Ax+ v (2)

where the full low rank dictionary A ∈ Rm×n may be over complete (n > m), and
the additive noise ǐs assumed to be Gaussian with zero mean and variance σ2

v .
Sparse coding techniques[15,16] have been proposed for representing an arbitrary
signal as linear combination of basis functions called atoms which are learned
from training signals. In sparse coding the atoms are learned from the set of
training signals to maximize the sparsity of coefficients that are assigned to the
atoms for the linear representation. Formally if x ∈ Rn is a column vector, and
the atom vectors are arranged as the columns of the dictionary A ∈ Rn×m, the
sparsity assumption is described by the following sparse approximation problem,
for which we assume a sparse solution exists:

x̂ = argminx ‖x‖00 s.t ‖y −Ax‖2 ≤ e (3)

in this expression, x̂ is the sparse representation of y, e is the error tolerance,
and the function ‖.‖00 is the l0-norm, which counts the non-zero elements of a
vector.
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4 Proposed Algorithm

The proposed algorithm has two parts. Part-1 of the algorithm (Training phase)
constructs dictionaries of low resolution and high resolution data sets, and Part-
2 of the algorithm (reconstruction phase) super resolves the given input low
resolution test image using the results of part-1.

4.1 Training Phase

Following steps are performed in this phase
i. Training set construction: In this phase an Image data bank is formed

that consists of several high resolution images {yj
h}j and the corresponding low

resolution images {zj
l }j which are blurred, down sampled versions of the high

resolution images. {zj
l }j are further interpolated to the size of high resolution

image yh.
ii. Feature extraction: After constructing the training set, low frequency com-

ponents of the high resolution image that correspond to low frequency non-
aliased components of the low resolution image are removed by computing Dis-
crete Cosine Transform (DCT) and retaining coefficients which corresponds to
high frequency information. The reason for this feature extraction is to focus the
training on characterizing the relation between the low resolution patches and
the edges, texture content within the corresponding high resolution ones [10].
Patches of size nxn are formed from low and high resolution images resulting in
the data set {pk

h, p
k
l }k.

iii. Dictionary Training: The construction of efficient dictionary is one of the
most important steps to be incorporated in the sparse representation of signals.
In the quest for the proper dictionary, one line of thought is to propose a learn-
ing method in the formation of dictionary. Assume that ε a model deviation
parameter which is known to us, and our aim is the estimation of the dictionary
A under the constrained optimization given by the following equation.

min
A,[xi]Mi=1

M∑

i=1

‖xi‖0s.t.‖yi −Axi‖2 ≤ ε, 1 ≤ i ≤M (4)

This problem describes each given signal yi as the sparsest representation xi over
the unknown dictionary A, and aims to jointly find the proper represenations and
the dictionary. In the proposed algorithm MOD algorithm is used for training the
dictionary. We preferred MOD over K-SVD because of the gain in computational
speed. We applied both MOD and K-SVD on synthetic data consisting 1000
signals for training dictionary of size 64x1000, K-SVD took 6 minutes and MOD
took 20 seconds for training. In this step MOD algorithm is employed on low-
resolution image patches {pk

l }k for training low resolution dictionary using the
equation (5).

Al, q
(k) = argmin

Al,qk

∑

k

‖pk
l −Alq

k‖2s.t.‖qk‖ ≤ L (5)
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High resolution dictionary Ah, is formed to recover high resolution patches by
approximating them as {pk

h = Ahq
k}. The dictionary Ah is constructed such

that this approximation is as exact as possible, thus the dictionary is defined as
the one which minimizes the mean approximation error, i.e.,

Ah = argmin
Ah

∑

k

‖pk
h −Ahq

k‖22 = argmin
Ah
‖Ph −AhQ‖2F , (6)

Where the matrix Ph is constructed with high resolution patches {pk
h}k as its

columns, and Q contains {qk} as its columns. The solution to the above problem
is given by following pseudo-inverse expression [10] (given that Q has full low
rank).

Ah = PhQ
+ = PhQ

T (QQT )−1 (7)

The construction of high resolution and low resolution dictionaries Ah, Al com-
pletes training phase of super resolution algorithm.

4.2 Reconstruction Phase

In this phase our task is to super resolve the given low resolution image zl using
the following steps.

i. Obtaining high resolution estimate of zl: The low resolution image is scaled
by a factor of D using Hermit interpolation resulting in yl ∈ RN . High fre-
quency components are extracted from yl using DCT, then patches {pk

l }k are
obtained from the extracted image. OMP algorithm is applied on these patches
and dictionary Al, allocating L atoms to represent each patch for finding sparse
representation vectors {qk}k . The sparse representation vectors {qk}k are mul-
tiplied with high resolution dictionary Al and the approximated high resolution
patches {Ahq

k}k = {pk
h}k are obtained. The high resolution estimate ŷh is ob-

tained from {pk
h}k by solving following minimization problem with respect to ŷh

ŷh = argmin
Ah

∑

k

‖Rk(ŷh − yl)− pk
h‖22 (8)

Where Rk is patch extraction operator. The above problem states that patches
from the image ŷh − yl should be as close as possible to approximated patches,
this problem has a least square solution given by

ŷh = yl + [
∑

k

RT
kRk]−1

∑

k

RT
k p

k
h (9)

The term RT
k p

k
h in the above equation positions the high resolution patch in

the kth location and the term RT
kRk is diagonal matrix that weighs each pixel
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in the high resolution outcome. Above equation can be simply explained as
putting pk

h in proper locations and adding yl to them for getting high resolution
estimate.

ii. Regularizing high resolution estimate: SVD is obtained for the high resolu-
tion estimate F. The least few eigen values of the obtained SVD are retained and
used to reconstruct the image G which essentially contains rich edge informa-
tion. In the next step we obtain the edge information by subtracting G from F,
Fedge = F −G. This information is used as a prior to regularize high resolution
estimate by minimizing the following cost function.

C =
∑

i,j

‖zl(i,j) − F(i,j)‖2 − ‖Fedge(i,j) − fedge(i,j)‖2 (10)

Where fedge is edge information of interpolated image. zl,(i,j) is the low resolution
test image and Fedge is edge information of high resolution estimate.We minimize
the above cost function using gradient descent optimization. Regularized image
is the final super resolution image.

5 Experimental Results

We constructed a training set with 30 high resolution images and the corre-
sponding low resolution images by down sampling the high resolution images by
a factor of 2 . Features are extracted from the training set using DCT. Around
7860 patches are obtained from the extracted feature images. MOD algorithm is
applied on the low resolution patches for constructing Al of size 64x6000. Using
equation(6) we obtained Ah of size 64x6000. We applied our algorithm on sev-
eral test images of similar classes used by Roman .et.al[10] and Yang .et.al[9].
The results were compared with the proposed approach and the results obtained
by Roman .et.al[10] and Yang .et.al[9]. The results are tabulated in Table1.
We compared our results with standard interpolation techniques[2] in terms of
PSNR, RMSE and SSIM. The results were tabulated in Table1, Table2, Ta-
ble3. Fig.1 gives visual comparis on of the results of the proposed methods with
other listed methods. The entire code for the algorithm is written in Matlab and
simulated.

Table 1. PSNR comparison

Image PSNR
No. Mitchell Yang et. al. Roman et. al. Proposed

interpolation algorithm
1 33.20 33.10 33.50 39.89
2 33.10 33.10 33.50 35.72
3 24.50 24.80 25.00 29.66
4 24.76 24.80 25.00 31.51
5 28.00 28.20 28.40 32.27
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Image 1

Image 2

Image 3

Image 4

Image 5
(a) (b) (c) (d) (e)

Fig. 1. (a) LR Image, (b) Mitchell Interpolation, (c) B-spline Interpolation (d) Bell
Interpolation, (e) Proposed Method
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Table 2. RMSE comparison

Image RMSE
No. Mitchell B-spline Bell proposed

interpolation interpolation interpolation algorithm
1 12.2838 12.7950 11.6912 11.211
2 12.1617 12.6742 11.5603 11.06
3 9.9298 10.2821 9.6024 9.4011
4 14.7493 15.2244 14.2904 14.10
5 17.2603 18.0352 16.3310 14.987

Table 3. SSIM comparison

Image SSIM
No. Mitchell B-spline Bell Proposed

interpolation interpolation interpolation algorithm
1 0.8750 0.8613 0.8911 0.9132
2 0.8435 0.8267 0.8608 0.8987
3 0.7808 0.7569 0.8092 0.8651
4 0.7395 0.7171 0.7663 0.8694
5 0.7547 0.7250 0.7896 0.8575

6 Conclusion

In the proposed method we have successfully simulated the concept of single
image super resolution using sparse images obtained from trained dictionaries of
high resolution and low resolution image patch pairs. We compared our results
with the results obtained by Yang et. al. [9], Roman et. al.[10]. Our simulated
results indicate the effectiveness of use of sparse representations of the learnt
image and Singular values as priors. We modified the method used by Roman
et.al. [10] by employing MOD algorithm for dictionary training instead of K-
SVD algorithm, and DCT was used for feature extraction. DCT is simpler and
effective because it eliminates patch concatenation and helps in dimensionality
reduction. We used very less number of training patches as compared to Roman
et. al. [10]. and got better results. The perfor mance gain compared to Roman
et. al. [10] is due to the regularization of the cost function using singular values
as priors. The efficiency of algorithm can be further improved by using K-COD
algorithm instead of MOD algorithm and optimizing thresholds for DCT and
extracting patches with overlapping.
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Abstract. This paper presents various motion detection methods: tem-
poral averaging (TA), Bayes decision rules (BDR), Gaussian mixture
model (GMM), and improved Gaussian mixture model (iGMM). This
last model is improved by adapting the number of selected Gaussian,
detecting and removing shadows, handling stopped object by locally
modifying the updating process. Then we compare these methods on
specific cases, such as lighting changes and stopped objects. We further
present four tracking methods. Finally, we test the two motion detection
methods offering the best results on an object tracking task, in a traffic
monitoring context, to evaluate these methods on outdoor sequences.

Keywords: Computer vision, Motion detection, Object tracking.

1 Introduction

Object tracking is an important task of the computer vision field [8]. There
are two main steps in object tracking: interest moving object detection and
tracking these objects from frame to frame. Then analysis can determine the
objects’ behaviors in various context, such as traffic monitoring [4], marketing
application [6], etc. This paper focuses on the detection of moving objects. We
use motion detection that aims at separating moving areas, or foreground, from
the background.

The main challenge is to detect the relevant changes and filter out the ir-
relevant one. Another challenge is the textural similarity between foreground
objects and background. Complex scenes bring along other issues such as partial
or complete occlusions caused by the background, or several people aligned with
the camera.

In this paper, we first review some previous work. Then we present four motion
detection techniques: temporal averaging, Bayes decision rules, Gaussian mixture
model and the proposed improved Gaussian mixture model. We further present
four tracking method that are used for the evaluation and conclude.

2 Previous Work

The aim of motion detection is to distinguish the background from the moving
objects. The motion detection techniques can be separated in two categories,

A. Berciano et al. (Eds.): CAIP 2011, Part II, LNCS 6855, pp. 389–396, 2011.
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depending if they are using a background model or not. Without a background
model, the algorithms are based on temporal differencing or calculation of optical
flow. These methods can be fast, but the results are noisy. When a model is
available, we can classify them depending on the method used. The model can
be pixel based, local, or global.

Pixel based models assign to each pixel of the image a value or an intensity
function that gives the appearance of the background. We only use the measure-
ment taken on the specific pixel. The model can be as simple as an image of the
background without objects or more complex by using Gaussian distribution [7].

Local based models use the neighborhood of a pixel instead of the pixel itself
to calculate the similarity measurement. Specifically, these methods calculate if
a block of pixels belongs or not to the background.

Global based models use the entire image at each moment to build a model
of the entire background. The k-means algorithm and eigen background are two
examples of global models.

In our study, we choose a pixel based model that offers a good compromise
between precision, quality, and speed.

3 Motion Detection

This section presents four motion detection algorithms: temporal averaging,Bayes
decision rules, Gaussian mixture model, and improved Gaussian mixture model.

3.1 Temporal Averaging

To model the background, we calculate the mean over several images while no
object is in the scene. In fact, we approximate this mean using an infinite im-
pulse response filter. Once the model is generated, we calculate the difference
between the current image and the model. If there is a high difference, pixels
are considered as being part of the foreground, i.e. corresponding to a moving
region. Otherwise, pixels belong to the background.

As we see on figure 1 first row, shadows generate false positive with such a
model. Thus, we converted the images into YUV color space. Only the luminance
channel, Y, is sensible to shadows, see figure 1 first row.

However using this technique, small illumination variations on highly textured
areas can lead to false positives, see figure 1 second row.

It is interesting to note that the background model is further improved in order
to detect people stopping in the scene. Using the temporal averaging technique,
if a person enters the scene and stops moving, the person slowly disappears and
becomes part of the background.

Assuming the background remains relatively stationary while being occluded
by an object. We save the model values before the occlusion occurs and keep it
identical while occluded by a moving object.

To conclude, since this method does not handle properly light changes, a
multi-modal background model can probably offer better results.
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Fig. 1. Results for the temporal averaging technique using RGB color space, in the
middle column, and YUV color space, in the right column

3.2 Bayes Decision Rules

This section shortly presents an elaborated method to model the background
[3]. The first idea is that background pixels may have multiple states in com-
plex environment: stationary or moving. Therefore, these different parts of the
background should be analyzed with different features.

Specifically, this method aims at formulating Bayes decision rules in order
to classify background and foreground using selected feature vectors. Stationary
background objects are described with color features, while moving background
objects are described with color co-occurrence features. Then, foreground objects
are extracted from the fusion of the classification results from both stationary
and moving pixels. More details on this method can be found in [3].

3.3 Proposed Improved Gaussian Mixture Background

We use a method based on the Gaussian mixture model (GMM) first introduced
in [7]. The GMM is composed of a mixture of weighted Gaussian densities, which
allows the color distribution of a given pixel to be multi-modal. Such a model is
robust against illumination changes.

Weight ω, mean μ, and covariance Σ are the parameters of the GMM that are
updated dynamically over time. The following equation defines the probability
P of occurrence of a color at the pixel coordinate s, at time t, in the image
sequence I.

P (I(s, t)) =
k∑

i=1

ωi,s,tN(I(s, t), μi,s,t, Σi,s,t) (1)
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Where N(I(s, t), μi,s,t, Σi,s,t) is the i-th Gaussian model and ωi,s,t its weight.
The covariance matrix Σi,s,t is assumed to be diagonal, with σ2

i,s,t as its diagonal
elements. k is the number of Gaussian distributions.

For each pixel, I(s, t), the first step is to calculate the closest Gaussian. If the
pixel value is within Tσ deviation of the Gaussian mean, then parameters of the
matched component are updated. Otherwise, a new Gaussian with a mean I(s, t),
a large initial variance, and a small initial weight ω0 is created to replace the
existing Gaussian with the lower weight. Once Gaussians are updated, weights
are normalized and distributions are ordered based on the value ωi,s,t/σi,s,t.

Adaptive number of selected Gaussian. As proposed by [9], we improve
the GMM by adapting the number of selected Gaussian distributions. The GMM
selects only the most reliable distributions. Then, we modify the calculation of
the distributions weights. The weight is decreased when the distribution is not
observed for a certain amount of time.

ωk,t = ωk,t−1 + α(Mk,t − ωk,t−1)− αcT (2)

Where α is the learning rate and Mk,t is equal to 1 for the matched distribution
and 0 for the others. cT represents the prior evidence.

Pixels that are matched with any of these selected distributions are labeled
as foreground. Otherwise, pixels belong to the background. We note that the
model is updated at every frame.

Shadows detection. A second improvement to the GMM is to reduce the
sensibility to shadows. Thus, we use a shadow detection algorithm, based on [1].
Shadows detection requires a model that can separate chromatic and brightness
components. We use a model that is compatible with the mixture model. We
compare foreground pixels against current background model. If the differences
in chromatic and brightness are within some thresholds, pixels are considered
as shadows. We calculate the brightness distortion a and color distortion c as
follow:

a = argmin(I(s, t)− zE)2 and c = ‖I(s, t)− aE‖ (3)

Where E is a position vector at the RGB mean of the pixel background and
I(s, t) is the pixel value at position s and time t.

A foreground pixel is considered as a shadow if a is within Tσ standard devi-
ations and τ < c < 1. Where τ is the brightness threshold.

Handling stopped objects. Finally, we modify the updating process to better
handle objects stopping in the scene. In fact, various applications require the
detection of such meaningful objects. At a point of sale for example, people use
to stop to look at products or prices. Concerning traffic monitoring, a stopped
vehicle has to be detected for a potential traffic jam. Finally, detecting meeting
in a video-surveillance in based on the detection of stopped people.
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With the current model, stopped people starts disappearing, because they
become part of the background. We modify the updating process for the distri-
butions parameters, i.e. we do not refresh areas that are considered as belonging
to a tracked object. Object tracking is presented in the following section.

We introduce Fs,t that is a binary image representing these tracked objects.
Fs,t is a filtered foreground image where regions that were tracked for several
frames, or objects, are displayed. Pixels covered by an object have value 1 while
the others have value 0. We modify the distribution parameters updating equa-
tions:

ωi,t = ωi,t−1 + (1− Fs,t)(α(Mi,t − ωi,t−1)− αcT ) (4)
μt = μt−1 + (1− Fs,t)ρ(I(s, t) − μt−1) (5)

σ2
t = σ2

t−1 + (1− Fs,t)ρ((I(s, t) − μt)T (I(s, t)− μt)− σ2
t−1) (6)

Where ρ = αη(I(s, t)|μk, σk), Mi,t is 1 for the matched density and 0 for the
others, α is the learning rate, and cT is the complexity reduction prior [9].

Once shadows are detected and erased, morphological filters are finally applied
on this result to reduce noises, fill holes, and improve regions shape.

4 Object Tracking

This section shortly presents four existing tracking methods that are used to
evaluate the motion detection techniques presented in the previous section.

4.1 Connected Component

This method is directly based on the motion detection output. For each frame,
each detected regions is added to a region list. For each region in the list, a
Kalman filter is used to estimate the location and size of the region in the next
frame. Once the estimate is calculated for each region of the previous frame,
we look for the region, in the current frame, that is the closest to the estimate.
Closest regions are matched to the corresponding regions and are used to update
the region location and size.

We note that this method only uses the location and size of each region and
is therefore very fast. Then, the longer an object is matched, the better the
estimate is.

4.2 Mean-Shift

The mean-shift algorithm is based on color information and is composed of 3
main phases:

- Calculation of an initial color histogram that identifies the tracked object.
- Apply this histogram on various locations around the estimated new location

at the next frame.
- Find the closest histogram, i.e. the most probable match for the object.
We note that the distance calculation, between two histograms, is invariant

to the scale of the target.
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Fig. 2. Results for TA, BDR, GMM, and iGMM, in a shopping setting, from the left
to the right. On the second row, the person is stopped.

4.3 Particle Filtering

Particle filter is a technique for implementing recursive Bayesian filter by Monte
Carlo sampling [2]. The idea is to represent the posterior density by a set of ran-
dom particles with associated weights. Particle filter computes estimates based
on these samples and weights.

Particle filter main advantage is that it can handle non-linear, and non-
Gaussian tracking problems.

The particle filter algorithm is composed of four main steps. First, the tracking
task must be represented by a state space model. Then, Bayesian filter generates
a posterior estimate. Monte Carlo simulates random samples. Finally, weights
are calculated using importance sampling method.

4.4 Combined Connected Components and Particle Filtering

This last method is based on connected component technique. When objects
are tracked and the estimated new locations of several objects correspond to a
collision case. The system uses the particle filtering method presented above to
continue tracking the objects as long as they are in a “collision state”.

5 Results

Motion detection: Tests are achieved on all the motion detection methods.
As we see on figure 1 first row, TA handles shadows. However, light changes

are generating noises in highly textured areas, see figure 1 second row.
The original GMM is really sensible to shadows, see 2 first row. Moreover,

this method do not handle stopped objects, see figure 2 second row.
BDR offers very good visual results, see figure 2 and 5. However, this methods

remain sensible to noises in very complex scenes, see figure 5.
iGMM handles the limitations of GMM and offers very good visual results, see

figure 2 and 5. We note that grey pixels correspond to detected shadows. This
method is more robust than BDR on very complex scenes, as we see on figure 5.
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Fig. 3. Tables relating the number of tracked vehicles and the execution time

Fig. 4. Screen-shots of the two traffic monitoring videos

Fig. 5. Results for BDR, in the middle row, and iGMM, on the lowest row, in two
complex scenes: Caviar 2004 on the left and PETS 2002 on the right [5]
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We note that figure 2 second row presents some noises on the lower part of
the image for most of the methods. These noises are due to camera motion.

Traffic monitoring: We compare the two best motion detection methods, BDR
and iGMM, by applying four tracking algorithms in a specific task. We want to
count vehicles for traffic monitoring purposes1, see figure 5. We run the trackers
and count all objects that are tracked for more than 30 frames, see table 1.

We note that iGMM offers better results than BDR on all tracking methods.

Computation time: As we see on table 2, we calculated the computation
expenses of the various systems. We note that iGMM is faster on all methods
except for particle filtering. We further calculate that the processing of a 704x576
image, on a Pentium M, 1.73 GHz, takes 0.05 to 0.08 second for iGMM and 0.3
to 0.4 second for BDR.

6 Conclusion

This paper presents various motion detection and object tracking methods. We
compare our improved Gaussian mixture model with the other methods. Al-
though Bayes decision rules offers accurate results, our model is more robust on
complex scenes. Moreover, both methods are tested on outdoor sequences and
our method offers better results. Finally our method is fast and allows real-time
object tracking.
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Abstract. This paper proposes a robust and nonintrusive system for
monitoring driver’s fatigue and drowsiness in real time. The proposed
scheme begins by extracting the face from the video frame using the
Support Vector Machine (SVM) face detector. Then a new approach
for eye and mouth state analysis -based on Circular Hough Transform
(CHT)- is applied on eyes and mouth extracted regions. Our drowsiness
analysis method aims to detect micro-sleep periods by identifying the iris
using a novel method to characterize driver’s eye state. Fatigue analysis
method based on yawning detection is also very important to prevent
the driver before drowsiness. In order to identify yawning, we detect
wide open mouth using the same proposed method of eye state analysis.
The system was tested with different sequences recorded in various con-
ditions and with different subjects. Some experimental results about the
performance of the system are presented.

Keywords: Driver’s hypovigilance, Fatigue detection, Drowsiness de-
tection, Circular Hough Transform.

1 Introduction

Driver’s hypovigilance is an important cause of traffic accidents, since it pro-
duces about 20% of these accidents [1]. The hypovigilance reduces capacity to
react, judge and analyze information and it is often caused by fatigue and/or
drowsiness. However, fatigue and drowsiness are different. The first one refers
to a cumulative process producing difficulty to pay attention while the second
one refers to the inability to stay awake. Therefore, it is important to monitor
driver’s vigilance level and issue an alarm when he is not paying attention.

Monitoring driver’s responses, sensing physiological characteristics, driver op-
erations, or vehicle responses, give a good indications of vigilance state. Driver
operations and vehicle responses are studied by monitoring some vehicle pa-
rameters (steering wheel movement, vehicle speed, etc.). These are nonintrusive
methods, but they are limited by vehicle type and driver condition. Monitor-
ing driver’s responses request sending periodically a response which is annoying.
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The techniques based on sensing physiological phenomena are the most accurate.
These techniques are implemented in two ways: measuring changes in physio-
logical signals (brain waves, heart rate, eye blinking) and measuring physical
changes (head orientation, eyes state, mouth state). The first one is not realistic
since sensing electrodes must be attached on the driver’s body which is distract-
ing. The second one is nonintrusive and more suitable for real world driving
conditions since it uses video cameras. Many research has been done on this last
technique for extracting and analyzing facial features, especially the state of the
eyes [2], head motion [3], or mouth motion [4]. The eye state is assumed to give a
good indication of drowsiness level characterized by micro-sleep which is a short
period (2-6 s) during which the driver rapidly closes the eyes and sleep. Many
researchers use also the Percent of Eyelid Closure (PERCLOS) as a drowsiness
indicator [1]. Others use the presence of the iris to determine if the eye is open
[5]. To extract information about driver fatigue level, some authors consider
that a high yawning frequency is a strong fatigue indicator [6]. In this work, we
propose a system that permits to detect driver’s vigilance level using two cri-
teria. The first criterion allows detecting drowsiness by extracting micro-sleeps
using the presence of the iris in the eyes. The second criterion detects fatigue
using yawning frequency. Both methods are based on Circular Hough Transform
(CHT) [7]. The organization of this paper is as follows. Section 2 explains the
steps of proposed system. In Section 3, experimental results are exposed. Finally,
conclusion is presented.

2 Proposed System

The aim of this study is to develop a closed-eye and opened-mouth detection
algorithm aimed respectively at driver drowsiness and fatigue assessment. The
present study is an extended work of [8]. The implemented methods are tested
on real captured video sequences using low cost webcam. The proposed system
performs some steps before determining driver’s vigilance level. Firstly, the face
is extracted from the video frames. Then, the localization of the eyes and the
mouth is performed. Finally, we apply the proposed methods for detecting fatigue
and drowsiness based on CHT.

2.1 Face Detection

The face is extracted from the frame to reduce the search region and therefore
reduce the computational cost required for the subsequent step. We have used
an existing method, based on SVM technique [9], developed by Kienzle [10].

2.2 Eyes and Mouth Localization

The reduced region where the eyes are situated is obtained for the same purpose
as in the previous step. This reduction eliminates the confusion of the eyes with
the mouth or the nose. We begin by applying gradient filter to highlight the
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edge. After that, horizontal projection is computed to detect upper and lower
eye region boundaries. Next, we compute vertical projection on resulting image,
which procures the right and the left limits of the face and separates the eyes.
The same idea is adopted for mouth localization to reduce search region.

2.3 Driver’s Drowsiness Analysis

This step detects micro-sleep periods in real time and issues immediately an
alarm to avert the drowsy driver. To do this, we apply CHT on eye region
images to identify iris. The eye is considered open if an iris is found. The CHT
extracts circles from edge images. So, the obtained results depend on applied
edge detector. Some classic edge detectors (Sobel, Prewitt, Roberts, Laplacian
of Gaussian (LoG) and Canny) were tested to extract iris edge from eye region
images. Unfortunately, the obtained edges did not provide the desired form, i.e.
a kind of circular form referring to the iris. In order to solve this problem, we
propose a new iris edge detector more suitable to the eye’s morphology.

Iris Edge detector. Our iris edge detector respects the eye’s morphology. If we
observe an open eye, we see three main components. These are the pupil which
is the little black circle in the center of eye surrounded by the iris, the circle
distinguished by the eye color. The white outer area represents the sclera. This
distinguished eye structure permits iris edge extraction from significant intensity
variations between iris and sclera. Our iris edge detector considers only pixels x
with grayscale intensity lower than an optimal threshold which must be chosen
to handle only with pixels appertaining to iris. For each pixel x, a neighbourhood
containing n pixels at left and right of x is specified. The difference between x
and its n right and left neighbours is then computed.

- Left (resp. Right) edge: if n or n − 1 left (resp. right) neighbours of x
provide a difference with x higher than the high threshold and also if n or n− 1
right (resp. left) neighbours of x provide a difference with x lower than the low
threshold, we deduct that x is a left (resp. right) edge pixel of the iris and we
put it at 1.
-Interpretation: In the case where the pixel appertains to the left edge, its left
(resp. right) neighbours pixel’s intensity is very high (resp. similar). Inversely,
when the pixel appertains to the right edge, the right (resp. left) neighbours
pixel’s intensity is very different (resp. similar). So, the high threshold should dis-
tinguish the large difference between iris and sclera pixel’s intensity. On the other
side, the low threshold should respect the similarity between iris pixels. Fig.1
shows some examples of iris edge detection obtained by the proposed method
compared to different classic edge detectors results. As can be seen, the clas-
sic edge detectors cannot provide good iris edge detection. For example, some
edge components having circular form are detected in closed eye by classic edge
detectors, while our edge detector did not identify such component.
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Drowsiness detection based on eye state analysis. Once the appropriate
iris edge detector is found, we apply the CHT on this edge to obtain the iris
radius from which we decide if the eye is open. In the following, we present the
CHT algorithm steps. At each iteration, three edge pixels are randomly chosen.
If these pixels are not collinear and if the distance between each two pixels co-
ordinates is higher than a fixed threshold, we compute the radius and the center
coordinates of the candidate circle defined by these three pixels. If candidate
circle parameters are between two specific thresholds for each parameter, they
are assigned to an accumulator. After that, we compute the distance between
the center and all edge pixels. If this distance is lower than a threshold, we in-
crement the counter of the candidate circle pixels. If this counter is higher than
a threshold, we consider that the candidate circle can represents the iris and
we keep the other pixels as a new edge and we repeat the previous steps. The
algorithm stops when the edge contains few pixels or when maximal iterations
are reached. Since we need to detect the circle representing the iris, we select the
one having the highest radius after the end of the algorithm. Driver’s drowsiness
is characterized by micro-sleep periods. So, we need to find the sleep intervals
of at least 2 seconds. To reduce computational time, we analyze firstly the left
eye state. If this eye is open, we proceed to fatigue detection (see section 2.4). If
not, we analyze the right eye. If it is open, we switch to fatigue detection. Else,
we increment the consecutive closed eye counter. We issue an alarm to avert the
drowsy driver when the eyes remain closed for a certain period of time.

2.4 Driver’s Fatigue Analysis

Driver’s fatigue is characterized by a high yawning frequency. Because drowsiness
occurs sometimes after fatigue, we decide to add this step to prevent the driver
before micro-sleep. For this, we analyze the mouth state in order to find yawning.
We assumes that yawning is a wide open mouth which lasts from 2 to 10 seconds.
To detect yawning, we apply CHT on mouth edge images. As we have already
seen in section 2.3, the well known edge detectors do not provide the desired
results. So, we also propose an edge detector respecting the wide open mouth
structure and similar to the previous one.

Wide open mouth edge detector. The proposed edge detector is based on
the mouth structure. If the mouth is widely open, a large dark area having a
circular form appears. If we replace in 2.3 the term ”left” with the term ”top”
and ”right” with ”bottom”, we obtain the wide open mouth edge detector. In
the other terms, the pixels appertaining to the bottom edge have very different
bottom neighbours and similar top neighbours and vice versa for the top edge
pixels. Fig.1 shows the wide open mouth edge detection obtained by the proposed
method compared to several classic edge detectors results.

Fatigue detection based on mouth state analysis. The same algorithm
(see section 2.3) is used to detect wide open mouth based on CHT. So, we
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Fig. 1. Proposed and classic edge detectors for eye and mouth regions

select the circle having the highest radius after the end of the CHT algorithm.
The considered driver’s fatigue indicator is yawning which is an interval of wide
open mouth of at least 2 seconds. To reduce computational time, we analyze the
mouth state if only one of the two eyes is open. If the mouth is widely open,
the counter of consecutive wide open mouths is incremented. When this counter
exceeds the specified threshold, the yawning counter is incremented. Once this
second counter is higher than a fixed threshold, the system indicated that the
driver is suffering from fatigue, issuing warning signals. We also chose to analyze
the mouth state if only one eye is open because a driver who is yawning having
closed eyes does not pay attention to the road and he is consider drowsy.

Fig.2 illustrates our proposed system for Driver’s fatigue and drowsiness de-
tection.

3 Experimental Results

We conduct several tests on 18 real video sequences of 14 different subjects in
various lighting conditions to validate the proposed system. All sequences are
acquired by a low cost webcam connected to a laptop by USB port, providing im-
ages of 640x480 at 30 frames per second (fps). To meet the real-time constraints,
we reduce the considered number of fps from 30 to 2. In the experiments, auto-
matic detection of face, eyes and mouth has been integrated but not evaluated
in this work. The main purpose of these integrations is to take them into account
in assessing the runtime system. All experiments are done on laptop having Intel
Core 2 Duo Processor. Results are presented as statistical measures such True
Positive (TP), False Positive (FP), True Negative (TN), False Negative (FN) and
total number of samples (T). We also use Correct Classification Rate (CCR) and
Kappa Statistic κ. Note that κ is a measure of non-random agreement degree
between observations of the same categorical variable interpreted by Table 1. In
Fig.3, 6 video sequences are considered to show examples of TP , FP , TN and
FN of iris detection and wide open mouth detection. Table 2 presents the corre-
sponding statistical measures. The first column of each statistic is the measure of
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Fig. 2. Driver’s fatigue and drowsiness detection system

iris detection and the second one is the measure of wide open mouth detection.
The two last columns represent time in seconds. The vid.D refers to video du-
ration and the exec.T refers to execution time of the whole system. From Table
2, the average (Avr.) of CCR is 94% and the average of κ is 86%. According to
κ interpretation, the proposed system procures an almost perfect agreement be-
tween the observers. This means that both iris and wide open mouth detections
permit assignation of the right classes in the most cases. After comparing the
two lasts columns, we deduce that the system respect the real time constraints
since execution time and video duration are almost the same. Thus we deduct
that the proposed system can be used to provide a good and real-time estimation
of the driver’s vigilance state.

The last experiment exposes a comparison between our system and other
existing systems of driver’s hypovigilance detection. The system depicted in [5]
is also based on CHT and uses 173 images of ORL database for evaluation, this
system provides success accuracy rate of 90.3%. The second system presented
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Table 1. Kappa statistic interpretation

Kappa Statistic Interpretation

> 0.81 Almost perfect agreement

> 0.61 and < 0.8 Strong agreement

> 0.2 and < 0.6 Moderate agreement

> 0.0 and < 0.2 Poor agreement

< 0 Disagreement

Table 2. Statistical measures of fatigue and Drowsiness detections

V. TP TN FP FN T CCR Kappa vid.D exec.T

1 103 32 44 70 0 0 3 0 150 102 0.98 1 0.95 1 61 57

2 108 32 80 70 0 1 11 5 199 108 0.94 0.94 0.87 0.86 72 66

3 68 6 30 58 0 0 2 3 100 67 0.98 0.95 0.95 0.74 41 46

4 82 24 24 54 0 0 2 5 108 83 0.98 0.93 0.94 0.83 47 54

5 57 12 29 45 2 0 14 2 102 59 0.84 0.96 0.66 0.88 40 46

6 69 71 31 0 4 0 11 0 115 71 0.87 1 0.71 1 44 48

Avr. 0.94 0.86

Fig. 3. Results of fatigue and drowsiness detections

in [2] uses 70 images taken with an infra-red camera and obtains a success rate
of 90%. While the last system [6] detects fatigue using yawning analysis: the
authors proposed a method to locate and track driver’s mouth using cascade of
classifiers. SVM is then used to train the mouth and yawning images. The tests
are effectuated on real images providing a CCR of 81% for yawning detection.
We deduct that our proposed system provides a high success rate comparing to
the mentioned existing systems.
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4 Conclusion

This paper presents a new approach of micro-sleep detection algorithm for
drowsiness assessment and yawning detection algorithm for fatigue assessment,
based on CHT. The whole driver’s drowsiness and fatigue detection system uses
three steps: face detection using SVM, eye/mouth region localization, closed eyes
detection and wide open mouth detection. In the last step, we apply the CHT
on our proposed edge detectors. With 94% accuracy and 86% of Kappa Statistic
value, it is obvious that our driver’s drowsiness and fatigue detection system is
robust. As future works, we plan on one hand, to use multiple cameras in order
to detect irises in various head orientations. On the other hand, we will intro-
duce gaze tracking to detect driver’s inattention, and to give us idea of where
the driver is looking: at the dash display, at the roadside signs, or road ahead.
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Abstract. A new methodology for image synthesis based on manifold
learning is proposed. We employ a local analysis of the observations in
a low-dimensional space computed by Locally Linear Embedding, and
then we synthesize unknown images solving an inverse problem, which
normally is ill-posed. We use some regularization procedures in order to
prevent unstable solutions. Moreover, the Least Squares-Support Vec-
tor Regression (LS-SVR) method is used to estimate new samples in
the embedding space. Furthermore, we also present a new methodology
for multiple parameter choice in LS-SVR based on Generalized Cross-
Validation. Our methodology is compared to a high-dimensional data
interpolation method, and a similar approach that uses low-dimensional
space representations to improve the input data analysis. We test the
synthesis algorithm on databases that allow us to confirm visually the
quality of the results. According to the experiments our method presents
the lowest average relative errors with stable synthesis results.

1 Introduction

In many real-life problems, we need to infer some observations that are not avail-
able in the dataset, which is usually known as data synthesis, as for example, being
given a set of images from a rotating object to analyze from an unseen angle. This
learning problem can be viewed as an approximation of an unknown function that
maps from a parameter space to the sample space (e.g. image space). Therefore, a
new sample is synthesized by learning an unknown function and computing it for
a given reference. For this purpose, it can be used as an interpolation algorithm
such as those based on radial basis functions, neural networks, statistical learn-
ing theory, splines, among others [1,2]. Particularly, splines are commonly used
in fields as computer-aided design and computer graphics, because of their sim-
plicity, accuracy of evaluation, and their capacity to approximate complex shapes
[3]. Learning an unknown function directly from the image space demands a high-
computational cost, because each dimension of the input data (pixel information)
is analyzed. In addition these methods are sensitive to little changes in the orig-
inal features (such as noise), computing unstable results.
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In order to properly analyze and interpret high-dimensional data, several fea-
ture extraction techniques have been used. Nonlinear mapping algorithms based
on manifold learning assume that the data lie on a manifold and aim to com-
pute a low-dimensional space representation of the input data, discovering a
small number of factors that suitably model the studied phenomenon. Partic-
ularly, LLE has been used to deal with high-dimensional data, even for large
datasets [4], due to the fact that the optimization problem has an analytical
solution avoiding local minima, and few free parameters need to be fixed by the
user [5]. Thus, in [4] a low-dimensional representation of the available data is
computed by LLE and the high-dimensional reconstructions of unseen observa-
tions are inferred using the two schemes. The first one employs a local analysis in
the low-dimensional space to synthesize an unseen sample by solving an inverse
problem. Nonetheless, the solution is unstable as it does not take into account an
appropriate regularization process. The other scheme uses a regression method
based on statistical learning theory, but it demands a high computational cost
solving a regression problem for each variable in the image space.

In this sense, we propose a new methodology for image synthesis based on
LLE. We analyze the samples in a low-dimensional space to identify the data
underlying structure, and then we synthesize new samples as a local combination
of their nearest neighbors, using a regularization procedure that ensures stable
results. Our method employs Least Squares - Support Vector Regression (LS-
SVR) to estimate unseen samples in low-dimensional space. We aim to discover
the underlying structure of the data using LS-SVR rather than the traditional in-
terpolation techniques, statistical methods or neural networks, in order to avoid
the high number of free parameters to be fixed, and the overfitting. We also
propose a method for automatic selection of the LS-SVR free parameters based
on the Generalized Cross-Validation - (GCV). Thus, our algorithm of synthesis
diminishes the relative synthesis errors, even for noisy conditions, and it em-
ploys automatic parameter tuning. The methodology is experimentally verified
on three datasets that allow to visually confirm whether the high-dimensional
data synthesis was correctly calculated. Also, the synthesis quality is measured
using the average relative error among the targets and the predicted samples.

This paper is organized as follow. In Section 2, we present a brief description
about LLE and LS-SVR, and we explain the proposed methodology for image
synthesis based on manifold learning. In Section 3, we describe the experimental
conditions and show the results obtained. Finally, in Sections 4 and 5 we discuss
and conclude about the obtained results of this work.

2 Data Synthesis Based on Manifold Learning

2.1 Locally Linear Embedding

Let Xn×p be the input data matrix with sample vectors {xi}ni=1 in �p. The LLE
algorithm maps X to a single global coordinate system represented by the matrix
Yn×m, with output sample vectors {yi}ni=1 in �m, (m < p). This algorithm
makes a mapping that preserves the neighborhood relationships, assuming that
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the data are placed on a nonlinear manifold [6]. The algorithm has three principal
steps. First, the k nearest neighbors per point as measured by Euclidean distance
are found. Second, each point is represented as a weighted linear combination of
its neighbors, minimizing ε (W) =

∑n
i=1 ‖xi −∑n

j=1 wijxj‖2, subject to wij = 0,
if xj is not k-neighbor of xi, and

∑n
j=1 wij = 1. In third step, the low-dimensional

embedding is calculated by minimizing Φ (Y) =
∑n

i=1 ‖yi −∑n
j=1 wijyj‖2, subject

to
∑n

i=1 yi = 0, and
∑n

i=1 y�
i yi/n = I.

2.2 Least Squares - Support Vector Regression with Multiple
Parameter Choice

Given an output data matrix Yn×m and a reference vector zn×1, it is possible
to learn the function f (z) = s by means of statistical learning theory [1], where
sn×1 is an univariate output vector that represents one coordinate of Y. We
construct m functions to interpolate each coordinate of Y. It is important to
note that m is a small number avoiding a high computational cost. We analyze
the Least Squares version of Support Vector Machines regression oriented (LS-
SVR) [7], which computes the function f (z) = v�ϕ (z)+b, where vn×1 is a vector
of weights, b ∈ �, and ϕ (·)n×1 : � → �n. Let Kσ a gaussian kernel matrix, the LS-
SVR solution can be obtained using the Lagrange theorem, thence, 1b + Ãa = s,
where Ã = Kσ + C−1I, C ∈ �+ is a trade-off parameter between the training
error and the system generalization, and an×1 are the Lagrange multipliers with
1�a = 0.

In LS-SVR training stage it is required to find suitable values for C and
the kernel parameters (band-width σ for the gaussian kernel). In this sense, we
use the GCV method [8], which finds a parameter γ in problems with the form
uε

γ = A†
γr

ε, where A†
γ = (A + γI)−1 is an approximation of the generalized inverse

of the matrix A, rε is a disturbed sample, and uε
γ is the solution. Looking for

a balance between the regularization error and the disturbance in the solution,
we propose to compute the optimum values for C and σ by minimizing

ϑ (σ, C) =
‖Kσaσ,C − bσ,C‖2

tr
(
I −Kσ (Kσ + C−1I)−1

)2 , (1)

where bσ,C = s − 1b, and aσ,C = Ã−1bσ,C. Then, for a reference z, f (z) can be
rewriting as f (z) =

∑n
i=1 a�Kσ (zi, z) + b.

2.3 Regularized High-Dimensional Data Synthesis - RHDDS

Using the LS-SVR learning function with automatic parameter selection (mini-
mizing (1)), a new reference znew can be mapped to Y computing the projection
ynew = f(znew). We aim to take advantage of the small number of dimensions of
the space Y, in order to reduce the computational cost for the synthesis proce-
dure. In this sense, we synthesize unknown samples only considering the local
properties of the embedding space, thus, our synthesis is less sensitive to little
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changes of the original features. Therefore, we represent ynew as a combination
of its k nearest neighbors ηηη, and then we minimize

εy (wy) = ‖ynew −
∑k

j=1
wyjηηηj‖2 s.t

∑k

j=1
wyj = 1. (2)

So, the Gram matrix G is calculated, with {Gjl}k
j,l=1 = 〈(ynew − ηηηj) , (ynew − ηηηl)〉.

Then, rewriting (2) as εy = wy
�Gwy, the wy vector that minimize εy can be com-

puted using the Lagrange theorem as wy = (λ/2)G−11, with λ = 2
/(

1�G−11
)
.

However, in this case G is singular (or close), being necessary a regularization
process to find an appropriate solution. In [4] a similar problem is analyzed, and
they suggest to find wy as

wy =
λ

2
G−11 = cG−11, (3)

where c is set to 1, and wy is scaled to sum 1. Nevertheless, note that the
proposed solution does not consider the ill-posed condition of G, which may
lead to wrong results. Consequently, we analyze two methodologies to improve
the inverse problem solution considering the regularized version of G. First, in
[6] is proposed to calculate G as Gjl ← Gjl + α1, where

α1 = δjl

(
Δ2

/
k
)
tr (G), (4)

being Δ2 " 1 (usually Δ = 0.1). It is important to note that the optimal value
for this parameter can vary over a wide range and depends on the particular
application. The second methodology, presented in [5], is an automatic regu-
larization process for G, which allows to obtain consistent solutions even for
data variations caused by noise or sample randomness. For this purpose, an er-
ror optimization problem is formulated as εyreg = w�

y Gwy + α2
2w

�
y wy, subject to∑k

j=1 wyj = 1. Using the Lagrange multipliers
⎡

⎣ wy

−λ
⎤

⎦ =

⎡

⎣
1

1�(2(G+α2
2I))

−11

(
2
(
G + α2

2I
))−1

1

− 1
1�(2(G+α2

2I))
−1

1

⎤

⎦ , (5)

as a result, the desired regularization parameter α2 minimizes the function
g (α2) = ‖wy‖2 + λ2, and G is calculated as G = G + α2

2I.
Finally, given the vector wy, the high-dimensional projection xnew of ynew

can be computed as xnew = wyΨΨΨ , where ΨΨΨ is the projection of ηηη in the high-
dimensional space. The proposed methodology for data synthesis can be sum-
marized as in Figure 1.

3 Experiments

The proposed methodology is tested on three real-world datasets. Moreover, the
synthesis quality is measured using the average relative error (ARE) between
the targets and the synthesized samples.

ARE
(
X̂
)

= 100
1

ntest

ntest∑

i=1

‖x̂i − xi‖2

‖xi‖2
[%], (6)
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Fig. 1. Block diagram for image synthesis based on manifold learning

where x̂ is a synthesized sample, x is the original observation, and ntest is the
size of the test set. We employ a 10-fold cross validation analysis to determinate
the algorithms performance. Besides, the performance of the methodology is
compared using both of the proposed regularization procedures against the state
of the art found in [4], and a traditional direct interpolation method in the high-
dimensional space based on cubic splines [2,3]. Hence, we obtained four possible
synthesis results: X̂α1 and X̂α2 using the regularization equations (4) and (5)
(our approach), X̂c employing the scaling equation (3) (similar approach), and
X̂s by means of cubic splines (direct interpolation method).

The databases are: CMU MoBo (Gait) [9], COIL-100 (Maneki Neko) [10],
and CMU/VASC (Hand) [11]. The first database holds 25 individuals walking a
treadmill. For concrete testing, we used the slow walking sequence of one person
captured from a side view (camera vr03 7). The images in JPG format are resized
to 80× 61 and mapped to a gray scale space. We reduced the number of frames
to obtain one gait cycle. The second dataset contains 72 RGB-color images of
100 rotating objects in PNG format. We use the gray scale images subsampled
to 64× 64 pixels for the Maneki Neko. Finally, the third database contains 481
gray-scale pictures in PNG format related with a hand holding a rice bowl. We
subsampled the images to 72 × 77 pixels. Moreover, we test perturbing all the
three datasets with Gaussian noise ∼ N(0, 0.03), in order to verify the synthesis
robustness. The number of nearest neighbors k for LLE is chosen as in [12],
which computes an specific number of neighbors for each input point. It uses
graph theory and geodesic distance to analyze the density and linearity of each
manifold patch. The dimension m of the embedding space is fixed according to
[13], considering a local analysis of variance in the high-dimensional space to
conserve the expected signal to noise ratio in the embedding space. Further, the
reference vector z for Gait and Hand is set as z = [1, ..., n] (image position in
the sequence), and for Maneki Neko as z = [0, 5, ..., 355] (rotation angle).

4 Results and Discussion

According to the ARE for the synthesis results shown in Table 1, it is possible
to notice that our approach exhibits a better performance than the other meth-
ods found in the state of the art. Moreover, the proposed synthesis methodol-
ogy using the automatic regularization technique (5) shows better results (X̂α2)
than when the empirical regularization (4) is set (X̂α1), because the former can
adapt its values depending on the particular conditions of the samples (noise
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Table 1. Average Relative Error Results (target: ARE = 0)

Dataset ARE(X̂α2)[%] ARE(X̂α1)[%] ARE(X̂c)[%] ARE(X̂s)[%]

Gait 0.58 ± 0.14 0.92 ± 0.58 9.05e7 ± 2.14e6 5.35 ± 9.46

Noisy Gait 2.42 ± 0.32 13.61 ± 8.63 6.72e7 ± 2.12e8 151.07 ± 347.70

Maneki Neko 2.35 ± 0.97 2.43 ± 1.65 1.20e11 ± 3.79e11 57.43 ± 157.02

Noisy Maneki Neko 7.16 ± 1.57 12.75 ± 3.78 1.19e15 ± 3.73e15 66.99 ± 50.15

Hand 0.75 ± 0.14 0.95 ± 0.87 4.30e13 ± 6.64e14 0.44 ± 0.80

Noisy Hand 4.41 ± 0.51 24.10 ± 7.68 1.42e17 ± 3.67e17 92.99 ± 112.70

Fig. 2. Gait Results (n = 42, p = 4880, m = 3). Left : training images and embedding
space, color points: training samples projected by LLE, black diamonds: interpolated
samples using LS-SVR. Right : Examples of target and synthesized images.

and randomness), the latter method is high-sensitive to noise perturbations of
the dataset. These results are visually confirmed by Figures 2, 3, and 4. The
synthesis results obtained with cubic splines (X̂s) are unappropriated, because
the behavior of the high-dimensional data interpolation methods is sensitive to
little variations in the features of the data. For this reason, even though some
visual results are according to the expectancies, in most of the cases the al-
gorithm does not identify the features variability, specially when the available
data is perturbed with noise. This can be corroborated by the high average rela-
tive error and the high standard deviation obtained by X̂s. Also, the synthesized
samples X̂c are not accurate, because the methodology proposed in [4] only takes
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Fig. 3. Noisy Maneki Neko Results (n = 72, p = 4096, m = 3). Left : training images
and embedding space, color points: training samples projected by LLE, black diamonds:
interpolated samples using LS-SVR. Right : Examples of target and synthesized images.

Fig. 4. Examples of target and synthesized images for Noisy Hand database (n =
481, p = 5544, m = 6)

into account a scale parameter to improve the inverse problem solution, and it
does not consider the ill-posed condition of G. Thence, some reconstructed im-
ages exhibit poor quality and high average relative errors. Finally, according to
the embedding spaces shown in Figures 2, 3, and the ARE presented in Table
1, the LS-SVR interpolation together with the proposed approach for multiple
parameter selection show be an efficient algorithm.

5 Conclusion

In this paper a methodology for image synthesis based on manifold learning and
LS-SVR was presented. Our approach improves the synthesis performance by
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diminishing the perturbation caused by the feature variability among objects.
Moreover, it takes into account the ill-condition characteristic of the inverse
problem for image reconstruction, incorporating a regularization process. Addi-
tionally, an algorithm for multiple parameter choice in LS-SVR was proposed,
which does not need prior knowledge to properly identify the underlying data
structure of a given manifold. According to the attained results our work out-
performed a previous similar approach [4], and cubic spline interpolation [3].
Particularly, the proposed methodology was tested on noisy datasets, showing
the best performance in all cases. Otherwise, the methods found in the state of
the art were quite sensitive to perturbations on the intensity of the pixels, being
incapable of producing suitable synthesized images. Thus, our work seems to be
adequate for real-time applications, which will be interesting for future studies.

Acknowledgments. This research was carried out under grants provided by
ARTICA, a master thesis support project funded by U. Nacional de Colom-
bia, and the project “Análisis de deficiencias de patrones básicos de movimiento empleando

técnicas de extracción no lineal de caracteŕısticas” funded by U. de Caldas and U. Na-
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Abstract. Foreground detection in dynamic background is one of chal-
lenging problems in many vision-based applications. In this paper, we
propose a hierarchical foreground detection algorithm in the HSL color
space. With the proposed algorithm, the experimental precision in five
testing sequences reached to 56.46%, which was the best among com-
pared four methods.

Keywords: foreground detection, dynamic background, HSL color space.

1 Introduction

Robust detection of foreground of interest is a fundamental and important mod-
ule in many vision-based applications such as video surveillance, tracking, traffic
monitoring. Since no prior information is available about potential foreground,
in most of applications foreground is detected by subtracting the newly observed
frame from the reference background modeled from a preceding sequence of back-
ground images. Such a simple subtraction algorithm works well for stationary
background. However, one also has to deal with non-stationary background (dy-
namic background) such as water ripples, swaying trees, fluttering flags and so
on [1,2,3]. Certainly, there are other practical problems [4] to be considered such
as light switch, bootstrapping and foreground aperture. In this paper, however,
we focus on foreground detection in dynamic background.

Background subtraction methods are pixel-based originally. Several techniques
such as a mixture of Gaussians [5] and Kalman filter [6] are employed to model
the background on the pixel basis. However, such a pixel-based background sub-
traction is sensitive to the change of background. In other words, pixel-based
methods are in principle applicable to stationary background only. To deal with
time-varying background, block-based background subtraction is proposed to
exploit information of neighbors of each pixel [3,7]. Compared with pixel-based
subtraction, block-based background subtraction is insensitive to dynamically
changing background and is also more beneficial at computation cost. The de-
tection performance is satisfactory for applications of coarse-level in dynamic
background. For obtaining a better performance even in fine-level, hierarchical
methods have been proposed in recent years [2,8]. For example, Chen et al.

A. Berciano et al. (Eds.): CAIP 2011, Part II, LNCS 6855, pp. 413–420, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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proposed an efficient hierarchical method by combining pixel-based and block-
based approaches into a single framework [2].On the other hand, recent studies
use other information than RGB color or gray-level values to improve the ro-
bustness of background model, such as texture [7], depth information [9].

On the basis of these studies, in this paper we propose a robust hierarchical
method for foreground detection in dynamic background using HSL color values,
as shown in Fig.1. Firstly the newly observed frame is examined on the basis
of blocks by using color and texture information in coarse-level and then pixels
in detected foreground blocks are classified into foreground or background on
the basis of clustering using hue and lighting values in fine-level. Contributions
of this work are: 1) We propose a hierarchical method to detect foreground in
dynamic background where an image is represented by three components of HSL
color space; 2) In the coarse-level process, color and texture information is used
for robust block-wise foreground detection; and 3) In the fine-level process, hue
and lighting information is used for precise pixel-wise foreground detection.

Fig. 1. Structure of our proposed approach

Organization of this paper is given as: Section 1 reviews the background sub-
traction based foreground detection. Our proposed approach is presented in Sec-
tions 2 and 3. In Section 4, the experimental results are shown with those of
some state-of-the-art methods. Finally, discussion and conclusion are given in
Sections 5 and 6.

2 Block-Based Foreground Detection in Coarse-Level

In the coarse-level, foreground detection is made on the block basis. Each block
of a newly observed frame is compared with the block of reference background
at the same position that is modeled from a preceding sequence of background
images. In the background modeling, color and texture information is widely
employed [3,7,9]. As a texture descriptor, Local Binary Pattern (LBP) has been
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proven its satisfactory performance for texture recognition in gray level [7]. How-
ever it is not sufficient to represent a dynamic image block for which another
descriptor of LBP is proposed recently [2,10]. In our background modeling, we
reconstruct contrast histogram [10] and combine it with a color descriptor.

2.1 Color Description of an Image Block

Unlike three components of RGB color space, the components of hue (H), sat-
uration (S) and lighting (L) of HSL color space are said to be independent to
each other. Furthermore, the values of H and S are stably obtained in different
conditions of lighting [11]. We, therefore, use HSL color space and denote the
color information of a pixel by (h, s, l), more concretely, that of the ith pixel in
the cth block Bc is reprecented by (hi, si, li). Then we give a color description of
block Bc by a 4-tuple C(Bc) = [μH

c , σ
H
c , μ

S
c , σ

S
c ]T , where μH

c is the mean value
of H components of block Bc and σH

c is the standard derivation; μS
c and σS

c are
those in S components.

2.2 Texture Description of an Image Block

The component L of HSL color space contains rich texture information. Unlike
an extension of contrast histogram proposed by Chen et al. [2], in which the
contrast histogram is constructed by cross-contrast values in RGB color space,
we construct the contrast histogram in L component of HSL color space.

Contrast value ci of the ith pixel in Bc of N ×N pixels is calculated [10] as:

ci = li − μl
c (1)

where μl
c is the mean value of L components of Bc.

Then, this block is divided into square bands with maximum distance q of
one to 
N

2 � shown in Fig.2, and the positive contrast histogram value CH+
q and

negative contrast histogram value CH−
q are calculated in each square band:

CH+
q =

∑{ci|ci ∈ q, ci > 0)}
m+

q
, CH−

q =
∑{ci|ci ∈ q, ci < 0)}

m−
q

(2)

where q = 1, 2, ..., 
N
2 � and m+

q (m−
q ) is the number of pixels with positive

(negative) contrast value in square band q.
Finally, the text description T (Bc) of block Bc is obtained by integrating both

of positive and negative contrast histogram values in each of square bands, that
is, T (Bc) = {CH+

1 (Bc), CH−
1 (Bc), ..., CH+


N
2 �(Bc), CH−


N
2 �(Bc)}T . Note that our

contrast histogram descriptor is almost invariance to rotation, which is valuable
nature as a descriptor of dynamic background. Besides, this descriptor has a
smaller number of features than those of the descriptor of Chen [2]: T (Bc) has
eight features for a block of 8× 8 pixels, but the number of features necessary
for the descriptor of [2] is 48.
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Fig. 2. From left to right: an image block of 8×8 pixels with L values; contrast values in
5 square bands enclosed by bold lines; values of positive and negative contrast of the 2th
square band producing CH+

2 = 2+4+5+2+2
5

= 3 and CH−
2 = −2−2−2−1−2−2

6
= −1.833.

2.3 Background Modeling and Updating

On the basis of the color description C(Bc) and the texture description T (Bc),
the preceding sequence of this block Bc is used for building a ’Color’ model
Mc(Bc) and a ’Texture’ model Mt(Bc). As a model, we employ a mixture of
Gaussians (MoG) with K components [5]. Note that an MoG is independently
prepared in each block. At time t+ 1, the probability of feature Xt+1 (Xt+1 =
C(Bc) or T (Bc)) is considered as:

P (Xt+1) =
K∑

i=1

ωi,t ·N(Xt+1;μi,t, Σi,t) (3)

whereN(X ;μ,Σ) = (2π)−
p
2 |Σ|− 1

2 exp{− 1
2 (X−μ)TΣ−1(X−μ)}, with

∑K
i=1 ωi =

1, p = 4 (for C(Bc)) and p = 8 (for T (Bc)). In addition, K is set to 3 and Σ
is assumed to be the form of Σ = σ2I for computational reasons [5].

Given a newly observed frame at block Bc, when the block is classified into
background,Mc(Bc) andMt(Bc) are updated withXt+1, respectively, as follows:

ωi,t+1 = (1− α)ωi,t + αMi,t (4)

where Mi,t is 1 for the component of Mc(Bc) or Mt(Bc) with the highest value
of likelihood to the block Bc (0 for the remaining), and {μ, σ} of the component
are updated as:

μi,t+1 = (1− ρ)μi,t + ρXt+1 (5)

σ2
i,t+1 = (1− ρ)σ2

i,t + ρ(Xt+1 − μi,t+1)T (Xt+1 − μi,t+1) (6)

where α is a learning rate and ρ = αN(Xt+1;μi,t, Σi,t). With these updating for-
mulae, we keep Mc(Bc) and Mt(Bc) as the latest. Furthermore, weights {ωi,t+1}
of K Gaussians in Mc(Bc) or Mt(Bc) are normalized to ensure

∑K
i=1 ωi,t+1 = 1.

2.4 Foreground Detection in Coarse-Level

In detection of foreground in coarse-level, for a newly observed block Bc, color
description C(Bc) and texture description T (Bc) are extracted and then com-
pared with background model Mc(Bc) and Mt(Bc) to measure the likelihood
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as background, respectively. If at least one component gives a higher value of
likelihood than a threshold θ in Mc(Bc) and Mt(Bc) , that is, when there exists

i such that
√

(X − μi)TΣ−1
i (X − μi) ≤ θ, the block is judged as background.

Here, θ is defined as three times the standard deviations in one component.

3 Foreground Detection in Fine-Level

It is known that if low saturation values are dominant in an image then many
pixels are hardly distinguished even if they have a wide range of hue values. On
the contrary, if an image has high saturation values, then even a small difference
of hue values is detectable. Thus a color can be approximated by the gray value
(intensity level) or the hue value [12]. In the fine-level process of our approach,
pixels in the blocks judged as foreground in the preceding coarse-level are clas-
sified according to their hue and lighting values and the final decision is made
by integrating respective classification results in hue and lighting components.

3.1 Background Modeling by Using Hue and Lighting Values

In fine-level, a ’Hue’ model Mh(Bc) of block Bc is learned as an MoG with K
components from the hue values of all pixels seen in the preceding sequence ofB

c
.

Similarly, a ’Lighting’ model Ml(Bc) is learned. K is set to 3 in our experiments.

3.2 Pixels Classification in Fine-Level

In our approach, pixel-based classification is carried out as follows:

a) Classification by hue value. For the block Bc judged as foreground in preced-
ing coarse-level, all pixels in it are collected and are clustered in hue values by
k-means algorithm. Then each cluster is compared with the model Mh(Bc).
If the proximity is close enough to a component Gaussian of Mh(Bc), all pix-
els belonging to this cluster are assigned to ’background’ and the Gaussian is
updated by formulae (4)-(6), otherwise the cluster is judged as ’foreground’.
The proximity is judged in binary if the centre of a cluster lies within three
times the standard deviations of a component Gaussian of Mh(Bc) or not.

b) Classification by lighting value. Similarly, pixels are classified according to
model Ml(Bc) in the lighting values.

c) Final decision. If a pixel is classified to ’foreground’ in the hue value or in
the lighting value or both, the final decision of the pixel is ’foreground’.

4 Experiment

4.1 Testing Sequences and Evaluation Measurement

Our approach focuses on modeling the dynamic background with random spatial
movements of background elements. As datasets meeting this hypothesis, we
used five sequences {Fountains, Waving leaves, Ocean waves, Waving river,
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Moving escalator} [1,2]. We used the same training and testing frames as Ref. [2]
in our experiments. Some previous studies used a pair of false negative and false
positive to evaluate the performance of algorithms, but Jaccard index is chosen
in this paper as a similarity S(A,B) between the binary detected foreground A
and the corresponding ground truth B on the pixel basis:

S(A,B) =
|A ∩B|
|A ∪B| (7)

4.2 Experimental Results

The size of a block is an importance factor in our approach. A larger size of
block gives more robust classification against noise, but a smaller size gives
a better precision and resolution. In our experiments, we tested block size of
8 × 8, 10 × 10, 14 × 14 and 20 × 20, respectively, in the five testing sequences.
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Fig. 3. Detection performance with blocks
of different sizes
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Fig. 4. Comparative results of four meth-
ods in five testing sequences

Fig. 5. (a)Example frames, from top to bottom: Fountains, Waving leaves, Ocean
waves, Waving river, Moving escalator. (b)The ground truth. (c) Results by proposed
approach in coarse and fine level. (d) MoG based [5]. (e)KF based [6].
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Experimental results shown in Fig.3 reveal that the proposed approach achieved
the best detection performance with block size of 10 × 10 in all of testing se-
quences.

Furthermore, we compared our approach, with block size of 10×10, with three
state-of-the-art methods: the method proposed in Ref.[2], MoG based foreground
detection [5] and Kalman Filter (KF) based foreground detection [6]. The exper-
imental results show that better performance can be obtained by the proposed
approach from statistical evaluation shown in Fig.41 and visualization in Fig.5.

5 Discussion

Experimental results in the five testing sequences with dynamic background
indicate that the proposed approach is superior to the other three methods.
However, compared with the ground truth given by a human inspector, there
are still partial corruptions in the true foreground and noisy/false foregrounds in
the true background even in the proposed method. Such partial corruptions are
typically seen in two situations: one is in the uniform region (including shadow)
between foreground and background, and, the other is in the region near to
edge, as shown in Fig.6. In the first situation, color or texture or both show
similar values between foreground and background,so foreground is possible to
be classified to background by our approach in coarse-level; besides, in the later
situation, if a newly observed block includes only few part of foreground, this
block is often considered as background, because of the weak evidences.

In addition, for the testing sequence {MovingEscalator}, satisfactory perfor-
mance was not obtained by any of four methods, the possible reason of which is
the lack of training frames (only 50) except for the above two situations.

Fig. 6. Partial corruptions in two situations

6 Conclusion

In this paper, we have proposed a hierarchical approach using HSL color val-
ues for foreground detection in dynamic background. In coarse-level, foreground
blocks are detected by color and texture information and then pixels in blocks
judge as foreground in coarse-level are classified on the basis of clustering in
fine-level. In the proposed approach, an image is represented multiply and re-
spectively in three components of HSL color space, by which better performance
was obtained in dynamic background compared with three typical methods.
1 Results of foreground detection by method of Chen and MoG-based foreground de-

tection are taken from Ref.[2].
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One drawback of the proposed approach is that it shows a weak discrimi-
nation power in uniform regions, which may cause some partial corruptions or
noisy/false foregrounds in the final detected foreground. In the future, we will
study in the following two aspects: 1) To improve the performance in uniform
regions; 2) By post-processing, to increase the quality of detected foreground
such as morphologic processing and region growing.
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tific Research (C) 10213216.
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Abstract. A novel super-resolution approach is presented. It is based
on the local Lipschitz regularity of wavelet transform along scales to pre-
dict the new detailed coefficients and their gradients from the horizontal,
vertical and diagonal directions after extrapolation. They form inputs of
a synthesis wavelet filter to perform the undecimated inverse wavelet
transform without registration error, to obtain the output image and its
gradient map respectively. Finally, the gradient descent algorithm is ap-
plied to the output image combined with the newly generated gradient
map. Experiments show that our method improves in both the objec-
tive evaluation of peak signal-to-noise ratio (PSNR) with the greatest
improvement of 1.32 dB and the average of 0.56 dB, and the subjective
evaluation in the edge pixels and even in the texture regions, compared
to the “bicubic” interpolation algorithm.

Keywords: super-resolution, wavelet framework, gradient prior, local
Lipschitz regularity.

1 Introduction

Super Resolution (SR) is a software or hardware technique of generating one or
more High Resolution (HR) images from one or more Low Resolution (LR) im-
ages. This means that HR images have more detailed information with the help of
resolution enhancement, and contain more pixels as a result of storing more con-
tents, compared to the original LR images. The fundamental idea is to exchange
the time resolution (or the time bandwidth) with the spatial resolution. In the
past ten years, many surveys [1] had emerged related to this research field.

In general, SR reconstruction algorithms can be divided into three groups:
the interpolation-based method, the reconstruction-based method [2] and the
learning-based (or statistical-based) method [3]. There are two major problems
to be solved in the process of reconstruction, namely the registration and the
restoration, and some specific tasks need to be performed, such as the removal
of blurring, noise and artifacts (e.g. blocking, ringing, jaggy and aliasing).

Using the property of multi-resolution analysis in the wavelet domain, it is
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possible to predict detailed coefficients of next higher fine scales from that of
former lower coarse scales. That is based on the fact that local extrema of the
wavelet transform propagate across scales, which can be used for extrapolation
of higher frequency scales [4]. Several approaches in the wavelet-based SR al-
gorithm have been proposed from various points of view: Hidden Markov Tree
(HMT), Neural Network (NN), local approach (such as local Lipschitz regularity
across scales [5], local linear embedding in the contourlet domain [6] and edge
information [7]).

To design a good image super-resolution algorithm, it is essential to apply
good prior or constraint on the HR image because of the ill-posedness of image
super-resolution. Sun [8] presented another prior, belonging to generic smooth-
ness prior, which is one branch of two widely used priors, and the other is edge
smoothness prior [9].

Our method belongs to the interpolation-based approach for only using one LR
image. It focuses on the restoration operation, avoiding the registration error in
the procedure of registration. It also increases more details along the edge pixels by
means of supplementing modulus maximum and gradient prior, within the frame-
work of the undecimated wavelet transform and the inverse wavelet transform.

The reminder of this paper is organized as follows: Section 2 and Section
3 introduce basic concepts of the local Lipschitz regularity and gradient prior.
Section 4 describes our proposed method based on the wavelet framework with
gradient prior. Experiments and results are in Section 5. Section 6 concludes and
discusses the future of work.

2 Local Lipschitz Regularity

The Lipschitz regularity gives an indication of the differentiability of a function,
but it is more precise [5]. The Fourier transform can only provide the global
Lipschitz regularity of functions, while compactly supported wavelet frames and
bases can evaluate their local Lipschitz regularity. Mallat [5] proposed two theo-
rems to confirm that one can estimate the Lipschitz regularity of a function over
intervals and even at a point.

Let S be the set of index pairs (k, l) such that for some ε > 0, an interval
(x0 − ε, x0 + ε) ⊂ support(ψk,l). A signal has local Holder exponent α in the
neighborhood (x0− ε, x0 + ε) if there exists a finite constant C such that wavelet
transform coefficients ωk,l =< f, ψk,l > satisfy

max
(k,l)∈S

|ωk,l| ≤ C · 2−k(α+ 1
2 ) (1)

where ψk,l is a mother wavelet with all scales k ∈ R+ and all translations l ∈ R
[10]. This inequality requires only those underlying wavelet basis functions are
more regular than analyzed functions, independent of the particular decomposi-
tion filters H(z) and G(z).

Many researchers benefited a lot from employing that theory in diverse ap-
plications. The paper [11] proposed a wavelet-based interpolation method to
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estimate the regularity of edges. They firstly did the undecimated dyadic wavelet
transform, assessed C and α in (1) locally for each edge by a linear least-squares
fit, copied the feature magnitude of the known subband into that of the new
subband, and adjusted the magnitude along the edge pixels to satisfy the bound
in (1). The original image and the new subband were up-sampled by a factor of
2, and were added to a single wavelet synthesis stage to produce an output HR
image. However, their interpolation method is only available for a factor of 2,
and the high frequency subbands are mixed together.

3 Gradient Prior

The meaningful discontinuities in intensity values are detected by using first- and
second-order derivatives, and the first-order derivative of choice in image process-
ing is the gradient [12]. A basic property of the gradient vector is that it points to
the direction of the maximum rate of change at coordinates (x, y), usually corre-
sponding to the edge pixels, thus we just regard the gradient of edge pixels.

The paper [8] considered the gradient profile as the reconstruction constraint
in super-resolution, which had the regularity in their observations of 1000 nat-
ural images, described it completely by shape and sharpness parameters, and
computed the ratio of gradient profile to forecast the gradient of a HR image.
In their reconstruction, the energy function was established by enforcing both
the reconstruction constraint Ei(Ih|Il) in the image domain and the gradient
constraint Eg(∇Ih|∇IW

h ) in the gradient domain:

E(Ih|Il,∇IW
h ) = Ei(Ih|Il)+βEg(∇Ih|∇IW

h ) = |(Ih∗G) ↓ −Il|2+β|∇Ih−∇IW
h |2
(2)

where G is a Gaussian filter for spatial filtering, ∗ is the convolution operator,
and ↓ is the down-sampling operation. ∇Ih is the gradient of Ih, and ∇IW

h is
the new gradient of Ih followed by predicting the gradient of detailed coefficients
and performing the inverse wavelet transform.

The energy function (2) can be minimized by the gradient descent algorithm:

It+1
h = It

h − τ ·
∂E(Ih)
∂Ih

(3)

where
∂E(Ih)
∂Ih

= ((Ih ∗G) ↓ −Il) ↑ ∗G− β · (∇2Ih −∇2IW
h ) (4)

4 Proposed Method

The wavelet transform and the gradient magnitude are both linear operations,
while wavelet coefficients obey the decay of the wavelet transform across scales,
therefore the gradient magnitude also abides by the similar criterion. It is possible
to predict their gradient magnitude at higher resolution levels from three direc-
tions as new detailed coefficients. Combining the wavelet framework with gradient
prior, we propose a novel approach. Its procedure is shown in Figure 1:
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Fig. 1. Block diagram of our proposed algorithm

Fig. 2. Undecimated discrete wavelet decomposition of an image

Step 1: Extrapolate the input LR image Il into the desired image size Iu with
the “bicubic” interpolation, transform it into the wavelet domain to obtain one
approximation coefficient app1 and three detailed coefficients deh1, dev1 and ded1

from three directions, as shown in Figure 2, then take app1 as the input of the
next decomposition level, and repeat this process until the final decomposition
level is reached.

Step 2: Calculate the gradient of Iu and detailed coefficients dehm, devm, dedm

at each decomposition level, to obtain Iug , dehgm, devgm, and dedgm, where the
decomposition level m = 1, . . . , 4.
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Step 3: Use the Canny detector to produce the edge image Iuedg of Iu, and
label the neighboring edge pixels as the same group with the similar tag in a
predefined distance (e.g. 5 pixels).

Step 4: Measure local parametersCw ,αw andCg,αg for each labeled edge group
in the wavelet domain and in the gradient domain separately according to (1).

Step 5: Take half the value of detailed coefficients deh1, dev1, ded1 and their
corresponding gradient dehg1, devg1, dedg1 at the first decomposition level as
the original value of new detailed coefficients dehnew, devnew, dednew and
their new gradients dehgnew, devgnew, dedgnew respectively. According to (1),
change their values along the edge pixels with parameters calculated from Step
4 to get new detailed coefficients dehnew′, devnew′, dednew′ and their new
gradient dehgnew′, devgnew′, dedgnew′.

Step 6: Regard Iu as one input of two low-pass wavelet filters, and dehnew′,
devnew′, dednew′ from Step 5 are as other inputs of a high-pass and low-pass, a
low-pass and high-pass, and a high-pass and high-pass wavelet filters respectively,
which is the inverse process of Figure 2 to obtain a new HR image Ih. The
generation of its new gradient is in the same way, and the difference is that the
gradient of Iug from Step 2 and dehgnew′, devgnew′, dedgnew′ from Step 5 are
as inputs to get a new gradient Ihg of Ih.

Step 7: Iterate (3) hundreds of times to calculate the final HR image I ′h by
the gradient descent algorithm.

5 Experiments and Results

In our experiment, the Cohen-Daubechies-Feauveau (CDF) 9/7 bi-orthogonal
symmetric wavelet filter is exploited, which is used for lossy compression in
the JPEG 2000 compression standard. Four decomposition levels are sufficient,
because the more levels an image can be decomposed into, the less information

Table 1. The value of PSNR of different sizes with different factors

Name LR Size Factor*(21) Factor(22) Factor(23)
Bicubic Proposed Bicubic Proposed Bicubic Proposed

mandrill 20.70 21.61 / / / /
peppers 256 × 256 28.24 29.56 / / / /

sails 24.95 25.94 / / / /

mandrill 21.23 21.87 17.84 18.15 / /
peppers 128 × 128 25.87 26.79 22.52 22.81 / /

sails 22.73 23.04 20.46 20.79 / /

mandrill 22.05 22.08 18.55 18.91 16.46 16.70
peppers 64 × 64 22.76 23.81 19.95 20.55 18.26 18.74

sails 21.71 22.40 18.71 19.05 17.62 17.90

* Note: The data in the table for each column with the same factor correspond to the
“bicubic” interpolation algorithm and our proposed method respectively. The symbol
“/” expresses no PSNR values because of lack of reference images.
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Fig. 3. Super-resolution results with up-sampling factors of 2, 4 and 8 for the first,
second and third columns from left to right. There are three images in each column
from top to bottom, the reference image, the “bicubic” interpolation image and our
resulting image using the proposed algorithm separately. Each image contains three
color blocks, the red one (left or right) for the position of the original image, the yellow
one (below) for the magnification part, and the green one (above) for its gradient map.

it can hold. Il can be produced by the original reference 512× 512 image Ir. Ir
goes through a Gaussian low pass filter with the variance of 0.8, down-sampled
by a factor of 2, and this process is repeated until Il is scaled from 64 × 64 to
128 × 128. Much research has been done on super-resolution of color images,
but most of them just simply apply their methods to the grayscale channel, and
then up-sample the color channel to fuse them together. Furthermore, the human
vision system (HVS) is more sensitive to the brightness information. Thus, we
just select the grayscale image.

We compute the PSNR to measure super-resolution results from the objective
perspective, which are illustrated in Table 1. It can be seen from Table 1, the
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image “peppers” includes more edges, and thus it has the best restoration of
details. While the images “mandrill” and “sails” contain more textures, whose
PSNR is lower than the “peppers” image, especially the “mandrill” image. With
the increase of the scaling factor, the value of PSNR for each type of image is
gradually decreased. While with the increase of the LR size, the magnification
image is remarkably better because more information is included. The differences
between two approaches in the table can be simply calculated. The greatest
improvement of PSNR is 1.32 dB and the average is 0.56 dB, compared to the
“bicubic” interpolation.

The subjective result can be found from Figure 3. It is easy to discover obvious
improvements along the edge pixels, hairs near the nose in the image “mandrill”,
ripples under the boat in the image “sails”, and textures of the pepper surface
in the image “peppers”. Compared to the “bicubic” interpolation approach, our
algorithm generates more detailed information especially along the edge pixels,
even in some texture regions. It is evident for the gradient map to appear more
intensity changes. The reason why the edge of “peppers” image is a sawtooth
curve is that when the scaling factor is 8, the strong blocking effect is exhibited
as the result of the inherent drawback of the “bicubic” interpolation, which is
as the initial value of our algorithm.

6 Conclusion

A novel method of image super-resolution has been proposed. It is based on
the wavelet transform and inverse wavelet transform framework, combined with
gradient prior. It considers the detailed information in the horizontal, vertical
and diagonal directions, and adds the predicted detailed coefficients and gradient
priors along the edge pixels using the local Lipschitz regularity, regardless of the
procedure of registration. Furthermore, our method can be used not only for a
certain specific image, but suitable for diverse images in many situations because
the information used comes from the image itself by the wavelet decomposition
framework. It is reasonable for our approach to improve the detailed information.
Experiments prove that it keeps good objective and subjective effects.

The future of work can be focused on the following aspects: (a) to find out
the best edge pixels including more details and the best initial values for newly
generated coefficients and gradients; (b) to extend interesting pixels not only
limited to the edge pixels; (c) to adjust the energy function of the resulting HR
image; and (d) to make full use of the generated gradient to increase the amount
of information.
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Abstract. The differences in performance of a range of interest opera-
tors are examined in a null hypothesis framework using McNemar’s test
on a widely-used database of images, to ascertain whether these apparent
differences are statistically significant. It is found that some performance
differences are indeed statistically significant, though most of them are
at a fairly low level of confidence, i.e. with about a 1-in-20 chance that
the results could be due to features of the evaluation database. A new
evaluation measure i.e. accurate homography estimation is used to char-
acterize the performance of feature extraction algorithms.Results suggest
that operators employing longer descriptors are more reliable.

Keywords: Feature Extraction, Homography, McNemar’s Test.

1 Introduction

Recent years have seen interest point operators becoming a focus of attention
in computer vision. As new operators are developed, publications have gener-
ally compared their performances with existing ones using the database1; and
there have been some dedicated comparison papers that also use this same
dataset1 [1,2]. The purpose of this paper is to establish whether such differ-
ences in performance are indeed significant. The general approach adopted is
null hypothesis testing, widely used for establishing the effectiveness of drug
treatments, for example [3]. As well as answering the question posed in the title,
a useful research result in its own right, this paper attempts to present null hy-
pothesis testing in an approachable way, one that encourages others to use it in
establishing whether their own algorithms perform significantly differently from
prior art. Another motivation behind this work is to provide a non-parametric
evaluation framework for vision algorithms with special focus on local feature ex-
traction algorithms. This type of investigation is considered necessary due to the
complexity of the image data and variety of results presented in literature [1,4].

The remainder of this paper is structured as follows. Section 2 reviews briefly
some related work in this filed. Section 3 presents the evaluation framework based
1 http://www.robots.ox.ac.uk/~vgg/research/affine/
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around null hypothesis testing. Sections 4 and 5 attempt to answer the question
posed in the title by performing null hypothesis testing. Finally, section 6 draws
conclusions and indicates further work.

2 Related Work

Interest point extraction from an image is a fundamental step in many vision ap-
plications such as tracking, navigation, panorama stitching, and mosaicking [2].
It is subdivided into two main stages: firstly, the detection of image interest
points (‘features’ or ‘keypoints’) and computation of distinctive descriptors for
detected interest points.

We define an interest point extractor as a system that includes detection and
description of a feature point in an image. Well-known detectors that have re-
ceived recent interest in the literature include Harris Affine detector [5], Hessian
Affine detector [5], Laplacian of Gaussian detector, Difference of Gaussian de-
tector and Fast Hessian based detector [4]. Image feature description, schemes
like that in the Scale Invariant Feature Transform (SIFT) [6], Gradient Location
Orientation Histogram (GLOH) [1], and Speeded Up Robust Feature (SURF) [4]
represent the state-of-the-art.

There are several well-known procedures developed to evaluate and charac-
terize feature detectors and descriptors separately in the literature [1,7,8]. Un-
fortunately, the importance of evaluating interest point extraction as a system
(i.e., detection and description) has been overlooked. Evaluations measures such
as repeatability [7,8], a theoretic measure which does not reflect the actual per-
formance of detectors [2], and ROC (Reciever Operating Curves) and precision–
recall curves have all been used to evaluate interest point descriptors. In [1],
which evaluated descriptors, performance measures were calculated for only for
correct matches between images, overlooking the need for the descriptor to iden-
tify correctly true and false negative matches. In [9], the evaluation of feature
descriptors for correctly-matched video frames was presented using the same
precision–recall as in [1], hence also failing to assess false negative performance.
The authors contend that assessing performance on false negatives cannot be
ignored in identifying the true performance of an algorithm.

Most of the comparative studies for local feature descriptors ranked Scale In-
variant Feature Transform (SIFT) [6] descriptor and SIFT-based descriptors such
as Gradient Localization Orientation Histogram (GLOH) [1] on top. The more
recently-developed technique known as Speeded Up Robust Features (SURF)
claimed to produce better results [4,9] using the criteria given in [1]. However,
the reliability of these rankings is questionable because, of the evlaution criteria
used. The dataset used in [1] is composed of several sets of real images with
different geometric and photometric transformations and is publicly available.
In the following, to avoid confusion, the term ‘dataset’ is taken to mean one
of the component datasets, while ‘database’ refers to all of them together. We
have used exactly the same datasets as previously-published evaluations of these
detectors [1,4,7,8,9]. The results presented in this paper demonstrate that these
previous evaluations need to be treated with some caution.
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3 Null Hypothesis Testing

3.1 McNemar’s Test

In null hypothesis testing as applied to the assessment of interest operators,
one starts by assuming that there is no difference between their performances
and then assessing whether the evidence obtained from testing does or does not
support the hypothesis. As in this case it is possible to run each interest detector
on the same set of images, one can build up a kind of ‘truth table’ for a pair of
algorithms:

Algorithm A Algorithm A
Failed Succeeded

Algorithm B Nff Nsf

Failed
Algorithm B Nfs Nss

Succeeded

where Nsf is the number of tests on which algorithm A succeeded and algo-
rithm B failed, and so on. With this, an appropriate statistic to use is McNemar’s
test, a form of χ2 test for matched paired data:

Z =
(|Nsf −Nfs| − 1)
√
Nsf +Nfs

(1)

where the −1 is a continuity correction. If Nsf + Nfs � 20, then Z should be
reliable [10]. If Algorithms A and B give similar results, then Z ≈ 0; as their
results diverge, Z increases. It is interesting to note that this expression involves
cases where one algorithm succeeds and the other fails, whereas performance
evaluation in vision largely focuses on where algorithms succeed. Confidence
limits can be associated with the Z value as shown in Table 1; Z > 1.96, for
example, corresponds to two standard deviations from the mean of a Gaussian
distribution, in which case the results from the algorithms are expected to differ
by chance only one time in 20. In the physical sciences, it is common to use
a more exacting 1-in-5,000 criterion [11]. Values for two-tailed and one-tailed
predictions are shown in Table 1 as either may be needed, depending on the
hypothesis used: If we are assessing whether the performances of two algorithms
differ, a two-tailed test should be used; but if we are determining whether one
algorithm is better than another, a one-tailed test is needed.

Table 1. Converting Z scores onto confidence limits

Z value Degree of confidence Degree of confidence
Two-tailed prediction One-tailed prediction

1.645 90% 95%
1.960 95% 97.5%
2.326 98% 99%
2.576 99% 99.5%
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3.2 Comparing Many Algorithms

McNemar’s test compares only two algorithms. When several algorithms are to
be compared, as in this paper, one needs to consider that each pairwise compar-
ison involves a selection from a population of algorithms — the use of multiple
comparisons tends to increase the family-wise error rate. In such cases, there
are several corrections that one could use, the best-known of which is due to
Bonferroni [12]: for A algorithms, if the significance level for the whole family
of tests to be at most α, then each individual test needs to be performed with
a significance level of α/A. The Bonferroni correction is actually a first-order
Taylor series expansion of the more general Šidák correction, 1− (1− α)1/A.

However, there are concerns over the use of any correction [13]. For example,
these corrections control only the probability of false positives and come at the
cost of increasing the probability of false negatives. In this paper, we have avoided
performing such corrections.

3.3 The Independence of Tests

An important requirement for any kind of statistical testing is that each test is
independent of the others. As the interest detectors reviewed in section 2 may
identify features anywhere in an image, performance cannot be measured just
on where features are found. Instead, the approach that is normally taken is to
match feature points between pairs of images and, from those, to determine the
homography (transformation) between the images. The closeness of the homog-
raphy to the correct value determines the effectiveness of the detector. For the
data described in section 2, ‘true’ homographies, calculated from verified fea-
ture matches, are provided. Using homographies ameliorates the effect of finding
features at multiple scales, though their lack of dependence may become prob-
lematic if a correspondence is calculated from few matches.

4 Experimental Procedure and Evaluation Framework

The algorithms selected for evaluation are all combinations of a detector and a
descriptor. SIFT comes with its own DoG detector and 128-bin descriptor [6];
SURF defined its own Hessian based detector but comes with two variations
in terms of descriptor lenght, with 64 or 128 bins [4]. Conversely, GLOH is a
descriptor that can be used with any detector, and its authors also developed
Harris-affine, Harris-Laplace, Hessian-affine and Hessian-Laplace detectors [2]
for use with their GLOH descriptor. In this work, GLOH is combined with all
of these detectors in turn. All of the experiments employ the database described
in [1].

Using these algorithms, corresponding matched feature points between a pair
of images are determined as their nearest neighbors in terms of descriptor dis-
tance. From the set of matched features, a homography matrix, the estimated
homography matrix is calculated using RANSAC (RANdon SAmple Consen-
sus). The test is based on finding the accuracy of the estimated homography
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matrix as compared to the original homography representing actual transforma-
tion between the pair of images. Though it is true that the spatial distribution
of matches affects the accuracy of the resulting homography, but gives scatter-
ness (a requirement for tracking and navigation applications) of features in an
image and our approach encapsulates both coverage and repeatability into a sin-
gle performance measure. In performing these experiments, the various tuning
parameters of the algorithms have been left at the values suggested by their au-
thors. The experiments have been performed on all image pairs belonging to all
eight datasets within the database. The criterion adopted is a homography ma-
trix is well approximated if the transformation it represents is close to the actual
transformation. Therefore, instead of asking how well the two images matched
we test the homography, estimated from truly matched points. For this some100
points (x, y) are generated randomly and their projections are calculated using
the ‘ground truth’ homography (xg, yg) and the estimated homography (xi, yi).
If Euclidean distance between (xg , yg) and (xi, yi)) is less than two pixels, then
the estimated homography represents a true transformation between image pair;
and pass the test; otherwise it fails. The scores of estimated homographies being
‘pass’ or ‘fail’ are counted, so that McNemar’s Z-score is calculated for a sample
size of 500 points per dataset.

Table 2. McNemar’s test result for Graffiti dataset

SIFT pass SIFT fail

GLOH-HarAff pass 224 124

GLOH-HarAff fail 28 124

For example, the Z-score calculated for data given in Table 2 for the Graffiti
dataset between SIFT and GLOH-HarAff is 7.70, showing that the performances
of the algorithms are significantly different and that there is 99% confidence that
the performance of GLOH-HarrisAffine is better than SIFT.

5 Results

Z-scores for all eight datasets are recorded in Table 3, where every block repre-
sents pair wise comparison of all algorithms for one dataset. These Z-scores show
that SIFT and SURF-128 are more effective than the other algorithms. Convert-
ing the Z-scores into confidence limits, one can be 99% confident that SURF-
128 with Fast-Hessian detector will extract more stable features than SIFT for
matching textured images under transformations such as rotation, viewpoint
change and blurring. Conversely, SIFT performs better if the images have ho-
mogeneous regions with similar transformations. The high Z-score of SURF for
the Bark, Trees, Graffiti and Wall datasets proves that the use of Haar wavelet
response for feature description is more distinctive than the simple gradient di-
rection based description as in SIFT. For features in homogeneous regions, a
description of gradient direction is sufficient for matching. From the Z-scores
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Table 3. Z-scores between feature extraction algorithms for datasets. Arrowhead di-
rection points towards the better operator in each pair-wise comparison.

SURF-64 SURF-128 GLOH-
HarLap

GLOH-
HarAff

GLOH-
HesLap

GLOH-
HesAff

SIFT ←0.9 ↑4.6 ← 5.9 ←6.2 ←1.3 ←1.4
SURF-64 ↑4.6 ←4.1 ←5.9 ←1.2 ←0.8
SURF-128 ←7.1 ←8.8 ←5.8 ←3.2
GLOH-HarLap ←4.2 ↑2.6 ↑3.3
GLOH-HarAff ↑4.5 ↑4.8

Bark Dataset

SIFT ←4.7 ←4.8 ←0.6 ←4.4 ←2.9 ←4.1
SURF-64 0 ↑3.4 ←0.1 ↑2.1 ↑1.6
SURF-128 ↑2.1 ←0.7 ↑2.1 ↑2.3
GLOH-HarLap ←4.5 ←2.5 ←3.5
GLOH-HarAff ←0.5 ←1.0

Boat Dataset

SIFT ←1.7 ←6.2 ←10.6 ←5.8 ←2.7 ←1.7

SURF-64 ←1.1 ←9.9 ←3.2 0 ←1.1
SURF-128 ←6.3 ←1.0 ↑4.1 ↑2.9
GLOH-HarLap ↑7.7 ↑10.3 ↑9.8
GLOH-HarAff ↑3.7 ←1.9

Bikes Dataset

SIFT ←2.4 ↑3.3 ← 4.2 ←5.5 ←7.4 ←8.9
SURF-64 ↑2.1 ←2.5 ←5 ←6.4 ←8.3
SURF-128 ←5.9 ←6.7 ←6.8 ←9.4
GLOH-HarLap ←1.4 ←3.6 ←7.2
GLOH-HarAff ←4.4 ←7.7

Trees Dataset

SIFT ←5.4 ↑2.7 ↑ 1.6 ↑7.7 ←4.3 ↑8.9
SURF-64 ↑6.9 ↑6.7 ↑8.6 0 ←1.1
SURF-128 ←0.5 ↑5 ←7.2 ↑9.1
GLOH-HarLap ↑5.4 ←6.7 ↑2.5
GLOH-HarAff ←8.6 ↑2.4

Graffiti Dataset

SIFT ↑4.4 ↑6.7 ← 4.9 ↑7.1 ←1.9 ↑2.7
SURF-64 ↑4.2 ←6.1 ↑4 ←2.6 ←0.5
SURF-128 ←4.7 ←0.1 ←3.1 ←2.9
GLOH-HarLap ↑5.2 ↑5.2 ↑4.6
GLOH-HarAff ←1.1 ←5.6

Wall Dataset

SIFT 0 0 ←9.9 ←3.6 0 ←1.2
SURF-64 0 ←9.9 ←4 0 0
SURF-128 ←9.9 ←4.2 0 ←1.2
GLOH-HarLap ↑7 ↑9.9 ↑9.6
GLOH-HarAff ↑4.7 ↑2.9

Leuven Dataset

SIFT 0 ←3.6 0 0 0 0
SURF-64 ↑2.2 ←0 ←0 ←0 ←0
SURF-128 ↑2.7 ↑3.5 ↑2.7 ↑3.2
GLOH-HarLap 0 0 0
GLOH-HarAff 0 0 0

UBC Dataset
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Table 4. Ranking of feature extraction algorithms based on McNemar’s test results

Blurring View-point change Zoom & Rotation Change in Illumination JPEG Compression

SIFT ++++ ++ ++++ ++++ ++++

SURF-64 +++ ++ ++ ++++ ++++

SURF-128 +++ +++ ++ ++++ ++

GLOH+Harlap + ++ +++ + ++++

GLOH+HarAff ++ ++++ ++ ++++ ++++

GLOH+HesLap + +++ +++ +++ ++++

GLOH+HesAff + ++++ +++ ++++ ++++

in the comparison of SURF-64 and SURF-128, it is interesting to see that de-
scriptor length plays an important role in a descriptor’s matching performance.
Where SURF-128 performed much better than SURF-64 when there is signifi-
cant amount of transformation in textured images. The ranking of interest point
operators given in Table 4 reflects the statistical difference in the performances
of these algorithms. This ordering differs from previous performance evaluation
studies [1,4], reinforcing the need to use sufficiently large datasets and statisti-
cally valid methods for evaluation.

As McNemar’s test performs pairwise comparisons between algorithms, it is
possible to compare the effectiveness of alternative detectors with the same de-
scriptors, such as GLOH with Harris-Affine and GLOH with Hessian-Affine.
This comparison yields a Z-score of 2.4, showing that Hessian-Affine’s features
are more robust than those of Harris-Affine when there is an affine transforma-
tion in images (Graffiti dataset). It is particularly interesting that a previous
comparative study [2] shows contradictory results, a discrepancy that is still
being explored.

6 Conclusions and Further Work

A null hypothesis framework employing McNemar’s test has been used to in-
vestigate performance differences of feature extraction algorithms. The results
clearly indicate the advantage of SIFT and SURF features (both with 128-bin
descriptors), being more distinctive and robust for matching under different im-
age transformations. Hessian or Harris detectors excels only when there is a
significant viewpoint change in images, and therefore should prove most useful
when used in conjunction with a good feature detector such as SIFT or SURF.

The characterization, as opposed to evaluation, of algorithm performance
based on statistically-valid evaluation is an important bonus of this approach.
Although McNemar’s test is valuable in identifying performance differences be-
tween algorithms and thus has a place in evaluation studies, the fact that it
identifies cases where one algorithm succeeds while another fails also has an
important place in algorithm development: when this is so, the algorithms are
operating in significantly different way and a hybrid algorithm that incorporates
elements of both intelligently is likely to achieve a much better performance than
either in isolation. Our future work aims to explore this potential.
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Abstract. We present an algorithm that simultaneously calibrates a
color camera, a depth camera, and the relative pose between them. The
method is designed to have three key features that no other available
algorithm currently has: accurate, practical, applicable to a wide range
of sensors. The method requires only a planar surface to be imaged from
various poses. The calibration does not use color or depth discontinu-
ities in the depth image which makes it flexible and robust to noise. We
perform experiments with particular depth sensor and achieve the same
accuracy as the propietary calibration procedure of the manufacturer.

Keywords: calibration, depth camera, camera pair.

1 Introduction

Obtaining depth and color information simultaneously from a scene is both
highly desirable and challenging. Depth and color are needed in applications
ranging from scene reconstruction to image based rendering. Capturing both
simultaneously requires using two or more sensors. A basic device for scene re-
construction is a depth and color camera pair. Such a camera pair consists of a
color camera rigidly attached to a depth sensor (e.g. time-of-flight (ToF) camera,
laser range scanner, structured light scanner).

In order to reconstruct a scene from the camera pair measurements the system
must be calibrated. This includes internal calibration of each camera as well as
relative pose calibration between the cameras. Color camera calibration has been
studied extensively [1,2] and different calibration methods have been developed
for different depth sensors. However, independent calibration of the cameras may
not yield the optimal system parameters, and a comprehensive calibration of the
system as a whole could improve individual camera calibration as it allows to
use all the available information.

1.1 Previous Work

A standard approach is to calibrate the cameras independently and then cali-
brate only the relative pose between them [3,4,5]. This may not be the optimal
solution as measurements from one camera can improve the calibration of the

A. Berciano et al. (Eds.): CAIP 2011, Part II, LNCS 6855, pp. 437–445, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



438 D. Herrera C., J. Kannala, and J. Heikkilä

other camera. Moreover, the independent calibration of a depth camera can re-
quire a high precision 3D calibration object that can be avoided using joint
calibration.

Fuchs and Hirzinger [6] propose a multi-spline model for ToF cameras. Their
model has a very high number of parameters and it requires a robotic arm to
know the exact pose of the camera. Lichti [7] proposes a calibration method
for an individual laser range scanner using only a planar calibration object. It
performs a comprehensive calibration of all parameters. However, it relies on
the varying response of the scanner to different surface colors to locate corner
features on the image.

Zhu et al. [8] describe a method for fusing depth from stereo cameras and
ToF cameras. Their calibration uses the triangulation from the stereo cameras
as ground truth. This ignores the possible errors in stereo triangulation and mea-
surement uncertainties. The different cameras are thus calibrated independently
and the parameters obtained may not be optimal.

1.2 Motivation

As a motivation for our work, we propose three requirements that an optimal
calibration algorithm must have. To the best of our knowledge, no available
calibration algorithm for a depth and color camera pair fulfills all three criteria.

Accurate: The method should provide the best combination of intrinsic and
extrinsic parameters that minimizes the reprojection error for both cameras over
all calibration images. This may seem like an obvious principle but we stress it
because partial calibrations, where each camera is calibrated independently and
the relative pose is estimated separately, may not achieve the best reprojection
error.

Practical : The method should be practical to use with readily available materials.
A high precision 3D calibration object is not easy/cheap to obtain and a robotic
arm or a high precision mechanical setup to record the exact pose of the camera
pair is usually not practical, whereas a planar surface is usually readily available.

Widely applicable: To be applicable to a wide range of depth sensors, one can-
not assume that color discontinuities are visible on the depth image. Moreover,
some depth sensors, like the one used for our experiments, may not provide accu-
rate measurements at sharp depth discontinuities. Thus, neither color nor depth
discontinuities are suitable features for depth camera calibration. The method
should use features based on depth measurements that are most reliable for a
wide range of cameras.

2 The Depth and Color Camera Pair

Our setup consists of one color camera and one depth sensor rigidly attached
to each other. Our implementation and experiments use the Kinect sensor from
Microsoft, which consists of a projector-camera pair as the depth sensor that
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measures per pixel disparity. The Kinect sensor has gained much popularity
in the scientific and the entertainment community lately. The complete model
includes 20 + 6N parameters where N is the number of calibration images. The
details of the model are described below.

2.1 Color Camera Intrinsics

We use a similar intrinsic model as Heikkilä and Silven [1] which consists of a
pinhole model with radial and tangential distortion correction. The projection
of a point from color camera coordinates xc = [xc, yc, zc]� to color image co-
ordinates pc = [uc, vc]� is obtained through the following equations. The point
is first normalized by xn = [xn, yn]� = [xc/zc, yc/zc]�. Distortion is then per-
formed:

xg =
[
2k3xnyn + k4(r2 + 2x2

n)
k3(r2 + 2y2

n) + 2k4xnyn

]
(1)

xk = (1 + k1r
2 + k2r

4)xn + xg (2)

where r2 = x2
n + y2

n and k is a vector containing the four distortion coefficients.
Finally the image coordinates are obtained:

[
uc

vc

]
=
[
fcx 0
0 fcy

] [
xk

yk

]
+
[
uc0

vc0

]
(3)

The complete color model is described by Lc = {fcx, fcy, uc0, vc0, k1, k2, k3, k4}.

2.2 Depth Camera Intrinsics

In our experiments we used the increasingly popular Kinect sensor as a depth
camera [9]. However, the method allows any kind of depth sensor to be used by
replacing this intrinsic model. The Kinect consists of an infrared projector that
produces a constant pattern and a camera that measures the disparity between
the observed pattern and a pre-recorded image at a known constant depth. The
output consists of an image of scaled disparity values.

The transformation between depth camera coordinates xd = [xd, yd, zd]� and
depth image coordinate pd = [ud, vd] follows the same model used for the color
camera. The distortion correction did not improve the reprojection error and the
distortion coefficients were estimated with very high uncertainty. Therefore we
do not use distortion correction for the depth image.

The relation between the disparity value d and the depth zd is modeled using
the equation:

zd =
1

α(d− β)
(4)

where α and β are part of the depth camera intrinsic parameters to be calibrated.
The model for the depth camera is described by Ld = {fdx, fdy, ud0, vd0, α, β}.
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2.3 Extrinsics and Relative Pose

Figure 1 shows the different reference frames present in a scene. Points from
one reference frame can be transformed to another using a rigid transformation
denoted by T = {R, t}, where R is a rotation and t a translation. For example,
the transformation of a point xw from world coordinates {W} to color camera
coordinates {C} follows xc = Rcxw + tc. Reference {V } is anchored to the
corner of the calibration plane and is only used for initialization. The relative
pose Tr is constant, while each image has its own pose Tc, resulting in 6 + 6N
pose parameters.

{C}

{D} {W}{V}

Fig. 1. Reference frames and transformations present on a scene. {C} and {D} are
the color and depth cameras’ reference frames respectively. {V } is the reference frame
anchored to the calibration plane and {W} is the world reference frame anchored to
the calibration pattern.

3 Calibration Method

We use a planar checkerboard pattern for calibration which can be constructed
from any readily available planar surface (e.g. a flat table, a wall). The checker-
board corners provide suitable constraints for the color images, while the pla-
narity of the points provides constraints on the depth image. The pixels at the
borders of the calibration object can be ignored and thus depth discontinuities
are not needed. Figure 2 shows a sample image pair used for calibration. Figure
3 shows the steps of the calibration and its inputs. An initial estimation for the
calibration parameters is obtained by independently calibrating each camera.
The depth intrinsic parameters Ld and the relative pose Tr are then refined us-
ing a non-linear optimization. Finally, all parameters are refined simultaneously.

Fig. 2. Sample calibration images. Note the inaccuracies at the table’s edge.
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Fig. 3. Block diagram of the calibration algorithm. Left of dashed line: initialization.
Right of dashed line: non-linear minimization.

3.1 Corner Based Calibration

The calibration of a color camera is a well studied problem, we use Zhang’s
method [2,10] to initialize the camera parameters. Briefly, the steps are the
following. The checkerboard corners are extracted from the intensity image. A
homography is then computed for each image using the known corner positions
in world coordinates {W} and the measured positions in the image. Each ho-
mography then imposes constraints on the camera parameters which are then
solved with a linear system of equations. The distortion coefficients are initially
set to zero.

The same method is used to initialize the depth camera parameters. However,
because the checkerboard is not visible in the depth image, the user selects the
four corners of the calibration plane (the whole table in figure 2). These corners
are very noisy and are only used here to obtain an initial guess. The homogra-
phy is thus computed between {V } and {D}. This initializes the focal lengths,
principal point, and the transformation Td. Using these initial parameters we
obtain a guess for the depth of each selected corner. With this depth and the
inverse of the measured disparity an overdetermined system of linear equations
is built using (4), which gives an initial guess for the depth parameters (α and
β).

3.2 Relative Pose Estimation

The independent calibrations give an estimation of the transformations Tc and
Td. However, the reference frames {W} and {V } are not aligned. By design we
know that they are coplanar. We can use this information by extracting the
plane equation in each reference frame and using it as a constraint. We define a
plane using the equation n�x − δ = 0 where n is the unit normal and δ is the
distance to the origin.

If we divide a rotation matrix into its colums R = [r1, r2, r3] and know that
the parameters of the plane in both frames are n = [0, 0, 1]� and δ = 0, the
plane parameters in camera coordinates are:

n = r3 and δ = r�3 t (5)

where we use Rc and tc for the color camera and Rd and td for the depth camera.
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As mentioned by Unnikrishnan and Hebert [4] the relative pose can be ob-
tained in closed form from several images. The plane parameters for each im-
age are concatenated in matrices of the form: Mc = [nc1,nc2, ...,ncn], bc =
[δc1, δc2, ..., δcn], and likewise for the depth camera to form Md and bd. The
relative transformation is then:

R′
r = MdM�

c and tr = (McM�
c )−1Mc(bc − bd)� (6)

Due to noise R′
r may not be orthonormal. We obtain a valid rotation matrix

through SVD using: Rr = UV � where USV � is the SVD of R′
r.

3.3 Non-linear Minimization

The calibration method aims to minimize the weighted sum of squares of the
measurement reprojection errors. The error for the color camera is the Euclidean
distance between the measured corner position pc and its reprojected position p′

c.
Whereas for the depth camera it is the difference between the measured disparity
d and the predicted disparity d′ obtained by inverting (4). Because the errors
have different units, they are weighted using the inverse of the corresponding
measurement variance, σ2

c and σ2
d. The resulting cost function is:

c = σ−2
c

∑[
(uc − u′c)2 + (vc − v′c)2

]
+ σ−2

d

∑
(d− d′) (7)

Note that (7) is highly non-linear. The Levenberg-Marquardt algorithm is used
to minimize (7) with respect to the calibration parameters. The initialization
gives a very rough guess of the depth camera parameters and relative pose,
whereas the color camera parameters have fairly good initial values. To account
for this, the non-linear minimization is split in two phases. The first phase uses
fixed parameters for the color camera Lc and external pose Tc, and optimizes the
depth camera parameters Ld and the relative pose Tr. A second minimization is
performed over all the parameters to obtain an optimal estimation.

3.4 Variance Estimation

An initial estimate of the color measurement variance σ2
c is estimated from the

residuals after the first independent calibration. An estimate of the disparity
variance σ2

d is obtained from the disparity residuals after the first non-linear
minimization. It is noted that, because Lc and Tc are fixed, the color residuals
do not need to be computed and σ2

d plays no role in this minimization. The second
minimization stage, when all parameters are refined, is then run iteratively using
the previously obtained residual variances as the measurement variances for the
next step until they converge.

4 Results

We tested our calibration method with an off-the-shelf Kinect device. The device
consists of a color camera, an infrared camera and an infrared projector arranged
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horizontally. The electronics of the device compute a depth map for the infrared
image based on the observed pattern from the projector. We ignore the infrared
image and use only the depth information and treat it as a generic depth and
color camera pair. We used a dataset of 55 images, 35 were used for calibration
and 20 for validation. Both sets cover similar depth ranges (0.5m to 2m) and
a wide range of poses. For the validation set, (7) was minimized only over the
external pose Tc to find the best pose for the previously obtained calibration.

4.1 Parameters and Residuals

The obtained calibration parameters and their uncertainties are presented in
Table 1. Figure 4 presents histograms of the residuals for the validation set. The
formulation of our cost function (7) allows us to use the uncertainty analysis
presented by Hartley and Zisserman [11]. They show that the covariance of the
estimated parameters ΣP can be obtained directly from the Jacobian of the cost
function J and the covariance of the measurements ΣX using:

ΣP =
(
J�ΣXJ

)−1
(8)

4.2 Depth Uncertainty

The disparity errors are well modeled by a gaussian distribution. Using (4)
and the estimated disparity variance, we obtained numerically the expected

Table 1. Obtained calibration parameters. Error estimates correspond to three times
their standard deviation.

Color internals

fcx fcy uc0 vc0 k1 k2 k3 k4

532.90 531.39 318.57 262.08 0.2447 -0.5744 0.0029 0.0065
±0.06 ±0.05 ±0.07 ±0.07 ±0.0004 ±0.0017 ±0.0001 ±0.0001

Depth internals Relative pose (rad, mm)

fdx fdy ud0 vd0 α β θr trx try trz

593.36 582.74 322.69 231.48 -0.00285 1091.0 0.024 -21.4 0.7 1.0
±1.81 ±2.48 ±1.34 ±1.59 ±0.00001 ±1.0 ±0.003 ±1.5 ±1.5 ±1.9
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Fig. 4. Obtained error residuals and depth uncertainty



444 D. Herrera C., J. Kannala, and J. Heikkilä

variance in depth for each disparity value. Separate statistics are computed for
each depth present in the validation set to obtain an experimental depth vari-
ance. Both curves are shown in Figure 4c. The experimental curve shows the
expected increase in variance as the depth increases. The final drop in variance
is due to low sample count at the end of the range.

4.3 Comparison with Manufacturer Calibration

The manufacturer of the Kinect sensor, PrimeSense, has a proprietary camera
model and calibration procedure. They provide an API to convert the disparity
image to a point cloud in world coordinates. To validate our calibration against
the one from the manufacturer, we took an image from a slanted planar surface
that covers a range of depths. The disparity image was reprojected to world
coordinates using our model and the manufacturer’s API. A plane was fitted to
each point cloud and the distance of the points to the plane was computed. The
manufacturer’s reprojection had a standard deviation of 3.10mm from the plane,
while ours was 3.00mm. This proves that our calibration of the depth camera
has comparable accuracy to that of the manufacturer.

4.4 Colorized Point Cloud

The fully calibrated system can be used to obtain a colored point cloud in metric
coordinates. For illustration purposes, Figure 5 shows an example scene and a
reprojection from a different view point.

Fig. 5. Sample scene. Color image, depth map, and change of view point.

5 Conclusions

The results show that our algorithm performed adequately for the chosen camera
pair. In addition, we believe that our algorithm is flexible enough to be used
with other types of depth sensors by replacing the intrinsics model of the depth
camera. The constraints used can be applied to any type of depth sensor. Future
work can include the calibration of a ToF and color camera pair.

We have presented a calibration algorithm for a depth and color camera pair
that is optimal in the sense of the postulated principles. The algorithm takes
into account color and depth features simultaneously to improve calibration of
the camera pair system as a whole. It requires only a planar surface and a simple
checkerboard pattern. Moreover, the method is flexible to be used with different
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types of depth sensors. Finally, our method showed comparable accuracy to the
one provided by the manufacturer of a particular depth camera.

Acknowledgements. This project has been funded by the Academy of Fin-
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Abstract. We address the texture retrieval problem using contourlet-
based statistical representation. We propose a new contourlet distribu-
tion modelling using finite mixtures of generalized Gaussian distributions
(MoGG). The MoGG allows to capture a wide range of contourlet his-
togram shapes, which provides better description and discrimination of
texture than using single probability density functions (pdfs). We pro-
pose a model similarity measure based on Kullback-Leibler divergence
(KLD) approximation using Monte-Carlo sampling methods. We show
that our approach using a redundant contourlet transform yields better
texture discrimination and retrieval results than using other methods of
statistical-based wavelet/contourlet modelling.

Keywords: Contourlet transform, mixture of generalized Gaussians
(MoGG), texture discrimination & retrieval.

1 Introduction

Multiscale transforms, such as the discrete wavelet transform (DWT) and the
contourlet transform (CT) [8], decompose an image into a set of sub-images ex-
hibiting details and structure at multiple scales and orientations. Each sub-image
corresponds to a frequency subband; a localized partition of the image spectrum.
These multiscale representations are very useful tools for texture analysis [9].
This is motivated by three main facts: a) the human visual system adequacy
to spatial-frequency representation of signals, b) the inherent nature of texture
patterns in terms of presence of geometrical structures, relationship between tex-
ture elements and variation in scales and orientations, and c) the psychological
research on human texture perception which suggests that two textures are of-
ten difficult to discriminate when they produce similar distributions of responses
from a bank of linear filters [11,12].

The CT has been introduced to overcome the wavelet inefficiency for de-
scribing directional selectivity. Taking into account the relevance of multiple
scales and orientations in textures, the CT carries an important impact on the
quality of texture analysis and feature extraction. Recently, some studies have
successfully investigated the use of contourlets to capture image features for
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texture retrieval. The reported works adopted either energy measures through
spatial-frequency subbands [16,19] or statistical modelling parameters of con-
tourlet subbands [10,14,15]. Po et al. [14] conducted qualitative and quantitative
investigation on the statistical modelling of CT coefficients in natural images.
New properties are revealed such as: a) CT coefficients strongly depend on their
spatial, multi-scale and directional neighborhood, especially for highly textured
images, and b) conditioned on their neighborhood, CT coefficients are ”approxi-
mately” Gaussian. Based on these properties, each CT subband is modeled using
a hidden Markov tree model with mixtures of Gaussians (MoG) that capture all
neighborhood dependencies. For similarity measurement between two images,
the Kullback-Liebler distance (KLD) is suggested. The approach demonstrated
better retrieval rates than using wavelets for searching texture images exhibit-
ing high directionality. A variant of this method restricts the MoG modelling to
intra-band dependencies in luminance images [10], where estimation of model
parameters is based on Markov dependencies among neighboring coefficients ac-
cording to the directional orientation in each contourlet subband.

In [15], a generalized Gaussian density (GGD) is used to model the marginal
distribution of contourlet coefficients in each subband. Estimated model param-
eters (namely the scale and the shape) are taken as components of the feature
vector. Minimum value of KLD between two feature vectors is employed to find
similar images. In comparison to the Laplacian or the Gaussian distribution,
the GGD has an additional free parameter that controls the shape of the distri-
bution and provides it more flexibility to fit different platykurtic or leptokurtic
histogram shapes [2,5]. In [6,7], the authors demonstrated the superiority of
using the wavelet-based GGD modelling over energy-based methods for texture
retrieval. However, the main assumption of these works is that a single GGD can
capture the shape of the wavelet distribution in each wavelet subband. When
examining several examples of texture images, one might clearly notice that for
a wide range of natural texture images, wavelet distribution as well as CT dis-
tribution is overly heavy-tailed and the representation with a single GGD will
lack accuracy. Based on this observation, [1] proposed a model based on finite
mixtures of GGDs, which has proven to be more powerful than using the GGD
to capture the variety of wavelet histogram shapes.

In this paper, we propose to use a mixture of GGDs (denoted by MoGG) to
model the contourlets distribution of texture images. The MoGG offers more
flexibility than using a single GGD to fit various shapes of data. Furthermore,
it provides the ability to combine low-pass and high-pass contourlet coefficients
for image description. We demonstrate that the combination of redundant con-
tourlet image representation and MoGG modelling offers a powerful tool for
texture discrimination and retrieval. We prove experimentally that this combina-
tion outperforms the wavelet-based retrieval approach. Furthermore, we propose
a similarity measurement between images based on Monte-Carlo sampling to ap-
proximate the KLD. Experiments on the well known Vistex dataset [13] demon-
strate the superiority of the proposed approach for texture retrieval over recent
state-of-the-art methods while maintaining comparable computational time.
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The remainder of this paper is organized as follows: Section 2 describes rel-
evant properties of the redundant contourlet transform. Section 3 details the
MoGG model and its use in representing contourlet distribution. Section 4
presents our application to texture retrieval. Section 5 presents some experi-
mental results.

2 The Redundant Contourlet Transform (RCT)

Directional multiscale image representation is achieved efficiently by means of
contourlet transform and its variants [8]. Compared to the DWT, the strength
of this true two-dimensional transform is its enhanced directional selectivity. It
is well known that fine contours are efficiently reconstructed from their compact
representation as few contourlet coefficients localized in the right directional sub-
bands [8]. These facts provide enough motivation to use contourlets in extracting
significant image features for texture retrieval. In general, image processing on a
multi-scale representation where redundancy is not a big issue can take benefit
from over-sampled image decompositions to capture more accurate image char-
acteristics through scale and orientation. This is the reason why the redundant
contourlet transform (RCT) has been introduced [4]. The RCT variant aims at
reducing aliasing problems and shift sensitivity.

As for the contourlet transform, the RCT decomposition scheme is divided
in two parts: a multiscale decomposition based on a Laplacian pyramid and a
directional filter bank (DFB) using two-dimensional filtering and critical down-
sampling. However, in RCT all down-sampling operations are discarded from
the Laplacian stage and a set of symmetric low-pass filters having adequate
frequency selectivity and pseudo-Gaussian properties are employed (see Fig. 1).
Filter impulse responses hb(n) are given in Eq. (1) where b is a factor influencing
the frequency bandwidth:

hb(n) = e−2 n
b − e−2

(
e−2(n−b

b )2

e−2(n+b
b )2)

(1)

Using L filters (with b=2, 4, 8, 16) results into a redundant Laplacian pyramid
(RLP) having L+ 1 equal-size sub-images: one coarse image approximation and
L band-pass sub-images. Then, a DFB with D = 4 orientations and 1:4 critical
down-sampling is applied on each of the L RLP subbands to obtain 4L equal-
size directional subbands (Cld, l = 1, ..., L; d = 1, ..., D) in addition to a 1:4
down-sampled image approximation CL as shown in Fig. 1.

3 MoGG Modelling of RCT

The general Gaussian distribution for a univariate random variable x ∈ R is
defined in its general form as follows (see ref. [5]):

p(x|μ, σ, β) =
β
√

Γ (3/β)
Γ (1/β)

2σΓ (1/β)
exp

(

−A(β)
∣
∣∣
∣
x− μ
σ

∣
∣∣
∣

β
)

, (2)
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Fig. 1. Three-level RCT decomposition scheme (L = 3) and corresponding frequency
partition. All down-sampling operations are discarded from the Laplacian stage.

where A(β) =
[

Γ (3/β)
Γ (1/β)

]β
2
, Γ (·) denotes the gamma function, and μ and σ are

the distribution mean and standard deviation parameters. The parameter β ≥ 1
controls the kurtosis of the pdf and determines whether the distribution is peaked
or flat: the larger the value of β, the flatter the pdf; and the smaller β is, the
more peaked the pdf is around its mean. As β → ∞, the distribution becomes
uniform; whereas, when β → 0, the distribution becomes a delta function at μ
[2,5]. For multi-modal data, we propose to use a mixture of GGDs (MoGG) as
proposed in [2]. Given a MoGG with K components, the marginal distribution
of the random variable x is given by

p(x|θ) =
K∑

i=1

πip(x|μi, σi, βi), (3)

where 0 < πi ≤ 1 and
∑K

i=1 πi = 1. Here, θ designates the set of model parame-
ters {πi, μi, σi, βi, i = 1, . . . ,K}. The model selection and parameter estimation
of the MoGG is achieved in an unsupervised fashion using the minimum message
length (MML) principle [18]. Given a sample of data X = {x1, x2, ..., xN}, the
MML provides a natural trade-off between model complexity (i.e., number of
mixture components) and goodness-of-fit to X . With a MoGG with K compo-
nents, the estimation of the GGD parameters is given as follows [2]:

π̂k =
1
n

n∑

i=1

p(θk|xi) (4)

μ̂k =
∑n

i=1 p(θk|xi)|xi − μk|βk−2xi∑n
i=1 p(θk|xi)|xi − μk|βk−2

(5)
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σ̂k =
[
βkA(βk)

∑n
i=1 p(θk|xi)|xi − μk|βk

∑n
i=1 p(θk|xi)

]1/βk

(6)

Fig. 2 shows an example of second-level RCT subbands of image ’Fabric.02’ of
[13]. Fig. 3 shows the MoGG modelling of the approximation image and the
subband C23. Clearly, the histogram of C23 is sharply peaked, heavily tailed
and not perfectly symmetric at the same time, making the modelling using one
GGD inaccurate, as shown in Fig. 3.c. Using a MoGG (see Fig. 3.e) yields better
approximation in this case where the coefficients histogram is perfectly fitted.
Fig. 3.a. and 3.b compare the accuracy of using MoG versus MoGG to fit the
histogram of the approximation image. Clearly MoGG has a better fitting than
the MoG due to the flexility of the GGD to adapt heavy-tailed and sharply
peaked histogram modes.

(a) (b) (c)

(d) (e) (f)

Fig. 2. Illustration of the RCT: (a) original image, (b) approximation image, and RCT
subbands (c) C21, (d) C22, (e) C23, and (f) C24

4 MoGG Similarity Measurement for Texture Retrieval

Do et al. [7] developed a closed-form KLD between univariate centered GGDs.
However, when dealing with mixture of GGDs with arbitrary number of compo-
nents, a closed-form solution for the KLD is intractable. To remedy this issue,
we resort to approximating the KLD using Monte-Carlo sampling techniques.
Given two MoGG models f(x) =

∑K
i=1 πip(x|θi) and g(x) =

∑M
j=1 ωjp(x|θj)

representing the distribution of contourlet coefficients in the same subband in
two images, the KLD distance between the two models is given by:

D(f ||g) =
∫ K∑

i=1

πip(x|θi)log

( ∑K
i=1 πip(x|θi)

∑M
j=1 ωjp(x|θj)

)

dx, (7)
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Fig. 3. Approximation of the histograms of the RCT subbands. The first row shows
the approximation of a low-pass band using: (a) a mixture of 8 Gaussians and (b) a
mixture of 8 GGDs. The second row shows the approximation of a detail subband C23

using: (c) one GGD, (d) a mixture of two GGDs and (e) a mixture of three GGDs.

The goal of sampling is to generate a sufficiently large sample X = {x1, x2, ..., xn}
from the distribution f , in order to approximate the KLD using Monte-Carlo
integration:

Dmc(f ||g) =
1
n

n∑

i=1

log
f(xi)
g(xi)

, (8)

which converges to D(f ||g) when n→∞. We tested several sampling techniques
to find the most accurate approximation of KLD in (7), namely: rejection, im-
portance and MCMC Metropolis-Hasting sampling techniques [17]. We found
rejection sampling as the most accurate in our case [3]. In what follows, we use
this sampling as our reference for developing our texture distance measurement.

Given a pyramidal decomposition of two images I1 and I2, we obtain for each
image 4L high-pass subbands: Cl1, Cl2, Cl3 and Cl4 and one low-pass subband
CL. We calculate the similarity of I1 and I2 using the following function:

S(I1, I2) =
1
2

L∑

l=1

4∑

d=1

(
D(f ld

1 ||f ld
2 )

)
+D(fL

1 ||fL
2 ), (9)

where f ld
1 and f ld

2 stand for the subbands of level l and direction d for the im-
ages I1 and I2, respectively. The fL

1 and fL
2 correspond to the approximation

(low-pass) subbands for the images I1 and I2, respectively. As mentioned previ-
ously, to calculate S(I1, I2), we use rejection sampling since it provides the best
approximation for the KLD.
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5 Experiments

To measure the performance of the proposed approach, we conducted experi-
ments using images from the VisTex dataset [13]. The dataset contains images
of size 512 × 512. We selected 47 images from various texture categories and
extracted 16 sub-images of size 256× 256 in each image to construct a database
of 752 sub-images. To eliminate the effect of range variation in the luminance
of the sub-images, and thus reduce bias in the retrieval phase, we normalized
the luminance of each sub-image as follows. Let μM and σM be the medians of
the means and the standard deviations of the 16 sub-images that originate from
the same image. Each sub-image Ii of the 16 is normalized using the following
formula:

Ii =
(Ii − μi)

σi
× σM + μM , (10)

where μi and σi are the mean and the standard deviation of Ii. We measured the
retrieval performance of the compared methods in terms of the retrieval rate (%),
which refers to the number of relevant images found among the top-N retrieved
images. In what follows, all the presented retrieval results have been obtained by
averaging the retrieval rates corresponding to 47 randomly selected queries (a
random query per each image category). We compared our approach for texture
retrieval, denoted by RCT-MoGG, with recent state-of-the-art methods, namely:

1. W-GGD: Wavelet-based texture retrieval using single GGD and KLD [7].
2. W-MoGG: Wavelet-based texture retrieval using MoGG and KLD [1].
3. C-MoG-HMM: Contourlet-based texture retrieval using mixtures of Gaus-

sians and hidden Markov model trees [14].
4. RCT-GGD: RCT-based texture retrieval using single GGD and KLD.

Tab. 1 presents the average retrieval rates (%) in the top 16 images obtained
by the compared methods. We can observe that methods using single GGDs for
both wavelets and contourlets lead to the least retrieval rates. Our experiments
agree with [1] in that W-MoGG gives better performance than W-GGD. The
best method is RCT-MoGG(+Approx.) which corresponds to the MoGG mod-
elling of RCT coefficients including the approximation subband. The method
C-MoG-HMM gives slightly better results in comparison to RCT-GGD, but it is
less accurate than RCT-MoGG. Fig. 4.a shows the retrieval rates with different
combinations of scale levels. We can see that each further scale increases the
performance of the retrieval rate. Excellent results, with retrieval rates above
98%, are obtained using 3 scale levels plus the approximation subband.

Finally, Fig. 4.b shows a comparison of RCT-MoGG to the other methods. We
used 3 levels of pyramidal decomposition for each method. We can clearly see the
superiority of the RCT-MoGG to the compared methods. From our observations,
this performance comes from two main factors: 1) The use of MoGG to model the
redundant contourlet coefficients which gives highly accurate histogram fitting,
and 2) the inclusion of the approximation subband for retrieval which adds
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Table 1. Average retrieval rate (%) in the top 16 images vs. the number of decompo-
sition levels. Six methods are compared

Number W-GGD W-MoGG RCT-GGD C-MoG-HMM RCT-MoGG RCT-MoGG
of levels (+ Approx.)

L = 1 86.11 88.83 83.45 91.48 88.96 97.74

L = 2 91.20 92.42 92.69 93.75 93.35 97.74

L = 3 92.60 93.88 94.55 95.14 96.01 97.74

20 30 40 50 60 70 80 90 100
0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

Top N retrieved images

A
ve

ra
g

e 
ra

te
 (

%
) 

o
f 

re
le

va
n

t 
im

ag
es

 

 

RCT−MoGG  (L=1)
RCT−MoGG  (L=2)
RCT−MoGG  (L=3)
RCT−MoGG (L=3 + Approx.)

20 30 40 50 60 70 80 90 100
0.93

0.94

0.95

0.96

0.97

0.98

0.99

1

Top N retrieved images

A
ve

ra
g

e 
ra

te
 (

%
) 

o
f 

re
le

va
n

t 
im

ag
es

 

 

RCT−GGD
W−GGD
C−MOG−HMM
W−MOGG
RCT−MoGG(+Approx.)

(a) (b)

Fig. 4. (a) Retrieval performance of the RCT-MoGG using different numbers of RCT
scale levels, (b) Comparison of our RCT-MoGG approach to the other methods

substantial information about the image appearance. In terms of computational
time, we observed that W-GGD and RCT-GGD are more efficient than C-MoG-
HMM, and RCT-MoGG is more efficient than C-MoG-HMM.

6 Conclusions

A new statistical-based texture characterization is proposed using finite MoGG
modelling of redundant contourlets. The proposed approach allows leveraging the
power of low-pass and high-pass contourlet coefficients for texture description
and characterization. We successfully applied our approach for texture discrimi-
nation and retrieval. Compared to recent state-of-the-art methods, our approach
has shown better results with retrieval rates above 98%. In the future, other con-
tourlet decomposition filters will be investigated as well as applications of our
approach for natural image classification and retrieval.

Acknowledgment. This work has been completed thanks to the Natural Sci-
ences and Engineering Research Council of Canada (NSERC) support.



454 M.S. Allili and N. Baaziz

References

1. Allili, M.S.: Wavelet-Based Texture Retrieval Using a Mixture of Generalized Gaus-
sian Distributions. In: Int’l Conf. Pattern Recognition, pp. 3143–3146 (2010)

2. Allili, M.S., Bouguila, N., Ziou, D.: Finite General Gaussian Mixture Modelling
and Application to Image and Video Foreground Segmentation. J. of Electronic
Imaging 17, 013005 (2008)

3. Allili, M.S.: Similarity Measurements Between Finite Mixtures of Generalized
Gaussian Distributions. Technical report (2011)

4. Baaziz, N.: Adaptive Watermarking Schemes Based on a Redundant Contourlet
Transform. In: IEEE Int’l Conf. on Image Process., pp. I-221 –224 (2005)

5. Box, G.-E.P., Tiao, G.C.: Bayesian Inference in Stat. Analysis. Wiley classis, Chich-
ester (1992)

6. Choy, S.-K., Tong, C.S.: Supervised Texture Classification Using Characteristic
Generalized Gaussian Density. J. of Math. Imaging and Vision 29(1), 37–47 (2007)

7. Do, M.N., Vetterli, M.: Wavelet-Based Texture Retrieval Using Generalized Gaus-
sian Density and KLD. IEEE Trans. on Image Process. 11(2), 146–158 (2002)

8. Do, M.N., et al.: The Contourlet Transform: An Efficient Directional Multireso-
lution Image Representation. IEEE Trans. on Image Process. 14(12), 2091–2106
(2005)

9. Fan, G., Xia, X.G.: Wavelet-Based Texture Analysis and Synthesis Using Hidden
Markov Models. IEEE Trans. on Circuits and Systems-I 50(1), 106–120 (2003)

10. He, Z., Bystrom, M.: Color Texture Retrieval Through Contourlet-Based Hidden
Markov Model. In: IEEE Int’l Conf. on Image Process., pp. 513–516 (2005)

11. Heeger, D.J., Bergen, J.R.: Pyramid-Based Texture Analysis/Synthesis. In: IEEE
Int’l Conf. on Image Process., vol. 3, pp. 648–651 (1995)

12. Mirmehdi, M., et al.: Handbook of Texture Analysis. Imperial College Press, Lon-
don (2008)

13. Vision Texture, http://vismod.media.mit.edu/
14. Po, D.D.-Y., Do, M.N.: Directional Multiscale Modelling of Images Using the Con-

tourlet Transform. IEEE Trans. on Image Process. 15(6), 1610–1620 (2006)
15. Qu, H., et al.: Texture Image Retrieval Based on Contourlet Coefficient Modelling

with Generalized Gaussian Distribution. In: Kang, L., Liu, Y., Zeng, S. (eds.)
ISICA 2007. LNCS, vol. 4683, pp. 493–502. Springer, Heidelberg (2007)

16. Rao, S., Srinivas Kumar, S., Chatterji, B.N.: Content-Based Image Retrieval Using
Contourlet Transform. ICGST-GVIP Journal 7(3) (2007)

17. Robert, C., Casella, G.: Monte Carlo Statistical Methods. Springer, Heidelberg
(2010)

18. Wallace, C.S.: Statistical and Inductive Inference by Minimum Message Length.
Information Science and Statistics. Springer, Heidelberg (2005)

19. Yifan, Z., Liangzheng, X.: Contourlet-Based Feature Extraction on Texture Images.
In: Int’l Conf. on Computer Science and Software Engineering, pp. 221–224 (2008)

http://vismod.media.mit.edu/


Evaluation of Histogram-Based Similarity

Functions for Different Color Spaces

Andreas Zweng, Thomas Rittler, and Martin Kampel

Computer Vision Lab, Vienna University of Technology,
{zweng,kampel}@caa.tuwien.ac.at, thomas.rittler@tuwien.ac.at

Abstract. In this paper we evaluate similarity functions for histograms
such as chi-square and Bhattacharyya distance for different color spaces
such as RGB or L*a*b*. Our main contribution is to show the per-
formance of these histogram-based similarity functions combined with
several color spaces. The evaluation is done on image sequences of the
PETS 2009 dataset, where a sequence of frames is used to compute the
histograms of three different persons in the scene. One of the most popu-
lar applications where similarity functions can be used is tracking. Data
association is done in multiple stages where the first stage is the com-
putation of the similarity of objects between two consecutive frames.
Our evaluation concentrates on this first stage, where we use histograms
as data type to compare the objects with each other. In this paper we
present a comprehensive evaluation on a dataset of segmented persons
with all combinations of the used similarity functions and color spaces.

Keywords: similarity functions, tracking, color spaces, evaluation.

1 Introduction

Color histograms are the most common technique for extracting color features
in computer vision due to theirs computational low cost. Furthermore, similar-
ity functions are used to compute the similarity or the difference between two
objects. In the field of tracking, color histograms and similarity measures take
an important part in mean shift-based [3] and particle filter-based [4] tracking
algorithms. In [5] similarity is computed in order to track detected persons. They
use several stages of data association to increase the robustness of the tracker.
In the first stage they combine single detections of consecutive frames, which
has so called tracklets as output. A tracklet contains several temporal detections
which are then combined in a second stage. In [6] a similar approach is used,
where three different stages are used to track objects. In a low-level stage simple
features are used to compute the similarity between persons. Features like po-
sition, size and appearance are used to compute a similarity only between two
consecutive frames. In further stages the tracklets are then analyzed using the
hungarian algorithm for example. Our motivation was to evaluate all combina-
tions of well known similarity functions and color spaces in order to find the best
combination which can then be used in different applications such as tracking.
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This paper is organized as follows: In the next two sections we will provide a
brief overview of the used color spaces and similarity functions. The evaluation
results will be presented and discussed in section 4. The paper is concluded in
section 5.

2 Color Spaces

In order to describe colors reproducibly, several color spaces have been evolved to
meet different requirements. We have evaluated six well-established color spaces
in the area of computer vision like tracking or image retrieval. In this section we
shortly describe the area of usage of color spaces and their properties.

The RGB color space is an additive color space based on the three primary
colors: red, green and blue. Colors are produced by adding components, with
white having all colors present and black being the absence of any color. Ac-
cordingly, this implies that the RGB components are highly correlated with one
another. The RGB color space is most commonly used for active devices such as
computer monitors, digital cameras and television.

The HSV color space is similar to the human perception of color and consid-
ered to be better suited for human interaction. Colors are described in terms of
the three components: hue, saturation and value. Hue refers to the pure spec-
trum color, saturation is the colorfulness and value is the brightness.

In the YCbCr color space is divided into luminance (Y) and chrominance
(Cb, Cr). Cb and Cr denote the blue-yellow and the red-green color difference,
respectively. This representation uses the characteristics of the human eye to be
particularly sensitive to green light. The YCbCr color space is most frequently
used in digital video and photography systems. Since the human visual system
is less sensitive to changes in chrominance than to changes in luminance, the
separation of Y and chroma components enables a higher compression rate and
a reduction of bandwidth and storage space using chroma subsampling [7].

The I1I2I3 color space is a linear transformation of the RGB color space in-
troduced in [8]. I1 represents intensity and I2 and I3 correspond to chromatic
information, respectively. Since these components are less correlated, the I1I2I3
color space is more efficient in terms of region segmentation using color features.

XYZ is a standardized color space based on the CIE tristimulus values: X,
Y and Z. These values were derived from the responsivity of the cone cells in
the retina of the eye that are responsible for color vision. The projection to the
unit plane X+Y+Z=1 defines the CIE chromaticity diagram, discarding the lu-
minance Y. The XYZ color space comprises all human-visible colors.

The L*a*b* color space was derived from the XYZ color space to achieve
perceptual uniformity. Similar to YCbCr, it consists of one lightness dimension
(L) and two chrominance dimensions (a*, b*) based on the color opponent pro-
cess. Additionally, L*a*b* is a equidistant and device independent color space,
covering all percievable colors.
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3 Similarity Functions

Similarity functions compute a similarity measure between datasets, in our case,
two histograms. A taxonomy on histogram distance measures has been presented
in [9]. Subsequently, let H1 and H2 denote the histograms of two images I1 and
I2 respectively, each containing n bins with i = 1 . . . n. Furthermore, it needs
to be marked that the similarity functions differ in the range of their outcomes,
which is elucidated, additionally to their main attributes, in this section.

Histogram intersection (HI) has been introduced in computer vision by [10],
which is defined as:

dintersection(H1, H2) =
∑

i

min(H1(i), H2(i)) (1)

If both histograms are normalized by the total number of image pixels, HI is a
similarity measure such that 0 ≤ dintersection(H1, H2) ≤ 1, where 1 indicates a
perfect match and 0 is a complete mismatch. The resultant value of the inter-
section is the proportion of pixels from image I1 that have corresponding pixels
of the same color in image I2.

The Bhattacharyya distance is a similarity measure between two probability
distributions based on the Bhattacharyya coefficient [11][12]. The relation be-
tween Bhattacharyya and the χ2 measure is presented in [13].

The chi-square (χ2) measure is a commonly used statistical measure to cal-
culate the similarity between frequency distributions based on the Pearsons’s
chi-square test statistic.A total mismatch of the chi-square similarity measure is
unbounded, i.e., the value of its maximum depends on the size of the histogram.
In contrast, 0 indicates a perfect match. Furthermore, a singularity problem
occurs when comparing frequencies of the distributions that are both zero. An
upper bound of 1.0 has been found empirically as the best choice for evaluation.

The Pearson Product-Moment Correlation Coefficient is a widely used mea-
sure of linear dependence between two random variables or the linear dependence
of a bivariate random variable. It is defined as the quotient between their covari-
ance and the product of their respective standard deviations. Perfect positive
and negative linear relationship between X and Y yields to, respectively, 1 and
-1, whereas a value of 0 means that X and Y are not linearly correlated. Exper-
iments showed, that the output range lies between -0.1 and 1.0. Since negative
values are unlikely we assigned the value 0 to all negative outputs for evaluation
to achieve the range [0, 1].

The earth mover distance computes the effort for shifting a histogram into
another histogram for similarity computation [2]. We have not evaluated the
EMD because the computational cost of the algorithm is too high for a real-
time computation in video sequences (with image sizes of e.g.: 640x480 pixel).

4 Evaluation

In the sequence S2.L1.12-34.View001 of the PETS 2009 dataset we have choosen
50 consecutive frames and segmented three different persons (see Fig. 1). The
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(a) (b) (c)

Fig. 1. Example of subject images and corresponding binary masks (PETS 2009)

Fig. 2. Detailed similarities for the HSV space using χ2

persons are manually pre-segmented in order to increase the precision of the
evaluation of the similarity functions. After the color space transformation of the
subject images, the color histograms using the binary masks are computed per
frame. The histograms are constructed for each color channel independently as
well as for all three channels combined (3D-histogram), to preserve their spatial
linkage. Finally, after histogram normalization, the several similarity functions
are applied and their outcomes are adapted to the range [0, 1], where a value of
0 indicates complete dissimilarity.

The left column in Figures 2 and 3 represents the Intra-object similarity and
the right column the Inter-object similarity, where rows depict the individual
color channels and 3D. The subjects a, b, c are color coded as red, green, blue as



Evaluation of Histogram-Based Similarity Functions 459

Fig. 3. Detailed similarities for the I1I2I3 color space using χ2

(a) Intra-object similarity (b) Inter-object similarity

Fig. 4. Similarities combining all three channels (3D-histograms)

well as their combinations thereof 1:2, 1:3, 2:3 as black, magenta, cyan, respec-
tively. Similarities of one person, named Intra-object similarity, are calculated on
consecutice frames of this subject. On the other side, similarities (here: dissim-
ilarities) between different objects, named Inter-object similarity, are computed
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Fig. 5. Mean Intra-object similarities of all frames per subject (0,100)

on the subject images of the same frame. Moreover, for the 3D-histograms the
color space is divided into subcubes, where the edge length of one cube is equal
to the segment size, i.e., a transformation of the three color dimensions to 1D
and the number of bins is defined by (

number of bins
segment size

)3. In Figure 2 - Figure 7 we
set the bin count to 256 and the segment size to 8. The number of histogram
bins influences the tradeoff between robustness and discriminability to the ex-
tent that a lower quantity of bins increases the Intra-object similarity as well as
Inter-object similarity, since it decreases the number of different color features.

Experiments show that clamping the values of the unbounded χ2 - function
to the range [0,1] delivers reasonable results for normalized histograms. In a
similar way negative values of the correlation are transformed. In Figure 2 and
Figure 3 the results of the bounded χ2 - similarity measure for the I1I2I3 and
HSV color space are presented. The hugh dips for subject 1 in frame 22 and
subject 3 in frame 28 are due to occlusions in the image sequence. Since greater
differences are more punished by the χ2 - function, these dips are less marked in
the remaining similarity measures. Due to the properties of the individual HSV
dimensions, combining all three channels is ineffectual in general.

In Figure 4 the average similarities for 3D-histograms are visualized. Here,
correlation yields the highest scores for Intra-object similarity as well as for Inter-
object similarity except from the I1I2I3 color space, where the color dimensions
are almost uncorrelated. As a result, the I1I2I3 color space delivers the best
Intra-/Inter-object similarity ratio on the stated similarity measures followed by
YCbCr. Additionally, it can be especially observed that the XYZ color space
is inapplicable for color histograms due to its definition. Figure 7 endorses that
the I3 color dimensions can be neglected for similarity measures, since it con-
tains less information as stated in [8]. Intra-object similarity for single channel
histograms yields values between 0.75 and 0.95.
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Fig. 6. Mean Inter-object similarities of all frames per subject combination (0,100)

(b) First Channel (c) Second Channel (d) Third Channel

Fig. 7. Inter-object similarities seperated into individual channels

An overview of different results of our evaluation is shown in Figures 5 and 6.
Rows represent the different similarity functions, where row ‘256’ indicates single
channel histograms using 256 bins and ‘4’ depicts 3D histograms segmented in
blocks of size 4, i.e. (256/4)3 bins, respectively; columns represent the different
color spaces and subjects combinations, where ‘1:2’ shows the similarity between
subject 1 and subject 2 for example. In Figure 6 higher scores indicate better
results, where in Figure 5 lower scores indicate better results.

5 Conclusion

In this paper we examined the effect of several histogram-based similarity func-
tions for different color spaces. Our analysis show that the best result for high
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Intra-object similarity and low Inter-object similarity is achieved by a bounded
version of the χ2 - similarity measure in the I1I2I3 and the YCbCr color space
considering all three color dimensions. For single channel histogram comparision
I2 of the I1I2I3 color space provides a decent choice. Further, histogram inter-
section provides similar results to the Bhattacharyya distance at computational
lower cost. Our results can be used for applications which are related to tracking.
People detection such as the human detector using the histograms of oriented
gradients feature [1] or a connected component computation are required to be
computed before tracking. A tracker then tries to assign the single detections
in consecutive frames where similarity functions are used. Using our evaluation
the best combination using the mentioned color spaces and similarity functions
is known.
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Abstract. Camera-based person detection is of paramount interest due
to its potential applications. The task is difficult because the great vari-
ety of backgrounds (scenarios, illumination) in which persons are present,
as well as their intra-class variability (pose, clothe, occlusion). In fact,
the class person is one of the included in the popular PASCAL visual
object classes (VOC) challenge. A breakthrough for this challenge, re-
garding person detection, is due to Felzenszwalb et al. These authors
proposed a part-based detector that relies on histograms of oriented gra-
dients (HOG) and latent support vector machines (LatSVM) to learn
a model of the whole human body and its constitutive parts, as well as
their relative position. Since the approach of Felzenszwalb et al. appeared
new variants have been proposed, usually giving rise to more complex
models. In this paper, we focus on an issue that has not attracted suf-
ficient interest up to now. In particular, we refer to the fact that HOG
is usually computed from RGB color space, but other possibilities exist
and deserve the corresponding investigation. In this paper we challenge
RGB space with the opponent color space (OPP), which is inspired in
the human vision system. We will compute the HOG on top of OPP, then
we train and test the part-based human classifier by Felzenszwalb et al.
using PASCAL VOC challenge protocols and person database. Our ex-
periments demonstrate that OPP outperforms RGB. We also investigate
possible differences among types of scenarios: indoor, urban and coun-
tryside. Interestingly, our experiments suggest that the benefits of OPP
with respect to RGB mainly come for indoor and countryside scenarios,
those in which the human visual system was designed by evolution.

1 Introduction

Camera-based person detection is of great interest for applications in the fields of
content management, video-surveillance and driver assistance. Person detection
is difficult because the great variety of backgrounds (scenarios, illumination) in
which persons are present, as well as their intra-class variability (pose, clothe, oc-
clusion). Currently, discriminative part-based approaches [1,2], that heavily rely
on dynamic part detection, constitute the state of the art for detecting persons.

A. Berciano et al. (Eds.): CAIP 2011, Part II, LNCS 6855, pp. 463–470, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. Annotation enrichment for PASCAL VOC 2007 dataset. First, second and third
rows show images that we have annotated as indoor, urban and countryside, resp.

The part-based human detectors generally use the histograms of oriented gra-
dients (HOG) introduced in [3] by Dalal et al. as low-level features for building
person models. HOG features are computed on top of RGB color space. On the
other hand, in the context of image categorization [4] it has been demonstrated
the usefulness of the so-called opponent color space (OPP) when working with
the so-called SIFT descriptor [5]. Since HOG are SIFT-inspired, we think it is
worth to test the use of opponent colors for person detection, i.e., replacing the
RGB color space by the OPP one in the part-based person detection method
described in [2]. Moreover, we are interested in assessing if person detection per-
formance can be affected by the type of scenario where it is performed. In other
words, we want to perform a scenario-based comparison between the OPP and
RGB color spaces, when pugged-in for HOG-part-based person detection.

As scenarios we have chosen three relevant types: indoor, countryside and
urban. In order to conduct our experiments we use the class person included
in the popular PASCAL visual object classes (VOC) challenge [6]. We have
enriched the annotation with the indoor, countryside and urban labels, both for
training and testing data (Fig. 1). As we will see, our experiments suggest that
the benefits of OPP with respect to RGB mainly come for indoor and countryside
scenarios, those in which the human visual system was designed by evolution.

The rest of the paper is organized as follows. In section 2 we summarize
our proposal of using opponent colors with part-based person detection. Section
3 details the conducted experiments, while in Sect. 4 we discuss the obtained
results. Finally, Sect. 5 draws the conclusions and future work.
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2 Part-Based Person Detector Based on Opponent Colors

The part-based paradigm, introduced by Fischler and Elshlager dates back to
1973 [7]. It provides an elegant way of representing an object category and
is particularly efficient for object localization. This model has been built and
extended in many direction according to different problems in the computer
vision field. Here, we will briefly overview the main principles of part-based
methods.

In part-based models, the focus remains on modelling an object as having a
number of parts arranged in a deformable configuration. Each part captures the
appearance of the object at local level and there is some flexibility in object-parts
placement to account for global deformations. The best configuration of such a
model is framed on an image as an energy minimization problem which measures
the score for each part and deformation score for each pair of connected parts.
Part-based models can be separated into many categories depending upon the
connection structure to represent the parts: constellation model, star-shaped,
tree-shaped, bag of features, etc. Recently, [1,2] has adopted the star-structured
part-based model, which has shown to provide excellent results on human detec-
tion [6]. The appearance of an object is represented by histograms of oriented
gradients (HOG) features in a 31-dimensional feature vector. HOG of part fil-
ters are captured at twice the resolution of the root (full-body) filter to model
appearance at multiple scales. Here we follow the implementation associated to
[2], whose code has been kindly put publicly available by the authors.

In this implementation, and many others derived from it, HOG features are
computed on top of RGB color space. Or more precisely, on top of the max-
gradient operation on RGB color space (i.e., max{∇R,∇G,∇B}). This way of
computing HOG derives from the original work by Dalal et al. [3] where HOG
features were defined in the context of a holistic person detector.

However, in the context of image categorization [4] it has been demonstrated
the usefulness of the so-called opponent color space (OPP) when working with
the so-called SIFT descriptor [5]. Since HOG are SIFT-inspired, we think it is
worth to test the use of opponent colors for person detection, i.e., replacing the
RGB color space by the OPP one in the part-based person detection method in
[2]. Accordingly, we briefly summarize OPP in the rest of the section.

Opponent process theory postulates that yellow-blue and red-green informa-
tion is represented by two parallel channels in the visual system that combine
cone signals differently. It is now accepted that at an early stage in the red-green
opponent pathway, signals from L and M cones are opposed and, in the yellow-
blue pathway, signals from S cones oppose a combined signal from L and M cones
[8]. In addition, there is a third luminance or achromatic mechanisms in which
retinal ganglion cells receive L- and M- cone input. Thus, L, M and S belong
to a first layer of the retina whereas luminance and opponent colors belong to
a second layer of it, forming the basis of chromatic input to the primary visual
cortex. Note also that this mechanism is not random since human color vision
evolved for increasing the probability of subsistence [9].



466 M.A. Rao, D. Vázquez, and A.M. López

Seeing the RGB space used for codifying color in digital images as the LMS
color space of the first layer of human retina, we can also compute an opponent
colors (OPP) space as follows [4]:

red-green : O1 = (R−G)/
√

2 ,

yellow-blue : O2 = ((R +G)− 2B)/
√

6 ,

luminance : O3 = (R+G+B)/
√

3 ,

(1)

3 Experiments

In this paper we want to address the following specific questions in the context
of part-based person detection: (Q1.) if our detector must work in specific sce-
narios, is it better to use OPP or RGB?. This is useful to know it for specific
systems that must work in specific locations (e.g., intruder detection, pedestrian
detection, etc.) rather than as general computer vision systems. (Q2.) if we don’t
know a prior the scenario in which our detector must work, is it better to use
OPP or RGB?. This question is more related to general systems that must work
in a broad spectrum of environments (e.g., automatically detecting people for
focusing before a camera shot).

In order to answer Q1 we will run experiments where person classifiers, based
on RGB and OPP, are trained and tested in specific scenarios. We have selected
three different and relevant scenarios: indoor, countryside and urban (Fig. 1).
In particular we will run the part-based method summarized in Sect. 2, with
the only difference of the input color space used before computing the HOG
descriptors: we run equivalent experiments for RGB and OPP. We will use the
person class of the PASCAL VOC detection challenge of 2007. The reason for
using the data from 2007 is that it was the last time that testing annotations were
provided. We need such annotations to enrich them with the different scenarios
we have mentioned (Fig. 1). After doing such enrichment for training and testing
data, we obtain the numbers of training windows and testing images per scenario
summarized in Tab. 1.

In order to answer Q2 we run experiments analogous to the scenario-based
ones, but without actually distinguishing the scenario. In other words, we per-
form the type of experiments that PASCAL VOC challenge participants do, for
the cases of RGB and OPP color spaces. Additionally, we not only present the

Table 1. Training and testing numbers per scenario: person windows (+); images
without persons (-); initial background windows (-) after sampling 200 one per image
without persons; number of images for testing as well as persons to be detected

Training Testing
Windows (+) Images (-) Initial Windows (-) Images Windows (+)

Indoor (45.5%) 4268 (36.0%) 516 (36.0%) 103200 (41.0%) 2031 (49.1%) 2252

Countryside (18.8%) 1762 (29.0%) 414 (29.0%) 82800 (29.5%) 1463 (22.2%) 1004

Urban (35.7%) 3350 (35.0%) 501 (35.0%) 100200 (29.5%) 1458 (28.1%) 1272

Overall 9380 1431 286200 4952 4528
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overall result on the full testing dataset but also the results of applying the over-
all classifiers (i.e., the ones trained without taking into account the scenarios)
to each considered scenario separately.

It is worth to mention that Felzenszwalb et al. method computes the HOG
over the max-gradient as we have seen in Sect. 2, however, we compute separate
HOG features for each OPP channel. Thus, our features are of a dimension
three times higher than the usually used for HOG computation. Nevertheless,
for a fair comparison we did similar experiments using the separate R, G and
B channels in an analogous use to the three OPP channels. The results were
basically analogous to the use of max-gradient for RGB, thus, the conclusions of
this paper do not change. Accordingly, here on we will only focus on the usual
procedure found in the literature, i.e., computing the max-gradient for RGB.
Note that while RGB channels are highly correlated ones, OPP ones are not.

For the training of any classifier we apply the bootstrapping method to collect
hard negatives. We follow the scheme provided by the publicly available software
of Felzenszwalb et al., which collects all possible hard negatives until filling 3GB
of working memory. In practice, this means to perform about ten bootstrappings.

In order to evaluate the obtained results, we follow the PASCAL VOC 2007
protocol, which is based on precision-recall (PR) curves and the associated av-
erage precision (AP). Please, refer to [6] for more details about such protocol.

In summary, the experiments to be done are:

– Indoor, countryside and urban classifiers: they are learnt from indoor images
and applied to indoor images. The same for countryside and urban ones.

– Overall classifier: it is learnt from all the images but tested in different ways:
on all the test images; only in the test images classified as indoor; only
countryside; only urban.

These experiments must be run for OPP and RGB color spaces. Thus, we
get a total of 14 PR curves and corresponding APs. Figure 2 shows all the
PR curves in a meaningful way and Tab. 2 presents the corresponding APs.
Additionally, we also applied each scenario-specifically-trained classifier to the
other scenarios (not trained). We do not plot the corresponding PR curves for
the sake of simplicity but we include the respective APs in Tab. 2.

4 Discussion

Results summarized in Fig. 2 and Tab. 2 allow to answer the questions Q1 and
Q2 stated in Sect. 3.

Table 2 shows that AP in indoor scenarios is 1.7 points higher for OPP than
for RGB when using only such type of scenarios for training. In the case of
countryside the difference is even higher, 3.1 points. However, in urban scenarios
RGB performs 0.6 points better.

A closer look to the PR curves (Fig. 2) for indoor, urban and countryside sce-
narios gives more detailed insight. In the case of indoor scenarios we appreciate
that for the specifically trained and tested classifiers the difference between OPP
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Fig. 2. Precision-recall (PR) curves obtained from the different experiments are shown:
using RGB and OPP color spaces, for the indoor, countryside, urban and overall clas-
sifiers. The average precision (AP) of each PR curve is the number shown inside the
respective parenthesis. The PRs of the specific classifiers are plotted together with the
PRs of the overall classifiers applied only in the corresponding specific scenarios.

Table 2. Average precision (AP) in % of the different trained and tested classifiers.
Indoor/Countryside/Urban/Overall in the first column refer to the training step, while
Indoor/Countryside/Urban in the second row refer to testing. Bold numbers indicate
the higher APs comparing the counterpart RGB and OPP results. For the overall
classifiers we not only include the overall APs, but also the APs corresponding to
apply such classifiers only to specific scenarios during testing.

RGB OPP
Indoor Countryside Urban Indoor Countryside Urban

Indoor 39.1 21.8 21.2 40.8 23.4 22.8

Countryside 22.0 40.9 31.1 24.9 44.0 33.4

Urban 29.9 34.9 40.9 33.3 39.8 40.3

Overall 41.9 43.1
42.9 40.6 41.4 43.3 44.3 41.0

and RGB is higher for higher recall. This fact is not captured by the AP com-
putation method used in PASCAL VOC 2007 detection challenge. Note, that
detection systems are usually interested in having higher recall. In countryside
scenarios we observe an analogous situation, but with higher differences. In the
case of urban scenarios we see that the specifically trained classifiers are pretty
similar along the whole PR plot.
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From these observations we conclude that the answer to question Q1 is: for
indoor and countryside scenarios OPP color space performs better than RGB,
while for urban scenarios it seems that there is not a clear preference for mid-to-
high recalls. The major benefit of OPP is for countryside scenarios. Interestingly,
OPP color space is the result of human evolution inside primitive indoor and
countryside environments, not urban ones, where humans were targets of inter-
est among others. Primitive indoor scenarios are of different background than
modern ones. However, countryside colors remain constant. Of course, we don’t
argue here that our experiments are supporting psychological/evolutive claims
about the human vision system, we only want to point out here what in our
modest opinion is an interesting fact.

Regarding question Q2, Tab. 2 shows that when jointly using all human win-
dows and backgrounds for training, the AP is 1.2 points higher for OPP than
for RGB. Again, by a closer look to PR curves (Fig. 2) for the overall case, we
observe that the major benefit of OPP comes for recalls over 40%, e.g., for a
recall of the 50% we obtain about ten points more of precision with OPP. We
can also assess the performance of these overall classifiers focused on our specific
scenarios. We observe then that for the indoor ones, for recalls below the 40%
RGB is giving higher precision, however, over such recall the situation changes.
The AP is 0.4 points higher for OPP than for RGB. The case of countryside
scenarios is analogous but here the OPP starts to offer better precision before,
approximately for recalls higher than the 22%. The AP is 3.7 points higher for
OPP. In urban scenarios precision is higher with RGB than with OPP for re-
calls lower than approximately the 30%, however, over such recall OPP and RGB
behave pretty similar. The AP is 0.4 points higher for RGB.

From these observations we conclude that the answer to question Q2 is: com-
bining data coming from different scenarios during training helps to potentially
obtain benefits from OPP over RGB, however, the final benefits will only be ob-
tained if the classifier is used in indoor and countryside scenarios. Note that
the best scenario for OPP, i.e., countryside according to our experiments, is the
less represented in the training of overall classifiers (Tab. 1). During testing,
countryside and urban scenarios are, basically, equally represented, but indoor
scenarios gain in testing presence (Tab. 1), which probably is the reason for OPP
offering an overall improvement over RGB (countryside cases help AP for OPP
while urban cases help RGB).

In summary, using OPP for human detection is worth out of urban scenarios,
specially for countryside. Examining Tab. 2 one could be also tempted to conclude
that overall detectors outperform the specifically trained ones, however, we think
that this can be only an effect of the number of examples and counter-examples
during training. What is clear (and expected), however, is that classifiers trained
only in one type of scenario perform poorly in the other types of scenarios.

5 Conclusion

In this paper we have investigated the effect of using the opponent color space,
which is based on the human vision system, for person detection. We have taken
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as baseline person detector the HOG and part-based method proposed by Felzen-
szwalb et al.. Then, by following the protocols of the PASCAL VOC challenge
of 2007, applied to the person class, we have collected experimental results that
state that opponent color space is a better choice for computing HOG in in-
door and, specially, countryside environments. In urban scenarios, there is no
clear benefit. Interestingly, indoor and countryside scenarios, those in which the
human visual system was designed by evolution. The combination of opponent
color scape and Felzenszwalb et al. method as well as the scenario-based study
are new up to the best of our knowledge.

As future work we plan to combine scenario-specific trained classifiers with
image classifiers so that, given a new image of unknown type, we can compute
the type of scenario to which it belongs (or a probability for each type) and
apply a selection methodology (or a fusion scheme) in order to obtain the best
benefit of the learned classifiers.

Acknowledgments. This work has been supported by the Spanish Govern-
ment projects TRA 2010-21371-C03-01 and Consolider Ingenio 2010: MIPRCV
(CSD200700018).
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Abstract. Image matching is a fundamental problem in computer vi-
sion. One of the well-known techniques is SIFT (scale-invariant feature
transform). SIFT searches for and extracts robust features in hierarchi-
cal image scale spaces for object identification. However it often lacks
efficiency as it identifies many insignificant features such as tree leaves
and grass tips in a natural building image. We introduce a content adap-
tive image matching approach by preprocessing the image with a color-
entropy based segmentation and harmonic inpainting. Natural structures
such as tree leaves have both high entropy and distinguished color, and
so such a combined measure can be both discriminative and robust. The
harmonic inpainting smoothly interpolates the image functions over the
tree regions and so blurrs and reduces the features and their unnecessary
matching there. Numerical experiments on building images show around
10% improvement of the SIFT matching rate with 20% to 30% saving of
the total CPU time.

Keywords: Content Adaptivity, Color-Entropy Segmentation, Inpaint-
ing, Image Matching.

1 Introduction

Image matching is a fundamental aspect of numerous tasks in computer vision,
such as object and scene recognition, 3D structure reconstruction from multiple
planar images, stereo correspondence, and motion tracking. Two key ingredi-
ents are critical to matching accuracy and efficiency. One is the selection of
image features that are distinctive between different image classes yet invariant
to unimportant attributes of the images (e.g. scaling and rotation), and par-
tially invariant to change in illumination and camera viewpoint. The other is
the design of a reliable matching criterion that quantifies feature similarity. A
successful technique is Lowe’s scale-invariant feature transform (SIFT, [5]). SIFT
extracts from an image a collection of feature vectors (feature point descriptors),
each of which is invariant to image translation, scaling, and rotation, partially
invariant to illumination changes and robust to local geometric distortion. Such
invariant features have proven useful in the context of image registration and
object recognition. SIFT assigns location, scale, and orientation to each feature
point. The location is defined as extrema of Difference of Gaussian functions
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applied in scale-space to a series of smoothed and re-sampled images. Due to the
large numbers of extrema, there could be up to thousands of detected feature
points in an image, see Fig. 1. Yet many of the SIFT feature points are often
found to be insignificant as they may well fall on uninteresting part of an image.
As in Fig. 1, a building is typically surrounded by a natural landscape consist-
ing of trees, lawns or bushes which can attract a large number of SIFT feature
points. In the image of the left panel of Fig. 4, there are 4692 SIFT feature
points. Almost half of them are on trees and lawns. Clearly, the feature points
on the building are more important and reliable (less sensitive to weather and
season) for building identification.

In this paper, we propose a content adaptive measure to exclude the uninterest-
ing feature points, so subsequent image matching focuses more on the man-made
corner-like features on the buildings. The adaptive measure combines color and
entropy information of the image pixels. We shall locate the tree like natural re-
gions by a combined measure of color and entropy, and apply image inpainting
technique to blur and smooth out features in the tree regions. SIFT then acts on
the inpainted image where regions of no interest have been weakened. Matching
of feature points follows that of [5]. In brief, a descriptor (a multi-dimensional vec-
tor) is assigned to each feature point. A match p′ in image A for a feature point
p in image B is found by identifying the nearest neighbor of p from the feature
points in image A. The nearest neighbor is defined as the feature point with mini-
mum Euclidean distance in terms of the associated descriptor vectors. In [6], Lowe
proposed a more robust matching criterion which we shall discuss later.

The paper is organized as follows. In section 2, we discuss the identification of
tree like natural structures by a combined color and entropy measure. In section
3, we present an image inpainting method based on solving the Laplace equation
on irregular domains to blur out the trees regions. In section 4, we discuss feature
points matching criterion, and present experimental matching results on building
images. The conclusion and remarks on future work are in section 5.

2 Color and Entropy Based Segmentation

Let us consider to match a building image to a similar image of the same scene.
The images may contain background of trees, bushes, lawns, and sky. The goal
is to locate the trees (or other vegetation) in an automatic fashion. A straight-
forward way is to use the colors. It is known that L*a*b color model is a better
choice for images of natural scenes than RGB color space. The L*a*b* color
space is derived from the CIE XYZ tristimulus values [4]. The L*a*b* space
consists of a luminosity layer ‘L*’, chromaticity-layer ‘a*’ indicating where color
falls along the red-green axis, and chromaticity-layer ‘b*’ indicating where the
color falls along the blue-yellow axis. All of the color information is in the ‘a*’
and ‘b*’ layers. L*a*b color is designed to approximate human vision. It aspires
to perceptual uniformity, and its L* component closely matches human percep-
tion of lightness. Therefore we propose to segment colors in the L*a*b* color
space with K-means clustering method. We first convert image from RGB color
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Fig. 1. There are 2280 SIFT feature points in the image, many of them fall on tree,
lawn or bush areas

space to L*a*b* color space. Then we classify the colors in ‘a*b*’ space using
K-means clustering. For example, three colors are used to segment the image
into 3 images consisting of trees, building and sky. The segmented tree/lawn
region is shown in the right panel of Fig. 2. Colors alone suffice for the segmen-
tation in this example. In general, identification of tree like objects solely based
on color is not enough. Some man-made structures could have nearly the same
color as trees. Additional information is necessary. We observe that tree leaves
and branches appear as rough or fractal, and so the entropy of image patches is
helpful for their separation from uniform, and smoothly varying object surfaces.
To compute the entropy of the gray-level images, let Vmax be the maximum value
in an image patch, the patch entropy is defined as

E = −
Vmax∑

i=0

hi log(hi) , (2.1)

where hi = ni/N is the i−th histogram count ni divided by the total number
of pixels (N) in the image patch. Image patches in the tree regions in general
have larger entropy than those in the uniform or regularly shaped objects such
as buildings and sky. Measure of entropy proves to be rotation-invariant, and
can serve as an indication of tree regions. However, other objects such as walls
of building in the image may also have high entropy. Fig. 3 shows the white
high entropy regions in an image, it can be seen that some parts of the building
have large entropy too. This example suggests that a combination of color and
entropy produces a better segmentation criterion. The idea is to first segment
the image via colors, then compute the entropy of each segmented region. The
part with high entropy will be recognized as belonging to trees. Now with the
tree regions detected, we smooth and blur the image function in the tree regions
by the Laplacian inpainting technique.
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Fig. 2. The left panel is the original image. The right panel is the color segmented
image consisting of trees and lawn.

Fig. 3. Left panel: the white regions have high entropy. Right panel: the inpainting
set-up. The domain Ω may have highly irregular boundaries in real-world images.

3 Harmonic In-Painting

Inpainting aims to restore a damaged or corrupted image. The goal of inpainting
algorithm varies from making the restored parts of the image consistent with
the rest of the image, to making it as close as possible to the original image. We
consider the former, and hope to interpolate the values of the image function in
the tree regions smoothly by outside values. This way, the image functions are
blurred in the tree regions and so feature points will be sharply reduced there.
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Fig. 4. SIFT features detected from the original image (left) and the preprocessed
image (right). There are 4692 SIFT feature points detected from the original image. In
contrast, there are 2097 SIFT feature points in the pre-processed image.

As a result, feature points are more focused on buildings or other man-made
objects in the inpainted image. Since the original work of Bertalmio et al. [1],
automatic inpainting algorithms have appeared in recent years. Inpainting is an
interpolation problem: Given a rectangular image u0 known outside a hole Ω
(see Fig. 3), we want to find an image u, an inpainting of u0, that matches u0

outside the hole and has meaningful content inside the hole Ω. Broadly speaking,
probabilistic [3] and variational [1,2] approaches are available for inpainting. We
shall use the latter which has two representative prototypes: the harmonic and
total variation (TV) models [2]. They amount to minimizing the square and
absolute value of the gradient of the image, or solving the variational problems:

Harmonic : min
u∈AH

∫

Ω

|∇u|2dx (3.1)

and TV : minu∈AT V

∫
Ω
|∇u|dx. The admissibility sets are AH = {u ∈ W 1,2(Ω) :

u = u0 on ∂Ω} and ATV = {u ∈ BV (Ω;R) : u = u0 on Ω}. Here W 1,2 is
Sobolev space of square integrable functions and square integrable gradients,
BV is the function space of bounded variations. The minimizers can be found
by solving the Euler-Lagrange partial differential equation: Δu = 0 on Ω, u =
u0 on ∂Ω, for (3.1) and div

( ∇u
|∇u|

)
= 0 on Ω, u = u0 on ∂Ω for the TV case.

Harmonic inpainting gives a desired smoother inpainted image than TV inpaint-
ing which preserves the intensity jumps or edges better. Harmonic inpainting is
also much faster to compute. A five point stencil finite differencing discretizes
the Laplace equation to a linear algebra problem Au = b, where b stores the
known values of the image function at the boundary of Ω, A is a banded ma-
trix with irregular off-diagonal entries reflecting the irregular ∂Ω. The harmonic
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inpainting blurs the background regions (trees and grass). The right panel of
Fig. 4 shows the effects of our proposed content adaptive pre-processing, after
which more than half of the un-interesting SIFT feature points are removed for
more efficient SIFT building matching. We remark that though the simple strat-
egy of turning the tree regions blank also removes the unimportant features, it
can introduce new feature points and cause mis-matches at the boundaries of tree
regions which tend to be irregular. Our numerical tests suggest that inpainting
is a better solution.

4 Feature Matching and Test Results

4.1 Matching

Matching of feature points is carried out as in SIFT which is an Euclidean-
distance nearest neighbor approach in the descriptor space. A pair of feature
points is considered matched if the distance ratio between the nearest neighbor
distance and a second nearest neighbor distance is below τ ,

d(p, p1st)
d(p, p2nd)

< τ ,

where p ∈ R
n is the descriptor to be matched and d1st and d2nd are the near-

est and second nearest descriptors respectively, with d denoting the Euclidean
distance. The τ = 0.8 is suggested in [6]. This measure performs well because
correct matches need to have the nearest neighbor significantly closer than the
nearest incorrect match to achieve reliable matching. For false matches, there
will likely be a number of other false matches within similar distances due to the
high dimensionality of the descriptor space. We can think of the second nearest
match as providing an estimate of the density of false matches within this por-
tion of the feature space and at the same time identifying specific instances of
feature ambiguity.

4.2 Examples of Image Matching

Here we show two experiments with images containing buildings and trees. Each
of the tested images contains 800×600 pixels. In the first experiment, we match
two near views of the same scene in Fig. 4. In Fig. 5, the left plot shows the
matching of the SIFT feature points of the two original images, the right plot is
the SIFT matching of reduced features in the pre-processed images. Computation
is performed on a Dell laptop with 6G RAM and 1.6 GHz i7 CPU. The cpu time
for the left plot is 47.16 seconds, and it is 39.09 seconds for the right plot. The
the cpu time reported here and below included preprocessing. The matching
rate for the left plot is 53.80 % (333 correct matches, 286 false matches), it is
67.08 % for the right plot (218 correct matches, 107 false matches). In the second
experiment, we compare SIFT feature matching on two images with and without
preprocessing, where one image is a near view of a farm house, and the other
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Fig. 5. Image matching of SIFT features with and without preprocessing. Left panel
is the matching between two original images without segmentation and inpainting
(matching rate 53.80 %). Right panel is the matching between two pre-processed images
with trees regions removed (matching rate 67.08 %) and 17.11 % total cpu saving.

Fig. 6. Near (upper left) and far (lower right) views of a farm house in each panel. The
left panel shows matching of SIFT features on the original images, with matching rate
28.73 % (77 correct matches, 191 false matches). The right panel shows SIFT feature
matching on preprocessed images, with matching rate 37.17 % (71 correct matches,
120 false matches) and 29.51% total cpu saving.

is a far view. The far view contains more objects in the environment, such as
additional trees occluding part of the building, and cars in the parking lot. Near
(upper left) and far (lower right) views of a farm house are shown in Fig. 6.
The left panel shows matching of SIFT features on the original images, with
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matching rate 28.73 % (77 correct matches, 191 false matches), and cpu time is
57.30 seconds. The right panel shows SIFT feature matching on the preprocessed
images, with matching rate 37.17 % (71 correct matches, 120 false matches), and
cpu time is 40.39 seconds. The improvement is consistent across 20 other images
of landscaped buildings from street scenes in residential and commercial areas
as long as the tree/bush/grass regions occupy roughly the same percentage of
pixels in the images.

5 Concluding Remarks

We introduced a novel and efficient color-entropy segmentation for content adap-
tive image matching of natural building images. Experimental results showed a
robust increase in matching rate by approximately 10% and decrease in cpu time
(from 20 % to 30%) with pre-processing time included. A future line of work will
study how to avoid modifying the images. Instead, one may design a weighting
function to adapt the matching score. The weighting function is negatively cor-
related with the entropy-color measure and is essentially supported away from
the tree regions. We also plan to study content adaptive preprocessing for more
recent versions of corner detectors [7], and perform more extensive experiments
on landscaped building images preferably on a public database.

The work was partially supported by NSF grant DMS-0911277.
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Abstract. This paper presents a face image enhancement taking into account 
lighting behavior with a low computational cost. We already proposed the 
enhancement method using a 3D face model. It is however difficult to 
implement it in color imaging appliances due to the high computational cost. 
The newly proposed method decomposes color information of a face into three 
components, i.e., specularites, shadows and albedo by using a light reflection 
model. Spectral reflectance is recovered from the albedo, and improved by 
bringing it close to a predefined reference. By modifying only the reflectance, 
the synthesized images appear naturally enhanced, maintaining the original 
expression of human faces that is influenced by specularities and shadows. The 
proposed method reduces its processing time to one seventy-fifth of that of the 
method using a 3D face model. Experiments demonstrate that the proposed 
method is effective for imaging appliances in terms of computational cost and 
image quality. 

Keywords: Image quality enhancement, Skin color, Albedo, Surface 
reflectance, Color constancy. 

1   Introduction 

With recent, rapid popularization of color imaging appliances such as digital still 
camera, camera phone, etc., digital still images and digital movies have been easily 
obtained and appreciated in our daily life. A number of articles on image quality of 
color imaging appliances are flooded in magazines and the internet. Accordingly, it is 
obvious that image quality is one of the most significant factors for color imaging 
appliances. Especially human face is one of the most attractive objects for us. Human 
beings are particularly sensible to the appearance of human face, making its 
enhancement both desirable and difficult. 

A way to solve this problem is to augment the image with additional information 
about the scene and objects in the image, so that the estimation of those parameters 
can be done automatically, and so that only the intended parameters are modified. 
Conventional techniques for enhancing a face image assume that there is a preferred 
skin tone, to which they can shift the skin colors in an image [1] [2]. This 
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assumption, however, may not be adequate, as those values depend heavily on the 
particular the lighting condition of the scene and imaging conditions. In this paper, we 
make the assumption that there exists a preferred reflectance for faces in an image, 
independent of lighting and imaging conditions. 

Several methods based on physical models have been proposed for skin color 
synthesis [3] [4] [5], but we are not aware of any targeting face image enhancement. 
We proposed a face image enhancement [6] that works by canceling the effects of 
obstructive lighting on a face using 3D face estimation. The method first decomposes 
color information on a face into three components, i.e., specularites, shadows and 
albedo by using 3D face estimation. The method produces good results applying a 
color correction to the only albedo which includes real skin color. Since the 3D face 
estimation needs high computational cost, however, it is difficult to realize it as 
software implementation in color imaging appliances. 

In this paper, we propose a face image enhancement taking into account lighting 
behavior on a face with low computational cost. By using a light reflection model on 
a face instead of 3D face estimation, the method reduces the processing time to one 
seventy-fifth of that of the method using 3D face estimation. In experiments, the 
result by the method is compared with those by conventional methods. The processing 
time of the proposed method is estimated when it runs on a typical computational 
environment for color imaging appliances such as a camera phone. We show that the 
proposed method is effective for a color imaging appliances according to the balance 
of the calculation cost and the image quality improvement. 

2  Physical Parameters Estimation 

The appearance of a face under different lighting conditions can vary significantly, 
even though the spectral reflectance of the skin stays constant. However, as shown 
both by Basri and Jacobs [7] and Ramamoorthi and Hanrahan [8], if one neglects the 
effects of cast shadows and near-field illumination, the irradiance of a face is then a 
function of the surface normal n only and can be well approximated analytically in 
terms of spherical harmonic coefficients. These assumptions are reasonable since 
human heads are mostly convex and the distance to the light is usually much greater 
than the size of the face. They derived an analytic formula for the irradiance, showing 
that it can be treated as a convolution of the incident illumination with the Lambertian 
reflectance function (a clamped cosine). A key result of their works is that Lambertian 
reflection acts as a low-pass filter, so that the radiance lies close to a comparatively 
small number of subspaces. The eigenvectors of the subspaces are simply quadratic 
polynomials of the Cartesian components, and are illustrated in Fig. 1. Positive values 
of spheres in Fig.1 are in light gray, negative values in dark and zero is set to the gray 
of the background. 

 

Fig. 1. Spherical harmonic basis vectors 
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It is thus possible to closely model the reflected radiance of a solid diffuse object 
under any distant illumination with a small number of basis vectors. In the case of a 
textured object, the irradiance Ek is simply scaled by the albedo ρk(x) which depends 
on the position x of an image and gives the reflected radiance Vk, directly related to 
image intensity, where the subscript k shows a color channel such as R, G and B. 

 
                              .                                (1) 

 
As the method [6] takes only a single 2D image, 3D face estimation models [9] 

[10] were introduced to recover the surface normals n at an each pixel of a face in an 
input image. Augmenting the image with 3D information enables us to decompose 
each pixel’s intensity into albedo, specularities and shading terms. This improves the 
effectiveness of the skin reflectance recovery, as it allows the estimation to be 
performed on the specularities and shading free skin albedo which is the real target to 
be modified. 

Under the assumption that skin albedo is constant at low frequency on a human 
face, the weighted coefficients of the spherical harmonics basis vectors can be solved 
using a least square procedure [10]. The coefficients will be scaled by the constant 
skin albedo, which thus must be estimated to obtain the true irradiance. Once the 
irradiance Ek has been recovered, the albedo can be calculated by dividing the image 
intensities Vk by the irradiance Ek to remove shading components. 

An additional improvement comes from the fact that it is also easy to estimate 
specularities. Image pixel intensities of value greater than the recovered reflected 
radiance V are simply clamped, and the residual parts are taken as specularities, i.e.: 

 
   ,                             (2) 

 
,                                (3) 

 
where σk(x) is the intensity of k channel at the position x in an input image, ρk(x) is the 
albedo, δk(x) is the estimated specular component. The processing of 3D face 
estimation in the method, however, needs a comparatively high computational cost. 

2.1   Simple Estimation of Speculalities and Albedo 

Introducing a simple light reflection model for human skin is one of the solutions to 
improve the computational cost of our previous method using 3D face estimation. We 
focus on the dichromatic light reflection model [11] which is proposed for a dielectric 
material. Under the dichromatic light reflection model, the appearance color, which is 
reflected from a point on a dielectric material, is represented as a mixture of the light 
(surface reflection or specular component) reflected at the surface of the material and 
the light (body reflection or diffuse component) reflected from the material body. The 
specular component depends on viewing geometry and is maximum at the viewpoint 
where the incident angle of the incident light is equal to the angle of the reflection. On 
the other hand, the diffuse component is comparatively invariant from any angle of 
viewpoint. The reflection characteristics of the two components are different in the 

)()(),( nExnxV kkk ρ=

)(

)()(
)(

)0),,()(max()(

nE

xx
x

nxVxx

k

kk
k

kkk

δσρ

σδ
−=

−=



482 M. Tsukada et al. 

 

spatial-frequency of light reflection. That is, specular component has high spatial-
frequency and diffuse component has low one. 

As for a light reflection for human skin, specular component and diffuse 
component can be visually distinguished from the lights reflected from a face in an 
image. The difference of the spatial-frequency characteristic for the two components 
can be used to remove the specular components from a face region in an image by 
introducing the dichromatic light reflection model as a simple light reflection model 
of human skin shown in Fig.2. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Simple light reflection model of human skin 

 
Based on the simple light reflection model of human skin, the specular components 

δk(x) on a face in an input image can be estimated by (4). 
 

                                 ,                             (4) 
 

where VLk (x) is the pixel intensity at the position x of the low frequency image of the 
input image. The albedo can be also obtained by the normalization of the luminance 
on a face region. The calculation means the removal of shading components. 

 
                                                ,                              (5) 

 
 

where Y(x) is the luminance at the position x in the low frequency image. 

2.2  Surface Reflectance Estimation 

As detailed in [12], supposing that we can ignore the surface characteristics, lighting, 
and viewing geometry by using a relative spectral power distribution E(λ) of the 
illumination in a scene, instead of physical irradiance measures, the color response 
σk(x) of a color channel k with the sensitivity Rk(λ) is: 

,                               (6) 
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where S(x, λ) is the spectral reflectance of an object at position x in an input image 
and υs indicates the visible spectrum. As shown in [13], it is usually enough to 
represent the functions R(λ), S(x, λ) and E(λ) by samples taken at 10 nm intervals over 
the visible spectrum, i.e., the spectral range of 400 to 700 nm. Using linear algebra 
notations, surface reflectance S(x, λ), illumination E(λ), and sensor sensitivities Rk(λ) 
can thus respectively be expressed as the 31 × 1 vectors s, e, rk and (6) can be simply 
written: 

 

 ,                                       (7) 
 

where T indicates the transpose and diag is an operator that turns a vector into a 
diagonal matrix. Since our goal is to enhance images taken by a standard digital color 
camera, which process colors so as to be viewable by the human visual system, the 

CIE 1931 color matching functions, i.e., x
-

(λ) , y
-

(λ) and z
-

(λ) can be used instead of 
the sensitivity Rk(λ), and then the color space of input images are appropriately 
converted to CIEXYZ color space. 

Having first estimated the power spectral distribution of the illuminant by using 
color constancy theory [14], it is easy to recover the surface reflectance vector s at 
each pixel of a face in the input image. We first determined basis vectors for skin 
reflectance by principal component analysis (PCA) over a data set consisting of 
surface reflectance of 4407 Japanese faces from the standard object colour spectra 
database SOCS [15]. We then solved the linear system obtained from (7) at each 
pixel, setting: 

 
      .                  (8) 

 
Since we have three tristimulus values, i.e., CIEXYZ of the albedo, only the first 

three weighted coefficients si (i = 1, 2, 3) corresponding to the first three eigenvectors 
ci of the basis for surface reflectance of Japanese faces can be recovered, where c0 is 
the mean surface reflectance vector of 4407 Japanese faces, which was subtracted 
before performing the PCA analysis. Three basis vectors are enough to get a good 
approximation of the real skin reflectance, as human skin reflectance function is fairly 
smooth. Our PCA analysis reveals that the first three eigenvectors already account for 
85% of the distribution of the data set we used. The linear system to be solved is: 

 
 

,                    (9) 
 
 

where σ1 , σ2 and σ3 are the tristimulus values CIEXYZ of the albedo obtained by (5). 
Defining the 3 × 31 matrix M = [r1 r2 r3]

Tdiag(e),  converting the surface 
reflectance of skin to color responses, it is equivalent to: 

 
 

   .                        (10) 
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The surface reflectance of at the position x in a face an input image can thus be 
estimated very efficiently by a matrix multiplication and vector subtraction. 

3   Skin Color Enhancement Processing 

The surface reflectance of every pixel in a face region in an input image can now be 
recovered by using (10) and the albedo ρk (x) obtained by (5). The perceived the 
image quality of the face in the input image can be improved by matching  the mean 
surface reflectance savg(λ) of the face region in an input image to a preferred reference 
sref(λ) which is taken as the estimated skin reflectance of a face in a target photograph.  

First, the function f is determined, matching the mean surface reflectance savg(λ) to 
the preferred reference sref(λ): 

 
                                                         .                    (11) 

 
Using algebraic notation, the function f can be represented by a linear 

transformation F, such that sref = F savg with: 
 

         .                        (12) 

 
The estimated surface reflectance of each pixel in the face region in the image is 

then multiplied by the function f (or the matrix F in algebraic notation), giving the 
enhanced surface reflectance which can be converted back to color stimuli to get the 
enhanced image.  

Once the power spectral distribution of the illuminant is estimated, the albedo can 
be enhanced by a linear transformation which enables us to expect a high speed 
transformation. The whole process can be summarized as: 

 
 

  ,                 (13) 
 
 

where ρ1, ρ2, ρ3 are the tristimulus values XYZ of the albedo at a position in a face 
region in an input image, and  ρ’1, ρ’2, ρ’3 are the enhanced one.  

An additional improvement comes from smoothing the appearance of the face in 
the image by scaling down the specularities image including high frequency 
components. Specularities come primarily from the skin surface lipid film (SSLF) 
[16]. Reducing its intensity corresponds thus roughly to reducing the amount of 
sebum and sweat on the face. Such specularities reveal the skin’s imperfections, and 
are thus undesirable to most people. 

4   Experiments 

We developed a software program implementing the proposed method to confirm the 
feasibility of the embed function in a color imaging appliance such as a camera 
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phone. The software program was coded in conformity with ANSI C, without using 
any native SIMD instruction prepared for a CPU. The program uses fixed-point 
number representations to get the high speed processing.  

A processing flow enhancing a face image of the program is summarized in Fig. 3. 
The diffuse component image is created from an input image. The specular 
component image is derived by subtracting the diffuse component image from the 
input image. The diffuse component image divided by the luminance image makes the 
albedo image. The albedo image is enhanced in the manner of skin color enhancement 
described in Section III. Finally the enhanced image is synthesized the enhanced 
albedo image, the specular component image and the luminance image which is 
related to the shadows on the face, referring to the skin color mask image created 
from the input image. The program applies the enhancement processing to the only 
region of skin color by citing the skin mask image. 

We estimated the processing time of the program when it runs on ARM11 
865MHz, which is often used as the application CPU of a color imaging appliance, by 
using ARM Developer Suite (ADS) 1.2. Clock cycles needed for the processing of the 
program were counted and compared with the clock cycles of the reference program 
which the relationship between the clock cycles and the processing time on the CPU 
is known. The estimated processing time is 390ms for an image with a face region 
consisting of 1M pixels. We also estimated the processing time of the program using 
3D face estimation under the same condition. The processing time is more than 30s. 
The processing time of the proposed method is reduced to about one seventy-fifth of 
the method using 3D face estimation. 

 

Fig. 3. Processing flow in the proposed method 
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Fig. 4. Comparison of enhanced images and the original 
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In our previous work [6], the image quality of face images enhanced by the method 
using 3D face estimation, which is the original method of the proposed method, was 
closely evaluated by using the pair wise comparison method. In the subjective 
experiments, ten Japanese portrait images were evaluated by fourteen subjects (seven 
men and women) who are all Japanese with normal color vision. We could confirm that 
our enhance method by using 3D face estimation obtains significantly higher scores. 

To evaluate the image quality of the proposed method, face images enhanced by 
the method were compared with the original one and images enhanced by a 
conventional method and the method using 3D face estimation. Sample images are 
shown in Fig. 4. The original images were taken by a digital single lens reflex camera. 
Images (b) were enhanced by commercial software as a conventional method. Images 
(c) and (d) were enhanced by the method using 3D face estimation and the proposed 
method respectively. Since unnatural smoothing applied to images (b) deletes fine 
textures on the faces and makes the face-looking flat, we can easily find out that these 
images are modified artificially. For most Japanese, the image quality of images (c) 
and (d) is more natural and preferable than the others, because the skin color is 
preferably reproduced and the original expression of the women influenced by 
specularities and shadows is represented naturally. 

Although the degree of enhancement in images (d) is slightly weaker than that of 
images (c), images (d) can be obtained by one seventy-fifth of the computational cost 
to get images (c). It can be said that the proposed method is very effective for a color 
imaging appliances in terms of the calculation cost and the image quality. 

5  Conclusion 

This paper presented a method to enhance the perceived quality of a face image 
taking account into light behavior on a face with low computational cost. The 
proposed method decomposes the face color information in an image into three 
components (specularites, shadow and albedo) using a light reflection model on a skin 
surface instead of 3D face estimation which needs high computational cost. In the 
experiments, we confirmed that skin color is preferably reproduced and the original 
expression influenced by specularities and shadows is represented naturally in the 
proposed method. This produces good impression of face image quality. The 
processing time of the proposed method is reduced to one seventy-fifth of that of the 
method using 3D face estimation. The proposed method is very effective for a color 
imaging appliances in terms of the calculation cost and the image quality. 
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Abstract. In this paper we introduce an integrative approach towards
color texture classification learned by a supervised framework. Our ap-
proach is based on the Generalized LearningVector Quantization (GLVQ),
extended by an adaptive distance measure which is defined in the Fourier
domain and 2D Gabor filters. We evaluate the proposed technique on a
set of color texture images and compare results with those achieved by
methods already existing in the literature. The features learned by GLVQ
improve classification accuracy and they generalize much better for eval-
uation data previously unknown to the system.

Keywords: adaptive metric, Gabor filter, color texture analysis, classi-
fication, Learning Vector Quantization.

1 Introduction

Texture analysis and classification are topics of particular interest mainly due to
their numerous possible applications, such as medical imaging, industrial qual-
ity control and remote sensing. A wide variety of methods for texture analysis
has been already developed such as co-occurrence matrices [8], Markov random
fields [24], autocorrelation methods [18,16], Gabor filtering [22,5,11,13,15,6] and
wavelet decomposition [23]. However, these methods mostly concern intensity
images and since color information is a vector quantity an adaptation to the
color domain is not always straightforward. With regards to color texture the
possible approaches can be distinguished in three categories [17]. The most pop-
ular among them is called the integrative approach [10,4,17,9] and it describes
texture by combining color information with the spatial relationships of image
regions within each color channel and between different color channels.

In this contribution we introduce a novel integrative approach towards color
texture classification and recognition based on 2D Gabor filters through super-
vised learning. Given a set of labeled color images (RGB) for training and a bank
of 2D Gabor filters the goal here is to learn a transformation of a color image to
a single channel (intensity) image, such that the Gabor responses of the trans-
formed images will yield the best possible classification. Most signal processing
techniques are based on insights or empirical observations from neurophysiol-
ogy or optical physics. The proposed, novel approach incorporates data-driven

A. Berciano et al. (Eds.): CAIP 2011, Part II, LNCS 6855, pp. 489–497, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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adaptation of the system, e.g. example based learning. Furthermore, the filters
used in our approach can be substituted, depending on the data domain and the
task at hand. As an example we explore in this paper the use of rotation and
scale invariant descriptors based on Gabor filter responses [7]. We demonstrate
that our novel approach yields very good generalization ability with respect to
previously unknown data.

2 Review of the Generalized LVQ

In this section we introduce a methodology to learn discriminative transforma-
tions for images. Our adaptation is based on the Generalized Learning Vector
Quantization (GLVQ) [19]. GLVQ is an extension which introduces a cost func-
tion to the original Learning Vector Quantization (LVQ) [12] formulation. LVQ
is a supervised prototype-based classification method, easy to implement and
interpret, which makes it popular for many applications. The training is based
on data points xi � IRD and their corresponding label information yi � 1, . . . , C,
where D denotes the dimension of the feature vectors and C the number of
classes. The prototypes are characterized by their location in the feature space
wi � IRD and the respective class label c�wi� � 1, . . . , C. Given a dissimilarity
measure d�x,w� (e.g. the Euclidean distance), any data point x is assigned to
the class label c�wi� of the closest prototype wi with d�x,wi� � d�x,wj� for all
j � i. The training algorithm is guided by the minimization of a cost function

fc�d, J,K� �
�
i

d�xi,wJ� � d�xi,wK�
d�xi,wJ� � d�xi,wK� (1)

where the quantities d�xi,wJ� with c�wJ� � yi and d�xi,wK� with c�wK� � yi

correspond to the distances of the feature vector xi from the respective closest
correct prototype wJ and the closest wrong prototype wK . The original al-
gorithm follows a stochastic gradient descent for the optimization of the cost
function Eq. (1). The gradients are evaluated with respect to the contribution of
single instances xi, which are presented at random and sequentially during train-
ing. Further extensions like, for instance, the Generalized Matrix LVQ (GMLVQ)
[20] employ an adaptive dissimilarity measure dΩ�x,w� � �x�w��Ω�Ω�x�w�
which corresponds to a generalized Euclidean metric. GMLVQ and its modi-
fications have proven beneficial in many applications, including classification,
content based image retrieval and supervised dimension reduction [21,2,3]. In
the following section we extend the original GLVQ formulation for color texture
classification.

3 Adaptive Matrices for Texture Classification

Consider a data set consisting of color image patches of a priorly defined size
(p	p) and a bank of Gabor kernels G with different scales and orientations. We
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use for both the image patches and the filter kernels their representation in the
Fourier domain. After vectorizing we end up with complex data points xi � CD

of dimension D � p 
 p
3 carrying a label yi � �1, . . . , C� that belong to one of
C classes and a filter bank G, where Gl � CM with M � p 
 p is the vectorized
kernel of the l-th filter of the bank. The general form of the descriptor for a
vectorized image patch v given the filter bank G and parameterized by local
transformations Ωk can be written as fΩk

�v,G� : C 
 C . Here k corresponds
to the index of the prototype wk or the index of its class label c�wk� for class-
wise transformations. For the proposed optimization procedure it is necessary,
that fΩk

is differentiable. In this contribution fΩk
corresponds to the sum of the

responses of all filter kernels in G to the vectorized image patch, thus defining
the descriptor:

fΩk
�v,G� : v 
 rk�v� �

�
l

vΩk
�
�Gl , (2)

where � denotes the convolution. The filter bank G may be chosen based on
the user’s preference, suitable to the data and the task at hand. The vector v
is defined in the data domain CD and Ωk � CM�D is the local transformation,
which maps the color values to scalar, ”intensity” values used for filtering. The
dissimilarity measure is defined by:

dΩk

G �xi,wk� � ‖ �rk�xi��2 � �rk�wk��2 ‖2 , (3)

and corresponds to the difference of descriptor magnitudes. This considers two
patches containing the same texture pattern as similar, independent of the po-
sition where the pattern occurs within the patches.

We use the same cost function as in the original GLVQ algorithm Eq. (1). We
follow a stochastic gradient descent procedure and present the samples xi of the
training set sequentially and update the parameters accordingly. We will refer
to this algorithm as Color Image Analysis LVQ (CIA-LVQ) and to one sweep
through the training set as one epoch E.

Explicit form of the learning rules: For the sake of completeness we present
the explicit form of the learning rules of CIA-LVQ. The parameter updates read
as follows:

wL � wL � αΔwL, ΔwL � �fc�dΩJ

G , dΩK

G , J,K�
���wL� � i�fc�dΩJ

G , dΩK

G , J,K�
�#�wL� (4)

ΩL � ΩL � εΔΩL, ΔΩL � �fc�dΩJ

G , dΩK

G , J,K�
���ΩL� � i�fc�dΩJ

G , dΩK

G , J,K�
�#�ΩL� (5)

where L � �J,K� and α and ε are the learning rates for the prototypes and the
matrix respectively. The derivatives with respect to the closest correct wJ and
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closest wrong prototype wK together with their corresponding matrices ΩJ and
ΩK for the given training data point xi read:

ΔwL � �4 
 γL

���rL�xi��2 � �rL�wL��2� 
 rL�wL�� �
��

l

ΩL �Gl

���
(6)

ΔΩL � γL

�
4
��rL�xi��2 � �rL�wL��2� (7)



�
rL�xi�� �

��
l

xi
�Gl

�
� rL�wL�� �

��
l

wL
�Gl

����

, L � �J,K�

with γJ � 2�d
ΩK
G �xi,wK�

d
ΩJ
G �xi,wJ ��d

ΩK
G �xi,wK�

2 , γK � �2�d
ΩJ
G �xi,wJ �

d
ΩJ
G �xi,wJ ��d

ΩK
G �xi,wK�

2 and �

denoting the complex conjugate. Note, that since we are working with complex
values we have to take all derivatives with respect to the real and imaginary
parts respectively.

In the next section we experiment with the algorithm and show its use in
practice.

4 Experiments

In order to evaluate the usefulness of the proposed algorithm, we perform clas-
sification on patches of pictures taken from the VisTex database [1]. Our data
consists of color images with size 128	128 pixels from the groups Bark, Brick,
Tile, Fabric and Food. Although in texture classification literature each such
image is often considered as a different class, here we distinguish into five dif-
ferent classes equivalent to the five aforementioned groups. Despite its increased
difficulty, this classification task allows us to better demonstrate the ability of
CIA-LVQ to describe general characteristics of real-world texture patterns.

At first we draw 15	15 patches randomly from each image shown in Fig. 1.
The training set contains 150 patches per image, resulting in 3000 samples in
total, while the test set holds 50 patches from each image. The test set may
contain patches which partially overlap with those used for training. Therefore
the images in Fig. 2 are used in order to create an evaluation set that was
never seen in the training process. The evaluation set consists of 50 randomly
drawn patches per image and is used to show the generalization ability of the
approach.

A note is due here to the nature of the filter used. A 2D Gabor filter is defined
as a Gaussian kernel function modulated by a sinusoidal plane wave. All filter
kernels can be generated from one basic wavelet by dilation and rotation. In
this experiment our filter bank consists of 12 Gabor filters of bandwidth equal
to 1 at six orientations θ � 0, 30, 60, 90, 120 and 150 degrees and two scales
(wavelengths) varying by one octave: λ � 7 and 7

�
2. These scales ensure that

the Gabor function yields an adequate number of visible parallel excitatory and
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Bark.0002.ppm

Bark.0004.ppm

Bark.0007.ppm

Bark.0009.ppm

Brick.0001.ppm

Brick.0002.ppm

Brick.0006.ppm

Brick.0007.ppm

Tile.0001.ppm

Tile.0002.ppm

Tile.0004.ppm

Tile.0009.ppm

Fabric.0000.ppm

Fabric.0009.ppm

Fabric.0011.ppm

Fabric.0014.ppm

Food.0001.ppm

Food.0002.ppm

Food.0007.ppm

Food.0011.ppm

Fig. 1. Images, which are used to provide ran-
dom patches for training and test

Bark.0000.ppm

Bark.0001.ppm

Bark.0005.ppm

Bark.0006.ppm

Brick.0003.ppm

Brick.0004.ppm

Tile.0003.ppm

Tile.0008.ppm

Fabric.0001.ppm

Fabric.0008.ppm

Fabric.0012.ppm

Fabric.0013.ppm

Food.0000.ppm

Food.0006.ppm

Food.0010.ppm

Fig. 2. Images, which are used to pro-
vide random patches for evaluation

inhibitory stripe zones. Dependent on the patch size different scales might be
adequate. We set the phase offset φ � 0 and the aspect ratio γ � 1 for all filters.
In this way we create center-on symmetric filters with circular support. We run
the localized version of CIA-LVQ with class-wise matrices Ωc initialized with
the identity matrix and 4 prototypes per class for E �300 epochs. The learning
rates were chosen as α�t� � 0.002 �0.005�t	E , ε�t� � 10�3

�
10�2

�t	E where t is
the current epoch. Using more filters and more localized matrices Ωj may cause
overfitting effects. So it is advisable to increase the complexity of the system
carefully. The training error is 10.6% and the error on the test set 28%.

We use the same data sets and the same filter bank to compare with the
Opponent Color Features (OCF) [10] and the common approach of deriving
textural information only from the luminance plane of images [4]. OCF attempts
to extend the use of features extracted from Gabor filter responses to color
texture classification motivated by mechanisms of human vision. The luminance
approach is considered to often outperform combined color and texture features
[14]. For the latter an RGB to gray (RGB2G) transformation is used, which
builds intensity values by a weighted sum of the color components of every
pixel: 0.2989
R�0.587
G�0.114
B. We again vectorize all patches s and in this
case the image patch descriptor is given by r2�s� �

�
l s � Gl. For OCF we

use a one nearest neighbor (1-NN) classification scheme with precisely the set of
features and the dissimilarity measure suggested by the authors of [10], whereas
for the RGB2G approach we use the 1-NN scheme with a dissimilarity measure
similar to Eq. (3): dG�xi,xj� � ‖ �r2�xi��2 � �r2�xj��2 ‖2. The NN scheme
shows a test error of 14.5% based on the OCF and of 37.5% based on the RGB2G
transformation, but most interesting is the comparison of the classification errors
on the evaluation set. Here the NN scheme shows an error of 43.1% and 61.9% for
OCF and RGB2G respectively, while the CIA-LVQ still has an error of 28.8%.
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Table 1. Confusion matrices (eval. set)

CIA-LVQ:

1 2 3 4 5

1 176 10 12 7 2 207

2 1 57 11 9 3 81

3 18 25 43 31 10 127

4 1 5 23 127 4 160

5 4 3 11 26 131 175

200 100 100 200 150 750

class-wise accuracy of estimation in %

88.00 57.00 43.00 63.50 87.33

OCF:

1 2 3 4 5

1 94 13 12 32 23 174

2 46 62 23 28 19 178

3 30 14 62 15 6 127

4 25 10 3 125 18 181

5 5 1 0 0 84 90

200 100 100 200 150 750

class-wise accuracy of estimation in %

47.00 62.00 62.00 62.50 56.00

RGB2G: class-wise accuracy of estimation in %

26.00 45.00 51.00 41.50 36.67

20 40 60 80 100

Bark.0000

Bark.0001

Bark.0005

Bark.0006

Bark

Brick.0003

Brick.0004

Brick

Tile.0003

Tile.0008

Tile

Fabric.0001

Fabric.0008

Fabric.0012

Fabric.0013

Fabric

Food.0000

Food.0006

Food.0010

Food

accuracy in %

 

 

CIA−LVQ

OCF

RGB2G

Fig. 3. Classwise and individual image ac-
curacies

The LVQ scheme displays very good generalization, which is shown in Table 1
and Fig. 3. Note, that the accuracy rates among individual images of the same
class can vary. Brick and Tile are the most difficult classes, because the texture
is large, so it cannot be captured very well with such a small patch size, since
a lot of patches might be drawn from non-textured regions. On the other side
classes like Food and Bark with less diversity regarding textural structures can
be learned quite well.

The prototypes, which classify the evaluation set are shown in Fig. 4. Ad-
ditionally we show some example patches from the evaluation set, which are
classified correctly together with their descriptors in Fig. 5 and some examples
of wrongly classified patches in Fig. 6. Some obvious problems occur due to the
random sampling and the very small patch size: we observe, that classes which
vary a lot in the size of the actual structure (e.g. Brick and Tile) are more diffi-
cult to recognize than classes with small variations in the scale of texture (like
Bark and Food). It is interesting to notice that random patches drawn from
Food.0010.ppm are 100% correctly classified, even though no patch from this
image was ever used to train the algorithm. The learned local transformation
recognizes the channels leading to the orange color and increased their weights
to distinguish this class from others.
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Bark 4 Brick 6 Brick 7 Brick 8 Tile 9

Tile 11 Tile 12 Fabric 13 Food 17 Food 20

Fig. 4. Magnitude of the descriptors �rL�wL�� of the prototypes which classify the
evaluation set

example patch of Bark

corresponding descriptor

example patch of Brick

corresponding descriptor

example patch of Tile

corresponding descriptor

example patch of Fabric

corresponding descriptor

example patch of Food

corresponding descriptor

Fig. 5. Magnitude of the descriptors �rL�wL�� of some correct classified example
patches of the evaluation set

example patch of Bark

corresponding descriptor

example patch of Brick

corresponding descriptor

example patch of Tile

corresponding descriptor

example patch of Fabric

corresponding descriptor

example patch of Food

corresponding descriptor

Fig. 6. Magnitude of the descriptors �rL�wL�� of some wrongly classified example
patches of the evaluation set



496 K. Bunte et al.

5 Conclusion and Outlook

In this contribution we proposed a prototype based framework for color texture
analysis. Contrary to standard approaches which are either based on a single
channel representation of the images through a fixed transformation or empir-
ical observations for combining color and textural information, we offer the al-
ternative of data driven learning of suitable, parameterized image descriptors.
The ability of weighting different color channels automatically according to their
importance for the classification task is the most important factor which distin-
guishes our approach. We have formulated a novel general principle: based on a
differentiable convolution and a predefined filter bank the CIA-LVQ algorithm
optimizes the classification. It is also of conceptual value that this adaptation
of LVQ is suitable for learning in the complex numbers domain. In principle
every adaptive metric method could be extended following our suggestion, but
we consciously choose LVQ because of its easily interpretable results and the
lower computational costs in comparison to other approaches. As an example
we used Gabor filters to classify texture patterns in 15	15 patches randomly
drawn from images of the VisTex database. The results show that the algorithm
can learn typical texture patterns with very good generalization, even from rela-
tively small patches and filter banks. Similarly to Gabor filters any other family
of 2D filters commonly used to describe gray scale image information could be
adapted and applied to color image analysis with this algorithm. A filter bank
with differences of Gaussians for color edge detection is a possible example. In-
vestigation of the performance of the system on other filters can be addressed
in future. Furthermore, depending on the task it might be desirable that two
patches in which the same texture occurs on different positions should not be
interpreted as similar. In this case another similarity measure should be used:
‖ �r�xi� � r�wL�� ‖2, which is not based on the difference of magnitudes. This
might be of advantage for example in the recognition of objects such as traffic
signs, were a corner or an edge might have different meanings dependent on its
position in the image.
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Abstract. This paper presents a new similarity measure based on Rao
distance for color texture classification or retrieval. Textures are charac-
terized by a joint model of complex wavelet coefficients. This model is
based on a Gaussian Copula in order to consider the dependency between
color components. Then, a closed form of Rao distance is computed to
measure the difference between two Gaussian Copula based probabilty
density functions on the corresponding manifold. Results in term of clas-
sification rates, show the effectiveness of the Rao geodesic distance when
applied on the manifold of Gaussian Copula based probability distribu-
tions, in comparison with the Kullback-Leibler divergence.

Keywords: Color texture classification, Gaussian Copula, Rao distance.

1 Introduction

Texture classification is an important and challenging task in image analysis.
Efficient texture classification is essentially based on a pertinent feature extrac-
tion and similarity measurement steps, especially when choosing the K-Nearest
Neighbor approach. The feature extraction step consists of figuring out a set of
attributes that best describe the texture, and best discriminate this latter from
different textures. Many works, stressed that treating the texture in the wavelet
domain allows accurate characterization, by modeling histograms of the wavelet
subbands with appropriate models.

In this context, the Generalized Gaussian Density (GGD) proposed by Do
and Vetterli [1] showed a good ability in modeling the heavely tailed and pickly
pronounced behavior of the histograms. In the case of color textures, and more
specifically when they are represented in the RGB color space, a big correla-
tion exists between the color bands, thus considering univariate models leads to
a considerable loss of information in the characterization. For this, joint mod-
els were proposed to describe the dependence across color bands. Verdoolaeg
et al. [2], proposed a multivariate Generalized Gaussian distribution (MGGD)
for multiscale color texture retrieval, modeling dependence across color compo-
nents. A t-Student Copula based multivariate Weibull distribution was proposed
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by Kwitt et al. [3], describing dependence between complex wavelet coefficient
magnitudes also in the context of color texture retrieval. The second step of
a KNN based classification process, is the similarity measurement, which con-
sists of measuring distance between textures according to the extracted features.
In their pioneering work, Do and Vetterli [1] showed that the Kullback-Leibler
(KL) divergence is suitable for comparing textures reposing on the estimated
model parameters. Recently KL divergence has been used to measure similar-
ity between Copula based distributions, in the context of texture retrieval [3].
A Monte-carlo approach was adopted to deal with the lack of a closed form of
the KL divergence between Copula based models. However, the KL divergence
cannot be considered as a metric on the space of probability distributions, since
it is not symmetric and does not obey the triangle inequality.

To remedy to this problem, a Riemannian metric namely the Rao or Geodesic
distance can be used instead of the commonly used Kullback-Leibler divergence.
The Rao distance was first proposed by Rao [4] exploiting that the Fisher infor-
mation for a set of probability density functions (pdfs) is a Riemannian metric
on the corresponding manifold. Thus, the Rao distance is achieved reposing on
the Fisher information metric and by resolving the corresponding geodesic equa-
tions. Rao distance was already used in different fields, such as segmentation and
classification [5][6]. Closed forms of the Fisher-Rao metric were proposed for Ex-
treme Value probability distributions namely the Gumbel, Cauchy-Fréchet, and
Weibull [7]. In [2], the Rao distance was used as a similarity measure between
zero-mean multivariate generalized Gaussian distributions (MGGD). A closed
form of the Rao metric was computed in the case of a fixed shape parameter,
while geodesic equations were solved numerically when assuming different shape
parameters.

In this work, we propose a Rao metric as a similarity measure on the manifold
of Gaussian Copula based multivariate probability distributions. This assumes
that we know Rao distance for the marginal distributions, before computing
the metric for the joint model. To test effectiveness of the Rao distance based
similarity measure, we show results in comparison with the KL divergence based
similarity measure in term of classification rates.

This paper is organized as follows. In the next section, we give a review of
Copula theory and construct the multivariate models reposing on the Copula
approach. In section 3, we derive the general form of the Rao distance on the
manifold of Gaussian Copula based probability distributions. In section 4, we
present results of texture classification using the Rao distance and the Kullback-
Leibler divergence, before concluding in section 5.

2 Gaussian Copula Based Probability Distributions
Manifold

2.1 Review of the Copula Theory

We draw on the Copula theory to incorporate the information of dependency
between color components in the RGB color space. Copulas are an elegant tool
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for merging a set of marginal pdfs into a multivariate pdf with a particular de-
pendence structure. A Copula is a multivariate cumulative distribution function
defined on the d-dimensional unite cube [0, 1]d [8], with uniform one dimensional
marginals. Given a d-dimensional vector x = [x1, ..., xd] on the unit cube [0, 1],
with a cumulative distribution function F and marginal cumulative distribution
functions (cdf) F1, ..., Fd. The multivariate cdf is:

F (x1, ..., xd) = P (X1 ≤ x1, ..., Xd ≤ xd) (1)

Sklar theorem [9] shows that there exists a d-dimensional Copula C such that:

F (x1, ..., xd) = C(F1(x1), ..., Fd(xd)) (2)

Further, if C is continuous and differentiable, the Copula density is given by:

c(u1, ..., ud) =
∂dC(u1, ..., ud)
∂u1...∂ud

(3)

The joint pdf is uniquely deduced from the margins and the Copula density as
follows:

f(x1, ..., xd) = c(F1(x1), ..., Fd(xd))
d∏

i=1

fi(xi) (4)

where fi, i = 1, ..., d, represent the marginal densities. It appears that the Gaus-
sian Copula is suitable to model linear dependence, which is the most popular
in texture modeling. Gaussian Copula density is defined by:

c(u,Σ) =
1

|Σ|1/2
exp[−1

2
ϑT (Σ−1 − I)ϑ] (5)

with ϑi = φ−1(Fi(ui)) , and φ represents the standard normal cumulative
distribution function. Σ denotes the correlation matrix, and I denotes the d-
dimensional matrix identity. From this we can derive the joint model as:

f(x, θ) =
1

|Σ|1/2
exp[−1

2
ϑT (Σ−1 − I)ϑ]

d∏

i=1

fi(xi) (6)

where θ = (η,Σ) denotes the hyperparameters of the joint model, where η =
(η(1), η(2), ..., η(k)) represents a set of the marginal parameters and Σ denotes
the covariance matrix of the Gaussian vector ϑ.

For estimating parameters of the Gaussian Copula based model we use the
IFM (Inference From Margins) method [10]. In a first time, this consists of
estimating the parameters of the marginals using the Maximum Likelihood (ML)
procedure. ML estimators η̂i are deduced as:

η̂k = argmaxηk

n∑

i=1

log(fk(xik, ηk)) (7)

Secondly, the log-likelihood function for the joint distribution is maximized using
the margins estimators η̂=(η̂(1), ..., η̂(k)):

Σ̂ = argmaxΣ

n∑

i=1

log c(F1(x1i; η̂1), ..., Fd(xdi; η̂d);Σ) (8)
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2.2 Multivariate Weibull Distribution

From (6), the pdf of multivariate Weibull (Mwbl) distribution is defined as:

fMwbl(x, θ) =
1

|Σ|1/2
exp[−1

2
ϑT (Σ−1 − I)ϑ]× (

τ

λ
)d

d∏

i=1

xτ−1
i exp−

d∑

i=1

(
xi

λ
)τ (9)

with θ = (τ, λ,Σ), τ represents the shape parameter, λ represents the scale
parameter, and Σ denotes the covariance matrix.

2.3 Multivariate Gamma Distribution

The joint pdf of multivariate Gamma (Mgam) distribution is defined as:

fMgam(x, θ) =
1

|Σ|1/2
exp[−1

2
ϑT (Σ−1 − I)ϑ] × (

β−α

Γ (α)
)d

d∏

i=1

xα−1
i exp−

d∑

i=1

(
xi

β
) (10)

with θ = (α, β,Σ), α represents the shape parameter, β represents the scale
parameter, and Σ denotes the covariance matrix.

2.4 Multivariate Laplacian Distribution

The pdf of multivariate Laplacian (Mlap) Distribution is defined as:

fMlap(x, θ) =
1

|Σ|1/2
exp[−1

2
ϑT (Σ−1 − I)ϑ]× 1

bd
exp−

d∑

i=1

(xi − a)
b

(11)

with θ = (a, b,Σ), a represents the location parameter, b represents the scale
parameter, and Σ denotes the covariance matrix.

3 Rao Geodesic Distance on the Manifold Of Gaussian
Copula Based Distributions

Let us consider Mθ as the statistical manifold of Gaussian Copula based prob-
ability distributions, and f(x; θ) a pdf from this manifold, where θ a vector
of parameters of f . Rao distance is a Riemannian metric defined by the fisher
information matrix as:

ds2 =
d∑

i,j=1

gij(θ)dθidθj (12)

where gij represents the Fisher matrix elements:

gij(θ) = E
[ ∂
∂θi

log f(X ; θ)
∂

∂θj
log f(X ; θ)

]
(13)

= −E
[ ∂2

∂θiθj
log f(X ; θ)

]
(14)
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Hence, given two probability distributions f(x; θ1) and f(x; θ2) on Mθ, we can
compute the Rao geodesic distance as:

L =
∫ θ2

θ1

ds =
∫ 1

0

√∑

i,j

gij θ̇iθ̇jdt (15)

In Mθ, probability distributions are defined as:

f(x, θ) = cΦ(u1, ..., ud;Σ)
d∏

i=1

fi(xi; ηi) (16)

So, gij(θ) = −E
[ ∂2

∂θiθj
log cΦ(u1, ..., ud;Σ)

d∏

i=1

fi(xi; ηi)
]

(17)

= −E
[ ∂2

∂θiθj
log cΦ(u1, ..., ud;Σ) + log

d∏

i=1

fi(xi; ηi)
]

(18)

The vector (u1, ..., ud), is constructed by transforming the vector (x1, ..., xd)
empirically with known parameters ηi via ui = F (xi; η̂i) , thus we consider
these observations without assumptions on the parametric form of the marginal
distributions: (u1, ..., ud) = (F (xi, η̂1), ..., F (xi, η̂1)).
This approach has been already considered for estimating the parameters of the
copula without estimating the marginals parameters as an alternative of the IFM
method, and was named as CML (Canonical Maximum Likelihood) [14]. When
this is supposed, we have:

∂

∂η
cΦ(u;Σ) = 0 (19)

so then, gηΣ(θ) = gΣη(θ) = 0.
Thus

gΣΣ(θ) = −E
[ ∂2

∂Σ∂Σ
log cΦ(u;Σ)

]
(20)

and
gμν(θ) = −E

[ ∂2

∂μ∂ν
log

d∏

i=1

fi(xi; ηi)
]

(21)

with μ, ν ∈ {η(1), ..., η(k)}

gμν(θ) = −E
[ ∂2

∂μ∂ν

d∑

i=1

log fi(xi; ηi)
]

(22)

= −E
[ d∑

i=1

∂2

∂μ∂ν
log fi(xi; ηi)

]
(23)

=
d∑

i=1

−E
[ ∂2

∂μ∂ν
log fi(xi; ηi)

]
(24)
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Thus, from (12):

ds2 = gΣΣdΣdΣ +
d∑

i=1

∑

μ,ν

gμν μ̇ν̇dt (25)

= ds2Gauss +
d∑

i=1

ds2Margins (26)

Thus, the Rao distance between two probability density functions f(x; θ1) and
f(x; θ2) on Mθ is defined from equation (15) as follows:

L(f(x; θ1)||f(x; θ2)) = LGauss(f(x; Σ1)||f(x; Σ2)) +
d∑

i=1

LMargins(f(x; η1)||f(x; η2)) (27)

and then, the Rao distance between two Mwbl pdfs is:

L(fMwbl(x; θ1)||fMwbl(x; θ1)) = [
1
2

d∑

i=1

(ln ri)2]1/2+

(
[log(τ2/τ1)− s(λ2 − λ1)2/λ2

1λ
2
2]2 + q2(λ2 − λ1)2/λ2

1λ
2
2

[log(τ2/τ1)− s(λ2 − λ1)2/λ2
1λ

2
2]2 + q2(λ2 + λ1)2/λ2

1λ
2
2

)1/2

(28)

where ri, i = 1, ..., d represents the eigenvalues of Σ−1
1 Σ2, s = 1− γ and q = π√

6
.

The Rao distance between two Mlap pdfs is:

L(fMlap(x; θ1)||fMlap(x; θ1)) = [
1
2

d∑

i=1

(ln ri)2]1/2+

1
2

log
{a1 − (K + R)}/{a1 − (K −R)}
{a2 − (K + R)}/{a2 − (K −R)} (29)

with, K = 1
2

b22−b21
a2
2−a2

1
+ a1 + a2, and R2 = b21+b22

2 + (a2−a1)
2

4 + (b22−b21)
2

4(a2−a1)2 .
Sometimes, the geodesic equations of the marginal probability distribution are
difficult to solve as the case of the Gamma distribution. In such cases, we proceed
by numerical approximations for the geodesic equations [13].

4 Experimental Results

Experiments are conducted on the MIT vision texture database (Vistex) [11].
We consider 30 texture classes as used in [12]. Each 512× 512 texture image is
splitted into sixteen subimages of size 128× 128 resulting on a database of 480
samples. Then color bands of each subimage are decomposed via the Dual Tree
Complex Wavelet Transform (DTCWT). DTCWT presents advantages over the
classic DWT (Discret Wavelet Transform), in terms of translation invariance
and directional selectivity, since DTCWT provides complex subbands in six ori-
entations at each decomposition level. Every color band (R, G and B) is then
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Table 1. Average classification rate for different number of training set

Q 2 3 4 5 6 7 8

Mwbl 86.75 86.90 91.72 92.14 94.25 95 95.96

Mgam 84.83 85.74 91.76 91.93 92.70 93.62 95.33

Mwbl+KL [3] 85 86.14 90.65 91.33 93.75 94.81 95.45

MGGD [2] 84.54 84.98 88.42 90.14 92.49 92.95 94.56

decomposed via DTCWT resulting on six subbands ri, gi, bi, i ∈ {1, ..., 6} for
each color component (considering only subbands of the second decomposition
level). Thus, the dataset to be modeled is constructed by arranging the absolute
values of the subbands coefficients in an n× 18 matrix, where n is the number
of subband coefficients.

As said in the introduction we choose the K-Nearest Neighbor approach for the
classification purpose. In the KNN approach, an instance is classified reposing on
a similarity measure, and is accorded the label of the majority of its K-Nearest
Neighbors.

We begin the classification process by dividing our dataset into training and
testing sets. From each class of textures, we choose, randomly, Q samples to
construct the training set. The rest of the samples are then considered as the
testing set. This experiment is repeated 100 times before returning the average
classification rate. In our experiments, we vary Q from 2 to 8 in order to test
performances for different numbers of training samples.

Table 1 shows the average classification rates for two submanifolds of Mθ

namely Mwbl and Mgam with Rao distance as a similarity measure in com-
parison with the MGGD model [2], also with the same similarity measure, and
then with the approach proposed in [3], which uses the Monte-carlo based KL
divergence with Multivariate Weibull distribution. We observe that for Mwbl
and Mgam higher classification rates are achieved for Q = 8, with 95.96% for
Mwbl and 95.33% for Mgam, which is better than the rates achieved when using
MGGD (94.56% for Q = 8). This is due the flexibility of the Gaussian Copula
based models in describing the information of dependence. Also, it can be seen
that, in comparison with the KL divergence based approach, results with the
Rao distance are slightly better. These little improvements in term of classifi-
cation rates are valuable, since one can replace the use of the Kullback-Leibler
divergence by the Rao distance, and then benefits the advantages of this lat-
ter over the KL divergence, as being a distance in the right sense of the word,
respecting properties of symmetry and triangularity. Another advantage of the
Rao distance, is that for multivariate distributions, and especially those based
on copulas, the KL divergence is numerically computed using the Monte carlo
method, known as being computationally expensive.

5 Conclusions

In this work, we have proposed to use the Rao distance as a similarity measure
between Gaussian Copula based multivariate distributions. We derived a closed
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form for the Rao distance of these joint distributions when the Rao distance of
the marginal distributions is known. Results in term of classification show the
Rao distance can replace the use of the Kullback-Leibler divergence since rates
are improved, and then benefit the advantages of the Rao distance.
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9. Sklar, M.: Fonctions de répartition à n dimensions et leurs marges. Publications
de l’institut de Statistique de l’Université de Paris. vol. 8, pp. 229-231 (1959)
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Abstract. In this paper, a new texture analysis method(EMDLBP)
based on BEMD and LBP is proposed. Bidimensional empirical mode
decomposition (BEMD) is a locally adaptive method and suitable for the
analysis of nonlinear or nonstationary signals. The texture images can
be decomposed to several BIMFs (Bidimensional intrinsic mode func-
tions) by BEMD, which present some new characters of the images. In
this paper, firstly, we added the saddle points as supporting points for
interpolation to improve the original BEMD, and then the new BEMD
method is used to decompose the image to components (BIMFs). After
then, the Local Binary Pattern (LBP) method is used to detect the fea-
ture from the BIMFs. Experiments shown the texture image recognition
rate based on our method is better than other LBP-based methods.

Keywords: texture analysis, empirical mode decomposition, LBP.

1 Introduction

Texture analysis is widely recognized as a difficult and challenging computer-
vision problem. It provides many applications such as in remote sensing image,
medical image diagnosis, document analysis, and target detection, etc.

Many methods have been used in texture analysis, among which, the local
descriptors are widely used. The most popular local descriptors are the Gabor
wavelet [Manjunath96] and local binary pattern (LBP) [Ojala02]. The Gabor
representation has been shown to be optimal in the sense of minimizing the joint
two-dimensional uncertainty in space and frequency [Manjunath96]. The Gabor
wavelet has been widely used in image analysis, such as texture analysis and seg-
mentation, face recognition. Another important local descriptor is local binary
pattern (LBP), which has gained increasing attention due to its simplicity and
excellent performance in various texture and face recognition. Many improve-
ments of original LBP have been proposed [Guo10] [Zhao07] [Ahonen09]. LBP
operator has been extended to use neighborhoods for different sizes [Ojala02].
Guo [Guo10] proposes an alternative hybrid scheme, globally rotation invariant
matching with locally variant LBP texture features. Chen [Chen10] proposes
the Weber Local Descriptor (WLD) inspired by Webers Law and LBP, which
consists of two components: differential excitation and orientation.
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Recently, Empirical mode decomposition (EMD), developed by Huang
[Huang98], has been used for the texture analysis and face recognition [Nunes03].
EMD is a data driven processing algorithm which applies no predetermined filter.
The EMD is based on the local characteristics scale of the data, which is able to
perfectly analyze the nonlinear and nonstationary signals and presents the illumi-
nation robust features. EMD has been used to analyze the two-dimensional sig-
nals, for example, the images, which is known as bidimensional EMD (BEMD).

BEMD presents some better quality than Fourier, wavelet and other decom-
position algorithms in extracting intrinsic components of textures because of
its data driven property [Nunes03] [Huang03]. It is different from the wavelet-
based multi-scale analysis that characterizes the scale of a signal event using
pre-specified basis functions.

One research topic in BEMD is the extrema points detection method [Sharif08]
[Nunes03], which supplies the supporting points for the interpolation. If the ex-
trma detection loses some significant supporting points, the BIMFs’ orthogonal-
ity will increase. In this paper we add the saddle points[Xu06] as the supporting
points for the interpolation, and give the definition of saddle points. Combined
with the neighbor local maxima and minima points [Pan10] , three types of
points are treated in the same way and the interpolation in BEMD is improved.

Based on the new BEMD, in this paper, we propose using the Local Binary
Patterns (LBP) as the texture descriptor to detect the characteristic of texture
images. The BEMD decompose the original image to a new multi-scale compo-
nents (BIMFs). In those new components, the LBP can be better work than in
the original images. Experiments shows the texture image recognition rate based
on our method is better than other LBP-based descriptors.

2 Review of BEMD

Empirical mode decomposition (EMD) is first proposed by Huang [Huang98]
for the processing of non-stationary functions. This tool decomposes signal into
components called Intrinsic Mode Functions (IMFs) satisfying the following two
conditions:

(a)The numbers of extrema and zero-crossings must be either equal or differ
at most by one;

(b)At any point, the mean value of the envelope defined by the local maxima
and the envelope by the local minima is zero.

Huang [Huang98]has also proposed an algorithm called ’sifting’ to extract
IMFs from the original signal f(t) as follows:

f(t) =
N∑

i=1

Ii(t) + rN (t) (1)

Where Ii(t) , i = 1, , N are IMFs and rN is the residue.
The bidimensional EMD (BEMD) process is conceptually the same as the one

dimension EMD, except that the curve fitting of the maxima and minima envelope
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now becomes a surface fitting exercise and the identification of the local extrema
is performed in space to take into account for the connectivity of the points.

The main process of the BEMD can be described as:

(a)Locate the maximum and minimum points in the image I(i, j) ;
(b)Interpolate the surface among the all maxima (resp. minima) to build the

envelope Xmax,k(i, j) and Xmin,k(i, j);
(c)Compute the mean envelope

Xk(i, j) = (Xmax,k(i, j) +Xmin,k(i, j))/2 (2)

(d)Update the Ik(i, j) = Ik−1(i, j)−Xk(i, j);
(e)Check the stopping criterion

SD =
M∑

i=1

N∑

j=1

(Ik(i, j)− Ik−1(i, j))2

(Ik−1(i, j))2
(3)

if SD is larger than a threshold ε, repeat the steps (a)-(e) with Ik(i, j) as the
input, other wise, Ik(i, j) is an IMF dk(i, j);

(f)Update the residual Ik(i, j) = Ik−1(i, j)− dk(i, j);
(g)Input the Ik(i, j) to steps(a)-(e) until it can not be decomposed, and the

last residual is Ik(i, j) = r(i, j) .
After the BEMD, the decomposition of the image can be rewritten as following

form:
I(i, j) =

K∑

k=1

dk(i, j) + r(i, j) (4)

The dk(i, j) is the BIMFs (bidimensional intrinsic mode functions) of the
images, and r(i, j) is the residual function.

3 BEMD Based on Saddle Points

In our previous work [Pan10], we have proposed some approaches for solving
problems in BEMD. The local extrema point was detected based on its neighbor
and the extended parts were rebuilt based on self-similarity. In this paper we
add the saddle points [Xu06] as the supporting points for the interpolation.

The first step in BEMD is to detect the local extrema points. In one dimen-
sional EMD, the extrema points are local maxima or minima points. In two
dimensional, except the local maxima or minima points, there will be a new
condition. One point may be a maxima point in one dimensional but a min-
ima point in other dimensional. By use of the neighbor local extrema detection
[Pan10], these points may not be detected. The saddle points are simultaneously
a local maximum and local minimum point evaluated in different directions, and
they also give important supporting features about the local variation of the
original function [Xu06].

Definition 1. a two dimensional function or a three dimensional curve u(x, y),
in the points (x0, y0) can be Taylor expansion:
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u(x, y) = u(x0, y0)+
∂u

∂x
�x+

∂u

∂y
�y +

1

2
[
∂2u

∂x2
(Δx)2 +2

∂2u

∂x∂y
ΔxΔy +

∂2u

∂y2
(Δy)2] + · · ·

(5)

Where Δx = x− x0, Δy = y − y0,
if ∂u

∂x |0 = 0, ∂u
∂y |0 = 0, we have

u(x, y)− u(x0, y0) =
1
2
[uxx(Δx+

uxy

uxx
Δy)2 + (!y)2(uyy −

u2
xy

uxx
)] + · · · (6)

the extrema point is saddle point, if u2
xy > uxxuyy.

Definition 2. f(i, j) is a maximum (or. minimum) if it is larger (or. lower) than
the value of f at the nearest neighbors of (i, j).

Let the window size for local extrema determination be (2w + 1)× (2w + 1),
Then

xmn =
{
xmax if xmn > xij ,
xmin if xmn < xij .

}
(7)

Where xij = {x|(m− w) : i : (m+ w), (n− w) : j : (n+ w), i �= m, j �= n}
From the experimental, we find that 3 × 3 window results is an optimum

extrema map for given images.
These three type points, saddle points, neighbor local maxima and neighbor

local minima points, are treated in the same way. All these points are detected
from the original image and supply the supporting points for the BEMD’s inter-
polation.

4 Texture Descriptor Based on BEMD and LBP

To analyze and classify the texture images, we propose using the LBP descriptor
to extract the local features from the decomposed BIMFs. Local Binary Patterns
(LBP) is introduced as a powerful local descriptor for microstructure of images
[Ojala02]. In this section, we firstly give an introduction of the original LBP, and
then present the new feature detection method based on LBP and BEMD.

4.1 Local Binary Patterns (LBP)

The LBP operator is originally developed for texture description. The operator
assigns a label to every pixel of an image by thresholding the 3×3-neighborhood
of each pixel with the center pixel value and considering the result as a binary
number. Then the histogram of the labels can be used as a texture descriptor
[Ojala02].

The form of the resulting 8-bit LBP code can be defined as follows [Ojala02]:

LBP (xc, yc) =
7∑

n=0

s(in − ic)2n (8)

where ic corresponds to the gray value of the center pixel (xc, yc) into the gray
values of the 8 neighborhood pixels, and function s(x) is defined as:
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s(x) =
{

1 if x ≥ 0,
0 if x < 0.

}
(9)

From the above processing, the LBP presents that it will be not affected by any
monotonic gray-scale transformation which preserves the pixel intensity order in
a local neighborhood. Each bit of the LBP code has the same significance level
and that two successive bit values may have a totally different meaning.

To deal with textures at different scales, the LBP operator is later extended
to use neighborhoods for different sizes [Ojala02]. The local neighborhood is
extended to as a set of sampling points evenly spaced on a circle centered at the
pixel to be labeled allows any radius and number of sampling points[Zhao07].
If a sampling point is not in the center of a pixel, it will be rebuilt by bilinear
interpolation. The notation (P,R) is defined as the pixel neighborhood which
means P sampling points on a circle of radius of R. Figure 1 shows an example
of circular neighborhoods.

Fig. 1. The circular (8,1) (16,2) (8,2) neighborhoods

4.2 LBP Based on BEMD

In our method, the texture images are firstly decomposed by BEMD into several
components BIMFs, and then, the LBP is used to extract the local features of
BIMFs.

BEMD is based on the local characteristics scale of the data and the filtering
occurs in time space rather than in frequency space; therefore, it is able to
perfectly analyze and present the nonlinear and nonstationarity signals. The
corresponding high-frequency components are more robust to the illumination
changes [Zhang05]. Moreover, the corresponding BIMFs by the BEMD based
methods are able to capture more representative features of the original signal,
especially more singular information in high frequency ones. At the same time,
because of the invariance of the LBP features, the LBP can be suit for the
considerable gray-scale variations in images and no normalization of input images
is needed. LBP is a nonparametric method, which means that no prior knowledge
about the distributions of images is needed.

We use the following procedure for detect texture features:
Firstly, the original image I is decomposed into its BIMFs dk:

I(i, j) =
K∑

k=1

dk(i, j) + r(i, j) (10)

Secondly, as we can find from the texture images’ BIMFs (Figure 2), the first
and the second BIMF remain the main detail of the original image, and the
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last BIMFs represent the information in large scales. The characteristic points
in BIMF3(BIMF4, BIMF5) are in a larger scales, using the same size of LBP to
detect the LBP code of these BIMFs will be ineffective. In [Ojala02], the LBP
operator was extended to use neighborhoods for different sizes.

In our experiment, the 1st and 2nd LBP code of BIMF are detected by the
LBP8,1, the last BIMFs are detected by LBP16,2.

Lastly, features are detected from BIMFs by the LBP:

EMDLBP = [LBPBIMF1
8,1 LBPBIMF2

8,1 LBPBIMF3
16,2 . . . LBPBIMFn

16,2 ] (11)

(a)Original image (b)BIMF1 (c)BIMF2

(d)BIMF3 (e)BIMF4 (f)BIMF5

Fig. 2. BIMFs of the texture image

5 Experimental Result

The proposed algorithm for texture analysis is tested and compared with other
methods on two database: Brodatz database and KTH-TIPS2-a database.

The Brodatz database is a widely used database for texture recognition. It
consists of 111 images. Following the same processing in previous approaches
[Lazebnik05], each class image is partitioned into nine non-overlapping frag-
ments, for a total of 999 images. The classifier is based on the nearest-neighbor
classifier. For Brodatz database, the proposed feature is compared with LBP
[Ojala02], LBPV [Guo10], RIFT [Lazebnik05].

Table1 shows recognition results for outputs of proposed EMDLBP method
and other methods. The original LBP [Ojala02], LBPV [Guo10] and RIFT
[Lazebnik05] methods are used in the same database. By comparing the clas-
sification rates, we can find that the proposed EMDLBP method gives better
performance than LBP, LBPV and RIFT method. BEMD decompose the texture
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Table 1. Classification accuracy of proposed EMDLBP in the Brodatz database, com-
pared with LBP, LBPV, RIFT

Classification Accuracy

LBP LBPV(8,1) LBPV(8,2) RIFT EMDLBP

0.7568 0.8258 0.7883 0.7628 0.8468

Table 2. Classification accuracy of proposed EMDLBP and other methods in the
KTH-TIPS2-a textures database

Classification Accuracy

Parameters LBP u2 LBP-HF WLD LBPV FBL-LBP EMDLBP

(8,1) 0.525 0.525 0.564 0.552 0.619 0.642

(16,2) 0.508 0.533 0.585 0.568 0.624 0.648

(8,1)+(16,2) 0.538 0.542 0.647 0.575 0.631 0.729

image into BIMFs, and the different sizes of LBP are suit for BIMFs’ multiscale
decomposition. The experimental results show that the multiscale LBP can bet-
ter work in the BIMFs than in the original images.

The KTH-TIPS2-a database is another database widely used for texture clas-
sification and material categorization, which contains four physical, planar sam-
ples of each of 11 materials under varying illumination, pose, and scale[Chen10].
The KTH-TIPS2-a texture data set contains 11 texture classes with 4572 images.

The NN classifier is trained with one sample (i.e. 9× 12 images) per material
category. The remaining 3× 9× 12 images are used for testing. This is repeated
with 1000 random combinations as training and testing data and the result are
reported as the average value.

Classification accuracy of the EMDLBP and other LBP-based methods are
listed in Table2. Note that the results from LBP-HF [Ahonen09], FBL-LBP
[Yimo10] in Table2 are quoted directly from the original papers. In Table2,
the (8,1)+(16,2) for our proposed EMDLBP is the feature of combined (8,1)
and (16,2) as described in Equation(11). The result of (8,1) and (16,2) is just
simply used the LBP8,1 and LBP16,2 in the all BIMFs. It can be found that the
EMDLBP has better performance than other methods in all cases. Specially, the
multi-scale (8,1)+(16,2) can achieve higher performance than all other methods
included the single (8,1) or (16,2) in BIMFs. As we mentioned in Part 4, the
BIMFs are multi-scale components of the original images, using the different
sizes of LBP to detect the LBP code of different BIMFs is more effective.

6 Conclusion

Texture analysis is widely recognized as a difficult and challenging computer-
vision problem. In this paper, a new global-local feature (EMDLBP) is proposed
for texture analysis. To improve the local descriptor LBP, a new decomposition
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method BEMD is used to supply new multi-scale components(BIMFs). In these
new multi-scale components, the LBP descriptor can achieve better performance
than original images.

Firstly, BEMD method based on saddle points is proposed, which can reduce
the orthogonality index of BIMFs and improve the BEMD. And then the BEMD
decompose images to different BIMFs, which present different scale information
of the original image. After then, the LBP method is used to detect the local
information of BIMFs. Experiments show the texture image recognition rate
based on our method is better than other LBP-based methods.
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Abstract. Exposing digital forgeries by detecting local correlation pat-
terns of images has become an important kind of approach among many
others to establish the integrity of digital visual content. However, this
kind of method is sensitive to JPEG compression, since compression at-
tenuates the characteristics of local correlation pattern introduced by
color filter array (CFA) interpolation. Rather than concentrating on the
differences between image textures, we calculate the posterior probabil-
ity map of CFA interpolation with compression related Gaussian model.
Thus our approach will automatically adapt to compression. Experimen-
tal results on 1000 tampered images show validity and efficiency of the
proposed method.

Keywords: digital forgery, color filter array, posterior probability map.

1 Introduction

A wide distribution of digital cameras, in combination with sophisticated image
editing softwares, makes altering digital images ubiquitous. The fact that seeing
is not believing puts an urgent demand for the techniques of image forensic
detection. It also motivates recent intense research on digital image forensic
tools[1] that can assess the authenticity of digital images without access to the
source image or source devices.

Fortunately, although digital forgeries may leave no visual clues of having
been tampered with, they may alter the underlying patterns of pixels that make
up a digital image. These patterns that many image forensic tools depend on
can be summarized into three categories: (1) pixel-based patterns, which detect
anomalies introduced at the pixel level by manipulations such as cloning, splicing,
etc[2][3], (2) correlation patterns, which are induced by imaging sensors[4][5],
imaging formulation[6][7], and formats for storage[8][9], and (3) explicitly object
model based patterns, which detect anomalies in the 3D interactions among
physical objects, light, and the camera[10][11].

Among these aforementioned underlying patterns, a particular kind of forensic
method belonging to the second category, which relies on characteristics of color
filter array (CFA) interpolation pattern between neighboring pixels have been
widely used in many recent image forensic tools[12][13]. Nearly every digital
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Fig. 1. CFA Configurations

forgery starts out as a photo taken by a digital camera. To obtain a full-color
image, the vast majority of sensors employ CFA, such that each sensor element
only captures light of a certain wavelength. The remaining color information
has then to be estimated from the surrounding pixels of the raw image. This
interpolation introduces specific correlation patterns between the pixels of a
color image. The main idea of this kind of methods is that when creating a
digital forgery these correlation patterns may be destroyed or altered. However,
these methods are sensitive to lossy compression, which attenuates the trace of
CFA correlation patterns.

In this paper, we propose a compression robust approach to detect tampering
in images by detecting CFA correlation patterns, rather than specific CFA in-
terpolation. The main idea is that the damage of these CFA correlation patterns
due to lossy JPEG compression can be regarded as additive gaussian noise over
the image. Thus the value of pixels can be described with statistics based Gaus-
sian models, which can automatically adapt to different compression level. The
proposed method consists of three subsequent key steps: 1) calculating residual
map, 2) estimating the correlation pattern, and 3) detecting the periodicity. In
the first two steps, we describe the correlation patterns with posterior probabil-
ity map. Specifically, based on the residual distribution, we develop a technique
which can automatically adjust the Gaussian models to make it more suitable
for the compression level. In the final step to detect periodicity, we use the two
dimensional discrete Fourier Transform(2D-DFT). The resulted method not only
provides a new way for these CFA pattern based image forensic tools to extend
their usage, but also shows validity and efficiency over thousands of tampered
and computer generated images.

2 Detecting Traces of CFA

CFA plays an important role in digital color image formulation. To obtain a
full-color image, the vast majority of sensors employ a CFA. Typically the CFA
contains three color filters: red, green, and blue as shown in Fig. 1. CFA inter-
polation requires re-sampling the original image onto a new sampling lattice,
introducing specific periodic correlations between neighboring pixels. This un-
derlying pattern forms basis for the widely used image forensic tools proposed
in[7], and image forensic can be detected by checking for the existence or con-
sistency of CFA artifacts in digital camera images.

CFA interpolation introduces spatially periodic inter-pixel correlations into
the image as a natural fingerprint of tamper detection. The complete forgeries



A Robust Approach to Detect Tampering by Exploring Correlation Patterns 517

detection method includes three steps. First, we calculate residual map by ap-
plying a highpass filter to the image. Then we choose the green channel and
compute the posterior probability map of CFA interpolation. Finally, we detect
the periodicity of the posterior probability map. According to a simple threshold,
we can determine whether the test image is tampered or not.

2.1 Calculation of Residual Map

In the approach, we assume that CFA interpolation takes the form of bilinear
interpolation. This simplifying assumption has been proved to be robust to dif-
ferent CFA interpolation algorithms in [14]. To make the approach robust to
compression and in-camera processing, the residual map is calculated by apply-
ing a highpass filter H to the image’s green channel, which contains more original
information than others. The highpass filter H is defined as follows:

H =
1
4

⎡

⎣
0 1 0
1 −4 1
0 1 0

⎤

⎦ (1)

The local correlation patterns of CFA emerges in the residual map as a periodic
distribution.

2.2 Estimation of Posterior Probability Map

For a full color image, its pixels fall into two classes: interpolated pixels that
are obtained by interpolation of its neighboring pixels, and raw pixels that are
obtained from the imaging sensor directly. We denote these two classes as M1

and M2, respectively. For pixels belonging to M1, they satisfy that:

f(x, y) =
N∑

m,n=−N

u(m,n)f(x+m, y + n) + δi(x, y) (2)

where f(x, y) is the pixel in green channel, and u is the bilinear filter. δi(x, y)
denotes the residual of approximation for interpolated pixels. δi(x, y) is an in-
dependent and identically distributed error that follows a Gaussian distribution
with zero mean and variance σ2

i . Similarly, for pixels belonging to M2, they
satisfy that:

f(x, y) =
N∑

m,n=−N

u(m,n)f(x+m, y + n) + δo(x, y) (3)

where δo(x, y) denotes the residual of approximation for uninterpolated pixels,
which follows a Gaussian distribution with zero mean and variance σ2

o . According
to the analysis in [12], σo is much bigger than σi. Because of nonlinear operations,
the compression will induce quantization error, δQ, into the image. It can be
regarded as additive gaussian noise. The residual of approximation in M1 is
defined as:

ni = δi(x, y) + δQ(x, y) (4)
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The residual of approximation in M2 is defined as:

no = δo(x, y) + δQ(x, y) (5)

ni is drawn from a normal distribution with variance (σ2
i +σ2

Q). And no is drawn
from a normal distribution with variance (σ2

i +σ2
Q). Let σM1 and σM2 separately

denotes the variance of ni and no.
Based on Bayes’ rule, the posterior probability of each pixel belonging to class

M1 is then defined as:

P{f(x, y ∈M1 | f(x, y)} =
P{f(x, y) | f(x, y) ∈M1}P{f(x, y) ∈M1}
2∑

i=1

P{f(x, y) | f(x, y) ∈Mi}P{fx, y ∈Mi}
(6)

where priors P{f(x, y) ∈ M1} and P{f(x, y) ∈ M2} are assumed to be 1/2.
The probability of a pixel belonging to class M1, P{f(x, y) | f(x, y) ∈ M1}, is
defined as:

P{f(x, y) | f(x, y) ∈M1} =
1

σM1

√
2π
e

(f(x,y)−∑N
m=−N

∑N
n=−N um,nf(x+m,y+n))2

−2σ2
M1 (7)

In addition, the probability of a pixel belonging to class M2 is defined in the
similar way as:

P{f(x, y) | f(x, y) ∈M2} =
1

σM2

√
2π
e

(f(x,y)−∑N
m=−N

∑N
n=−N um,nf(x+m,y+n))2

−2σ2
M2 (8)

Now the only unknown parameters are the variances σ2
M1 and σ2

M2. In green
channel, the CFA interpolation is with a finite kinds of configurations. The vari-
ance is separately computed in all kinds of CFA configurations. The smallest one
is taken as the variance of P{f(x, y) | f(x, y) ∈ M1}. And σ2

M2 is subsequently
identified.

The posterior probability map shows the periodic interpolation of the image
in an intuitive way. If an image is CFA interpolated, the period of the posterior
probability map will be 2 in both horizontal and vertical directions.

2.3 Detection of Periodicity

Generally, CFA has four kinds of configurations, as shown in Fig. 1. In the green
channel, the samples captured by the camera are arrayed as rhombuses in the
lattice. This is regarded as an inherent feature of CFA. In practice, we detect
the periodicity of the posterior probability map p(x, y) calculated in Sec. 2.2.
By applying 2D-DFT to p(x, y),

∣
∣P (ejω1 , ejω2)

∣
∣ is obtained. The high peak at

the frequency (ω1, ω2) = (π, π), indicates that the period of p(x, y) is 2 in both
horizontal and vertical directions. To overcome the influence of noise, we define
feature R to measure the trace of CFA interpolation as:

R =
|Pπ,π|
|Pmid| (9)
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where Pπ,π is the element of the Fourier series at the frequency (ω1, ω2) = (π, π),
and Pmid is the element whose amplitude is the median of all the amplitudes.
The higher value of R indicate more obvious CFA pattern.

3 Experimental Results

3.1 Robustness and Sensitivity

The proposed method is evaluated using an uncompressed image data set, and
1000 images are selected randomly as test images. Then they are compressed
with different JPEG quality factors from 20 to 100, and are manipulated with
different image editing tools, including blurring, down-sampling, up-sampling
and rotation. These tampered images form our final test images.

We first test whether the method is robust to different interpolation algo-
rithms. These 1000 images are first interpolated in five kinds interpolation al-
gorithms including bilinear, bicubic, median, smooth hue and gradient based
interpolation. The final results is shown in Fig. 2. The threshold of R is deter-
mined according to the image compression level. In uncompressed images the
threshold of R can be determined as 32 with the accuracy 99.69%. Though the
nonlinear operation have an adverse influence on the detection, the results in-
dicate that the proposed method is not only robust to JPEG compression but
also to difference interpolation method.
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Fig. 2. Shown in the panel are the detection results of our method in different inter-
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Fig. 4. The comparison of compression robustness between the proposed method and
the existing one[12]. Each curve present the performance of distinguishing PRCG from
untampered images in different compression levels. The proposed method is demon-
strated with solid lines. The dashed lines present the method in [12]. The original curve
is shown on the left and the magnified version is shown on the right.

To test the sensitivity, 1000 images are manipulated with different image
editing tools(3% upsampling, 3% downsampling, blurring with 3× 3 kernel and
2 degree rotation), making up of usual tampering operations. Applying proposed
method to the tampered images, the detection result is shown in Fig.3. With
a simple threshold, the tampered images can be separated from the original
ones according to feature R. The performance of the proposed method when
the different editing tools are used in tampering is presented in Table. 1. These

Table 1. Detection accuracy when different editing tools are used

Rotation Up-sampling Down-sampling Blurring

100% 99.8% 99.9% 98.4%

Fig. 5. Shown above are the results of local tamper detection. The first column shows
the original images. The second column shows the tampered images. Column 3 shows
the calculated R map. The final results are demonstrated in column 4. The boundaries
of the tampered region are highlighted.
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empirical results show that even slight manipulation will destroy the trace of
CFA.

Finally, we compare the compression robustness between our method and
the previous one with the best performance[12]. With the test set employed in
Columbia’s ADVENT dataset from [15], 1600 images (including 800 PIM and
800PRCG) are selected to be distinguished by the proposed method and the ap-
proach in [12] separately. As presented in Fig.4, the ROC curves of the proposed
method have a better performance in different compression levels. The perfor-
mance of distinguishing gradually decreases and is robust to JPEG compression.

3.2 Local Tamper Detection

To validate our approach in local tamper detection, the posterior probability
map is calculated firstly as described in Sec.2.2. By applying sliding window,
the feature R at each window center can be computed. In R map the tampered
region can be detected with only a threshold. The tampered image is formed by
inserting an image patch. Many editing tools, such as resizing, blurring, rotation
and so on, are used to remove visual cues of tampering and make it credible
in visual. Fig. 5 shows immediate results. In the calculated R map, tampered
regions is darker than other areas. The tampered regions are completely detected.

One limitation of the the proposed method is that it is sensitive to smooth
regions, especially in compressed images. The smooth regions of an image have
less textures and is easily incorrect detected as area suffered blurring operation.

4 Conclusion

We propose a compression robust approach to expose tampering in images by
detecting CFA correlation patterns in this paper. The proposed method can
attenuate the damage of these CFA correlation patterns due to lossy JPEG
compression. The resulted method not only provides a new way for these CFA
pattern based image forensic tools to extend their usage, but also improves
performance of previous methods. Experimental results on 1000 images show
validity and efficiency of the proposed method.
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Abstract. To develop an accurate and suitable method for measuring
the embryonic heart rate in vitro, a system combining Laplacian eigen-
maps and empirical mode decomposition has been proposed. The pro-
posed method assess the heart activity in two steps; signal generation
and heart signal analysis. Signal generation is achieved by Laplacian
eigenmaps (LEM) in conjunction with correlation co-efficient, while the
signal analysis of the heart motion has been performed by the modified
empirical mode decomposition (EMD). LEM helps to find the template
for the atrium and the ventricle respectively, whereas EMD helps to find
the non-linear trend term without defining any regression model. The
proposed method also removes the motion artifacts produced due to the
the non-rigid deformation in the shape of the embryo, the noise induced
during the data acquisition, and the higher order harmonics. To check
the authenticity of the proposed method, 151 videos have been investi-
gated. Experimental results demonstrate the superiority of the proposed
method in comparison to three recent methods.

1 Introduction

Rat whole embryo culture on gestation day (GD) 13 can be used to investigate
if drugs may have an effect on the embryonic heart in vitro. If a drug cause
reduced heart rate (bradycardia) and/or irregular heart rate (arrhythmia), it
may have the potential to damage the embryo by causing periods of hypoxia
(reduced oxygen tension). There is a clear relationship between hypoxia during
mammalian development and an increased risk of birth defects and embryonic
death [1]. For instance, in pregnant women a ∼20% reduction in fetal heart
rate during the first trimester is associated with a markedly increased risk of
spontaneous abortion [2].
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The in vitro method of investigating drug effects on the rat embryonic heart
has improved over the years. However, it is just recently that feasible image
analysis tools have been introduced to assess the effect on embryonic heart rate
in vitro [4,6]. In comparison, a lot more work has been done to set up image
analysis tools in the zebrafish in vivo culture system. For instance, in [7], the
changes in average light intensity of each frame was combined with pixel differ-
ential computed across the frames to construct the heart signal. In [8], the heart
signal was visualised as a waveform of dynamic pixels produced by the oscilla-
tory movement of blood cells. Later on, short-time Fourier transform (STFT)
was used to analyse the non-stationary heart signal. In STFT, it is assumed
that some portion of a non-stationary signal is stationary. However, the deter-
mination of the stationary portion and its size is a dilemma in itself. In [9],
fast differential interference contrast imaging carried out at 250 frames/sec was
combined with autocorrelation to measure the heart activity. To have a true
representation of the heart activity, the reference image should represent either
of the extreme states in the heart. However, the selection of reference image,
manual or automatic, is un-conclusive in [9].

In the current study, rat embryos are cultured with an open yolk sac. This,
together with the vigorous heart beats at GD 13, results in a non-rigid deforma-
tion in the shape of the embryo. It can also result in translation of the embryo
in the culture medium. In the case of an irregular heart rate, the motion of the
heart can become non-stationary in nature.

To cope with the above mentioned issues, we carried out the assessment of
the heart activity in two steps, signal generation and heart signal analysis.
Here, signal generation is achieved by Laplacian eigenmaps (LEM) in conjunc-
tion with correlation co-efficient, while the signal analysis of the heart motion
has been performed by empirical mode decomposition (EMD).

2 The Proposed Method

Existing methods to assess embryonic heart rate requires a skillful operator to
perform the experiment by means of expensive imaging equipment [9,5,7]. The
aim of this study is to present a simple and low cost solution to measure the
rat embryonic heart rate in vitro. The proposed solution requires an ordinary
light microscope with a video camera capable of capturing a video at 30 frames
per second along with a desktop computer. The section to follow will present a
robust method to generate a heart signal from cultured rat embryos.

2.1 Signal Generation

Laplacian eigenmaps (LEM) is a non-linear dimensionality reduction method
which aims to find the lower dimensional manifold embedded in the higher di-
mensional space while preserving the spatial relationship [10]. To accomplish this
task, LEM constructs a graph G in which every data point di is connected to its
k-nearest neighbours. All edges between the connected data points in a graph
G have a cost equal to one. It is followed by the construction of an adjacency
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matrix Cij which have an entry 1 at location (i, j), if the data point di is among
the k-nearest neighbours of dj . The rest of the locations in Cij are set to zero.
LEM requires the construction of Laplacian matrix L, which can be computed
as:

Lij =

⎧
⎨

⎩

Dij if i = j
−Cij if di and dj are adjacent data points

0 otherwise.
(1)

Here, D is a diagonal matrix computed as Dij =
∑

j

Cij . The final step in the

LEM method is to find the generalized eigenvector solution to:

Lf = λDf. (2)

As L is a symmetric positive semidefinite matrix with λ0 = 0 as a trivial eigen-
value, it implies that all eigenvalues can be ordered as: 0 = λ0 ≤ λ1 ≤ λ2 · · · ≤
λN−1. Now, the mapping of di in a low-dimensional space m is computed by
leaving the eigenvector f0 and using the next m eigenvectors as [10]:

di −→ (f1(i), f2(i), · · · , fm(i)). (3)

Here, the mapping f is the solution to the following minimization problem [10]:

f = arg min
f

∑

(i,j)

Cij‖f(di)− f(dj)‖2 (4)

As, we are interested in measuring the heart rate in the atrium and the ventricle,
respectively, the method requires manual selection of these regions. In our case,
the area representing either chamber would be treated as di, as a vector in a
higher dimensional space. It is intuitive that LEM on such data will provide
quite logical representation by mapping the filled, semi-filled, emptied atrium
frames close to filled, semi-filled, emptied atrium frames, respectively in the lower
dimensional space. The same would be the case with the ventricle. K-medoids
clustering of this low-dimensional mapping into three clusters yields intuitive
classification, i.e., filled, semi-filled, emptied chamber classes. This mapping eases
the selection of the template frame for the atrium and the ventricle. It is worth
mentioning that each low-dimensional point has a one-to-one correspondence
with the higher dimensional point. The class having the least average value
(computed among the corresponding higher dimensional points) is considered
as the state when the specific heart chamber is fully filled. It is mainly because
the least light would pass through the blood in the case when the chamber is
fully filled. The point in the higher dimensional space is considered as template
(T ) if the corresponding lower dimensional point represents the centre of this
chamber class. The template selected using this method is relatively insensitive
to outliers and noise [10]. To construct the adjacency matrix, we have used 5-
nearest neighbours and for the low-dimensional embedding we have set m = 2.
The choice of 5-nearest neighbours is motivated by the fact that it always resulted
in one-connected component in the graph for our test videos.
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Later on, cross-correlation of the template frame (representing the atrium
filled class) with the area representing the atrium will yield the heart signal
representing the atrium activity (As). The ventricle activity (Vs) is achieved
similarly by using the template frame (representing the ventricle filled class)
with the area representing the ventricle. For the sake of simplicity, we will use
the term heart signal to refer to both, (As) and (Vs).

2.2 Heart Signal Analysis

Depending on the heart conditions, the associated signals are intrinsically non-
linear and most of the time non-stationary in nature. It is also observed that
the spatial movement of the embryo due to placement in a culture medium
(liquid in nature) results in a trend term in the associated heart signal. In case
of arrhythmia, the heart motion will change over time which demands for time-
frequency analysis tool. Generally, wavelets and filter banks provide a pre-defined
multi-scale representation of a non-stationary signal. The application of wavelets
require the definition of mother wavelet as well as the total number of scales that
are both user defined parameters. However, it will be more logical to select these
parameters based on the frequency content of the underlying signal but they are
a priori unknown. The recently developed EMD seems suitable, as it overcomes
the above mentioned shortcomings.

EMD is an adaptive multi-scale representation that decomposes a non-linear
and non-stationary signal into symmetrical oscillating functions known as intrin-
sic mode functions (IMF) and a less oscillating local mean [11,12]. Each IMF
has the same number of extrema and zero-crossings or can differ at most by one.
IMF should also be symmetric with respect to local zero mean. To extract each
IMF, EMD uses an iterative procedure known as sifting process [11]. In [13], the
sifting process was replaced with partial differential equations to improve the
performance of EMD. Another approach to improve the performance of EMD is
to better approximate the mean envelope as the conventional mean envelope can
result in undershoot, overshoot, instabilities to noise, and erroneous detection of
extrema [14].

To overcome the above mentioned problems, we have followed the same lines
as discussed in [15] and [11] along with a new relaxation in the stopping criterion
which helps in faster convergence. The proposed method (Algorithm 1) provides
the steps to remove the trend term and noise from the heart signal.

Algorithm 1. Empirical Mode Decomposition for Heart Signal Analysis
1: fr ←− frame rate of the camera
2: nf ←− total number of frames
3: fh ←− 6 Hz (Maximum heart beat rate)
4: i ←− −1, ε1 ←− 0.05, ε2 ←− 0.10, α ←− 2
5: repeat
6: Find all extrema locations (tk) in z(t).
7: Compute the centroid (z̄k(t̄k)) between two consecutive extremum as:

z̄k ←− 1

tk+1 − tk

∫ tk+1

tk

z(t)dt

t̄k ←−
∫ tk+1

tk
t | z(t) − z̄k |2 dt

∫ tk+1
tk

| z(t) − z̄k |2 dt
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8: Find a mean envelope m(t) by fitting a cubic spline through all centroids (z̄k(t̄k)).
9: if (z(t) − m(t)) is an imf then

10: i ←− i + 1
11: Find the IMF, hi(t):

hi(t) ←− z(t) − m(t)

12: Find the residual, r(t):
r(t) ←− z(t) − hi(t)

z(t) ←− r(t)

13: Find all extrema locations tk in hi(t).
14: Find the symmetry ratio, sr :

λi(k) ←− hi(tk+1) − hi(tk−1)

tk+1 − tk−1
(tk − tk−1) + hi(tk−1)

sr ←− | hi(tk) + λi(k) |
| hi(tk) − λi(k) | ≤ ε1

15: else
16:

z(t) ← z(t) − m(t)

17: Find all extrema locations tk in z(t).
18: Find the symmetry ratio sr as given below:

λ(k) ←− z(tk+1) − z(tk−1)

tk+1 − tk−1
(tk − tk−1) + z(tk−1)

sr ←− | z(tk) + λ(k) |
| z(tk) − λ(k) | ≤ ε1

19: end if
20: Find the number of extrema ne in z(t).
21: until ((sr ≥ ε1) ∧ (ne > α))
22: Find the cut-off frequency cutoff to remove noise and higher harmonics:

cutoff ←− 2fh

fr

+ ε2

23: Convolve h0 with a FIR low-pass filter fil, with a cut-off frequency of cutoff :

h0(t) ←−
∑

k

h0(k)fil(t − k)

24: Drop the trend term to compensate for the spatial heart motion in the culture medium:

zcomp(t) ←−
n∑

i=0

hi(t)

Here, the sifting process enables EMD in separating intrinsic modes of oscillatory
components with their frequency ratio up to 0.8, thus greatly mitigating the
effect of mode mixing and enhancing the frequency resolving power [14]. The
proposed method helps to find the non-linear trend term without defining the
regression model. The non-rigid shape deformation produced due to the vigorous
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heart motion, the noise induced during the data acquisition, and the higher
order harmonics (produced due to unequal stay of blood in each of the heart
chambers) are catered during step 22 to 24 of Algorithm 1. Taking benefit from
the zero mean property of the IMF, we have defined a beat in a different way.
We count it as a beat if there is a negative minimum between two positive
maxima. Here, maxima is defined as the highest positive value between every
two negative minima. The positive minimum separating the two positive maxima
is consider as false minima and the negative maxima separating the two minima
is considered as false maxima. This methodology avoids false maxima/minima
detection and also avoids the computation of differential for maxima/minima
detection. Such a definition assures that every beat has substantial amplitude
and also justifies the removal of the trend term.

3 Experimental Results and Discussion

For evaluation of our proposed method, we have used 151 videos from an ongo-
ing project where the effects of pharmaceutical drugs with ion channel-blocking
activity on the heart were investigated. To generate the videos, we used a culture
system (with some modification) previously published in [3]. In the current study
each embryo was cultured in 25 ml bottles containing 4 ml of Dulbeccos Mod-
ified Eagles Medium (DMEM, Ref. No. D1145, Sigma Chemical Co., St. Louis,
MO, USA). Intermittent gassing (95% O2, 5% CO2) for 2 minutes instead of
continuous gassing was used, and the bottles were gassed after addition of the
drugs to the culture media, and after every recording of the heart rate.

After 1 hour of incubation, each embryo still in its bottle, was examined
under a light microscope (Olympus SZ-40) equipped with a camera (uEye UI-
2210-M/C). A 30-second video of the embryos was recorded to be used for later
analysis. Damaged and dead embryos or embryos with a heart rate less than 160
beats per minute were discarded. After recording the embryonic heart rate, the
test compound (or vehicle serving as control) was added to the culture medium
and the bottles were gassed for 2 minutes with the same gas mixture as above.
The embryos were then incubated for 1 hour before being re-examined again
as described above. In total, we have used 151 videos for the evaluation of our
proposed method.

We opted to compare our heart signal analysis method with the analysis
methods mentioned in [6,8,9]. We skipped the comparison between the proposed
signal generation method and the signal generation methods mentioned in [8,9],
because they have used different imaging technique to acquire images. However,
it seems fair to compare the signal analysis methods as there is no difference
in the generated signals. For validation of our method, we have generated a
ground truth (Gt) where videos were stepped through frame by frame and the
exact heart rate was determined visually. Fig. 1(a) shows the number of heart
beats counted by each of these methods in 151 different videos. It is clear from
Fig. 1(a) that the proposed method is quite accurate in counting the heart beats
in comparison to the others.
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Fig. 1(b) shows the difference between the number of Gt beats and the number
of beats counted by the proposed method for all 151 videos. It also shows the
difference between Gt beats and the beats counted by [8]. Results in Fig. 1(b)
demonstrate that the difference between the total number of heart beats and the
Gt is quite small as compared to [8]. Similar results are evident in Fig. 1(c) where
the difference between the Gt and the number of heart beats counted by [6,9] is
quite higher. It is interesting to mention that the method in [8] provides quite
accurate count of the heart beats by finding the fundamental frequency in the
frequency domain but fails to localize the location of the peaks in the time
domain. Fig. 1(d) shows the standard deviation of the inter-beat time which is
often used by biologists to judge the heart condition. Here, the higher values are
often associated with the irregularity of the heart motion. It is evident from the
results that the proposed method outperforms the other methods but still there
are 5 instances when the proposed method fails to correctly count the heart
beats.
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Fig. 1. a) Number of heart beats counted by different methods on 151 videos. b) Differ-
ence in the number of the heart beats between the ground truth and the other methods.
c) Similar to (b) but using the method proposed in [6,9]. d) Standard deviation of the
inter-beat time computed individually for every video.
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4 Conclusion

The proposed method selects the template for each of the heart chambers us-
ing Laplacian eigenmaps which is robust against noise and outliers. The results
clearly show the accuracy of the proposed method in counting and localizing
different heart states. The efficiency and the robustness of the proposed method
makes it more attractive for the biologists to analyse the heart motion without
the need for parameter tweaking and expensive imaging equipments.
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Abstract. While pupil tracking under active infrared illumination is
now relatively well-established, current iris tracking algorithms often fail
due to several non-ideal conditions. In this paper, we present a novel
approach for tracking the iris. We introduce a radial symmetry detector
into the proposal distribution to guide the particles towards the high
probability region. Experimental results demonstrate the ability of the
proposed particle filter to robustly track the iris in challenging conditions,
such as complex dynamics. Compared to some previous methods, our iris
tracker is also able to automatically recover from failure.

Keywords: iris tracking, particle filter, radial symmetry.

1 Introduction

Visual gaze tracking is of particular interest in many applications [1], ranging
from human-computer interactions to cognitive studies. A first step to estimate
the direction of the gaze often relies on tracking eye features such as the pupil
or the iris. Then, the point-of-regard can be computed thanks to a mapping
between the eye and the environment, usually a planar surface. We refer to [2]
for an extensive survey on eye tracking and gaze estimation.
In this paper, we address the problem of tracking the iris in close-up images with
a low-cost camera and under uncontrolled conditions. In comparison with pupil
tracking [3], iris tracking remains still a challenging task due to eye- (motion,
shape variation, eyelid/eyelash occlusion, pupillary dilation, ethnicity), camera-
(focus, resolution) and environment- (light variation, passive illumination, exter-
nal occlusion) dependent factors. It can be categorized into two separate classes:
non-probabilistic [4][5][6][7] and probabilistic [8][9] approaches.

Non-probabilistic approaches. They are mostly improvements of the Star-
burst algorithm proposed in [3] originally designed for pupil tracking. These
methods rely on feature detection followed by a RANSAC [10] ellipse fitting.
Extensions of the algorithm include : a distance filter and constraints about di-
rections of rays [4], constraints about size of iris and number of inliers [5], a
limbus-pupil switching mechanism using an adaptive threshold to account for
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light variations [6] and a constrained search of strong gradients along normal
lines under the implicit assumption of smooth movements [5][7].

Probabilistic approaches. Hansen et al. [8] was the first to propose an iris
tracking algorithm based on particle filter. The contour log-likelihood ratio is
modelled thanks to a Generalized Laplacian to approximate the distribution of
gray-level differences and a Gaussian distribution to consider the deformations
along the measurement lines [11]. In [9], Wu et al. present an iris and eyelids
tracking method based on particle filter and a 3D eye model. An intensity cue
along with edge computation is employed to update the weights of the particles.

Relying solely on feature detection and ellipse fitting is often prone to failure,
even if strong constraints are applied in both stages. Moreover, the iris motion
is constrained by the eyeball rotation and hence, a bounded state space could
be accordingly defined. However, in practice, such a strategy requires a large
number of particles to sample from. Iris distortions also become more important
in close-up images and should be considered in the algorithm. In this work, a
more general framework is provided to, at the same time, guide and constrain the
feature detection and the ellipse fitting. Our contribution is to combine an iris-
based detector, namely radial symmetry, and a Sequential Monte Carlo approach
to robustify iris tracking and improve state-of-the-art approaches.

2 Radial Symmetry Transform

The radial symmetry transform used in our work is the one proposed by Loy et al.
[12]. We briefly review the algorithm and for more details, the reader is referred to
[12]. The idea behind the radial symmetry transform is to accumulate orientation
and magnitude contributions at different radii from a position p = {x, y} in the
direction of the gradient:

p± = p± round
(

g(p)
||g(p)||r

)
(1)

where r ∈ Nr is the radius with Nr being the discrete set of radii and g(·) is
the gradient computed thanks to the 3x3 Sobel operator. At each step, orienta-
tion and magnitude projection images are updated depending on positively- or
negatively-affected pixels:

Or(p±) = Or(p±) ± 1 Mr(p±) = Mr(p±)± ||g(p)|| (2)

For each radius r, the radial symmetry transform then becomes:

Sr = Fr ∗Ar with Fr =
Mr

kr

(
|Õr|
kr

)α

(3)

where Ar is Gaussian filter that allows spreading the symmetry contribution, α
is the radial-strictness parameter and kr is a normalizing factor so that Mr and
Or can be represented on a similar scale. Õr(p) and kr are given by:

Õr(p) =
{
Or(p) if Or(p) < kr

kr else with kr =
{

9.9 if r > 1
8 else (4)
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Finally, the symmetry contributions can be averaged over the set of radii:

S̃ =
1
|Nr|

∑

r∈Nr

Sr (5)

3 Proposed Iris Tracker

Particle filter. Let xt ∈ X denote the hidden state and zt ∈ Z the observation
at time step t. The principle of the particle filter is to infer the marginal posterior
distribution p(xt|z1:t) of the state xt given the observation sequence z1:t. Given
Bayes’ theorem and the Chapman-Kolmogorov equation, it can be expressed by
the following Bayesian recursive formula under a first-order Markovian assump-
tion:

p(xt|z1:t) = p(zt|xt)p(xt|z1:t−1)
p(zt|z1:t−1)

∝ p(zt|xt)
∫
p(xt|xt−1)p(xt−1|z1:t−1)dxt−1

(6)

However, in practice, because the integral is intractable, this distribution is ap-
proximated by a set of weighted samples {x(n)

t , w
(n)
t }Nn=1:

p(xt|z1:t) ≈
N∑

n=1

w
(n)
t δ(xt − x(n)

t ) (7)

where δ(·) denotes the Dirac function and the unormalized weights are sequen-
tially updated according to:

w̃
(n)
t = w

(n)
t−1

p(zt|x(n)
t )p(x(n)

t |x(n)
t−1)

q(x(n)
t |x(n)

0:t−1, z1:t)
(8)

Typically, the proposal distribution is set equal to the prior transition leading
to a simplified update scheme known as the Bootstrap filter or Condensation
algorithm [13]: w̃(n)

t = w
(n)
t−1 p(zt|x(n)

t ).

State space. The iris shape is represented by an ellipse : x = [ cx cy a b θ ]T ∈
R5x1 where (cx, cy) are the center coordinates, (a, b) the semi-minor/major axis
and θ the angle of the ellipse with respect to the horizontal axis.

Dynamic model. The idea of including a detector within the particle filter to
boost the tracking, is not new and was proven to be very effective [14]. Further-
more, radial symmetry transform is well-suited to detect pupil and aid to locate
iris in non-ideal conditions [15]. It relies only on the boundaries which makes it
suitable to ignore specular reflections (often located inside or outside the iris).
In our work, we apply the radial symmetry transform at a low resolution on a
restricted set of radii based upon the iris size at t−1. Moreover, because the iris
is darker than its surrounding, only negatively-affected pixels p− resulting from
strong gradients are considered. To integrate the radial symmetry detection, the
proposal distribution is modelled by a mixture of Gaussian distributions:

q(xt|xt−1, zt) = α qobs(xt|xt−1, zt) + (1− α) p(xt|xt−1) (9)

where α is the mixture coefficient. If α = 0, the proposal distribution equals
the prior transition i.e. the particle filter is only driven by a random walk. The
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Fig. 1. Radial symmetry guided particle filter. The gray particles are generated
according to p(xt|xt−1) while the white particles are propagated by qobs(xt|xt−1, zt).

advantage of the proposed state evolution is that it makes use of the current
observation thanks to the strong detector in order to generate particles in the
region of high probability and allows recovering from failure. Particles are gen-
erated thanks to:

x(n)
t ∼ qobs(xt|x(n)

t−1, zt) = N (xt;xd
t (x

(n)
t−1, zt),Σ1)

x(n)
t ∼ p(xt|x(n)

t−1) = N (xt;x
(n)
t−1,Σ2)

(10)

where xd
t (x(n)

t−1, zt) is the new proposed state obtained by radial symmetry trans-
form and Σk = diag{σ2

cx,k, σ
2
cy,k, σ

2
a,k, σ

2
b,k, σ

2
θ,k}, k ∈ {1, 2}. Σ1 favors iris

deformations and Σ2 puts more emphasize on translational movements. The
principle of the radial symmetry guided particle filter is depicted in Fig.1. Defin-
ing xd

t (x
(n)
t−1, zt) is not straightforward as compared to [14]. The radial symmetry

detector only provides an estimate of the center. For the remaining parame-
ters of the state model, two main strategies are possible : either the shape and
orientation of (i) each particle or (ii) the estimated state at t − 1 are kept.
These strategies have a non-negligible impact on tracking : the latter one allows
much more freedom in deformation than considering each particle independently.
Based on this observation, we intuitively chose the first approach because the
iris keeps the same size, even if it is occluded. This intuition was then confirmed
experimentally.

Likelihood estimation. As a trade-off between tracking robustness and com-
putational cost, we use a simple yet effective likelihood model based on contour
information. Under conditional independence assumption, we define the joint
measurement density by:

p(zt|x(n)
t ) =

∏

u∈Ω

p(zt(u)|x(n)
t ) (11)

with Ω a discrete set of NML measurement locations of length L and:

p(zt(u)|x(n)
t ) ∝ |∇Ip(νm(u))|2 exp(−||νm(u)− νo(u)||2

2σ2
c

) (12)
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Algorithm 1. Proposed iris tracker

Input - Set of weighted samples {x(n)
t−1, w

(n)
t−1}Nn=1

Resampling : Duplicate high-weighted particles and eliminate low-weighted par-
ticles to form a new set {x(n)

t−1,
1
N }Nn=1.

Prediction : {xt} = {x̂t} ∪ {x̂d
t }

1. Randomly select N1 = αN particles from {xd
t } defined by :

xd
t = [ cdx(zt) cdy(zt) a

(n)
t−1 b

(n)
t−1 θ

(n)
t−1 ]T

where (cdx(zt), cdy(zt)) are the center coordinates obtained by the radial
symmetry detector. Then, generate {x̂d

t } according to (10).
2. Randomly select N2 = (1 − α)N particles from {xt−1} and generate {x̂t}

based on (10).
Update : Evaluate the weights according to the likelihood (11) and normalize

them: w(n)
t = w̃

(n)
t∑

N
i=1 w̃

(i)
t

.

Output - Estimated state given by (15).

where νo and νm denote respectively the reference and the detected feature
point on the normal line to a hypothesised contour. The gradient magnitude
projected on the normal line at νm is also incorporated in the likelihood to pro-
vide higher weights to boundaries having larger magnitudes. [8] instead assumes
a homogeneous intensity distribution inside and outside the object through the
Generalized Laplacian.

Confidence measure. In some cases, the detector is not reliable and is at-
tracted by spurious distractors. However, the likelihood evaluation sometimes
alleviates the problem of false positives. To further mitigate tracking failure, we
introduce a confidence measure acting on the guidance strategy:

conf(S̃m
t , dt) =

{
1 if S̃m

t > Sref ∨ pN ( S̃m
t −Sref

Sref )pN ( dt

Ma,b
t−1

) > τ

0 else
(13)

where pN (x) � N (x; 0, σ2), Sref and S̃m
t are respectively the reference and the

current maximum magnitude of the symmetry contribution given by (5), dt is the
distance between the current center detected by the radial symmetry transform
and the estimated center at time step t − 1, Ma,b

t−1 = max{aMAP
t−1 , bMAP

t−1 } and
τ is a constant threshold set to 0,25. The underlying assumptions are that : (i)
if the symmetry contribution is low, the output of the detector is not reliable
and (ii) if, furthermore, the distance to the detector is high, the output of the
detector is ignored. The product of the Gaussian distributions allows assuming
an uncertainty about the high/low transition of the symmetry contribution. The
hard decision given by the confidence measure serves then to modify the mixture
coefficient α of the proposal distribution:

α = αd · conf(S̃m
t , dt) (14)

with αd a user-defined threshold reflecting the mixture strategy.
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Table 1. Experimental results obtained for moderate and abrupt motion

Moderate motion Abrupt motion

Subject A B C D E

Nb. frames 763 524 854 244 351
Max amp. (pixels) 63,39 47,01 42,72 95,71 81,56

Pm 3,90 % 2,87 % 2,70 % 16,87 % 14,72 %

Ps 79,46 % 76,86 % 85,92 % 65,61 % 70,11 %
Pd 47,94 % 47,80 % 40,21 % 62,55 % 55,28 %

Local refinement. For visualization, the point estimate is given by the maxi-
mum a posteriori (MAP) state estimate:

x̂MAP
t = argmax

xt

p(xt|z1:t) ≈ argmax
xt

N∑

n=1

w
(n)
t δ(xt − x(n)

t ) (15)

which is refined to locally capture boundaries. Feature points are detected along
normals to the ellipse and the best fitting ellipse is computed using a RANSAC
method such as in [4]. Within the ellipse fitting step, the evaluation of the ellipse
follows 2 criteria:
1. Similarity in size : |at − at−1| < δa, |bt − bt−1| < δb
2. Bounded size ratio : Rmin <

at

bt
< Rmax

Tracking initialization. In order to initialize the tracking algorithm, the prior
density p(x0|z0) � p(x0) has to be defined. We represent it as a Dirac function
centered at the position given by the non-probabilistic approach described in [4]
with the seed point obtained by the radial symmetry transform.

4 Experimental Results

The algorithm was implemented in C (non-optimized) and tested on an Intel
Core i5 CPU 2,27 GHz and runs in real-time at less than 40 fps with a resolu-
tion of 640x480. For visual assessment, the reader is invited to see video demos
at: http://people.isir.upmc.fr/martinez.

Datasets. Unfortunately, there exists no publicly available database of iris
videos. For this reason, experiments were carried on a self-made database con-
sisting of 5 subjects (3 Europeans, 1 African and 1 Asian). Videos were captured
with a webcam running at 30 fps and providing unfocused images. Hand labeled
ground truths, cx and cy, were estimated for each video. Please note that anno-
tation of noisy iris images introduces an error highly dependent on the iris size.

Performance measure. The robustness was experimentally evaluated instead
of the accuracy (being similar to the other iris trackers). We define a robustness
measure by the percentage of successful tracked frames : Ps = Ns

NT
with NS the

number of successful tracked frames and NT the total number of frames. A suc-
cessfull track is determined by setting a threshold τs relatively to the average

http://people.isir.upmc.fr/martinez
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(a) (b)

(c)

Fig. 2. (a) Robustness as a function of the number of particles N , (b) Snapshots
and corresponding point estimate for the dataset with abrupt motion (Notice the high
appearance change between some adjacent frames), and (c) Comparison of x -coordinate
trajectory of the iris center between state-of-the-art and proposed iris trackers

semi-minor/major axis. The percentage of abrupt motion, Pm, and the percent-
age of detector-generated x̂MAP

t , Pd, are also indicated in the table.

Parameters setting. All parameters have been experimentally set, but most
stayed unchanged for the whole dataset. N , NML, L and αd were respectively
set to : 50, 30, 20 and 0.5. The optimal number of particles was computed by
averaging Ps over the 5 subjects and is given in Fig.2 (a).

Results. Table 1 shows the results obtained for the 5 subjects. Fig.2 (b) shows
snapshots of the abrupt motion dataset. Although the videos exhibit large iris
movements and significant blur, the proposed method is able to track the iris.
According to Pd, one can notice that the more abrupt motion occurs, the more
the MAP estimate is generated by the detector. The presented particle filter was
also compared against other methods to evaluate its robustness : (i) the non-
probabilistic tracker proposed in [7], (ii) our tracker without radial symmetry
knowledge for N = 100 and Σ2 slightly increased (it actually has a behaviour
similar to the one described in [8]) and (iii) our full tracker with radial symme-
try knowledge. Results showed that all approaches perform well under smooth
motion. However, state-of-the-art trackers are not able to track the iris when
large-amplitude motion occurs. An example of such behaviour is illustrated in
Fig.2 (c). The reason of track loss are that state-of-the-art methods do not
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incorporate specific knowledge in order to model the iris and especially rely
on modelling and detecting the contour. On the contrary, the radial symmetry
transfom provides two iris-specific information guiding the tracking: (i) a close-
to-radial shape due to the contribution of convergent gradient directions and (ii)
a sharp limbus by only keeping negatively-affected pixels. Furthermore, even if
our tracker fails in some situations, such as eyelid occlusion, it still can quickly
recover from failure which was never the case with the other methods. This last
crucial point opens the door towards long-term and fully-automated tracking
systems, not yet handled by state-of-the-art iris trackers.

5 Conclusion

The key idea presented in this paper is that iris tracking can be enhanced by em-
bedding radial symmetry knowledge into the particle filter. Experimental results
have shown the effectiveness of the proposed approach compared with state-of-
the-art approaches to cope with complex dynamics and track loss. However,
there is still room for improvement. Iris side-appearance can significantly affect
the radial symmetry detector and should be better modelled to handle stronger
elliptical shape and partial occlusions. Future works could be also to model the
eye state (open/closed) to handle eyelid occlusion while tracking and to integrate
a gaze estimation method to infer the point-of-regard.

Acknowledgements. This work was supported by the European Comission
under the 7th FWP project AsTeRICS (Assistive Technology Rapid Integration
& Construction Set, G.A.No. 247730).
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Abstract. Using image sequences as input for vision-based algorithms
allows the possibility of merging information from previous images into
the analysis of the current image. In the context of video-based driver
assistance systems, such temporal analysis can lead to the improvement
of depth estimation of visible objects. This paper presents a Kalman
filter-based approach that focuses on the reduction of uncertainty in dis-
parity maps of image sequences. For each pixel in the current disparity
map, we incorporate disparity data from neighbourhoods of correspond-
ing pixels in the immediate previous and the current image frame. Similar
approaches have been considered before that also use disparity informa-
tion from previous images, but without complementing the analysis with
data from neighbouring pixels.

Keywords: disparity map, Kalman filter, temporal propagation, stereo
analysis, driver assistance.

1 Introduction

Disparity (depth) estimation obtained from stereo algorithms is commonly used
to provide basic spatial data for complex vision-based applications [Zhihui 2008],
such as in vision-based driver assistance [Franke et al. 2005]. Many applications
require a very high accuracy of disparity values, often depending on the appli-
cation context (e.g. accurate disparity discontinuities in driver assistance, and
accurate disparities within object regions in 3D modelling).

The following three approaches have been followed to improve disparity es-
timation. First, the design of new or the improvement of existing strategies
for stereo matchers (e.g. local, global, semi-global, or hierarchical). Second, im-
provements of cost functions (e.g., sum of absolute differences, census trans-
form, or gradient-based cost functions) or smoothness constraints (e.g. Potts
model, or truncated linear penalty) used within such a matching strategy. Third,
some manipulation of input images (e.g. residuals with respect to some smooth-
ing operator, or edge detection; see [Vaudrey and Klette 2009]) or some post-
processing of the obtained results (e.g. consistency checks or mean filters; see
[Atzpadin et al. 2004]).

In this work we discuss post-processing of the stereo analysis results (i.e.
disparity maps) using available spatial and temporal information in the context
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of vision-based driver assistance systems (DAS). The input of such a system is a
continuous stream of images, thus it is possible to use the information contained
in the temporal domain by incorporating disparity values from previous frames
into measured disparity values in the current frame. The intention is to reduce
the influence of miscalculated disparities in the overall disparity map.

Information contained in the temporal domain has been used before. For ex-
ample, in [Morales et al. 2009], an ‘alpha-blending’ of disparity values calcu-
lated at current and previous image frames lead to an improved performance
for the currently measured values. This model did not yet consider the ego-
motion induced by the ego-vehicle (i.e. the vehicle where the system is operating
in; see Fig. 1, left), nor the independent motion of other objects in the scene.
[Badino et al. 2007] merged previous and current information using an iconic
(pixel-wise) Kalman-based approach [Matthies et al. 1989] and ego-motion in-
formation (yaw and speed rate). This approach was designed to improve dis-
parity measurements in regions of input images where visible motion was only
induced by ego-motion, and not by motion of other objects. The latter method
was extended in [Vaudrey et al. 2008a] by adding a disparity rate term to the
Kalman filter. The goal was to improve disparity measurements for objects that
move relatively to the ego-vehicle in longitudinal direction.

Post processing of disparity maps can also aim at optimizing disparity val-
ues by considering disparity values within a neighbourhood of the current pixel
(i.e. using data from the spatial domain). [Morales et al. 2009] used the same
alpha-blending approach for modifying the disparity value at a pixel by us-
ing disparity values of the ‘north’ and ‘south’ neighbours. Again, no ego- or
independent motion was taken into account. In this paper we improve dispar-
ity maps by reducing the uncertainty in calculated values using information
from both, the spatial and the temporal domain. The Kalman filter used in
[Badino et al. 2007, Vaudrey et al. 2008a] is now modified such that data from
the spatial domain can also be used. Spatial information is used from the previ-
ous and the current disparity maps, and can be taken from an arbitrarily defined
neighbourhood. (Actually, those should be not too large.) We perform experi-
ments with a computer-generated sequence (i.e. with available ground truth) to

Fig. 1. Sample frame from the used data set. Left : Segmented objects used for different
approaches. The blue car is static w.r.t the ground while the green car moves away
from the ego-vehicle. – Colour encoded (red close, blue far) ground truth (Middle) and
a disparity map obtained with a semi-global matching algorithm (Right).
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compare results using both data domains separately for filtering, or both in com-
bination. The rest of this paper is structured as follows. We start in Section 2
with recalling briefly the structure of Kalman filters. In Section 3 we describe
the proposed approach. Section 4 reports and discusses results obtained in our
experiments. Section 5 concludes.

2 Kalman Filter

We briefly recall the linear Kalman filter [Kalman 1960] as commonly used for
a discrete dynamic system [Kuo and Golnaraghi 2002], with states xt, measure-
ments yt, state transition matrix A, process noise v, a control matrix B, and
measurement noise w. Given the system

xt = A · xt−1 + B · ut + v (1)
yt = B · xt−1 + w

The Kalman filter is defined in two steps. First, the information from the previous
step is incorporated into the filter by generating a predicted state

xt|t−1 = A · xt−1|t−1 (2)

Pt|t−1 = A ·Pt−1|t−1 ·AT + Q

We use the notation t|t− 1 to denote that we are in an intermediate step between
t and t−1, while t− 1|t− 1 denotes the state obtained with the Kalman filter at
time t−1. Matrix Q represents the process noise variance (obtained from vector
v) and Pt|t−1, denotes the covariance matrix of the error of xt|t−1 compared to
the true value xt|t.

In the second step, the predicted state is corrected using data from the current
state via the measurement vector yt and the predicted matrix Pt|t−1:

xt|t = xt|t−1 + Kt

(
yt −H · xt|t−1

)
(3)

where Kt = Pt|t−1 ·HT
(
Ht ·Pt|t−1 ·HT + R

)
(4)

is the Kalman gain as derived in [Kalman 1960]. It follows that

Pt|t = (I−Kt ·HT )Pt|t−1 (5)

This is an iterative process. The initial state x0|0 and the initial covariance matrix
P0|0 need to be selected.

3 Approach

The basic idea of our approach is to incorporate disparity information contained
in the spatial domain, as reported in [Morales et al. 2009], into the Kalman
filter approaches presented in [Badino et al. 2007, Vaudrey et al. 2008a]. These
previous methods were designed to handle different kinds of moving objects.
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In [Badino et al. 2007] the interest was on the improvement of disparity values
for static objects in the scene, while in [Vaudrey et al. 2008a] the model was
about longitudinal movements with respect to ego-motion. We aim at enhancing
both methods by adding data from the disparity spatial domain.

By means of a Kalman filter, we merge temporal and spatial information. For
simplicity we use an iconic Kalman filter [Matthies et al. 1989] (i.e. we use an
individual Kalman filter for each pixel under consideration). In each iteration we
obtain a new disparity value for each pixel using both spatial and temporal in-
formation. For doing so it is necessary to consider the motion of 3D world points
that define pixels in the disparity map. Each pixel in an initial disparity map
will be followed as the image sequence advances in time (as long as still visible
in the current frame). This is done by considering ego-motion and disparity rate.

Let p be a pixel of a disparity map calculated at time t, and p1, . . . , pn adjacent
pixels of it with n ≥ 1. Our presentation of formulas is for n = 2 only; it
generalizes for arbitrary neighbourhoods. The pixel p represents a 3D world point
P projected into the image plane at time t. Let p also denote the projection of
P at time t+ 1 besides knowing that its position on the image plane is actually
different due to ego-motion or possible independent motion of P . The disparity
value assigned to p is also expected to change through the sequence.

Consider the dynamic system defined at time t by the state vector xt and the
transition matrix A, given by

xt =

⎛

⎜
⎜
⎝

dp

d1

d2

ḋ

⎞
⎟
⎟⎠ and A =

⎛

⎜
⎜
⎝

α β γ Δt
0 1 0 Δt
0 0 1 Δt
0 0 0 1

⎞
⎟
⎟⎠ (6)

where d∗ denotes disparity values corresponding to p and two adjacent pixels
p1 and p2; value ḋ is the disparity rate as introduced in [Vaudrey et al. 2008a].
Values α and β control the interaction of disparity values of pixels p, p1, and
p2. (In our experiments, we use α = 0.8 and β = γ = 0.1). The parameter Δt
represents the time elapsed between two consecutive frames. We assume that
the noise vector v associated to the system (see Section 2) is Gaussian with zero
mean and standard deviation σd for all disparity values and σḋ for disparity rate.

Measurement data (i.e. data from the current disparity map) is not available
for the disparity rate. But, it contains all the involved disparity values, thus we
can also consider the spatial information in a frame at time t. Therefore, the
dimension of the measurement vector yt is n+ 1, and matrix H equals

H =

⎛

⎝
1 0 0 0
0 1 0 0
0 0 1 0

⎞
⎠ (7)

The noise vector w associated to the measurements taken from the system is
assumed to be the same for all of its coordinates: Gaussian with zero mean and
with a standard deviation σv.

To start the filtering process we need to define the initial state and the initial
covariance matrix. The initial state is defined using the disparity values of p
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and its neighbours calculated with a given stereo algorithm at time t = 0. The
disparity rate is set to be zero. The covariance matrix is defined by

P0|0 =

⎛

⎜
⎜
⎝

σ2
d σdd1 σdd2 σdḋ

σdd1 σd2
1
σd1d2 σd1ḋ

σdd2 σd1d2 σd2
2
σd2ḋ

σdḋ σd1ḋ σd2ḋ σḋ2

⎞
⎟
⎟⎠ (8)

where, for example, σdḋ = σd ·σḋ . Recall that we assumed that all the calculated
disparity values have the same variance.

Once the filter has been initialized, we can start the iteration process. Assume
that we have already calculated t− 1 steps and that xt−1|t−1 is available. After
the prediction step at time t, the first coordinate of xt|t−1 contains information
about a neighbourhood (a 2-neighbourhood in this case) of the disparity map
calculated at time t− 1.

Before applying the Kalman update process it is necessary to update the
position of pixel p (i.e. the visible movement of the 3D world point P between
t − 1 and t). This is done by calculating the relative motion of P with respect
to the ego-vehicle, and this is done in tow steps.

First, the motion induced by the disparity rate is incorporated into P . This
motion is away from the ego-vehicle and in the same direction. Thus, only
the Z coordinate will be modified. Second, the positional change induced by
ego-motion is considered. We use only speed and yaw rate (i.e. the bicycle
model [Franke et al. 2005]) and assume that they are noise free. Roll and pitch
are not included into our model, but both do have a minor influence for vision-
augmented vehicles.

Once the position of p in frame t is known, we calculate the measurement
vector yt from the disparity map at time t. This vector is then used to generate
the corresponding Kalman gain. Note that from the design of our system [see
Equation (2)], disparity information from neighbouring pixels of p at time t is
included in the measurement vector.

This measurement vector can now be used to calculate the Kalman gain in
order to obtain the updated state, so the next iteration at time t can be per-
formed. To avoid noisy states in both steps of the Kalman process, we follow the
validation rules suggested in [Vaudrey et al. 2008a].

For adding temporal information to the approach of [Badino et al. 2007] it is
necessary to remove the disparity rate term from the state and modify accord-
ingly the rest of the dynamic system presented in Equation (6).

4 Experiments and Results

We perform experiments using the Sequence 1 [Vaudrey et al. 2008b] from the
Set 2 from [EISATS 2011]. It is a computer generated sequence representing a
driving scenario with available stereo ground truth; see Figure 1, middle. The
ego-vehicle drives straight through the whole sequence. Thus we assume a con-
stant yaw rate of 0 degrees and a speed of 6.99 m/s, calculated from the ground
truth and an assumed frame rate of 25 frames per second.
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As stated in Section 3, the method proposed in [Vaudrey et al. 2008a] (dy-
namic method from now on) was designed to improve the calculated dispar-
ity values from objects moving away but in the same driving direction of the
ego-vehicle. We segmented from the test sequence (100 frames) a vehicle whose
movement fulfils such requirements. For the experiments using the approach in-
troduced in [Badino et al. 2007] (now called the static method) we segmented a
static vehicle (53 frames) with respect to the ground. In Figure 1 left, the green
vehicle is moving away from the ego vehicle, while the blue one is totally static.

For generating the disparity data we use a semi-global matching (SGM) stereo
algorithm [Hirschmüller 2005], with a four-path configuration and the census
transform as cost function (see [Herman et al. 2011]). See Figure 1, right, for a
sample disparity map. As expected with noise-free stereo pairs, the SGM results
were ‘very close’ to the ground truth, letting almost no room for improvement.
All the filtered results were slightly worse than the raw stereo results, as already
reported in [Morales et al. 2009]. However, this previous study reported that
using either spatial or temporal post-processing leads to improvements when
using noisy sequences which resemble real-world data.

Experiments were made for neighbourhoods with n = 1, 2, 4, 8 adjacent pixels,
both for the static and the dynamic method. For each frame, we calculate the
mean of all the disparity values within the corresponding region of interest (i.e.
the moving vehicle for the dynamic method and the static vehicle for the static
method). We then compare with available ground truth.

The parameters to initialize the Kalman filter for the dynamic method are
as follows (for n = 2 and analogously for the other cases): The initial state was
filled up with data from the disparity map calculated for the first available stereo
pair; except for the disparity rate term, which was set to zero.

For the matrix A, let α = 0.8, β = γ = 0.1 and Δt = 0.04 (i.e. an assumed
frame rate of 25 frames per second).

Fig. 2. Average disparity in the region of interest for the static (left) and the dy-
namic (right) method. Both plots show ground truth (GT), the results using only data
from the temporal domain (temporal), and when using the spatio-temporal approach
(Spatial 4) with n = 4.
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The entries of the covariance matrix P0|0 were initialized with the following
values: σ2

d∗ = 0.3, assuming an imperfect disparity map. σd∗d∗ = 0.5, a relative
large value to represent large correlation between the pixel under analysis and
its neighbours. σd∗ḋ = 0.0001, to show a low correlation between the disparity
values and the disparity rate. d∗ represent either d, d1, or d2. Finally, σḋ2 = 1, a
relative large value to express high uncertainty in the initial disparity rate. - The
parameter initialization for the static method is analogous. It is only necessary
to remove the terms where the disparity rate is involved and modify the matrices
accordingly.

The results for the dynamic method show an improvement when using data
from the spatio-temporal domain (for n = 1, 2, or 4) compared to when just
using the temporal domain. See Figure 2. The results improve according to the
size of the neighbourhood, being the best for n = 4. For n = 8, the results were
not satisfactory. As expected, a large neighbourhood degrades the final disparity
value. The results are summarized in Table 1, presenting the average deviation
from the ground truth for the whole sequence and for all the considered settings.

For the static method we obtained similar results. The spatio-temporal ap-
proach (for n = 1, 2, or 4) shows a better performance than the temporal
method. See Figure 2. The best performance was archived when using n = 4,
and the worst was measured for n = 8. However, in this case, for n = 8 the re-
sults were still better than when just using the temporal approach. Interestingly,
the average deviation for the whole sequence for SGM and n = 4 is almost the
same. See Table 1. For some frames, the average disparity value was closer to the
ground truth when using the spatio-temporal approach than with the original
SGM algorithm.

Table 1. Average deviation from the ground truth for each one of the methods. SGM
stands for the raw stereo results. Temporal is for the exclusively temporal approach.
The rest are for the spatio-temporal methods, where n indicates the size of the neigh-
bourhood.

SGM Temporal n = 1 n = 2 n = 4 n = 8

Mobile 0.11 0.41 0.18 0.16 0.15 3.14
Static 0.10 0.28 0.12 0.12 0.10 0.22

5 Conclusions

In this paper we present a method for post-processing disparity maps using a
spatio-temporal approach. We use an iconic Kalman filter approach for merging
data from both domains.

Obtained experimental results (this short paper only discusses one sequence
given with ground truth) showed improvements compared to original or either
only temporal or only spatial post-processing. We suggest to use the combined
approach for filtering out noisy values in disparity maps generated for stereo
sequences recorded in the real-world.
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Future work will quantify improvements on real-world sequences using the
prediction-error approach as discussed, for example, in [Morales et al. 2009].
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Abstract. This paper describes a novel approach to the estimation of refractive
indices of surfaces using polarisation information. We use a moments estima-
tion method for computing the polarisation image components from intensity
images obtained using multiple polariser angles. This yields estimates of the
mean-intensity, polarisation and phase at each pixel location.The surface normals
are estimated using the photometric stereo. Using the Fresnel theory at each pixel
we estimate the refractive index of the surface from the zenith angle of the surface
normal and the measured polarisation. The method has been applied to determine
the variations in paintings, human skin refractive indices and also for inspecting
fruit surfaces. To test the effectiveness of the method, we coat a variety of objects
with a layer of transparent liquid of known refractive index. Experiments on nat-
urally occurring surfaces (e.g. human skin and fruits) and manufactured objects
such as a plastic balls and paintings illustrate the effectiveness of this method in
estimating refractive indices.

Keywords: Naturally occurring surfaces, Manufactured surfaces, Polarisation
Information, Photometric stereo, Fresnel Theory, Refractive index estimation

1 Introduction

The physics of light has been widely used for surface analysis. The optical properties
of surfaces prove to be useful for assessing the quality of surfaces (natural and manu-
factured), finding widespread application in biomedical optics. One important surface
property is the refractive index. However, determining the refractive index of naturally
occurring surfaces is challenging due to the fact that planar samples are rarely avail-
able and analysis is complicated by the intrinsic shape of the object under study. The
Fresnel equations describes the reflection and refraction of incident light as it passes
an interface between two media ( [1], [11]). In this paper, we aim to use the scattering
properties of light in the visible spectrum for estimating refractive index.

Refractive index is the ratio of the speed of light in two media, which determines
the transmission properties of light in a material. Polarisation measurements and the
Fresnel theory can be used to measure the refractive index. Computer vision deals with
a wide variety of problems for surface inspection and reconstruction, where polarisa-
tion information has been used for developing algorithms to solve them. The Fresnel
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theory of light has been used to model the transmission and reflection of the parallel
and perpendicular field components of incident light. In particular, Wolff [2] has used
the Fresnel theory for developing methods for identifying dielectric and metal surfaces
based on polarisation. Moreover, it is easier to model dielectrics in comparison with
metals since when an electromagnetic field is incident on a metal surface it induces
surface currents which can not be explained by the Fresnel theory alone.

When a polaroid filter is used as an analyser the degree of polarisation and phase can
be measured for both specular and diffuse polarisation. According to the Fresnel theory,
the refractive index is determined by the the degree of polarisation and the zenith angle
between the remitted light and the surface. In this paper we aim to exploit this relation-
ship to estimate refractive index. We commence by using the method of moments to
estimate the components of polarisation image [3]. To acquire the zenith angle of the
remitted light, we use photometric stereo. With polarisation and zenith angles at hand,
we use the the Fresnel theory for diffuse reflectance to estimate the refractive index at
each pixel. This allows for the refractive index to be estimated across curved surfaces.
To test the accuracy of the method we coat curved objects with layers of transparent
fluid (olive oil and vaseline) of known refractive index.

2 Components of Polarisation Image

For computing the components of the polarisation image, the method proposed by [3]
has been used which uses robust moment estimators for diffuse reflectance, in which
incident light undergoes subsurface reflections before being re-emitted. Here the Fres-
nel theory provides the relationship between the degree of polarisation and angle of
reflection of the scattered light.

2.1 Data Set

We have used a geodesic light dome constructed along the lines described in [10] to
collect a set of images with different orientations of the analyser polaroid for the mea-
surement of the polarisation state. The object under study is placed at the centre of the
geodesic light dome. A Nikon D200 camera is used to collect images with fixed expo-
sure and aperture settings. The light sources are unpolarised, while a polariser has been
placed in front of the camera to analyse the polarisation state of the reflected light. The
analyser is rotated from 0 ◦ to 180 ◦ in increments of 10 ◦ to give 19 images per object.

The experiments were conducted in a room with matte black walls and surfaces
so as to minimise inter-reflections. The geodesic light dome is calibrated and allows
for accurate measurement of the angle of the incident light source. Examples of the
acquired image data set are shown in Fig.(4) and(1) for a coated and uncoated terracotta
object.

2.2 Polarisation Image

The conventional method for estimating the three components of the polarisation image
is based on least-squares fitting which yields, the mean-intensity I0, degree of polarisa-
tion ρ and phase φ [4]. Instead, we have used a robust moments estimation method [3],
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which gives improved estimates of the components of the polarisation image. Suppose
that the analyser angle is given by βi, where i is the analyser angle index. The predicted
brightness at the pixel indexed p with the analyser angle indexed i, is give by:

Ii
p = Îp

{
1 + ρp cos(2βi − 2φp)

}
. (1)

where Îp, ρp and φp are the mean intensity, polarisation and phase at the pixel indexed p.

3 Surface Normal Estimation

We use photometric stereo to estimate the surface normal directions across the surface
of the object under study. We acquire images with three different light source directions.
The surface normal directions are estimated using the method of Woodham [5] and later
used by [6]. The mean-intensity estimated from the polarisation image has been used
as input to the photometric stereo for computation of the surface normals.

Let Sm = (S1|S2|S3) be the matrix with the three light source vectors as columns,
Np the surface normal at the pixel indexed p and Ĵp = (Î1p, Î2p, Î3p)T be the vector of
the three mean brightness values recorded at the pixel indexed p with the three different
light source directions. Under the assumption of Lambertian reflectance, at pixel p we
have:

Ĵp = SmN

. The surface normal can be computed from the vector of brightness values Jp and the
inverse of the source matrix Sm. The reflectance factor, R, is computed by taking the
magnitude of the right side of equation (2) as the surface normal, N, is assumed to have
unit length

Rp = |[Sm]−1Ĵp|. (2)

The unit normal vector is computed as follows:

Np = (1/R) ∗ [Sm]−1Ĵp. (3)

The images taken across the polarizer angles are reconstructed using the following
equation:

J i
p = Sm.N(1 + ρp cos(2βi − 2φp)). (4)

The angle of incidence between the light source indexed l and the surface normal at
the pixel index p is θl

p = Np.Sl.

4 Estimating the Refractive Index

The Fresnel theory of light predicts that light incident on a surface is partially po-
larised and refracted while penetrating the surface. The structure of the reflecting sur-
face changes the polarisation state of the incident light. The remitted light is refracted
into the air and is partially polarised in the process. This model as has been reported by
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[4], can be used to compute the relationship between the degree of diffuse polarisation,
the angle between the surface normal and the remitted light θ and the refractive index n:

ρ=
(n− 1

n )2 sin2 θ

2+2n2−(n+ 1
n )2 sin2 θ+4 cosθ

√
n2−sin2 θ

. (5)

We have used the above equation to compute the refractive index n, from measured
values of ρ and θ at each pixel. The refractive index is given by the solution of the
quartic equation:

A2n4 + (2AC − 1)n3 + (2AB + C2 + sin2 θ)n2 + 2BCn+B2 = 0. (6)

whereA = ((1+ρ) sin2 θ− 2ρ
4ρ cos θ ), B = ( (1+ρ) sin2 θ+ρ

4ρ cos θ ) andC = − 2((1−ρ) sin2 θ+ρ)
4ρ cos θ .

Newton-Raphson method has been used to compute the roots of the equation (6). 10
iterations have been used as the method converges before that.

Alternative methods have been reported in the literature for estimating the refrac-
tive index. These include the use of multi-spectral polarisation imagery from a single
viewpoint [7]. The spectral dependence of the refractive index has been studied by [8],
[9]. The novelty of our method is that we have used the Fresnel theory along with pho-
tometric stereo and estimates from the polarisation image for estimating the refractive
indices.

5 Experiments

The data set was acquired in a room with matte black walls and working surfaces to
avoid errors form environmental reflections. The object and camera are placed on the
same axis while the light sources are at three different angles from the object in the
geodesic light dome. We have conducted experiments with both objects of known re-
fractive index and objects of unknown refractive index. The objective is to understand
whether the method can robustly deal with variations in surface composition and shape
for computing the refractive index. The estimated values for the refractive indices fall
in the range 1 < n < 2.5. Some of the non-physical outlier values have been filtered
out in the computation process (i.e. those less than unity). The refractive index images
for the objects under study have been shown in Fig.(2).

For computing the refractive index the potential sources of error are: a) dents in the
surface of the naturally occurring objects leading to inter-reflections and sub-surface
reflections, b) in the case of coated objects sub-surface reflections from the base ob-
ject, and c) noise and camera jitter. For the human subject the main source of error
has been the image alignment due to difficulties in keeping the subject stationary. The
misalignment of the intensity images leads to inaccuracies in the polarisation image
computations.

5.1 Estimation for Known Refractive Indices

Here we have coated a plastic ball, an orange, a human face and a terracotta object with
Vaseline and olive oil. For the human face, we have analysed patches from the face of
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the forehead and the cheeks and nose area. The estimated refractive index values along
with the percentage error are given in Table(1). It can be seen in Fig.(2) that in case of
the coated terracotta object the different materials can be identified by the presence of a
distinct boundary and in the case of the painting the coatings and different paints have
different effect on the estimation. The reference values for refractive index of olive oil
and vaseline are:1.4677 and 1.480, respectively.

5.2 Estimation for Unknown Refractive Indices

The objects studied include a human face, a painting of a house and a painting of moun-
tains and a pool of water. For the the second painting we have analysed patches from
it. The estimated refractive index values are given in Table(2). It can be seen from the
table that the values of refractive indices fall in a similar range, these paintings have
been made using acrylic paints.

Table 1. The estimated refractive indices and estimation error of known substances

Object Estimated Refractive index Percentage Error
Coated Ball (Olive Oil) 1.2738 13.21

Coated Terracotta Object 1.2709 13.41
(Olive oil )

Coated Orange (Vaseline) 1.3053 11.80
Cheek and Nose (Vaseline) 1.4756 0.30

Table 2. The estimated refractive indices of unknown substances

Object Estimated Refractive index
Island Painting 1.2016

Tree and Water Painting 1.2536
House Painting 1.2093

Terracotta 1.2743
Forehead 1.2467

Cheek and Nose 1.4150

Fig. 1. The scene for a terracotta object using three different light source directions
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Fig. 2. The refractive index images for a terracotta object, a painting and a coated terracotta object

Fig. 3. The histograms for a terracotta object, a painting and a coated terracotta object

Fig. 4. The scene for a terracotta object coated with vaseline(top) and olive oil(bottom) using
three different light source directions

6 Conclusions

In this paper, we have explored the use of polarisation information and Fresnel the-
ory for estimating refractive index. Our approach has been to use the polarisation im-
age information estimated using the robust moments method and photometric stereo
for estimating the surface normals. This information is used as an input for the Fresnel
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equation for diffuse reflectance for computing the refractive index. We have given a
set of results with error estimates for substances of known refractive indices and also a
set of values for unknown refractive index values. It can be seen that the values do not
exhibit any shape bias.
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Abstract. Number of mobile devices such as smart phones or Tablet PCs
has been dramatically increased over the recent years. New mobile de-
vices are equipped with integrated cameras and large displays which make
the interaction with device more efficient. Although most of the previous
works on interaction between humans and mobile devices are based on 2D
touch-screen displays, camera-based interaction opens a new way to ma-
nipulate in 3D space behind the device in the camera’s field of view. In
this paper, our gestural interaction heavily relies on particular patterns
from local orientation of the image called Rotational Symmetries. This
approach is based on finding the most suitable pattern from a large set
of rotational symmetries of different orders which ensures a reliable de-
tector for hand gesture. Consequently, gesture detection and tracking can
be hired as an efficient tool for 3D manipulation in various applications
in computer vision and augmented reality. The final output will be ren-
dered into color anaglyphs for 3D visualization. Depending on the coding
technology different low cost 3D glasses will be used for viewers.

Keywords: 3D mobile interaction, rotational symmetries, gesture de-
tection, SIFT, gesture tracking, stereoscopic visualization.

1 Introduction

Nowadays gesture detection, recognition or tracking are terms which have fre-
quently been encountered in discussions of human computer interaction. Gesture
recognition enables humans to interact with computers and makes input devices
such as keyboard, joystick or touch screen panels redundant. Having more ef-
fective interaction with mobile devices could be the most significant reason be-
hind the manufacturing of devices with larger screens during the recent years.
Although the idea of working with larger touch screen displays helps users to
have a better interaction with device, their limitations in 2D space manipulation
remain an unsolved issue. A novel solution for limitations of 2D touch-screen dis-
plays is taking advantage of 3D space behind the camera. Manipulation in the
camera’s field of view provides a chance for users to work with any mobile device
regardless of the screen size or touch sensitivity. As it is shown in Fig. 1, the
user’s hand in farther distances from the camera occupies smaller place in the

A. Berciano et al. (Eds.): CAIP 2011, Part II, LNCS 6855, pp. 555–562, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



556 S. Yousefi, F.A. Kondori, and H. Li

Fig. 1. 3D interaction vs. 2D interaction. Left: User capability to move in depth and
change the finger size according to the distance to the camera. Right: Limited area for
user’s fingers in 2D interaction.

screen which is a positive point to compensate the limited area for fingers on
2D displays. Moreover, behind the camera users are capable of moving in depth
which could handle a lot of difficulties in various applications. Our experiments
on mobile applications reveal that in 2D interaction on the screen, users have
limitations in moving in depth, zooming in to observe the details of an image,
map, text or zooming out to skim through a data. Even in more complicated
applications rotations around different axes are unavoidable.

Here the question is whether it is possible to solve these limitations by in-
troducing a new interaction environment? Our experiment shows that in 3D
interaction under the mobile phone’s camera, fingertips approximately occupy
10− 20% area of the touch-screen display. This observation reveals that interac-
tion resolution in 3D space is 5− 10 times higher than 2D displays. Moreover,
regarding the higher degrees of freedom in 3D space, limitations in rotation will
be handled. Therefore, this new interaction environment can be introduced to
significantly improve the efficiency and effectiveness of the human mobile device
interaction. Our gesture recognition method is based on the rotational sym-
metries detection in video input from the camera. This method finds patterns
from local orientation of the image. The implemented operator searches for par-
ticular features in local images and detects expected patterns associated with
the human gesture. Tracking the detected gesture enables humans to interact
with mobile phone in 3D space and manipulate in various applications. Reli-
able human gesture detection algorithm raises a strong possibility of extracting
the human gesture motion. By finding the corresponding keypoints in consec-
utive frames, the relative rotation and translation between two image frames
can be computed. In order to convey the depth illution to viewrs, stereoscopic
techniques are perfomed for visualization. Our system adjusts the output stereo
channels and renders them in different types of color anaglyphs. The 3D output
can be displayed on the mobile device and users simply need to use low cost
anaglyph eyeglasses to view in 3D.

2 Related Work

A common method for gesture detection is marker-based approach. Most of the
augmented reality applications are based on marked gloves for accurate and
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Fig. 2. System overview

reliable fingertip tracking [3, 10]. However, in marker-based methods users have
to wear special inconvenient markers. Moreover, some strategies rely on object
segmentation by means of shape or temperature [5, 6, 8]. Robust finger detec-
tion and tracking could be gained by using a simple threshold on the infrared im-
ages. Despite the robustness, thermal-based approaches require expensive infrared
cameras which are not provided to mobile devices. In addition, feature-based algo-
rithms for gesture tracking have been employed in various applications [2, 4, 8, 12].
Model-based approaches are also being used in this area [20, 21].

Almost all these techniques are generally computationally expensive which
is not suitable for our purposes. Another set of methods for hand tracking are
based on color segmentation in appropriate color space [1, 5]. Color-based tech-
niques are always sensitive to lighting conditions which degrades the quality
of recognition and tracking. Other approaches such as template matching and
contour-based methods often work for specific hand gestures [11, 15]. For 3D vi-
sualization, stereoscopic techniques using 3D glasses, 3D displays without glasses
and other technologies have been introduced and used for many years.We propose
a way to take advantage of circular patterns and in general rotational symme-
tries associated with the model of the hand gesture [7]. We suggest an accurate
algorithm to estimate the relative gesture motion in image sequences with the
aid of stable features [16]. Our 3D coding is based on stereopsis approach which
is known for many years [14, 18]. For 3D visualization we performed two different
methods called red-cyan and colorcode(amber-blue) anaglyphs [13, 19, 22].

3 System Description

In this part the proposed 3D camera-based interaction approach is presented.
As user moves his/her hand gesture in the camera’s field of view behind the
mobile device, the device captures a sequence of images. Then this input will
be processed in gesture detection block. As a result, the user gesture will be
detected and localized. Afterwards, stable features in each frame are extracted
to compute the relative rotation and translation of the hand gesture between two
frames. Finally, this information can be used to facilitate the user-mobile device
interaction and manipulation of virtual objects on the screen (see Fig.3). In the
visualization part we explain how stereoscopic techniques are used to convey the
illution of depth to the viewer’s eyes.
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Fig. 3. System description

3.1 Gesture Detection and Tracking

The main idea behind the rotational symmetries theory is to use local orientation
to detect complex curvatures in double-angle representation [7]. Using a set of
complex filters on the orientation image will result in detection of number of
features in different orders, such as curvatures, circular and star patterns [7].

Our gesture detection system takes advantage of the rotational symmetries
to localize the user’s gesture in image sequences, which leads to differentiate
between fingers and other features even in complicated backgrounds. Since the
natural and frequently used gesture to manipulate objects in 3D space is similar
to Fig.4, this model can satisfy our expectations for different applications. Our
experiments based on various test images of different scales and backgrounds
revealed that the user’s gesture substantially responds to the second order rota-
tional symmetry patterns (circular patterns). Thus our gesture detection system
is designed to detect circular pattern in the video input. The double-angle repre-
sentation of a given image can be computed as: z(x) = (fx(x) + ify(x))2 where
local orientation is defined as, f(x) = (fx(x) fy(x))T . Eventually, to detect the
2nd order rotational symmetries in an image, the double-angle image should be
correlated with the complex filter a(x)b2(x), where b2(x) = ei2ϕ is the 2nd order
symmetry basis function, and a(x) is the weight window for the basis function.
In each local region in an image we compute the scalar product: S2 = 〈ab2, z〉
High magnitudes in the result S2 indicate the higher probability of 2nd order ro-
tational symmetries patterns in the image. Our observation shows that searching
for the second order rotational symmetries in image frames by a suitable filter
size will result in high probability of responses of user’s gesture in different scales.
Consequently, this will result in a proper localization of the user’s gesture.

3.2 3D Structure from Motion

By localizing the hand gesture, a region of interest is defined around the user’s
hand. In order to analyze the gesture motion and estimate its rotation and
translation, we need to extract keypoints in the ROI(region of interest). Among
different feature detectors, SIFT [16] feature detector is used for its robustness
and invariance to image transformation. Next we find feature point correspon-
dences by matching feature points between consecutive frames, as it is depicted
in Fig. 4. Then a fundamental matrix for each image pair is computed using
robust iterative RANSAC [9] algorithm. Due to the fact that the matching part
might be degraded by noise, the RANSAC algorithm is used to detect and remove
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Fig. 4. Left: The localized gesture from input image. Middle: Feature matching in
two consecutive frames where 54 point correspondences are detected. Right: Rendered
graphical model according to the gesture motion (red-cyan anaglyph).

the wrong matches(outliers) and improve the performance. Running RANSAC
algorithm, the candidate fundamental matrix is computed based on the 8-point
algorithm [17]. Each point correspondence provides one linear equation in the
entries of the fundamental matrix F . If the intrinsic parameters of the cameras
are known, the essential matrix E can be introduced. Once the essential matrix
is known, the relative translation and rotation matrices, t and R can be recov-
ered [17]. The recovered information can be used in different mobile applications.
For instance, in Fig. 4 the relative rotation between two consecutive images are
X = −0.4, Y = 1.7, and Z = −1.5 degree.

3.3 3D Coding and Visualization

Stereoscopy or 3D imaging is the enhancement of conveying the illusion of depth
in photos or videos. This effect can be presented by transmission of slightly
different image to each eye. One common and low cost group of stereoscopic
methods are color anaglyphs. In this method users wear special glasses with two
different left and right colors, each for filtering the corresponding layer from the
stereoscopic image or video. The difference in perceived images from each eye is
the source of depth perception and 3D illusion. In order for left eye signal to be
different from right eye the absorption curve has to be different. Furthermore,
due to the parallax in stereoscopic image pair it requires at some points the
luminance of one channel be greater than the other and vice-versa [19]. Hence
the absorption curves should satisfy the non-overlapping bands and luminance
condition. Based on the above discussion, we implemented two different color
anaglyphs known as red-cyan and color code (amber-blue). In the implementation
the so-called optimized red-cyan anaglyph [22] is used. The optimized anaglyph
discards the red component of the original image and replaces that with the
red channel derived from the weighted green and blue components. The cyan
channel is directly made of green and blue components. The improved method
with gamma correction is suggested in [22].

The idea behind color code algorithm is that if one eye perceives a view which
is in color and the other eye sees the view in monochrome, most likely the fusion
between these two channels contains the full color range perception. Therefore,
the amber color allows most of the colors to go through the channel and dark
blue provides the monochrome image for the other eye channels [19].
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Fig. 5. Left: System performance in gesture tracking. Right: Error of the tracking in a
sequence of images.

Fig. 6. Examples of gestural interaction in manipulation of the graphical model (rota-
tion and zoom out). Rotation: Gesture localization (first row), feature detection and
matching (second row), rendered model in normal mode (third row), and red-cyan
anaglyph (fourth row). Next columns show the same steps for zoom out.

Based on the above discussion, we can provide our output model in color
anaglyph channels. Before the visualization part, where the graphical model will
be rendered on the display, our anaglyph channels shoud be relatively translated
on their horizontal baseline. This geometrical shift is the source of depth percep-
tion and 3D illution [14, 18]. Our experiment revealed that 15 units of horizontal
shift between left and right images is required to perform the stereoscopic views.
Afterwards, both channels will be merged and the final output will be cropped
for visualization.

4 Experimental Results

As a matter of fact, for a particular gesture behind the mobile device’s camera,
users have freedom to move in a reasonable distance. Moreover, depending on
the application, they are free to rotate in different angles. Our observation indi-
cates that the effective interaction happens in the area between 15− 25cm from
the camera. Interaction in the area beyond 25cm does not seem to be conve-
nient for users. Clearly, for distances below 15cm, gesture occupies a large area
in the screen and degrades the interaction. Due to the fact that we aimed to
benefit from this approach in real-time applications, we implemented the soft-
ware in C + +. Gesture detection, tracking and structure from motion parts are
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conducted in OpenCV environment and 3D coding and graphical visualization
are implemented in OpenGL. Fig.5 illustrates the system performance in the
tracking of the particular curve on a complex background. In this example the
user is asked to follow the defined curve drawn on the screen. Circles mark
the position of the detected gesture corresponding to each image frame. The
error in the tracking of the original curve for more than 200 frames is plotted.
The mean value of the error (6.59 pixels) shows the slight difference between
the original curve and the one plotted by the tracked gesture which is quite
satisfying. Fig.6 shows the 3D manipulation of a virtual object on the screen by
user’s gesture. The result is rendered by both red-cyan and amber-blue methods.

5 Conclusion

In this paper we presented a novel approach for 3D camera-based gesture inter-
action with mobile devices. Rotation, translation, and manipulation of virtual
objects on the screen are not limited as 2D interaction any more. Our detec-
tion algorithm can estimate the position of the user’s gesture in consecutive
frames. This algorithm is computationally efficient and work well in practice.
The relative pose estimation method can accurately extract the relative rotation
and translation of the gesture between two consecutive frames, which could be
used to facilitate the user-mobile device interaction. Robustness and simplicity
are the main advantages of this approach that rely on the low level operations
and equipment-free gestural interaction. Depending on the user’s interest, the
final output might be rendered by 3D techniques. For depth perception users
simply need to wear low cost anaglyph glasses. System performance in gesture
detection and tracking is quite satisfying. Our system can process more than
twenty frames per second. Although wrong detected features caused by quite
complex backgrounds are rare, but future work can concentrate on improvement
and optimization of the algorithm. Moreover, we can more focus on graphical
design.
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Abstract. In depth map generation, the settings of the algorithm pa-
rameters to yield an accurate disparity estimation are usually chosen
empirically or based on unplanned experiments. A systematic statisti-
cal approach including classical and exploratory data analyses on over
14000 images to measure the relative influence of the parameters allows
their tuning based on the number of bad pixels. Our approach is sys-
tematic in the sense that the heuristics used for parameter tuning are
supported by formal statistical methods. The implemented methodology
improves the performance of dense depth map algorithms. As a result
of the statistical based tuning, the algorithm improves from 16.78% to
14.48% bad pixels rising 7 spots as per the Middlebury Stereo Evalua-
tion Ranking Table. The performance is measured based on the distance
of the algorithm results vs. the Ground Truth by Middlebury. Future
work aims to achieve the tuning by using significantly smaller data sets
on fractional factorial and surface-response designs of experiments.

Keywords: Stereo Image Processing, Parameter Estimation, Depth
Map.

1 Introduction

Depth map calculation deals with the estimation of multiple object depths on a
scene. It is useful for applications like vehicle navigation, automatic surveillance,
aerial cartography, passive 3D scanning, automatic industrial inspection, or 3D
videoconferencing [1]. These maps are constructed by generating, at each pixel,
an estimation of the distance between the screen and the object surface (depth).

Disparity is commonly used to describe inverse depth in computer vision, and
also to measure the perceived spatial shift of a feature observed from close camera
viewpoints. Stereo correspondence techniques often calculate a disparity function
d (x, y) relating target and reference images, so that the (x, y) coordinates of
the disparity space match the pixel coordinates of the reference image. Stereo
methods commonly use a pair of images taken with known camera geometry to
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generate a dense disparity map with estimates at each pixel. This dense output
is useful for applications requiring depth values even in difficult regions like
occlusions and textureless areas. The ambiguity of matching pixels in heavy
textured or textureless zones tends to require complex and expensive overall
image processing or statistical correlations using color and proximity measures
in local support windows.

Most implementations of vision algorithms make assumptions about the vi-
sual appearance of objects in the scene to ease the matching problem. The steps
generally taken to compute the depth maps may include: (i) matching cost com-
putation, (ii) cost or support aggregation, (iii) disparity computation or opti-
mization, and (iv) disparity refinement.

This article is based on work done in [1] where the principles of the stereo
correspondence techniques and the quantitative evaluator are discussed. The lit-
erature review is presented in section 2, followed by section 3 describing the
algorithm, filters, statistical analysis and experimental set up. Results and dis-
cussions are covered in section 4, and the article is concluded in section 5.

2 Literature Review

The algorithm and filters use several user-specified parameters to generate the
depth map of an image pair, and their settings are heavily influenced by the
evaluated data sets [2]. Published works usually report the settings used for their
specific case studies without describing the procedure followed to fine-tune them
[3,4,5], and some explicitly state the empirical nature of these values [6]. The
variation of the output as a function of several settings on selected parameters is
briefly discussed while not taking into account the effect of modifying them all
simultaneously [3,2,7]. Multiple stereo methods are compared choosing values
based on experiments, but only some algorithm parameters are changed not
detailing the complete rationale behind the value setting [1].

2.1 Conclusions of the Literature Review

Commonly used approaches in determining the settings of depth map algorithm
parameters show all or some of the following shortcomings: (i) undocumented
procedures for parameter setting, (ii) lack of planning when testing for the best
settings, and (iii) failure to consider interactions of changing all the parameters
simultaneously.

As a response to these shortcomings, this article presents a methodology to
fine-tune user-specified parameters on a depth map algorithm using a set of
images from the adaptive weight implementation in [4]. Multiple settings are used
and evaluated on all parameters to measure the contribution of each parameter
to the output variance. A quantitative accuracy evaluation allows using main
effects plots and analyses of variance on multi-variate linear regression models
to select the best combination of settings for each data set. The initial results
are improved by setting new values of the user-specified parameters, allowing
the algorithm to give much more accurate results on any rectified image pair.
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3 Methodology

3.1 Image Processing

In the adaptive weight algorithm ([3,4]), a window is moved over each pixel on
every image row, calculating a measurement based on the geometric proximity
and color similarity of each pixel in the moving window to the pixel on its center.
Pixels are matched on each row based on their support measurement with larger
weights coming from similar pixel colors and closer pixels. The horizontal shift,
or disparity, is recorded as the depth value, with higher values reflecting greater
shifts and closer proximity to the camera.

The strength of grouping by color (fs (cp, cq)) for pixels p and q is defined as
the Euclidean distance between colors (Δcpq) by Equation (1). Similarly, group-
ing strength by distance (fp (gp, gq)) is defined as the Euclidean distance between
pixel image coordinates (Δgpq) by Equation (2). Where γc and γp are adjustable
settings used to scale the measured color delta and window size respectively.

(1)fs (cp, cq) = exp

(
−Δcpq

γc

)

(2)fp (gp, gq) = exp

(
−Δgpq

γp

)

The matching cost between pixels shown in Equation (3) is measured by ag-
gregating raw matching costs, using the support weights defined by Equations (1)
and (2), in support windows based on both the reference and target images.

(3)E (p, p̄d) =

∑
q∈Np,q̄d∈Np̄d

w (p, q)w (p̄d, q̄d)
∑

c∈{r,g,b} |Ic (q)− Ic (q̄d)|∑
q∈Np,q̄d∈Np̄d

w (p, q)w (p̄d, q̄d)

where w (p, q) = fs (cp, cq) · fp (gp, gq), p̄d and q̄d are the target image pixels
at disparity d corresponding to pixels p and q in the reference image, Ic is the
intensity on channels red (r), green (g), and blue (b), and Np is the window
centered at p and containing all q pixels. The size of this movable window N is
another user-specified parameter. Increasing the window size reduces the chance
of bad matches at the expense of missing relevant scene features.

Post-Processing Filters. Algorithms based on correlations depend heavily
on finding similar textures at corresponding points in both reference and target
images. Bad matches happen more frequently in textureless regions, occluded
zones, and areas with high variation in disparity. The winner takes all approach
enforces uniqueness of matches only for the reference image in such a way that
points on the target image may be matched more than once, creating the need to
check the disparity estimates and fill any gaps with information from neighboring
pixels using post-processing filters like the ones shown in Table 1.
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Table 1. User-specified parameters of the adaptive weight algorithm and filters

Filter Function User-specified parameter

Adaptive
Weight [3]

Disparity estimation and
pixel matching

γaws: similarity factor, γawg: proximity factor
related to the WAW pixel size of the support
window

Median Smoothing and incorrect
match removal

WM : pixel size of the median window

Cross-
check[8]

Validation of disparity
measurement per pixel

Δd: allowed disparity difference

Bilateral[9] Intensity and proximity
weighted smoothing with
edge preservation

γbs: similarity factor, γbg: proximity factor re-
lated to the WB pixel size of the bilateral win-
dow

Median Filter. They are widely used in digital image processing to smooth
signals and to remove incorrect matches and holes by assigning neighboring
disparities at the expense of edge preservation. The median filter provides a
mechanism for reducing image noise, while preserving edges more effectively than
a linear smoothing filter. It sorts the intensities of all the q pixels on a window of
size M and selects the median value as the new intensity of the p central pixel.
The size M of the window is another of the user-specified parameters.

Cross-check Filter. The correlation is performed twice by reversing the roles of
the two images and considering valid only those matches having similar depth
measures at corresponding points in both steps. The validity test is prone to
fail in occluded areas where disparity estimates will be rejected. The allowed
difference in disparities is one more adjustable parameter.

Bilateral Filter. Is a non-iterative method of smoothing images while retain-
ing edge detail. The intensity value at each pixel in an image is replaced by a
weighted average of intensity values from nearby pixels. The weighting for each
pixel q is determined by the spatial distance from the center pixel p, as well as
its relative difference in intensity, defined by Equation (4).

(4)Op =

∑
q∈W fs (q − p) gi (Iq − Ip)Iq∑
q∈W fs (q − p) gi (Iq − Ip)

where O is the output image, I the input image, W the weighting window, fs
the spatial weighing function, and gi the intensity weighting function. The size
of the window W is yet another parameter specified by the user.

3.2 Statistical Analysis

The user-specified input parameters and output accuracy measurements data
is statistically analyzed measuring the relations amongst inputs and outputs
with correlation analyses, while box plots give insight on the influence of groups
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of settings on a given factor. A multi-variate linear regression model shown in
Equation (5) relates the output variable as a function of all the parameters to find
the equation coefficients, correlation of determination, and allows the analysis
of variance to measure the influence of each parameter on the output variance.
Residual analyses are checked to validate the assumptions of the regression model
like constant error variance, and mean of errors equal to zero, and if necessary,
the model is transformed. The parameters are normalized to fit the range (−1, 1)
as shown in Table 2.

(5)ŷ = β0 +

n∑

i=1

βixi + ε

where ŷ is the predicted variable, xi are the factors, and βi are the coefficients.

3.3 Experimental Set Up

The depth maps are calculated with an implementation developed for real time
videoconferencing in [4]. Using well-known rectified image sets: Cones from [1],
Teddy and Venus from [10], and Tsukuba head and lamp from the University of
Tsukuba. Other commonly used sets are also freely available [11,12]. The sample
used consists of 14688 depth maps, 3672 for each data set, like the ones shown
in Figure 1.

Fig. 1. Depth Map Comparison. Top: best initial, bottom: new settings. (a) Cones, (b)
Teddy, (c) Tsukuba, and (d) Venus data set.

Many recent stereo correspondence performance studies use the Middlebury
Stereomatcher for their quantitative comparisons [2,7,13]. The evaluator code,
sample scripts, and image data sets are available from the Middlebury stereo
vision site1, providing a flexible and standard platform for easy evaluation.

1 http://vision.middlebury.edu/stereo/
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Table 2. User-specified parameters of the adaptive weight algorithm

Parameter Name Levels Values Coding

Adaptive Weights Window Size aw win 4 [1 3 5 7] [-1 -0.3 0.3 1]
Adaptive Weights Color Factor aw col 6 [4 7 10 13 16 19] [-1 -0.6 -0.2 0.2 0.6 1]
Median Window Size m win 3 [N/A 3 5] [N/A -1 0.2 1]
Cross-Check Disparity Delta cc disp 4 [N/A 0 1 2] [N/A -1 0 1]
Cross-Bilateral Window Size cb win 5 [N/A 1 3 5 7] [N/A -1 -0.3 0.3 1]
Cross-Bilateral Color Factor cb col 7 [N/A 4 7 10 13 16 19] [N/A -1 -0.6 -0.2 0.2 0.6 1]

The online Middlebury Stereo Evaluation Table gives a visual indication of
how well the methods perform with the proportion of bad pixels (bad pixels)
metric defined as the average of the proportion of bad pixels in the whole im-
age (bad pixels all), the proportion of bad pixels in non-occluded regions
(bad pixels nonocc), and the proportion of bad pixels in areas near depth dis-
continuities (bad pixels discont) in all data sets.

4 Results and Discussion

4.1 Variable Selection

Pearson correlation of the factors show that they are independent and that each
one must be included in the evaluation. On the other hand, a strong correlation
amongst bad pixels and the other outputs is detected and shown in Figure 2.
This allows the selection of bad pixels as the sole output because the other
responses are expected to follow a similar trend. Other output are explain in the
Table 3.

Table 3. Result metrics computed by the Middlebury Stereomatcher evaluator

Parameter Description

rms error all Root Mean Square (RMS) disparity error (all pixels)
rms error nonocc RMS disparity error (non-occluded pixels only)
rms error occ RMS disparity error (occluded pixels only)
rms error textured RMS disparity error (textured pixels only)
rms error textureless RMS disparity error (textureless pixels only)
rms error discont RMS disparity error (near depth discontinuities)

bad pixels all Fraction of bad points (all pixels)
bad pixels nonocc Fraction of bad points (non-occluded pixels only)
bad pixels occ Fraction of bad points (occluded pixels only)
bad pixels textured Fraction of bad points (textured pixels only)
bad pixels textureless Fraction of bad points (textureless pixels only)
bad pixels discont Fraction of bad points (near depth discontinuities)

evaluate only Read specified depth map and evaluate only
output params Text file logging all used parameters
depth map Evaluated image



Statistical Tuning of Adaptive-Weight Depth Map Algorithm 569

Fig. 2. bad pixels and other output correlation

4.2 Exploratory Data Analysis

Box plots analysis of bad pixels presented in Figure 3(a) show lower output
values from using filters, relaxed cross-check disparity delta values, large adaptive
weight window sizes, and large adaptive weight color factor values. The median
window size, bilateral window size, and bilateral window color values do not
show a significant influence on the output at the studied levels.

The influence of the parameters is also shown on the slopes of the main effects
plots of Figure 4 and confirms the behavior found with the ANOVA of the
multi-variate linear regression model. The settings to lower bad pixels from
this analysis yields a result of 14.48%.

(a) Box Plots (b) ANOVA proportion of bad pixels

Fig. 3. (a) Box Plots of bad pixels. (b) Contribution to the bad pixels variance by
parameter.

4.3 Multi-variate Linear Regression Model

The analysis of variance on a multi-variate linear regression (MVLR) over all
data sets using the most parsimonious model quantifies the parameters with the
most influence as shown in Figure 3(b). cc disp is the most significant factor
accounting for a third to a half of the variance on every case.
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Interactions and higher order terms are included on the multi-variate linear
regression models to improve the goodness of fit. Reducing the number of input
images per dataset from 3456 to 1526 by excluding the worst performing cases
corresponding to cc disp = 0 and aw col = [4, 7], allows using a cubic model
with interactions and an R2 of 99.05%.

The residuals of the selected model fail to follow a normal distribution. Trans-
forming the output variable or removing large residuals does not improve the
residuals distribution, and there are no reasons to exclude any outliers from
the image data set. Nonetheless, improved algorithm performance settings are
found using the model to obtain lower bad pixels values comparable to the
ones obtained through the exploratory data analysis (14.66% vs. 14.48%).

In summary, the most noticeable influence on the output variable comes from
having a relaxed cross-check filter, accounting for nearly half the response vari-
ance in all the study data sets. Window size is the next most influential factor,
followed by color factor, and finally window size on the bilateral filter. Increasing
the window sizes on the main algorithm yield better overall results at the ex-
pense of longer running times and some foreground loss of sharpness, while the
support weights on each pixel have the chance of becoming more distinct and
potentially reduce disparity mismatches. Increasing the color factor on the main
algorithm allows better results by reducing the color differences, and slightly
compensating minor variations in intensity from different viewpoints.

A small median smoothing filter window size is faster than a larger one, while
still having a similar accuracy. Low settings on both the window size and the
color factor on the bilateral filter seem to work best for a good balance between
performance and accuracy.

Fig. 4. Main Effects Plots of each factor level for all data sets. Steeper slopes relate to
bigger influence on the variance of the bad pixels output measurement.

The optimal settings in the original data set are presented in Table 4 along
with the proposed combinations. Low settings comprise the depth maps with
all their parameter settings at each of their minimum tested values yielding
67.62% bad pixels. High settings relates to depth maps with all their param-
eter settings at each of their maximum tested values yielding 19.84% bad pixels.
Best initial are the most accurate depth maps from the study data set yielding
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Table 4. Model comparison. Average bad pixels values over all data sets and their
parameter settings.

Run Type bad pixels aw win aw col m win cc disp cb win cb col

Low Settings 67.62% 1 4 3 0 1 4
High Settings 19.84% 7 19 5 2 7 19
Best Initial 16.78% 7 19 5 1 3 4
Exploratory analysis 14.48% 9 22 5 1 3 4
MVLR optimization 14.66% 11 22 5 3 3 18

16.78% bad pixels. Exploratory analysis corresponds to the settings deter-
mined using the exploratory data analysis based on box plots and main effects
plots yielding 14.48% bad pixels. MVLR optimization is the extrapolation
optimization of the classical data analysis based on multi-variate linear regres-
sion model, nested models, and ANOVA yielding 14.66% bad pixels.

The exploratory analysis estimation and the MVLR optimization tend to
converge at similar lower bad pixels values using the same image data set. The
best initial and improved depth map outputs are shown in Figure 1.

5 Conclusions and Future Work

This work presents a systematic methodology to measure the relative influence of
the inputs of a depth map algorithm on the output variance and the identification
of new settings to improve the results from 16.78% to 14.48% bad pixels. The
methodology is applicable on any group of depth map image sets generated with
an algorithm where the relative influence of the user-specified parameters merits
to be assessed.

Using design of experiments reduces the number of depth maps needed to
carry out the study when a large image database is not available. Further analysis
on the input factors should be started with exploratory experimental fractional
factorial designs comprising the full range on each factor, followed by a response
surface experimental design and analysis. In selecting the factor levels, analyzing
the influence of each filter independently would be an interesting criterion.
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Allinson, Nigel M. I-68
Al-Rawi, Mohammed Sadeq II-293
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Caplier, Alice II-57
Carbone, Andrea II-531
Carrión, Pilar II-180
Castellanos-Domı́nguez, Germán II-405
Cavalcanti, George D.C. II-138
Cerri, Andrea I-34
Chandran, Vinod II-49
Chang, Dongxia II-308
Chatterjee, Rahul I-318
Chen, Liming II-220
Chen, Shuo I-443
Cho, Min Hyoung I-302
Clark, Adrian F. II-429
Congote, John II-563
Cortés, Xavier I-202
Cosatto, Eric I-269
Costen, Nicholas I-571
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Sá Junior, Jarbas J. de M. I-26
Saman, Gule II-548
Samek, Wojciech I-335
Sánchez, Ángel II-138
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