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Preface

In the last decade, the reach of computational systems has dramatically ex-
panded both in breadth and depth. This development has led computational
devices and applications to permeate societal and social systems in an unprece-
dented manner.

Today, an increasing entwinement of social phenomena, ubiquitous data, and
computational processes can be observed in many domains and contexts, includ-
ing social media, online social networking, and mobile computing. Such systems,
in which social, ubiquitous, and computational processes are interdependent and
tightly interwoven, can be characterized as distributed social – computational
systems, i.e., integrated systems of people, sensors and computers. Typically, the
properties of such systems can be considered to be emergent, which means (a)
they are influenced by a combination of social phenomena, algorithmic compu-
tation, and ubiquitous data and (b) they are usually beyond the direct control of
system engineers. In such systems, potentially critical system properties emerge
through social adoption and usage.

Therefore, understanding and engineering social – computational systems re-
quires novel approaches and new techniques to system analysis and engineering.
This book sets out to explore this emerging space by presenting a number of
current approaches and early important work addressing selected aspects of this
problem. The individual contributions of this book represent the first steps in
this direction, focusing on problems related to the modeling and mining of so-
cial and ubiquitous computational systems. Methods for mining, modeling, and
development can help to advance our understanding of the dynamics and struc-
tures inherent to these systems, and can help to make social – computational
systems and ubiquitous data amenable to deeper quantitative analysis.

The papers presented in this book are revised and significantly extended ver-
sions of papers submitted to two related workshops: The Modeling Social Media
Workshop (MSM 2010) that was held on June 13, 2010 in conjunction with
the 21st ACM Conference on Hypertext and Hypermedia (Hypertext 2010), in
Toronto, Canada, and the Mining Ubiquitous and Social Environments (MUSE
2010) International Workshop, which was held on September 20, 2010 in con-
junction with the European Conference on Machine Learning and Principles
and Practice of Knowledge Discovery in Databases (ECML-PKDD 2010) in
Barcelona, Spain. In the following, we briefly discuss the themes of those two
workshops in more detail.

Social Media: Social media applications such as blogs, microblogs, wikis,
news aggregation sites, and social tagging systems have pervaded the Web and
have transformed the way people communicate and interact with each other on-
line. In order to understand and effectively design social media systems, we need
to develop models that are capable of reflecting their complex, multi-faceted



VI Preface

socio-technological nature. Modeling social media applications enables us to un-
derstand and predict their evolution, explain their dynamics, or to describe their
underlying social – computational mechanics.

Ubiquitous Data: Ubiquitous data require novel analysis methods including
new methods for data mining and machine learning. Unlike in traditional data
mining scenarios, data do not emerge from a small number of (heterogeneous)
data sources, but potentially from hundreds to millions of different sources. As
there is only minimal coordination, these sources can overlap or diverge in any
possible way. In typical ubiquitous settings, the mining system can be imple-
mented inside the small devices and sometimes on central servers, for real-time
applications, similar to common mining approaches. Steps into this new and
exciting application area are the analysis of the collected new data, the adapta-
tion of well-known data mining and machine learning algorithms, and finally the
development of new algorithms. The advancement of such algorithms and their
application in social and ubiquitous settings is one of the core contributions of
this book.

Considering these two workshop themes, the papers contained in this volume
form a starting point for bridging the gap between both worlds: Both social me-
dia applications and ubiquitous systems benefit from modeling aspects, either
at the system level, or for providing a sound data basis for further analysis and
mining options. On the other hand, data analysis and data mining can provide
novel insights and thus similarly enhance and support modeling prospects. In
“A Framework for Mobile User Activity Logging,” Wolfgang Woerndl, Alexan-
der Manhardt, Florian Schulze, and Vivian Prinz provide a unified approach for
collecting user activity data on mobile devices for user modeling in social compu-
tational and ubiquitous systems. In “Intentional Modeling of Social Media De-
sign Knowledge for Government – Citizen Communication,” Andrew Hilts and
Eric Yu present how the agent-oriented modeling framework i* can be applied
to analyze the impact of different social media configurations on the goals and
relationships of the actors involved. In “Grooming Analysis—Modeling the So-
cial Dynamics of Online Discussion Groups,” Else Nygren presents results from
an empirical study of social interactions (in particular: grooming) in a social –
computational system.

Next, the chapter “Exploring Gender Differences in Member Profiles of an
Online Dating Site Across 35 Countries,” Slava Kisilevich and Mark Last
describe the construction of classification models for characterizing gender dif-
ferences in social networking sites, specifically online dating sites for different
countries stressing both modeling and mining aspects. In “Community Assess-
ment Using Evidence Networks,” Folke Mitzlaff, Martin Atzmueller, Dominik
Benz, Andreas Hotho, and Gerd Stumme present a community assessment ap-
proach using evidence networks of user activities; the experiments show that
(implicit) evidence networks are well suited for consistent relative community
ratings, for evaluation and comparison of mined community structures.

The work “Towards Adjusting Mobile Devices to User’s Behaviour” by
Peter Fricke, Felix Jungermann, Katharina Morik, Nico Piatkowski, Olaf Spinczyk,
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Marco Stolpe, and Jochen Streicher discusses the optimization of mobile (and
ubiquitous) devices with respect to the behavior of users. The paper “Bayesian
Networks to Predict Data Mining Algorithm Behavior in Ubiquitous Environ-
ments” by Aysegul Cayci, Santiago Eibe, Yucel Saygin, and Ernestina Menasal-
vas describes an approach for parameter estimation and method adaptation in
the context of ubiquitous environments with limited resources. Finally, the pa-
per “Online and Offline Trend Cluster Discovery in Spatially Distributed Data
Streams” by Anna Ciampi, Annalisa Appice, and Donato Malerba discusses an
algorithm for interleaving spatial clustering and trend discovery, with a broad
application scope.

It is the hope of the editors that this book (a) catches the attention of an
audience interested in recent problems and advancements in the fields of social
media, online social networks, and ubiquitous data and (b) helps to spark a
conversation on new problems related to the design and analysis of ubiquitous
social – computational systems.

We want to thank our reviewers for their careful help in selecting and im-
proving the provided submissions.

June 2011 Martin Atzmueller
Andreas Hotho

Markus Strohmaier
Alvin Chin
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Logging User Activities and Sensor Data  
on Mobile Devices 

Wolfgang Woerndl, Alexander Manhardt, Florian Schulze, and Vivian Prinz 

TU Muenchen, Chair for Applied Informatics / Cooperative Systems (AICOS) 
Boltzmannstr. 3, 85748 Garching, Germany 

{woerndl,manhardt,schulze,prinzv}@in.tum.de 

Abstract. The goal of this work is a unified approach for collecting data about 
user actions on mobile devices in an appropriate granularity for user modeling. 
To fulfill this goal, we have designed and implemented a framework for mobile 
user activity logging on Windows Mobile PDAs based on the MyExperience 
project. We have extended this system with hardware and software sensors to 
monitor phone calls, messaging, peripheral devices, media players, GPS 
sensors, networking, personal information management, web browsing, system 
behavior and applications usage. It is possible to detect when, at which location 
and how a user employs an application or accesses certain information, for 
example. To evaluate our framework, we applied it in several usage scenarios. 
We were able to validate that our framework is able to collect meaningful 
information about the user. We also outline preliminary work on analyzing the 
logged data sets. 

Keywords: user modeling, mobile, activity logging, personal digital assistant, 
sensors. 

1   Introduction 

Mobile devices like Smartphones and personal digital assistants (PDAs) are becoming 
more and more powerful and are increasingly used for tasks such as searching and 
browsing Web pages, or managing personal information. However, mobile 
information access still suffers from limited resources regarding input capabilities, 
displays, network bandwidth etc. Therefore, it is desirable to tailor information access 
on mobile devices to data that has been collected and derived about the user. This 
information is called the user model. 

When adapting information access, systems often apply a general user modeling 
process [1]. Thereby, we can identify three main steps (Fig. 1): 1. Collecting data 
about the user, 2. Analyzing the data to build a user model, 3. Using the user model to 
adapt information access. 

In this work, we focus on the first step of this user modeling process: the collection 
of data about the user in a mobile environment. The goal of this work is a unified 
approach for recording user actions on mobile devices in granularity appropriate for 
user modeling. To fulfill this goal, we have designed and implemented a framework 
for mobile user activity logging on Windows Mobile PDAs. The framework handles 
different kinds of hardware and software sensors in a combined and consistent way. 
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Fig. 1. User modeling process [1] 

The remainder of this paper is organized as follows. The next section describes 
requirements and related work. In Section 3 we explain the design and implementation 
of our framework for mobile user activity logging. Section 4 covers the evaluation of 
our approach. We then outline preliminary work on analyzing the logged data sets. 
Finally, we give a summary and outlook for future work in Section 6. 

2   Requirements and Related Work 

2.1   Requirements 

The most important feature of our mobile user activity logger is to cover all user 
actions that can occur on a mobile device with associated sensor data. Since the goal 
of this work is collecting data for a specific purpose (user modeling), it is important to 
consider the granularity of the data recording. To test the usability of a mobile 
software application, for example, it may be necessary to record movements on a 
touch screen, single keystrokes or exactly where a user hits a button. This may lead to 
too much data that has to be handled and stored. On the other hand, if a system only 
records that a user has been starting the mobile web browser, for example, this 
information may not be sufficient to be able to derive knowledge about what the user 
is interested in. For our purpose of user modeling, it is useful to also collect which 
web sites the user has visited or which keywords she has entered for a web search, for 
instance. 
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For hardware sensors, an activity logging system shall record data when user 
actions lead to a change in the situation the user is in. For example, the system should 
log when a user is driving or walking around and thus changing her position. 
Alternatively, the system could record a snap shot of the sensor status at fixed time 
intervals. This may lead to a lot of redundant data and is not preferable since 
resources such as storage capacity are limited on the mobile device. 

Another focal point to consider is implicit versus explicit user profile acquisition. 
Due to the limitation of the mobile user interface, necessary user interactions should 
be kept at a minimum. Users do not like to fill out forms or answer questions on a 
mobile device. In addition, the system should take into consideration the mobile-
users’ limited attention span while moving, changing locations and contexts, and 
expectations of quick and easy interactions [2]. Therefore, the data collection should 
be based on observing the user in her ongoing activities without distracting her too 
much. It is desirable to collect real usage data as it occurs in its natural setting [3]. 
Explicit user interaction could be optionally used to augment the implicitly collected 
data from hardware and software sensors. For example, the system could optionally 
ask whether a user is in a “work” or “leisure” setting in a particular location. By doing 
so, the user modeling system could later aggregate information from different 
“leisure” situations. 

Finally, every system that collects data about the user has to consider users’ 
privacy concerns. For mobile user modeling this is especially important since 
additional information such as the user position is available. Sensor data may be even 
more sensible than information users provide in a web form. Therefore, it is desirable 
to keep the collected data on the mobile device and not send it to a server over a 
network. By doing so, the user can always shut down the data recording or delete the 
data. She thus is able to retain control over the collected data. In addition, the user 
should have an option to manually disable individual sensors. This option is also 
beneficial to be able to save battery power. An example is to disable the GPS sensor 
when a user is inside a building for a whole day. 

2.2   Related Work 

In a nutshell, existing related work is either focused on gathering data in a non-mobile 
desktop setting, do collect data from specific sensors only (e.g. analysis of user 
location based on GPS logs) or were created for different purposes other than user 
modeling. 

An example for activity logging in a desktop setting is the approach by Chernov 
et.al. [4]. Similar to our aim, their goal is to collect data sets about user behavior using 
a single methodology and a common set of tools. One of their main considerations is 
to protect the data from unauthorized access. Because all the data is stored directly on 
the user’s computer, it is up to the user to decide to whom and in what form the data 
should be released. However, it is not available and usable for mobile devices. 

There is plenty of work in capturing and analyzing user movement using GPS and 
other positioning technologies. An example is the Geolife project [5]. The goal is to 
mine interesting locations and classical travel sequences in a given geospatial region 
based on GPS trajectories of multiple users. Their model infers the interest of a 
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location by taking several factors into account. However, this work and other similar 
approaches in mobile user modeling only focus on single or a few sensors such as 
GPS and do not attempt to record all user actions on mobile devices. 

The Mobile Sensing Platform described in [6] is an interesting system designed for 
embedded activity recognition. It incorporates multimodal sensing, data processing 
and inference, storage, all-day battery life, and wireless connectivity into a single 
wearable unit. However, it is an extra device the user has to carry, and the system 
cannot capture all the everyday activities users perform on their PDAs. [7] is another 
example of a system that is relying on an external device to record and analyze user 
activities. 

MobSens is a system to derive sensing modalities on smart mobile phones [8]. The 
authors discuss experiences and lessons learned from deploying four mobile sensing 
applications on off-the-shelf mobile phones in the framework that contains elements 
of health, social, and environmental sensing at both individual and community levels. 
However, the system’s focus is on hardware sensors. Actions that users perform with 
software on a mobile device are not integrated. 

MyExperience is an interesting project as it allows for capturing both objective and 
subjective in situ data on mobile computing activities [3]. The purpose of 
MyExperience is to understand how people use and experience mobile technology to 
be able to optimize the design of mobile applications, for example. Hence the system 
is not tailored towards user modeling, but it can serve as a foundation for our 
implementation, since the framework is extensible. We will therefore describe the 
MyExperience project in more detail in the next section. 

3   Design and Implementation of the Mobile User Activity Logger 

In this section we discuss issues concerning the design and implementation of our 
mobile user activity logger including the various hardware and software sensors. The 
logger is based on the MyExperience framework. 

3.1   The MyExperience Project 

MyExperience is a software tool for Windows Mobile PDAs and smartphones based 
on the Microsoft .NET Compact Framework 2.0 and the Microsoft SQL Compact 
Edition database. The software is available as a BSD-licensed open source project [9]. 
MyExperience runs continuously with minimal impact on people’s personal devices. 
It has an event-driven, “Sensor-Trigger-Action” architecture that efficiently processes 
a variety of sensed events [3]. The collected data is enhanced by direct user feedback 
to enable capturing both objective and subjective information about user actions. 

MyExperience is based on a three-tier architecture of sensors, triggers and actions. 
Triggers use sensor event data to conditionally launch actions. One novel aspect of 
MyExperience is that its behavior and user interface are specified via XML and a 
lightweight scripting language similar to the HTML/JavaScript paradigm on the  
web [9]. 
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3.2   Overview of Our Mobile Activity Logger 

As part of this work, we implemented 27 new hardware and software sensors and we 
used 11 existing sensors from the MyExperience project. Figure 2 gives an overview 
of available hardware and software sensors. Note that in our work a “sensor” more 
precisely is a piece of code that either connects to an actual hardware sensor on the 
mobile device, or reacts to software events or user input. 

 

Fig. 2. Available sensors 

MyExperience allows for configuring sensors via an XML file [9]. Note that the 
configuration not only controls which sensors to use for data recording, but 
MyExperience sensors also trigger actions such as starting an explicit user dialogue 
(Fig. 3, left). Since it is not viable to ask the end user to modify XML files on the 
mobile device, we have implemented an easy-to-use interface to activate and deactivate 
individual sensors (Fig. 3, right). Users may want to disable sensors for privacy reasons, 
and also to reduce power consumption or CPU load on the mobile device. The activity 
logger itself can be started and shut down manually by the user if necessary. 

The implementation of sensors for implicit data acquisition can be summarized 
into the following categories: 

- Application information such as visited web sites is usually stored in log files 
and local databases. 

- Some sensors such as battery power status can be queried by using 
“SystemState” members of the .NET Compact Framework. 

- Information about the location of local log files and some system information, 
such as display orientation and brightness, is available via the registry of the 
mobile device. 
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We will explain the available hardware and software sensors and issues concerning 
their implementation in more detail in the following subsections. 

      

Fig. 3. Requesting explicit user feedback (left), and selecting sensors (right) 

3.3   Sensors 

3.3.1   Phone Calls 
Making phone calls is one of the most important features of mobile devices. The 
fundamental parameters of a phone call are the phone numbers, the direction of the 
connection (outgoing, incoming, calls not accepted), the timestamp and the duration 
of the call. Furthermore, if the number of the other party can be found in the user’s 
address book, additional information like name and group membership (e.g. family, 
friend) can be determined. This information could be used to suggest a callee’s phone 
number, for example, when a user accesses the phone function of her device at a 
certain day and time of the week. 

The .NET Compact Framework offers a possibility to setup an event handler for 
incoming calls. However, a handle to log outgoing calls is not provided. Yet logging 
outgoing calls is important for mobile user modeling, because they are the direct 
result of a user action. Therefore, we implemented a sensor to log the stated 
information about all phone calls. This sensor uses a list of all calls the Windows 
Mobile operating system keeps in a file in the Embedded Database (EDB) format. 
Our framework uses this list to retrieve the call parameters, and conducts a reverse 
search in the user’s address book to determine more information about the other party 
of a call if available. 

We integrated sensors to count missed calls, for GSM signal strength and searching 
for service from the MyExperience project without modification. 
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3.3.2   Messaging and Personal Information Management (PIM) 
Windows Mobile provides the Microsoft Office Outlook Mobile Tool for managing 
Emails and SMS messages. The program splits information about messages by 
different accounts. Access to the internal Outlook database is possible with a wrapper 
library “MAPIdotnet” in the “Messaging API” of the .NET Compact Framework. We 
used this API to retrieve information about incoming and outgoing messages. Our 
corresponding software sensor records one log entry for every Email/SMS/MMS 
message. Similar to phone calls, we store additional information of the sender or 
recipient of a message if the person can be found in the user’s address book. 

Outlook Mobile is also the default tool for personal information management 
(PIM) on a Windows Mobile device. Appointments (calendar), contact data or tasks 
(ToDo lists) are interesting categories of data for user modeling as well. We have 
implemented sensors to log changes a user makes in her PIM data. Basically, there are 
two options. The first one is to monitor the data in the local Outlook database 
“pim.vol”. We can recognize changed entries by comparing the Outlook IDs before 
and after the usage of Outlook. We have implemented separate but similar sensors for 
calendar, contacts and tasks. These sensors are triggered when the system recognizes 
that Outlook is called up or shut down. The second option to log Outlook data is 
based on an event handler. In this case, the system is immediately modified when the 
user adds, modifies or deletes data in Outlook. Our sensor then generates a log entry 
that includes the ID of the corresponding data item. 

3.3.3   Web Browsing 
Analyzing the web browsing activities on the mobile device is an important part of 
mobile user modeling. We have created a MyExperience action to capture the usage 
of the Pocket Internet Explorer (PIE). It is not possible to directly query visited web 
sites in the .NET Compact Framework. However, the PIE manages information about 
visited web sites, cookies and temporary Internet files (cache) in three local files in 
different folders. The location of these files can be determined using the Windows 
Mobile registry. Access to these files is not permitted by the system if the PIE is 
running. Therefore, our sensor checks access to these files on start-up, and 
synchronizes the data with the activity log. The system keeps a timestamp of every 
accessed URL and visited web sites can hence be added to the activity log later on. 

It is not only interesting for user modeling that a user has visited a web site, but 
also which keywords she has used for web searching. This information can be 
determined by analyzing the URL of web searches. For example, a query with Google 
leads to an URL similar to “http://www.google.com/search?q=activity+logging” in 
the log file. URLs to other search engine are comparable. We analyze and store the 
search keywords of about 20 search engines including Google, Yahoo and Bing, and 
also the query strings when accessing Wikipedia. Figure 5 (below) includes an 
example snapshot of recorded web browsing information. 

3.3.4   Positioning 
Obviously, one of most important differences between mobile and non-mobile 
systems is that the current user location is important in a mobile environment. 
Therefore it is important to log the user position in a mobile user modeling 
framework. There are a lot of work going on with regard to positioning systems, 
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including approaches based on cell ID and WLAN access points. Since more and 
more mobile devices are equipped with a Global Position System (GPS) sensor, we 
decided to integrate GPS positioning in our framework. 

The MyExperience project already includes a “GpsLatLongSensor” to trace GPS 
position. This sensor records GPS coordinates every one second. However, this leads 
to a lot of redundant GPS coordinates being stored in the user activity log, which is 
not relevant for mobile user modeling. Therefore, we have extended this sensor with 
an option to configure a threshold. The threshold triggers when the parameterized 
distance to the last recorded location in meters is surpassed. Figure 4 shows an 
example configuration for our GPS logging sensor. 

 

Fig. 4. Configuration of the “GpsLatLongThresholdSensor” sensor 

First tests with this sensor revealed problems with weak GPS signals. Especially 
when activating the GPS sensor, or leaving a building with no signal, the first log 
entries sometimes deviated from the actual position by several kilometers on our test 
devices. In addition, the system sometimes recorded “(0, 0)” coordinates with no 
signal. These phenomena are not a problem when using GPS for navigation, for 
example, because the system quickly calibrates itself and then provides correct 
coordinates. However, we aimed at avoiding these false values in our user activity 
logs. Thus, we implemented a solution based on the “dilution of precision” (DOP) 
parameter of GPS sensors. This value is determined by the GPS sensor itself and 
specifies the additional multiplicative effect of GPS satellite geometry on GPS 
precision. The lower the value, the more accurate the measurement. We obtained 
good results – i.e. inaccurate log entries were eliminated – with a minimum DOP 
value of 5 in our tests. 

3.3.5   Networking and Peripheral Devices 
State-of-the-art mobile devices usually support several technologies for wireless 
connectivity, including GSM, Wireless-LAN/Wifi and Bluetooth. A mobile system 
could utilize information about networking usage to automatically activate and 
deactivate connections based on past user behavior. We give a detailed example as a 
case study in our evaluation in Section 4. We have implemented different sensors to 
log when the user has turned on WiFi access, when the system is actually connected 
to a WiFi access point, and the Bluetooth connection status. Furthermore, our 
framework provides sensors to monitor peripheral devices such as a headset or 
Bluetooth hands free kits often used in cars. 
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3.3.6   Application Usage and Media Player 
A mobile user modeling framework should be able to derive a possible correlation 
between application usage and sensor data. MyExperience offers a sensor to retrieve 
the title of the active window and thus determine the active application. However, it is 
possible that some applications are missed because this sensor queries the system 
periodically to determine this value. Therefore, we have modified this sensor using an 
event handler. In addition, our framework offers a sensor to log installed applications. 

Logging user action inside an application is difficult in the Windows Mobile 
operating system, because this information is generally available inside the active 
process only. Therefore it is not possible to record the text a user enters on the virtual 
keyboard in a text-processing program directly, for example. As an exception, the 
keystrokes on the hardware keys on a Windows Mobile device can be retrieved. 

It is possible to build sensors for specific applications to be able to log more 
detailed information about application usage. As an example, we have implemented a 
sensor that logs the played tracks in the Windows Media Player. This information 
could be utilized later to provide context-aware media recommendations to the user. 

3.3.7   System State 
Finally, the last category of implemented sensors in our mobile user activity framework 
includes sensors that query the system state. Changes in the system state can be either 
triggered by user actions or an indirect result from usage of the device, for example 
battery power. Both are interesting for user modeling. Figure 2 lists the sensors we have 
implemented with regard to system state. An example is a sensor logging the input 
method a user selects. This information can be utilized to automatically select the 
appropriate input method based on previous user behavior. Windows Mobile  
devices with a touch screen usually offer a virtual keyboard and handwriting-
recognition method such as Block Recognizer, Letter Recognizer or Transcriber. We 
implemented most of these system sensors by querying “SystemState” members in the 
“Microsoft.WindowsMobile.System” namespace of the .NET Compact Framework. 
The selected signaling type (vibration or ring) can be determined by querying a registry 
entry, in this case the variable “HKC\\ControlPanel\Sounds\RingTone0”. 

3.4   MyExperience Analyzer Tool 

The MyExperience framework stores all the information in a Microsoft SQL CE 
(Compact Edition) database on the mobile device [8]. The most important database 
table for our purposes is “SensorHistory” which stores the implicitly recorded data 
from the explained sensors. The MyExperience framework includes an “Analyzer” 
tool to manage and query the SQL CE database. We have extended this program with 
options to save and categorize queries. Queries are kept in an XML file, so it is 
possible to use them outside of the Analyzer tool. 

Figure 5 depicts a screenshot of the extended Analyzer tool. On the left side, you 
can see the query library. This list corresponds to the implemented sensors in the 
categories explained above. On the right side of the window, an example query is 
shown. On top is the SQL CE query necessary to retrieve the Pocket Internet Explorer 
log entries. 
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Joining information from different sensors is possible but lead to rather complex 
SQL CE queries if done directly in the database. The Analyzer tool is intended to 
roughly check the collected data, not to interpret the gathered log data. For analysis 
and interpretation, the data can be exported from the database and further processed in 
data mining or other tools. For example, it is straightforward to analyze where the 
user has performed certain actions. This is also included in the following evaluation 
section. 

 

Fig. 5. Analyzer screenshot 

4   Evaluation of the Collection of User Data 

In this section, we explain the evaluation of our approach. Note that we have focused 
on the collection of user data only so far. Therefore, our approach and the evaluation 
do not cover the whole user modeling process (see introduction, Section 1), just the 
first step. 

4.1   Experiences 

We tested our sensors during implementation to make sure they perform accurately. 
Afterwards, we conducted a test run of the system lasting several weeks and included 
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all sensors. During this time, 6748 log entries were recorded. In addition, we looked 
at scenarios to find out whether the recorded data can lead to meaningful data for user 
modeling. Meaningful data means information about the user that is characteristic for 
a situation the user is in. We describe one of these scenarios as a case study in chapter 
4.2. We did not include explicit user feedback (Fig. 3, left) in these tests, but this 
function could have been integrated easily. 

Figure 6 depicts a visualization of parts of the logged data. For this visualization, 
the GPS position data was converted into the GPS Exchange Format (GPX) for 
Google Maps. The (blue) markers show locations where the user performed some 
activity on the mobile device. The figure depicts a typical scenario when a user travels 
from home to office during a workday. When looking at the data more closely, we 
were able to assess that the log files reproduced the user actions very well and in 
reasonable granularity for user modeling. Another example of the logged data is 
shown in the screenshot of the analyzer in Figure 5 (above). Thereby, the user was 
using her Pocket Internet Explorer to perform some web searches and the keywords of 
the searches were detected by the system.  

 

Fig. 6. Visualization of log data 

Overall, our mobile logging framework performed well. There were a few program 
crashes in the prototype implementation but these occurred only very seldom. When 
the user was very active on her device and all sensors were enabled, the system 
performance degenerated somewhat. However, it is possible and assumed that not all 
sensors are active at all times. It is possible to deactivate sensors as explained above 
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(Chapter 3.2). Overall, the logging did not obstruct the user experience significantly. 
Thus, our system complied with one of our main requirements: the implicit, non-
distracting observation of user actions. 

Apart from that, we have to note that, for an ongoing recording of sensor data, an 
active system status is required. Windows Mobile PDAs are usually configured to be 
hibernated when the user is inactive for some time. When this occurs, our logger is 
also stalled of course. However, with an inactive system, no meaningful user actions 
can be recorded anyways. If the user just turns off the display of her device, the 
recording of sensors such as battery power or GPS position continues. The battery 
power is shortened to a couple of hours at most without charging when all sensors are 
activated, but again the power consumption can be reduced by deactivating costly 
sensors such as the GPS module. It seems reasonable to define profiles with different 
sensors active (e.g. “indoor” with a disabled GPS sensor, or “light” with only a small 
subset of sensors active). Users would only have to choose among predefined profiles, 
not all sensors. But this profiling feature has not been implemented yet. 

4.2   Case Study: WLAN Activation Based on User Position 

In this scenario, we had a closer look on whether it is possible to identify locations where 
a user usually activates the WiFi/WLAN connection on her mobile device. The overall 
goal is that the system would then be able to automatically turn on WiFi when the user 
enters such a region. Thus, a combination of the “GpsLatLongThresholdSensor” with  
the “WiFiConnectedSensor” is investigated. In this test, the user moved her mobile 
device in an area with two WLAN access points. The GPS logging was set to store  
one log entry every 10 meters. The recorded position data was combined with the 
WiFiConnectedSensor data based on the timestamps of log entries. Figure 7 shows the 
graphical interpretation of the data. Dark (red) dots mark GPS positions with no WLAN 
activated, while the light (green) markings denote positions where the user has turned on 
WLAN. The (manually) highlighted areas indicate these geographic regions where the 
user usually activated her WLAN connection. 

 

Fig. 7. WLAN activation based on position 
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The recorded data corresponds very well with the actual WLAN access areas. We 
noticed that some of the points were slightly off when the user was moving fast. This 
behavior is due to slight delays when the system is observing and logging the 
deactivation of WLAN access. Overall, the recorded data seemed to be very useful for 
our purpose. Note again that the goal of this scenario was to evaluate whether the 
collected data can lead to meaningful results for user modeling. The scenario showed 
that a combination of sensors can be used to implement an adaptive function to 
automatically activate the WiFi/WLAN connection on the mobile device based on 
location. Our tests showed that our mobile user activity logger produced data in 
appropriate granularity for user modeling. 

5   Mining the Logged Data Sets 

While the focus of this project so far lies on the acquisition of data, the ultimate goal 
is to derive information about the user from analyzing the gathered collection of raw 
data. For this purpose, we can avail ourselves of some established methods from the 
field of data mining. We are currently working on examining which data mining 
methods fits our data best. We have also gained some promising early results. This 
section serves as an overview of possible applications for further work. 

 

Fig. 8. Data mining tasks 
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As shown in Figure 8, two branches of common tasks in data mining can be 
distinguished: descriptive methods try to identify patterns and relations in the data 
giving statements on their properties, whereas predictive methods make new 
assumptions based on known information. 

5.1   Clustering 

Clustering is the task of partitioning a set of (multidimensional) data points into 
groups of high intra-group similarity according to a chosen measure. Each cluster can 
then be labeled manually and treated accordingly. As a practical example, the sensor 
readings of a device with steadily activated GPS will most likely create clusters in the 
data set that represent geographical areas. This is due to the fact that a user is assumed 
not to be moving constantly. When there is little or no movement the data points will 
concentrate in a small region. Accordingly, each cluster marks a place at which the 
user remained for a significant amount of time. Unfortunately, most of the common 
clustering algorithms like for example k-means clustering require the number of 
clusters as predetermined parameter. Finding the optimal value iteratively by running 
the process multiple times proves unfeasible on a mobile device. 

 

Fig. 9. Time-based clustering [10] 

To overcome this shortcoming, [10] propose a time-based approach which clusters 
the stream of incoming location coordinates along the time axis and drops the smaller 
clusters that represent places with only a short length of stay. The algorithm compares 
each incoming coordinate with previous coordinates in the current cluster; if the new 
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coordinate is moving away from the cluster beyond a certain threshold, a new cluster 
is formed (cf. Figure 9). Along the user’s way from location A to location B, several 
intermediate clusters of smaller size are built If a cluster’s time duration is below a 
second threshold that cluster is considered insignificant and, therefore, dropped. That 
way, only places at which the user spends a certain amount of time are detected. 

This incremental and computationally simple approach allows for the extraction of 
location at run-time, even on a mobile device. Now, as raw GPS coordinates provide 
no semantics, we can map them to real places using reverse geo-coding. It is also 
possible to establish a hierarchy of locations by extracting the common content of 
multiple mappings, e.g. the name of a street. This procedure can be repeated 
successively, each time yielding an ontological representation of higher abstraction 
for a geographical region. 

We have implemented and tested the time-based clustering approach by Kang  
et. al. [9] for Microsoft Windows Mobile PDAs. One significant advantage of 
perfoming the analysis locally on the mobile device is privacy. The user data never 
leaves the PDA and the user has full control over the whole data collection and 
mining process. The original goal in this subproject was to identify relevant user 
locations for semantic personal information management [11]. In this application 
scenario, users can utilize a personal ontology to manage resources. To do so, the 
system proposed relevant location in the ontology. But the generated relevant user 
locations can also be used for other application scenario. 

The clustering algorithm produces a list of GPS coordinates – longitude and 
latitude, e.g. “(48.1300995333333, 11.5934058166667)“. Since we do not need 
coordinates but named locations in this scenario, we need to perform reverse geo-
coding. These services translate GPS coordinates in actual place names. We selected 
and used the “Google Reverse Geocoder” which is part of the Google Maps API 
family. For performance reasons, we implemented a client-side cache to store earlier 
geo-coding results [11]. The GPS example above translates into “Rosenheimer Straße 
6-64, 81667 Munich, Germany”, for example. Hence, we gained a flat list of possibly 
relevant addresses. In the last interpretation step, we need to build a hierarchy of 
locations. To do so, our application extracts place names that appear in more than one 
relevant address. 

We evaluated this approach in a small user study with seven test users and HTC 
P3600 PDA phones equipped with GPS [11]. The study lasted about two weeks and 
took place in the German city Munich. We could not use the data of one user because 
of a malfunction of the GPS sensor on the test device. After the interpretation of the 
data as explained above, the system presented the user with the determined locations 
and we asked them to judge the relevance of this location and whether they would 
include the entry in their personal ontology or not. The relevance was ranked on a 
scale 1-5 with 5 meaning that a location is very relevant for a user. In addition, the 
users were asked to record the actual addresses they were visiting during the test 
period. This allows for recognizing locations missed by the algorithm [11]. 

We analyzed the results according to the metrics precision, recall and also 
“usefulness”. Precision is the measure of exactness and is defined by the number of 
relevant locations divided by the total number of locations our approach proposed. 
Recall is the measure of completeness and indicates the number of relevant locations 
found by our algorithm divided by the number of addresses a user visited in our 



16 W. Woerndl et al. 

scenario. A relevant location is a location the user would include in her personal 
ontology. This means, a determined location may not be wrong, but the user just 
would not deem it important, for whatever reason. In addition, we looked at the 
usefulness of a proposed location. This parameter utilizes the relevance score the 
users indicated for each address, and weighs recall according this relevance. 
Usefulness is thus based on an explicit weight, the users assigned to locations. Table 1 
shows the results from our small experiment [11]. 

Table 1. Experimental results 

 Precision Recall Usefulness 

User 1 0,66 0,66 0,66 

User 2 0,66 0,33 0,16 

User 3 1,00 0,66 0,50 

User 4 1,00 0,80 0,60 

User 5 0,66 0,66 0,66 

User 6 0,75 1,00 1,00 

Total: 0,788 0,685 0,596 

Our approach based on the time-based clustering approach by Kang et.al. [10] 
detected almost 80% of the relevant locations for a user. As a baseline, we compared 
the results with the offline clustering algorithm DBSCAN. Applying DBSCAN results 
in comparable outcomes for recall and usefulness, but a significantly lower value for 
precision: 0,399 in comparison to 0,788. 

5.2   Mining Association Rules 

Another very interesting task for our purposes is the discovery of so called association 
rules. These rules describe co-occurrence relationships among variables as an 
implication of the form X→ Y. The search for associations is based on search for 
frequent patterns. Imagine we have a computerized model that maps GPS data to 
locations. Now, if we detect frequent coincidence of an appointment, GPS sensor 
readings that correspond to the location associated with that appointment, and 
evidence of a muted phone then we might establish the following rule: {appointment, 
corresponding location} → mute phone. Another example is a music recommender on 
the basis of associating the location of the user with genre of music listened, e.g. 
recommending romantic music when the user is near a beach. 

Closely related to both the abovementioned fields is the classification of data 
points. While clustering tries to partition the data set into groups, classification also 
attempts to find a decision function for future assignment of new data points to one of 
them. Association rules can serve as such a function if the rules predict a single target 
class in form of a definite value for a certain variable. For this purpose, for each rule 
the system checks whether all antecedents are existent at the given time to deduce the 
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validity of the consequent. In that special case, association rules resemble a decision 
tree approach to classification. Applied to our case of mobile sensor data, we could 
use our set of readings to train a decision tree in order to solve the binary 
classification problem whether a given combination of sensor readings entails the 
activation of Wifi. 

 

Fig. 10. Decision tree using sensor evidences for the decision of Wifi activation 

Figure 10 depicts a decision tree created for this task based on a training set (cf. 
Table 2) comprising three sensors: the calendar, the GPS sensor, and the system 
clock. Only if these sensors indicate that the user is at home during the day with no 
active appointments the Wifi chip is activated. Note the synthetic nature of the 
thresholds for the purpose of clarification. 

Table 2. Data set for training of the decision tree 

Appointments Location Time Wifi 
none Jackie’s 11:43 off 
none Home 18:21 on 
none Home 23:33 off 
Cinema Cinema 11:51 off 
none Home 17:33 on 
Dinner Peter Home 14:12 off 
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Another useful task is the detection of deviation from identified patterns. Imagine a 
user who mutes his or her phone every evening. When getting up in the morning, he 
or she turns the sound back on. This daily routine marks a pattern in the according 
sensor data collection. Now, if one morning the ringer is not reactivated an outlier can 
be detected by the system and the question arises whether the user should be notified 
so he or she doesn’t miss any incoming calls. 

6   Conclusion and Outlook 

The goal of this work is a unified approach for collecting data about user actions on 
mobile devices in granularity appropriate for user modeling. To realize this first step 
of the user modeling process, we have designed and implemented a framework for 
mobile user activity logging on Windows Mobile PDAs based on the MyExperience 
project. We have extended this system with hardware and software sensors to monitor 
phone calls, messaging, peripheral devices, media players, GPS sensors, networking, 
personal information management, web browsing, system behavior and application 
usage. Our evaluation showed that it is possible to detect when, at which location and 
how a user uses an application or accesses certain information, for example. 

Note that collecting data about user actions is more complicated on a mobile 
device than a desktop setting. This is due to restrictions in the available programming 
interfaces of the mobile platforms, in our case the Windows Mobile operating system, 
respective the .NET Compact Framework. We have explained some of the details of 
implementing the sensors in Section 3. The granularity or level of detail of the data 
collection is obviously dependent on the purpose of a subsequent user modeling task. 
We have aimed at selecting and designing sensors that lead to information, which 
seems beneficial for learning user behavior in general. For example, our web 
browsing sensor records search keywords, but not single keystrokes a user may 
perform to fill in a web form. The framework can be used to implement new or 
modified sensors to fit special data collection purposes. In addition, properties of 
some sensors can be configured to adapt the data collection in more detail. 

Future work includes integrating additional sensors. State-of-the-art mobile devices 
are more and more equipped with sophisticated sensors such as gravitation sensors or 
cameras that could be utilized for eye tracking. It is easy to integrate additional sensors 
in the MyExperience project and our framework. Portability and interoperability are 
also important issues. So far, our framework is tailored for the Microsoft Windows 
Mobile framework but similar tools can be implemented on other platforms like iPhone 
and Android. We are also investigating standards for interoperability of data collected 
on different platforms or logging frameworks. Existing relevant initiatives include the 
Attention Profiling Markup Language (APML) [12] and the Contextualized Attention 
Metadata framework (CAMf) [13]. 

One of the most important next steps of our work is also to investigate the analysis 
of the collected data using data mining and machine learning methods, and hence 
studying the second step of the user modeling process (see Section 1). We have 
outlined some preliminary ideas in this regard in Section 5 of this paper. One of our 
scenarios we have worked on is to identify relevant user locations for semantic 
personal information management on mobile devices [11]. We are currently working 
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on analyzing various methods to mine the logged data sets and derive information 
about user behavior in more detail. It is also important to collect more substantial data 
sets in this regard. 

Finally, our work focuses on observing one user so far. It may also be useful to 
take other users’ logs into account and thus performing a “social” mobile user activity 
logging. The goal could be to identify situations where similar behaving users have 
performed certain actions, and personalize the mobile experience for the active user 
accordingly. In addition, our system also collects data about social interactions that 
can be utilized for analysis of social behavior. A software sensor could connect to 
social networking sites and log corresponding user activities. 
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Abstract. Social media can be employed as powerful tools for enabling
broad participation in public policy making. However, variations in the
design of a social media technology system can lead to different lev-
els or kinds of engagement, including low participation or polarized in-
terchanges. An effective means toward learning of and analyzing the
complex motivations, expectations, and actions among various actors in
political communication can help designers create satisfactory social me-
dia systems.

This paper uses the i* modeling framework to analyze the impact
that alternative configurations of a social media technology can have on
the goals and relationships of the actors involved. In doing so, we demon-
strate and provide preliminary validation for a research-informed model
creation and analysis approach to assessing competing design alterna-
tives in an online climate change debate community.

1 Introduction

Town hall meetings, radio call-in shows and citizen surveys have been tradi-
tionally used by politicians to learn of the issues facing their constituents. The
goal of this process is often to aid government policy conceptualization [3,22,29]
or policy feedback [9]. Increasingly, politicians are using social media as chan-
nels to support this citizen opinion elicitation. For example, YouTube has been
employed by a number of politicians who answer most of the popular questions
posed to them by their online audiences. In this regard, it is the collective opinion
of social media users that help to set a political agenda [5].

Participatory policy making [33] can be supported by social media when a
community collectively evaluates and assesses important issues. In many social
media discussion environments, users assign a positive or negative valuation (a
“vote”) on each other’s posted comments. This arrangement results in a ‘col-
laborative filter’; the highest-valued comments are shown prominently, while
� This is an extended version of a paper [19] presented at the First International
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content of low value is hidden from view1. Ideally the highest-valued comments
would represent the rationally-determined important issues facing the commu-
nity. However, ‘online deliberation’ scholars and policy makers are finding that
variations in the arrangement and organization of the user-generated content
result in changes to user contribution and ‘democratic’ debate [16,17]. These
variations thus help to shape the system’s underlying social values [22].

Design choices tacitly embedded in a technology help to constrain and fa-
cilitate user behaviour, participant goal achievement and interdependent rela-
tionships [34]. However, online deliberation-focused scholarly findings that could
help inform system design activities are not being adequately synthesized, which
limits the development of a reciprocal academic and practitioner community that
builds on one another’s work [8]. In pursuit of such reciprocity, we propose that
by carefully referencing existing academic literature at an early stage in the
design process, a designer may incorporate past evidence in an analysis of the
impact of various system configurations on stakeholder goals and potentially
avoid replicating some of the failures of past work.

Models support this kind of reasoning activities by abstracting domain con-
cepts into a representation structured to aid in answering analysis questions.
For example, as we have been discussing, a designer can model how different
configurations may contribute to the success or failure of a system. This can be
demonstrated in a model of the alternatives available to the designer of a col-
laborative filter situated in a government-citizen communication system. Such a
system can benefit from precise, model-supported analysis of its complex socio-
technical domain.

In this chapter, we describe a research-informed early requirements modeling
approach meant to address the above issues. We first provide a concrete ex-
ample of a context in which such an approach would be helpful, followed by a
demonstration of the method. We conclude with a brief discussion of our ongo-
ing work in further systematizing a framework for social media design knowledge
codification and recontextualization.

2 Designs, Goals and Politics

A mark of a well-designed system is that it supports the satisfaction of stake-
holder goals better than feasible alternative designs. By conceiving of the system
in terms of goals to be achieved, rather than solutions to implement, designers
can effectively consider the granular impacts of various design choices [6]. The
utility of this approach increases alongside the complexity of the setting; a rig-
orous methodology can aid in understanding the multifaceted relationships of
interdependent stakeholders with competing goals.

As a simple example, the designer of a collaborative political comment fil-
ter can benefit from analyzing the goals of the client politician supporting the
project as well as those of the citizen users whose contributions are essential to
1 See the comment sections of www.youtube.com, www.reddit.com, www.digg.com for

popular examples.
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the system. A basic functional requirement could be that the system organize the
user-created content in such a way that the most important comments are the
highest-ranked. However, there are various ways of interpreting what is meant
by the “most important comments”, and correspondingly, different possible con-
figurations of the collaborative filter that would help to fulfill the requirement.

This scenario is a concise example used to demonstrate our approach to mod-
eling design alternatives in a socio-technical setting. In practice, it is likely that
a designer would consider many diverse methods for eliciting and rating user-
generated content. Collaborative filtering, our focal design concept, is but one
of these potential methods.

2.1 Goals and Design Alternatives

In our collaborative filter example, the criteria that define an ‘important’ com-
ment depend on the goals of the stakeholders, such as the client political insti-
tution. Based on the literature, politicians often desire to advertise themselves
[3] and advantageously frame a publicly discussed issue [21] in order to manage
citizen expectations on what is plausible [15]. Therefore, depending on the issue,
the politician may desire that shared opinions be framed either as a consensus
or as an open debate. Consequently, an ‘important comment’ would be defined
either as ‘popular’ or ‘controversial’.

Based on a recognition of the above goals, a system designer can choose to
configure the collaborative filter either to highlight popular and agreeing opin-
ions or conversely, diverse and conflicting views. The former design alternative,
hereafter referred to as the “complementary filter” would compare user com-
ments, voting activity, and profile information with those of other users in order
to display familiar content and ideas to the user. This would likely encourage
users to consolidate and clarify existing positions [4]. The latter alternative, the
“contestatory filter” would compare the same items, but display unfamiliar and
potentially challenging content, likely inciting debate [11]. These alternative de-
signs of a collaborative filter would have variable impacts on the goals of multiple
stakeholders, as described below in Section 3.3.

Concurrently, important comments must fuel the sustained activity of the
community of citizen users. Otherwise, there would not be enough activity on
which the collaborative filter bases its processing; the filter thus would not be
able to present a comprehensive overview of citizen opinion to the politician
stakeholder. As such, a designer’s definition of an important comment must also
consider the concept’s relationship to citizen goals.

The literature suggests a wide range of motivating factors that encourage
or discourage a citizen’s opinion expression in a web-based political setting.
Primarily, a vocal citizen is interested in and feels connected to the topic issue
[22,28,31]. These motivations may be encouraged by the ability to personalize an
information system and filter information based on interest [23,29]. The degree to
which the citizen has faith in and a connection with government [22,23], a sense
of citizen identity [28], and the sense that participation generates meaningful
outcomes [23,36,25] are all shown to encourage citizen involvement.
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Based on a synthesis of scholarly literature related to the domain and ac-
tual stakeholder interviews, the designer may conceive of how alternative design
choices based on one stakeholder’s goals affect those of other, interdependent
stakeholders. In our particular case of the collaborative filter, the designer would
consider how the employment of either a complementary or contestatory filtering
mechanism might affect the participation of citizens. High-level system require-
ments could then be derived from this analysis.

However, as interrelationships among the goals, actors and design features
under consideration become more concretely understood, the designer’s ability to
simultaneously consider all potential factors may be reduced. Complex contexts
require analytic approaches designed to deal with this complexity. As mentioned
above, prescriptive modeling of software processes, domains and organizational
dependencies have been used effectively in software engineering and information
systems design disciplines as a means to help deal with such problems.

2.2 Modeling the ‘Why’ Questions

Goal- and agent-oriented requirements engineering modeling techniques have
been recognized as effective means of eliciting organizational-level requirements
based on stakeholder needs [6,7]. Models of this sort generally depict a tree-
like hierarchy of goals. High-level ‘root’ goals are abstract, generalized concepts,
while lower-tier, ‘leaf’ elements are more specialized and concrete. These goals
may be conceptualized as functional software requirements, software qualities,
or stakeholder objectives2.

By employing such a technique, the designer may decide on specific design
feature configurations based on their efficacy in fulfilling the stakeholder goals
in question. Proponents of this approach argue that it facilitates analysis cen-
tered on the design problem, rather than on a particular solution [37]. Alternative
means towards the accomplishment of the same goal can be simultaneously con-
sidered as competing solutions with different benefits and trade-offs associated
with each.

This approach enables knowledge from the literature to be concisely expressed
in easily understandable ‘means-ends’ relationships. This focus on relational cod-
ification is quite similar to other design knowledge reuse approaches from the ar-
chitecture and engineering fields. For example, architectural knowledge has been
stored as a series of ‘precedents’, each made up of a relationships among design
issues and the concept and form of the designed solution [30]. Other approaches
include a method from aerospace engineering that divides design knowledge into
issues, the process of design, the product, and the function of the artifact [2]. An
approach from the requirements engineering discipline structures knowledge of
agile software development ‘method fragments’, which are related to ‘objectives’
those fragments may satisfy and ‘requisites’ which are required for the fragment
to function properly [12].

These approaches all assign a degree of importance to the goals, objectives,
or issues that a specific design feature can address, though less explicitly so
2 Among other definitions.
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than the means-ends relationships codified in goal models3. However, they lack a
formal means of representing relationships between interdependent actors, which
are arguably highly important factors when designing social media systems. As
such, a more useful representational scheme would include a means of modeling
such relations.

A prominent goal- and agent-oriented modeling framework is i* [38], which
focuses on systems of intentional strategic actors. Due to its focus on relation-
ships, we believe this approach is well suited for the modeling of socially-situated
information systems design knowledge. Indeed, a modified version of the frame-
work has previously been used in the modeling of an e-government service [10].
We have extensive experience using this modeling approach, and now turn to a
brief introduction of its major concepts.

2.3 The i* Modeling Approach

The central modeling construct in i* is the actor, an entity whose autonomous
behaviour is based on reasons and motivations. i* models conceive of the social
world as a network of interdependent relationships; an actor may depend on
another to fulfill a goal, furnish a resource, or carry out a task. If an actor
depends on another and that dependency is not met, the actors own internal
goals may fail.

In this manner, i* can depict the relationship between individual actor in-
tentionality and the broader social setting. Furthermore, an intentional ontology
allows for the analysis of ‘why’ an actor may prefer one possible design alterna-
tive over another.

This contrasts with KAOS, another prominent goal modeling framework,
where actor interdependency is not explicitly related to the represented goals
[35]; the model is somewhat decontextualized. This is not the case with i*, and
thus this technique provides suitable support for a designer’s contextually situ-
ated, goal-based analysis of design choices. Indeed, an empirical assessment of i*
has found that the modeling framework provides valuable expressive power for
representing and assessing the social relations of interdependent stakeholders as
well as how certain activities can impact their goals [32].

There are several important conceptual elements which make up the i* meta
model. The above-described actor may desire to fulfill various soft goals – ele-
ments that depict quality characteristics that cannot be objectively satisfied or
denied, but require a more qualitative assessment of their acceptability. Goals
(or hard goals), are more concrete, clearly satisfiable objectives. Tasks are means
to achieving a goal, or contributing to a Soft Goal. Resources are often required
for tasks to be completed.

Importantly, tasks may be used to model competing design feature alterna-
tives. For example, two tasks could both be modeled as means towards an ac-
tor’s goal. However, the tasks might also have varying contribution links to other
goals or soft goals. In this regard, i* can clearly indicate how different system

3 With the exception of [12], which is goal-oriented.
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configurations might variably affect stakeholder goals. An i* -specific evaluation
methodology [20] provides a clear process for analyzing these contributions and
supporting the selection of satisficing design feature configurations. We employ
i* in the following sections as a framework for codifying and analyzing the effects
of design alternatives in a government-citizen communication context.

3 A Demonstration of Research-Informed Domain Model
Creation

The following modeling demonstration exemplifies the potential of goal- and
agent-oriented modeling methodologies in aiding early stage requirements anal-
ysis of social media for online deliberation. We undertook a small exploratory
case study, and proposed a sample technology – the above-described collabora-
tive filter – to be introduced in the design of an climate change online debate
community.4

Many i* and related modeling approaches employ knowledge extracted from
the literature as a source for model construction [6,12,27]. We build on this work
by explicitly focusing on a clear method for research codification, abstraction and
synthesis as a means toward model construction. This approach should be seen
as complementary to traditional requirements gathering activities in an appli-
cation environment [13]. As such, recalling our earlier discussion of the context-
dependent characterization of an “important comment”, it is important that re-
quirements gathering efforts unearth such constraints and consider how they will
interact with less contextually situated relationships uncovered from the litera-
ture. Therefore, when they are employed in design projects, research-informed de-
sign knowledge models should be contextually tailored and synthesized with other
requirements analysis efforts. Below, we demonstrate an approach to doing so.

3.1 Model Construction

In order to extract relevant research knowledge pertaining to our focal domain,
a small review of social science, IS, CSCW and HCI literature related to on-
line deliberation and e-democracy practices and system designs was undertaken.
Citations relevant to the motivations of stakeholders involved in such practices
were excerpted from the sources5. Of special concern were motivations having to
do with information and opinion sharing, as our example’s proposed technology
– the collaborative filter – would primarily facilitate such practices and their
projected consequences on stakeholder goals and motivations.

As shown in the below figure, i* -related concepts were then identified within
and among these citations, from stakeholder interviews (see section 3.3), and
subsequently codified in i* model syntax. Since we were consciously searching
4 Note that the modeled scenario was not implemented in an actual usage environment;

we merely utilize the context as a setting in which to demonstrate this modeling
approach.

5 Figures 1 and 2 visually depict the extraction and codification process.
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Fig. 1. Qualitative abstraction, codification and modeling of the politician actor

for and identifying stakeholder motivations, most extracted knowledge is ex-
pressed as (soft)goals and their interrelationships (expressed in the syntax as
dependencies and contribution links.) The actor associated with the goal was
also extracted, and all goals corresponding to that actor were associated in the
model. Some intuitive connections between the modeled were needed in order to
connect disparate elements. The researcher’s domain knowledge played a large
role in the identification of these correlations. In a sense, our role at this stage
appears analogous to the knowledge management concept of ‘knowledge inter-
mediary’ [26]; we identified relevant knowledge, represented and contextualized
it so as to be useful to practitioners who could then utilize it towards some other
end (eg: research-informed system design modeling).

Following this extraction and synthesis process, the planned functionality of
the collaborative filter including two alternative configurations was modeled and
intuitively linked to the various actors’ goals. To do this, we assessed what the
collaborative filter would require and what it would provide in the context de-
scribed below. This permitted the evaluation of two simple alternatives in rela-
tion to their predicted contributions to stakeholder goals (see Figure 3 for the
complete model).

3.2 Application to Climate Debate Community

Based on the literature review and research synthesis modeling method described
above (respectively in sections 2.1 and 3.1), we modeled and evaluated several
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research-informed predicted effects of alternative collaborative filter configura-
tions on the goals of real-world stakeholders. The application setting is an online
community where users debate climate change issues and create plans on how
to mitigate its effects.6

This demonstration example does not claim to be a complete synthesis of all
relevant literature nor a full presentation of the setting’s complexity. Specifi-
cally, we have simplified the number of actors, design features, goals and inter-
dependencies in order to present a clear and concise summary of the modeling
technique and evaluation method.7

3.3 Contextual Analysis: Stakeholders and Technology

Here we briefly outline some of the other requirements engineering activities
(namely interviews with several stakeholders) we undertook in order to under-
stand the application context and determine the type of relevant literature that
would be beneficial to identify, extract and contextually synthesize.

The online climate community employs a discussion forum with multiple
subtopics, interactive climate change mitigation plan creation tools based on
a climate prediction model, and community-building features such as user pro-
files. Based on interviews with project staff, a major goal of the website is to
become a resource for citizens to access and become informed about the various
perspectives and plans that exist in the public sphere. These interviews moti-
vated the literature search for resources about government-citizen communica-
tion in electronic environments, which we outlined above in section 2.1. Another
identified need is to attract and retain users. Interviews with potential partici-
pants reflected what was found in the literature; some key goals include “feeling
connected” to the issue and a sense that their participation has some kind of
tangible effect.

Policy makers do not currently play an overt role in the website. However,
as the preceding literature synthesis outlined, evoking a sense of citizen identity
and providing a glimpse of a meaningful outcome is an important incentive for
citizen communication.

3.4 An i* Model of the Climate Change Community

The modeled scenario (see Figure 3) supposes policy makers (simply modeled as
politician) take on a more active role by asking questions to the community,
who then may respond in a discussion forum.

A collaborative filter is proposed for introduction, in order to organize the
resultant content. This technology has been chosen partially for demonstrative
purposes and because the tool can leverage the collective opinion of the commu-
nity and present salient and relevant information to the politician [14]. Addition-
ally, this tool would be employed by users, who may easily respond to relevant or

6 The climate community is loosely based on the Climate Collaboratorium [1].
7 We expand on this note at the end of section 3.4.
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Fig. 2. Qualitative abstraction, codification and modeling of the citizen actor

provocative posts. We do not model the technical details of the collaborative fil-
ter (the how), but only its functionality at a high-level of abstraction. If we were
to ‘drill down’ into these technical considerations, it is likely that further, more
concrete design alternatives might emerge. Our design alternatives are analyzed
at the conceptual level; we look at what the alternatives functionally require
and provide, as well as why the alternatives should be selected for inclusion in a
design.

The i* strategic rationale model of the setting (shown in its entirety in figure
3, below) attempts to answer the question “How does the configuration of a col-
laborative filter recommendation system affect the elicitation of citizen opinion
by a politician?” We structured our approach to this question by modeling three
actors: the politician (upper left area of the model) the citizen (upper right),
and the collaborative filter (lower centre).8 For simplicity of presentation,
we depict a small number of interdependencies that we feel are representative
of how a collaborative filter would interact with the (soft) goals, resources, and
tasks of the other two actors. The modeled goals build upon the discussion of
the literature in Section 2.1 and the model’s construction followed the method
described in the previous section.

8 Technical artefacts may be modeled as actors according the the i* syntax; as with
human actors, a collaborative filter exists in interdependent relationships with others,
and requires and provides certain resources in order to accomplish some goal.
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The model considers the two conceptual alternative configurations of the col-
laborative filter introduced in Section 2.1. Each are presented as distinct tasks,
means of accomplishing the goal filter scheme be employed (shown in the
lower area of the filter agent). The leftmost function intends to present users
and politicians with contesting views and provocative content; it would be a
contestatory filter. Alternatively, the technology could be configured as
a complementary filter, whereby the filtered questions and citizen answers
would be largely in accordance with user views. The model shows how the
collaborative filter depends on the politician to provide questions (ex-
pressed here as a resource). It also depends on the citizen to provide comments.

The result of this filtering process is the creation of resources that the other
actors depend upon. The politician receives answers, which may either be
popular or controversial. Note the dependencies that link these two answer char-
acteristics – modeled as a soft goal – to the alternative filter schemes – modeled
as tasks. By following the dependency and contribution links propagating from
these two design alternatives, an analyst may chart the path of each feature’s
contributions to stakeholder goals. A detailed explanation of this evaluative anal-
ysis is described in the next section.

Among other elements not modeled, the filter would also require some ranking
data from citizen evaluation of comments in order to determine the criteria for
filtering content, but we omit this consideration from to improve the model’s
legibility9.

In summary, by being provided these resources, the collaborative filter may
utilize one of two modeled design alternatives in order to filter these received
comments and questions according to a certain scheme.

It is important to consider that design alternatives may impact individual citi-
zen’s goal achievement in variable ways; one individual may prefer to debate and
another to discuss the familiar [28]. As such, careful requirements gathering, as
mentioned above, should attempt to elicit the general feelings of the community
and their proclivity towards debate and / or consensus.

3.5 Evaluating Alternatives

In addition to depicting strategic actor relationships and design alternatives,
Figure 3 depicts the result of a qualitative evaluation procedure [20]. These
results are represented by check marks attached to the goals, soft goals, resources
and tasks. This evaluation methodology supports the iterative analysis of the
effect of alternative choices upon stakeholder goals. In this evaluation scenario,
the complementary filter is chosen (circled and check-marked in the model)
while the design alternative – the contestatory filter – is not (marked with
an ‘X ’).

The effects of choosing the alternative propagate throughout the model via the
values of dependency and contribution links originating from it. For example,
9 An actual application of the modeling technique might require several models of the

same domain, sliced into separate views of interrelated concerns in order to facilitate
and simplify analysis [24].
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since the complementary filter is selected in our evaluation scenario (and
thus satisfied), the citizen may then view familiar issues which may help the
citizen feel connected to the issue, but may have some negative impact on the
amount of debate that can be generated. However, the citizen is denied recep-
tion of provocative content, which depended on the unselected contestatory
filter. Since the contestatory filter is not selected, the recommendations do not
directly help to encourage debate; the goal issue is debatable is weakly de-
nied. Thus being connected to issue in turn helps to satisfy the citizen’s goal,
opinion be shared.

The Politician actor may similarly receive popular answers, dependent
upon the complementary filter, which will help the actor to frame the issue
as a consensus but hurt the ability to frame the issue as an open debate. As
the alternative, contestatory filter is not employed, the politicianwill not
receive controversial answers; thus nothing clearly helps to frame the issue
as an open debate nor hurts the ability to frame the issue as a consensus. Thus,
if the politician desires to present the discussion as having been a consensus, the
complementary filter is the more attractive alternative to select.

Table 1. Evaluation Propagation Rules Showing Resulting Labels for Contribution
Links. From [20].

The model also shows that the politician may choose to reply to the com-
munity’s answers. The citizen depends on the politician to present issues
that generate realistic expectations and also to reply to his/her comments. If
these are not fulfilled, then the citizen may not feel as connected to the political
institution and thus motivation to contribute may suffer. This relationship is
independent of the alternative configurations of the collaborative filter; yet it
is instructive to include in the model to account for the reciprocal motivations
underlying why a citizen might contribute.

Depending on the goals of the politician–whether the issue is framed as an
open debate or a consensus–the designer may select the alternative that con-
tributes most beneficially towards the accomplishment of those goals.

Through the above example, we have demonstrated how the i* modeling tech-
nique can support reasoning about how configuration choices of the collaborative
filter would impact high-level stakeholder goals. Furthermore, we have outlined
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the basis of a method for retrieving and extracting domain knowledge from rele-
vant scholarly literature and synthesizing it with knowledge from the application
environment derived from stakeholder interviews.

These methods are fairly context-independent. Depending on how well-defined
the problems within the application context are and/or the degree of domain
knowledge on the part of the design team, the balance between traditional
and research-oriented requirements modeling could shift. Nevertheless, the re-
search modeled in our climate change example could likely be re-purposed and
re-contextualized for many other government-citizen communication situations;
particularly in group decision-making or online deliberation environments where
similar issues of motivation, exposure to competing ideas and connection to ac-
tual policy making would be prevalent.

4 Discussion and Future Work

We have shown how the demonstrated model construction method can produce
models that can help organize and refine contextually situated research. Early
results from our investigation into the practicality of this method have provided
useful and encouraging feedback.

We obtained initial input from interviews with six designers of online delibera-
tion systems. The designers indicated that a goal-oriented approach to codifying
this domain’s design knowledge can have multiple uses and benefits to system
designers. Early results indicate that a small sample of designers in this area
do not consult the academic literature related to their field; several participants
expressed frustration regarding the length of publications and the corresponding
time investment required to obtain relevant information. These individuals have
found that a structured representation of their domain’s information in terms of
goals to be achieved through implementable design features is very relevant and
useful to their design work.

Nevertheless, the method we have described does little to address this do-
main’s need for collaborative design knowledge sharing [8] in order to effectively
and efficiently support the design activities of practitioners.

We believe our method can be improved to better support design knowledge
reuse. One area of improvement is the literature review and codification method,
that was conducted informally with a specific case in mind, and not preserved
for later retrieval. This process could be tailored towards a systematic means
of repositing design knowledge for later contextualization in an application en-
vironment. The method could also be more clearly defined and hence more re-
producible. A reflection on these limitations coupled with insightful comments
by peers and reviewers has inspired the ongoing development of a more robust
means of engaging with domain knowledge and creating research-informed early
requirements models for social media in support of citizen-government commu-
nication, which we next address.

Scholarship and design practice in this domain could be improved if its prac-
titioners were able to better leverage each other’s research findings and critically
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build on past results [8]. As such, designers of social media platforms intended to
support deliberative activities such as turn-taking discussion of climate change
issues, iterative voting, or structured argumentation stand to benefit from such
knowledge sharing. To address such issues, information systems designers, hu-
man factors specialists, and design studies scholars have presented methods and
knowledge repositories that intend to support the reuse of past design knowledge.
Adapting their work to the domain of social media-supported online deliberation
could theoretically provide a path towards a solution to the above concerns.

Based on the above motivations, we are currently iteratively developing a
framework for the systematic codification, retrieval, representation, and recon-
textualization of design knowledge for social media. Our two primary framework
elements are based on Hevner et al’s [18] division between disciplinary and en-
vironmental information systems design knowledge.

The first element of our framework is a knowledge base derived from online
deliberation-related design literature, conceptualized based on domain concepts
and structured primarily according to elements from requirements engineering
and design science theories. Second is a methodology for analyzing this knowl-
edge base through incremental association of contextual details with knowledge
base items. By combining these two strands, we aim to create a robust, model-
supported framework which system designers may utilize in order to reflect, re-
contextualize, and build upon previous scholarly and practitioner findings from
designing for this domain.

We are currently undertaking an empirical study that will examine the va-
lidity of our proposed framework. As mentioned in the discussion, interviews
as well as tool demonstration sessions with practitioners who design online so-
cial media for government-citizen communication and/or group decision making
and deliberation are being conducted. Results from these sessions are helping
us to refine and better align our framework with contextually-situated design
practices.

5 Conclusions

This paper demonstrates an application of goal-oriented analysis techniques to
support reasoning about design alternatives. The application example considers
citizen opinion elicitation in the context of the climate change debate. Varying
configurations of a social medium – a collaborative filter – were analyzed and
evaluated based on the goals derived from the literature.

By synthesizing relevant research literature with traditional requirements gath-
ering and analysis methods, as well as adopting a goal-oriented view of the do-
main designers may build upon and recontextualize past knowledge that may
provide additional, reputable perspectives to the various design alternatives un-
der consideration. By analyzing the impact of such configurations at an early
requirements determination stage, the designer may ensure that the implemented
system satisfies stakeholder goals more effectively than various alternatives.
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Abstract. This chapter looks into different ways of analyzing and mod-
eling the time dependent development of social interactions between
members in online discussion groups. Social grooming is an activity in
which individuals bond and reinforce social structures. To groom some-
one can be for instance to mention someones name in a discussion or
to cite something said by that person. The number of grooms received
by a group member can be analyzed and used as an indicator of the
social status in the group. By performing grooming analysis it is pos-
sible to attain information about how the relative status of the group
members changes over time. The data in this study is taken from two
different international online discussion groups. A validation showed that
the estimate of status based on the grooming analysis showed remarkable
correspondence with the collective status ranking performed by a group
of independent evaluators.

Keywords: Social media, social network, community, social status, so-
cial dynamics, group dynamics, gender, Mathematica.

1 Introduction

At international online discussion sites, people from around the globe can ex-
change knowledge and opinions and become virtual friends. Even if these people
never meet face to face, it seems that social hierarchies develops also within
such groups. Some get a lot of attention whereas others get almost none. This is
interesting since the medium does not give away any of the clues we are used to
interpret in real life. We know that in real life, appearance, voice, accent as well
as body language affect how we appraise other people and thus contribute to the
social rank structure in a group. None of these clues are available in a virtual
group. Because of this it is interesting to know what factors are influencing the
social structuring in virtual groups.

Of particular interest is the notion of social status ranking of members in the
group. This can be seen as a macro structure or a property of the group that
emerges out of the many social interactions between the group members. We can
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say that the micro behavior of the group members give rise to the macro property
of social stratification of the group. To be able to study such phenomenon we
need to model the development over time in the group.

The approach taken here is to look at the discussion group from a psycho-
logical perspective and to search for signs of attention in the posts made. This
is smart because it makes it possible to get many more insights into the social
dynamics over time of the group, compared to only analyzing the number of
posts that people make. Also it makes it possible to construct a social network
graph even for groups that are not making links to each other.

2 Background

Social Interaction and the Emergence of Status in Groups. Social status
replicates itself across different social circumstances. An important distinctions
is made between maintenance of status and emergence of status. Maintenance
of status occurs when the group members already are ranked. Emergence of
status however is what happens when individuals that do not know each other
come together. Processes of social interaction between the members result in
the emergence of status rank in the group [1]. High status members of a group
can be characterized by being helpful, remind others about rules, provide sug-
gestions and establish norms for the group. Furthermore they are not targets
of aversive behavior but they will defend themselves when attacked. Low status
members of a group can be either rejected members or neglected members. Re-
jected members are characterized by aggressive and disrupting behavior, they
start conflicts, often approach others and are rejected, thereby collecting a lot of
rejection experiences. They also respond to aggression by more aggression. Ne-
glected members on the other hand are characterized by being shy and getting
very little attention from the other members, they also respond to aggression by
withdrawal, ignoring the aggression or by submission without retaliation. [1].

Social Grooming. In social animals, grooming is a major social activity, and
a means by which animals that live in proximity can bond and reinforce social
structures, family links, and build relationships. Social grooming is also used as
a form of reconciliation and a means of conflict resolution in some species. In
animals, it has been studied how grooming was performed by one animal upon
another animal of the same species. It was found that grooming was significantly
correlated with social rank. High-ranking individuals received more grooming
than their low-ranking group mates. The results support the notion of grooming
as an indicator of social status [2].

Social Attention Analysis. For humans the notion of giving attention has
been used as a parallel to grooming in animals. In social attention analysis
the objective is to measure the attention that people give to each other over
time. To do this a particular metric is used. This metric keeps track of who
give attention to whom at what time. By analyzing such data it is possible
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to assess the communities attention to a group member, the group members
impact over time and the group members diversion of attention over time [3].
This method requires that the notion of attention can be defined as something
measurable. When social attention analysis is carried out in face-to-face settings
such measures can be for instance nodding in approval when someone is speaking
or reciting what another group member has said previously.

Social Status in Online Groups. In a face-to-face situation there are a num-
ber of signs that can be used to assess status. Examples are erect posture, glares,
eye contact and assertive speech. In online discussion groups there are no such
signs, thus status has to be assessed based on the information available in the
discussion group pages. So how is status assessed in an online setting?

Sometimes, a social media group is started by a small group of friends and
then grows with the addition of their real-world friends. In that situation the
social status pattern is reproduced from the real-world status.

If a social media group is evolving over time by the accumulation of users
that does not formerly know each other we have a situation where the social
status pattern emerges over time in a group of mutual strangers independent of
any former real-world status patterns. What can be the basis of such emergent
status patterns?

In groups that work together, the number of contributions and the quality
of contributions can be a basis for assessment of status. In many online groups
there are links between the group members. If the numbers of links are visible
to the group members it is possible that this could be used as a basis for the
assessment of status. In groups that are merely socializing, the assessment can
be based on how interesting a particular group members posts are. Another
possible base for assessment of status is how much a group member is socially
attentive to the other members of the group. Thus a high-status member would
be helpful, encouraging and pay attention to others in the group.Other basis for
assessment of status can be gender, geographic location or displayed knowledge
about a particular topic.

There are thus several possible things that can work as a basis for the assess-
ment of status in an online group and there is probably not a single scalar rank
in the group. Regardless of what basis is used for the assessment of status in an
online group there is a real social status out there in the sense that we could
ask people about the social status of group members and they will give you an
answer. This answer is dependent on what special meaning that individual gives
to the concept of social status. In this work we define social status in an online
group as the collective ranking made by a group of individuals that possibly base
their ranking on different factors. In this work, we want to find an indicator of
social status that is possible to assess by analyzing the available content.

The question is thus: - Can we find an indicator of social status in the available
data from an online discussion group - Is the social status ranking obtained by
this indicator equivalent to the collective social status ranking as perceived by a
group of individual evaluators. If we can find such a measure it will be possible
to analyze how the status emerges over time and evolves dynamically.
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Methods for Analyzing Social Status and Group Dynamics Online.
Different types of methods have been used to assess the social status in online
groups (the concept of status used here is similar to the concepts of influence
or reputation). The methods use different types of indicators of status. These
are chosen dependent on what kind of data that is available and the purpose of
the study. The purpose is most often to find the most influential persons in the
group with a possible sub-goal of exposing these people to marketing activities.

One commonly used indicator of status is the number of user contributions.
Here it is assumed that the more a person contributes to the group in the form of
posts, uploaded material and answers to questions, the higher the social status
of the individual. Yan and Vassileva used a systems dynamics approach to study
the incentive mechanisms in a virtual community [4]. In this work a combined
measure of different forms of user participation was used as an indicator of
social status. They successfully modeled the dynamics of how members raised
to higher and higher status in the group as measured by their status class that
was assigned to them by the system software.

Another, subtler, indicator of status is the quality of the contributions. Agent
based methods models the essential characteristics of the individual, as well as
the rules and the global consequences of the interactions between individuals.
Zhang and Tanniru made an agent based study where the characteristics included
expertise level, activeness level, sharing level and social gain. In this study it was
assumed that the quantity and quality of the messages posted was an indicator
of social status (reputation) [5].

Another indicator of status that has been used is the number of in-links to
a person. Agarwal et al developed a model for identifying the most influential
bloggers in community blogs. In their model, a weighted measure combined by
number of comments, number of in- and out-links and length of the post was
used as an indicator of social status (influence). One thing that was apparent in
their study was that activity was not correlated to influence. There were bloggers
with low activity that were nevertheless very influential and vice versa [6].

Some virtual communities use peer ranking of the quality of messages to recog-
nize and label an agents reputation. This has been used as a validating indicator
of status [6].

Another indicator that has been used in settings of online marketplaces is
the quality of former interactions. Sabater and Sierra have constructed a model
of social status (reputation) that generates sociograms that show the relations
between individuals. In their work the quality of the former social interactions
in a marketplace system was used as an indicator of social status (reputation)
[7]. Within the field of bibliometrics, the number of citations that authors of
scientific publications receive over time has been used to indicate status [8].
Many interesting results have been found regarding the notion of status and its
relation to a tree structure of citations of citations. Here, the total number of
citations is used to indicate status.
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In the studies mentioned above, the validations made were based on other
computer-generated data. There has not been any study where validation was
made in terms of comparison with status as appreciated by a group of humans.

Many of these indicators have no relation to social interactions in a group.
This type of status can only be observed by a global system having access to, for
instance, all citation data and we cannot know if this is equivalent to emergent
social status as attributed to a person by a group of people. This has been noted
by Sabater and Sierra who writes “This external position gives the analyst a
privileged watchtower to make this analysis”[7]. They conclude that, actually,
each agent has to do this analysis from its own perspective.

Our approach to analyzing social status is to try to find an indicator that can
be shown to be equivalent to the social status ranking that emerges from many
individual judgments by individuals each assessing a limited set of interaction
data. In the study described here the concept of social grooming is used as an
indicator of status. The social status ranking based on this indicator will be
validated by comparison to the global status ranking that emerges from the
combination of individual assessments of status made by a group of people that
each have access to a limited set of the data. The perspective chosen is thus
to study how micro activities by the group members together generates macro
properties of the group, more specifically the macro property of social status
stratification.

3 Empirical Material

The two online discussion groups were selected for two reasons. First I wanted
to have two groups of similar sizes in terms of number of people and number of
posts. Secondly I wanted to have groups that were different in terms of content
since I wanted to find out what a content independent analysis can reveal about
a group. Also, though not a member, I happened to be familiar with both groups.
(Please note that subject in this text refers to a person in accord with tradition
in experimental psychology)

The two data sets consisted of 1604 and 971 posts respectively. Data was
captured by copying the content from the website pages and saving as text files.
The data represented the activity in the groups over a period of 3-4 years. There
were no links between group members. See Table 1 for more information about
the data sets.

Online Discussion Group 1: Fashion. The first of the groups studied is
the people that comment about fashion in a particular thread on the site Fash-
ionspot. The website is dedicated to discussions of different aspects of design and
fashion. This particular thread is about a rock band with a distinctive style in
fashion. The discussions are about the style and appearance of the band members
and their girlfriends but also about the music of the band. The activities that
the group members engage in are viewing posts, commenting, posting pictures
or links, asking questions, answering questions and generally socially chatting
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with each other. The data structure was as follows: Date and Time of Posting,
Post Number, Subject Name (a unique name was required to be able to post
comments, this was chosen by the subjects themselves), Subject Location (this
text field was voluntary and could be filled in with city or country, or some-
times only by continent), Subject Gender (this was voluntary, but most filled
this in), Quote (the name of the quoted subject was automatically filled in when
one subject quoted another subject), and a Text Field (which contained the
written text).

Online Discussion Group 2: Science. The second of the groups studied is
the people that comment about computer science in a particular section called
The core science of simple programson the forum A New Kind of Science. The
discussion regards cellular automata and computational theory. The activities
that the group members engage in are viewing posts, commenting, posting pro-
gram files, pictures or links, asking questions, answering questions and to some
extent, socially chatting with each other. The data structure was as follows: Date
and Time of the Post, Subject Name (a unique name was required to be able to
post comments, this was chosen by the subjects themselves), Subject Affiliation
(the subject could give an affiliation as a company or a university), Subject Lo-
cation (this text field was voluntary and could be filled in with city or country),
and a Text Field containing the written text.

4 Method

4.1 Analysis of the Posting Activity

The text files were imported to Mathematica. A program was written that
searched for text patterns and picked out data and reconstructed the follow-
ing general descriptive data for each post: Post number, Post Day (this was
calculated so that the first day of posting was day 1, the next day, day 2 and so
on) and Subject number (this was constructed so that the first poster was given
number 1, the next poster number 2 and so on).

For each subject data about gender and location was picked out if this was
available otherwise this was categorized as unknown. The gender data in the
Science group had to be inferred from the names of the subject since no regis-
tration of gender was made. The gender classification was made by identification
of a male or a female name. All names that were ambiguous were classified as
unknown. For each given location a table was constructed that stated if the
location could be described as an English speaking country or not.

4.2 Grooming Analysis

The idea behind the groom analysis is to combine two methods used in other con-
texts when trying to map out the social rank order in a group. The first method
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is simply that used by primate researchers of counting number of grooms and
relating that to the social rank order in the group. The second method is so-
cial attention analysis, which tries to capture how a group gives differentiated
attention to the different group members. In the groups studied in this work,
the structure is like a bullentin board with every post basically directed to all
the members of the group. If a post contains a name reference to one of the
other members then this is a sign that this individual has been seen and is ac-
knowledged. In the studies by Joyce & Kraut it was found that replies to posts
increased the probability that a user would post again. This was so regardless
of the emotional tone in the answer. Because of this we argue that the name
reference can be seen as an indication of that a member receives attention in the
group [9]. Attention can in this context be seen as a social reward. Two assump-
tions are made. First it is assumed that attention from other group members
works as a social reward and thus is a positive reinforcer of participating in the
group. Secondly, it is assumed that the amount of attention that an individual
gets in the group is an indicator of the social status or rank order in the group.
In particular, a person who gets more attention than he or she gives to others
is considered to be a high-status person while a person who receives much less
than he or she gives to others is considered to be a low-status person. It is thus
assumed that this balance reflects the social status in the group. By finding in-
dicators of attention in the data, and keeping track of who gives to whom, it
would thus be possible to quantize an estimated measure of an individuals status
in the group.

In this analysis the concept of groom is defined as a social reward, in form of
attention from other group members. For the Fashion group, attention was op-
erationalized as one of two things. The first was explicit mentioning of someones
name in a post. The second was quotation of something that the group member
had written in a post. For the Science group, attention was operationalized in a
similar way as one of two things. The first was explicit mentioning of someones
name in a post. The second was commenting on something that a group member
had posted. These acts were possible to identify in the data. If a group member
received attention in this way, it was said that the he or she was groomed, or
received a groom. For each identified act of grooming, it was registered who gave
the groom and who received the groom. A groom balance was constructed for
each subject. This increased by one each time the subject was groomed, and
was reduced by one each time the subject groomed someone else. In this way
we could construct a time-dependent groom-balance for each subject. Also the
accumulated number of grooms received for each subject was counted. The data
was imported to Mathematica and a program was made to pick out grooms in
all of the posts. Unfortunately, the mentions of some names had to be manually
edited because of short forms or misspelling of the names of members. This was
the case in 4% of the grooms in the Fashion group. For each member the pro-
gram kept track of the number of posts made, the number of grooms given to
others and the number of grooms received from other group members.
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Table 1. Results of the Analysis of the Posting Activity

Basic Data Fashion Science

Number of active group members 187 167

Number of posts 1604 971

Number of days studied 1189 1604

Gender distribution: Females 84,1% 4,2%

Gender distribution: Males 8.5% 79.0%

Gender distribution: Unknown gender 7.4% 16.8%

Group members from English speaking countries 36.4% 35.5%

Group members from Non-English speaking countries 19.3% 14.5%

Group members from unknown location 44.9% 50.0%

Countries represented Argentina Australia
Australia Brazil
Belgium, Brazil Canada
Canada, China England
Colombia Egypt
Czech Republic France
El Salvador Germany
England India
Finland, France Israel
Germany Italy
Israel, Kenya Korea
Latvia Mexico
Netherlands Netherlands
Norway New Zealand
Philippines Paraguay
Poland, Russia Romania
Scotland Switzerland
Spain, Sweden Vietnam
Turkey Ukraine
USA USA

Derived Measures Fashion Science

Posts per subject all 8,6 5,8

Posts per subject English-speaking countries 10,0 6,6

Posts per subject Unknown location 8,8 6,1

Posts per subject Non-english-speaking countries 4,7 3,1

Posts per subject Females 9,7 1,7

Posts per subject Unknown gender 2,8 6,1

Posts per subject Males 2,2 6,0
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Fig. 1. Fashion Observed data. Accumulated number of posts as a function of days.
Periods of high activity are interspersed with low activity.

5 Results

The basic results of the analysis of the posting activity is presented in Table 1.
By plotting each post as a data point where the day of the post is shown on
the x-axis and post number on the y-axis we can get an overview of the posting
activity over time. The height of the curve shows the accumulated number of
posts. The slope of the graph shows how the activity in the group varied over
time. The graph shows that periods of intense activity (high slope) intermingle
with periods where the activity in the group almost died out. This kind of graph
can also reveal variation coupled to seasons, however in this example no such
tendency can be seen. See Figure 1.

Group Member Activity over time. In this graph each post is shown as a
data point where the post number is shown on the x-axis and subject number
on the y-axis. By doing this plot we can get an overview of the posting activity
by different group members. Figures 2 and 3 show the group member activ-
ity graph for the Fashion and the Science groups respectively. The slope of the
graph shows us how the number of members increases over time. We can also
see that some members post many times and keep posting all the time, while
many post only once. If we compare the graphs for the two groups we can see
some differences. In the Fashion group there are no group member that stays in
the group the whole time, in fact if we compare the first and the last quarter the
posting members are a completely different set of people. In contrast we can see
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that in the Science group a few members keeps posting steadily throughout the
observed time period of more than four years, however many in this group post
only once.

Differences in Activity. In figures 4 and 5 we can see an ordered plot of the
number of posts made by individual subjects for the two groups. These plots
show that there is an uneven distribution of posts. A few subjects make most of
the posting and a large number of subjects only make one post. The two groups
are very similar in this respect. Naturally, we can expect a difference between
different subjects since the persons joined the group at different times and thus
have not had the same effective amount of time available to post comments.
Regression analysis of the number of posts as a function of the day of entering
the group, show that indeed there is a small effect. About 4% of the variance
can be explained by this correlation.

The activity can be broken down in gender and language groups. The under-
represented gender post much less per individual, about 2 per person, than the
majority gender group, about 6-10 per person. People from English-speaking
countries makes about twice as many posts as people from non-English speaking
countries.

Results of the Grooming Analysis. Let us first look at the Fashion group.
The overall occurrence of mentions was 152 and the occurrence of quotes was
295 in the data set. The concept of groom, defined as the sum of quotes and
mentions is thus 447 in the whole set. This corresponds to one mentioning for
every 10,6 posts and one quote for every 5,4 posts.

In the Science group the number of grooms were 816 composed of 342 mentions
and 474 comments on posts. Thus there was one mentioning for every 2,8 posts,
and one comment for every 2 posts. This means that there were relatively more
grooming in the Science group compared to the Fashion group.

Of the 187 people in the Fashion group, 113 or 60% got no grooms at all. Of
the 74 people that received any grooms there was a center group of 8 people
that received 50% of the grooms. At the very center was four females that got
40% of the total number of grooms. 2 of those were from US, one from Canada
and one did not disclose her location.
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Of the 166 people in the Science group, 46 or 27,7% got no grooms at all. Of
the 120 people that received any grooms there was a center group of 10 people
that received 50% of the grooms. At the very center was five males that got
38,5% of the total number of grooms. 3 of those were from US, two did not
disclose their location.

The correlation between number of posts and number of grooms for each
subject was 0,94 for the Fashion group and 0,03 for the Science group. The
mean correlation for the two groups was 0,48.

Reciprocity in the Distribution of Grooms. A calculation was made of the
relation between grooms given and grooms received. (Fashion 96 people gives
nothing, 19 or 19,8% of these get groomed, 91 people gives and 55 or 60,4% of
these were groomed). (Science 56 people gives nothing, 37 or 66% of these get
groomed, 110 people gives and 83 or 75,5% of these were groomed). Thus, in
the Fashion group, your chances to get groomed increase from 20% to 60% if
you groom someone else. In the Science group, the chances increase from 66%
to 76%. The effect was not statistically significant (ANOVA P-value 0.410992),
but the data indicates that it is generally a good idea to groom someone if you
want to be groomed yourself.

Effect of Grooming on Posting Activity. For the Fashion group: 187 people
made a first post, 28 of these got feedback in the form of a groom. Of the 28
persons that got feedback, 20 made at least one more post. Of the 161 persons
that did not receive any feedback at all, 43 made at least one more post. Thus the
probability of making a second post was 0,72 for those who received grooming
and 0,27 for those who did not. The mean number of posts needed before any
grooming was received was 3,3. The maximum was 17 posts. That means that
one person made 17 posts before anyone acknowledged her presence in the group.
Most of those who were groomed, however, was groomed after one or two posts.
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In the Fashion group, 15,5% of the females were groomed after their first
post compared to 5,9% of the males. The females got 1,13 times their input
whereas the males only got 0,37 times their input. So actually the males got
much less return for their investments than the females in this group. In the
Science group, 52% of the males got feedback after their first post, compared to
33% of the females. In the Science group, both the males and the females got
1,0 groom for every invested.

In the Fashion group, people from English-speaking countries got 1,0 for each
groom while the people from non-English speaking countries got 1,76. In the
Science group, people from English-speaking countries got 0,94 for each groom
while the people from non-English speaking countries got 1,10. Thus it seem that
the reason that people from non-English speaking countries get fewer grooms is
not that they get less return on their investments, bur rather that they give less
grooms in the first place.

The nicknames used by the subjects in the two groups could be classified in
three sets. Nicknames that were actual names, nicknames that were not names
but pronouncable words and nicknames that were combination of letters and
numbers and not possible to pronounce. We thus have the three categories of
nicknames: Names, Words and non-pronouncable. Names got most, pronounca-
ble words next and unpronouncable nicknames got least. (Fashion: 2,96, 2,04,
0,8; Science: 1,31, 0,60, 0,33). This means that if you want to be groomed you
should avoid an unpronouncable nickname.

The Grooming Network. The notion of grooms are directional in the sense
that it is possible to identify that one subject gives a groom to another subject.
This means that it is possible to construct a grooming-network showing the
social interaction between the group members. Each subject is considered as a
node in this network and the degree of social interaction can be visualized as
the connection strength. The community modularity was 0,55 for the Fashion
group and 0,44 for the Science group. As the groom data holds information about
when a particular groom was given it is also possible to construct the grooming
networks for different time periods, an example of a the grooming-network at a
particular point in time can be seen in figure 6.

The Groom Balance. Every groom can be said to represent a certain point
in time. For every post including a groom it is possible to calculate the groom
balance for each subject. The idea behind the groom balance is that for a random
member of the group we can expect reciprocity so that on average people give
approximately as many grooms to others as they receive themselves. A person
with many more grooms received than given would indicate that that person
had a high status at that particular moment in time. The groom balance was
calculated for each subject in the folllowing way: the number of grooms the
subject had received minus the number of grooms a subject had given to others.

In figure 7 we can see the groom balance over time for a subject in the Fashion
group. This is an example of a person who gives about as much as she get and
the groom balance consequently fluctuates around the zero level.
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Fig. 6. Science. The Grooming Network show the social interactions. Every line rep-
resents a groom from one member to another.

In figure 8 we can see the groom balance over time for a subject from the
Science group. This is an example of a person that gives a lot but receives very
little. It is argued that this as a sign of low status.

In figure 9 we can see the groom balance over time for a subject from the
Fashion group. This subjects receives more than what is given to others. It is
argued that this as a sign of high status.

It also possible to plot the groom status for the whole group. In figure 10 we can
see for the Fashion group how different high status individuals replace each other
successively over time. When one high status member leave the group, it seems
that another member soon takes her place as the alpha member in the group.

6 Validation

The grooming analysis resulted in a value of total number of grooms received for
each subject. It is assumed that this value can be used as an estimate to rank
order the group members according to their social status in the group. To know
if this estimation corresponds to reality it is necessary to make a validation.
But how can we get a real measure of the social status of the group members?
One way would be to let someone make subjective judgements and rank order
the members of the group. This is problematic since it would only reflect the
opinion of one single individual and therefore we rather need to use a group of
people. How much of the original material should be used for the judgement? The
dataset covers several years of material and the printouts consist of hundreds of
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Fig. 7. Fashion. The groom balance for this subject fluctutates around zero. The person
gives approximately as much as she gives.
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Fig. 8. Science. The groom balance for this subject stays negative. The person gives
much more than he gets.

pages. It will be difficult to recruite persons to read that many posts. This will
especially be true for the Science group, where the posts were very long and the
content often was very scholarly. After considering these questions the following
method was chosen.

Method of Validation. 40 people were recruited to the evaluation group, 17
males and 23 females. The mean age was 22 years (range 19-30). Each person read
the printouts of 80 posts from the Fashion group. Each person read a different
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gets much more than she gives.
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Fig. 10. Fashion. The combined groom balance for the whole group. Individuals with
high positive groom balance replace each other during the time period studied.

set of posts, but the set of posts were overlapping so that one read posts 1-80
and another read posts 40-120 and so on. Thus every post was read by two
different persons. They had 30 minutes to do the reading. After reading the
posts the persons were asked to give their subjective impression of the different
group members status in the group. The instruction was phrased as “pick out
the participants in the discussion that you think have the highest status”. To
do this they were presented with a response sheet including a list of the names
of all group members that had appeared in the set of posts that they had read.
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They were asked to give status points in the following way: the subject with the
highest status was assigned 10 points, the subject with the next highest status
was assigned 8 points, no 3 gets 6 points, no 4 gets 5 points, no 5 gets 3 points
and finally no 6 get 2 points. The rest get no points at all. The status points
were added up so that every group member had a total amount of status points.
The ranking based on this value, was used for the validation.

Intra Validator Correlation. Since each group member had been judged by
at least two different evaluators, it was possible to split the data set into two sets
of data based on different evaluators to assess the intra evaluator correlation.
A total of 2 x 598 judgments were given in the process of validation. When the
correlation of these two sets of judgments was calculated it was 0.39. When the
sum of all ranking points for all subjects was calculated for the two sets (each
including 187 sums of points) the correlation between the two lists were 0.97.
This means that the individual of status varied between individual evaluators
but that the sum of points for each individual poster was very similar in the two
calculations based on different judgments.

Results of the Validation. The ranking based on the collective subjective
judgments of the evaluator group is called the evaluator ranking.

The correlation between the groom based ranking and the evaluator ranking
was 0.85.

If the groom based method was used used to pick out the five people with
highest status in the group the correspondence was 100%. Similarly for picking
out the ten best it was a correspondence of 90% and for the best half of the
group (94/187) it was 76%.

7 Discussion

In this study a number of similarities was found between the two groups. The
total number of posts made by different individuals in the group followed a
power-law like distribution. This was similar for the two groups. We could also
see signs of scale-free self-similarity in the sense that if the data was broken up
in four parts, each representing a certain time-period, the distribution of posts
seemed to follow a power-law in all of the four periods. This is in accordance with
the observations of Wilkinson who was able to estimate the power law exponent
to between 2,35 to 1,5 [10]. (The data in this study suggests an exponent of
0,5). Other possibilities for explanations of the lognormal distribution has been
proposed, like novelty decay [11] and changes in how easily content is seen by
users [12].

The distribution of grooms between the group members seemed to follow a
power law just as the distribution of posts. The number of grooms was extremely
unevenly distributed. In both groups there was an inner circle of 8-10 people that
received about 50% of the grooms. In the center of the inner circle was a core
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of a 4-5 people that together received 39-40% of the total number of grooms. In
both groups the individuals in the inner core were from the majority gender of
the group and, mostly, from English-speaking countries.

Another similarity was that in both groups the probability of making a second
post was higher if a person was groomed after their first post compared to if they
were not groomed after their first post. Also, in both groups there seemed to
be reciprocity in the giving of grooms. The probability of beeing groomed was
higher if a person had groomed someone else compared to if a person had not
groomed someone else.

The introduction of the concept of groom as a directed social action made it
possible to construct grooming networks for the two groups. The networks clearly
showed the tight social connections between the people in the inner circles, and
the dominance of the inner core. The community modularities for the two groups
were similar: 0,55 for the Fashion group and 0,44 for the Science group.

Another similarity between the two groups was the distribution of posts over
language categories. English speaking subjects made more than twice as many
posts per person as the people from non-English speaking countries. In both
groups people from non-English speaking countries groomed less but were more
rewarded for their grooms when they did, compared with people from English
speaking countries.

Gender related differences were similar but mirror imaged in the two groups.
The under-represented gender made around 2 posts per person compared to 6-
10 per person for the majority gender group. The gender also influenced the
probability of getting groomed in a similar way. The under-represented gender
was less likely to be groomed after their first post compared to people of the
majority gender.

In both of the groups we could see that the choice of nickname seemed to affect
the probability of getting groomed. Choosing a name was better than choosing
a word, and choosing an non-pronouncable letter combination was the worst.

The analysis also enabled us to identify some differences between the groups.
In the accumulated post graph we could in fact see that the Fashion group was
dying out as indicated by the decreasing slope of the curve at the end of the
observed time period. The Science group however showed no such slowing down,
but instead the activity level kept constant.

The graph over group member activity over time uncovered that there were
differences between the groups in terms of turn-over of the set of active subjects.
In the Fashion group no subject remained active the whole time, in fact we could
see a complete replacement of the active members so that the people active in
the last quarter of the time period was a completely different set of people than
the set that was active in the first quarter. In the Science group however, there
was a set of subjects that remained steadily active for the whole time period
studied.

Finally, the concept of groom enabled us to construct the groom balances. By
doing so we could identify different types of grooming behavior. Most individuals
showed a groom balance fluctuating around zero that indicates that they give
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about as many grooms as they receive. A small group of individuals get much
more than they give and thus show a steadily rising groom balance. This may be
the signature of a high-status person. Some individuals gave a lot of grooms but
consistently stayed on a negative groom balance. This may correspondingly be
the signature of a low-status person. The groom balance for the whole Fashion
group showed that when a person with a very high groom balance left the group,
another persons groom balance started to rise so that there always was at least
one person with the signature of a high-status individual.

A clear difference between the groups showed up in the groom balances for the
whole groups. In the Science group there was one individual who had written a
book. This book was frequently cited in the discussion and because of that this
group members groom balance sky-rocketed out of range. There was also another
individual in the group who was paid as a facilitator. As a consequence of his
role he answered very many questions from newcomers. Politely, responding with
dear John Doe, he thus gave away many more grooms than he got. So even if he
got quite a few grooms himself, his groom balance dived consistently the whole
time period. The groom balance thus enabled us to identify that such special
individuals were present in the group.

Discussion of the Method of Grooming Analysis. The mentions of names
could not be automatically identified in 4% of the grooms for the Fashion group.
The most common problem was that a name was shortened so that a part of
the name, most often the last part was omitted. A few of the cases were due
to misspellings, for instance replacing a vowel with another vowel as in writing
Sephie instead of Sophie. Solving this problem require more elaborate string
pattern recognition than the ones used in this program.

The grooming analysis can only be used to rank order the persons in the
group that have received grooms. The ones that have not received any grooms
at all however can not be rank ordered by this method as they all will have a
total number of grooms equal to zero.

8 Conclusion

This study show that we can get a new perspective on the social dynamics
in groups by introducing the concept of groom and applying the method of
grooming analysis. When applied to the observed online discussion groups it
gave additional insights into the behavior of the group members.

Based on the performed analyses the behavior of the discussion groups can
now be described as follows. There is a constant inflow of people who check out
the discussion groups. Some of these people are interested enough to make a
post. If they get groomed, the probability increases that they will make a second
post. If not, they will most likely leave the group. In this way a small subset of
the whole group is filtered out that will keep posting. Among this active group
there is an inner-circle that grooms each other. In the center of this group there
is an inner core of a few people that receive a large amount of grooming.
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This development is self-similar in the sense that it doesn’t matter which time
period we look at, there is always this center core of a few people that gets about
40% of the grooms given in that period. The center core may consist of different
people in the different time periods.

Groups evolve to be gender specific. This effect is due to two reasons, first
the two groups attracted different interest from females and males respectively,
secondly that the under-represented gender got less return on investment for
their given grooms, this in turn affected the probability of posting and thus the
probability of getting groomed and so on in a self-reinforcing way that filters
them out from the group.

The number of posts and the number of grooms are related in a complex way.
The more you post the more you get groomed. But the reverse is also true, the
more you get groomed the more you post. This reward some people and punish
others so that we get this concentration of the social interaction to an inner core
of a few people while the majority of people are in fact left out of the social
interactions and have very low activity in the group. The validation showed that
using the total number of grooms to rank order the group members in terms of
social status resulted in a ranking with a correlation of 0.85 to that obtained
with 40 independent subjective evaluators. This is a strong indicator that the
grooming analysis actually reveal something “real” about the social interactions
in the group.

In situations where there are no available data about quantity or quality of
user contributions, or to data about links between group members, the method
of grooming analysis can be used as an alternative to assess status. To generalize
the methods to larger groups, further work needs to be done, in particularly the
method of automatically identify names must be improved
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Abstract. Online communities such as forums, general purpose social
networking and dating sites, have rapidly become one of the important
data sources for analysis of human behavior fostering research in different
scientific domains such as computer science, psychology, anthropology,
and social science. The key component of most of the online communi-
ties and Social Networking Sites (SNS) in particular, is the user profile,
which plays a role of a self-advertisement in the aggregated form. While
some scientists investigate privacy implications of information disclosure,
others test or generate social and behavioral hypotheses based on the in-
formation provided by users in their profiles or by interviewing members
of these SNS. In this paper, we apply a number of analytical procedures
on a large-scale SNS dataset of 10 million public profiles with more than
40 different attributes from one of the largest dating sites in the Russian
segment of the Internet to explore similarities and differences in patterns
of self-disclosure. Particularly, we build gender classification models for
the residents of the 35 most active countries, and investigate differences
between genders within and across countries. The results show that while
Russian language and culture are unifying factors for people’s interac-
tion on the dating site, the patterns of self-disclosure are different across
countries. Some geographically close countries exhibit higher similarity
between patterns of self-disclosure which was also confirmed by studies
on cross-cultural differences and personality traits. To the best of our
knowledge, this is the first attempt to conduct a large-scale analysis of
SNS profiles, emphasize gender differences on a country level, investigate
patterns of self-disclosure and to provide exact rules that characterize
genders within and across countries.
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1 Introduction

Rapid technological development of the Internet in recent years and its world-
wide availability has changed the way people communicate with each other.
Social Networking Sites such as Facebook or MySpace gained huge popular-
ity worldwide, having hundreds of millions of registered users. A major reason
for the increased popularity is based on social interaction, e.g. networking with
friends, establishing new friendships, creation of virtual communities of mutual
interests, sharing ideas, open discussions, collaboration with others on different
topics or even playing games. The key component of all SNSs is the user pro-
file, in which the person cannot only post personal data, e.g. name, gender, age,
address, but also has the opportunity to display other aspects of life, such as
personal interests, (hobbies, music, movies, books), political views, and intimate
information. Photos and videos are equally important for a self-description. All
SNSs allow the user to upload at least one photo. Most mainstream SNSs also
feature video uploading.

Various research communities have realized the potential of analysis of the
SNS-phenomenon and its implication on society from different perspectives such
as law [1], privacy [2–4], social interaction and theories [5–9]. Many hypotheses
and social theories (gender and age differences, self-disclosure and self-presentation)
have been raised and tested by social scientists using the context of Social Net-
works. Statistical analysis is the widely used instrument for analysis among social
scientists and rely on the sampling rather than on data collected from an entire
population segment.

The common approach to perform Social Network analysis is to analyze a
sample of available user profiles or to conduct a survey using convenience samples
(e.g. students in a particular university) by presenting descriptive statistics of the
sample data and performing significance tests between dependent variables [2,
3, 8, 10]. The major drawback of such approach with respect to Social Networks
is that in light of the large population of SNSs, which can vary from tens to
hundreds of millions of users, living in all parts of the world, the results of the
statistical analysis cannot be generalized for the whole population of users or a
single nation or a single culture or genders, while theories can hardly be validated
using only small samples. Moreover, Social Networks are heterogeneous systems
in a sense that people may form closed sub-groups on different levels like country
of living, national, or cultural with minimum interaction with other sub-groups
and develop communication and self-presentational styles that are completely
different from others due to cultural or national differences. For example, due to
cultural differences, a theory of self-disclosure tested on students from American
universities may be not be applicable to information obtained from students of
Chinese universities, even if both groups use the same Social Networking Site. To
the best of our knowledge, the state of the art Social Science research of Social
Networks does not take into account the spatial or cultural components for the
analysis of self-presentation differences (presumably due to the lack of sufficient
data and difficulty involved in conducting cross-country studies).
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Although, the problem and the importance of space and place in the Social
Sciences was already highlighted a decade ago [11], this knowledge gap was
not closed until to date. Therefore, in order to improve our understanding of
social behavior, to analyze, to find hidden behavioral patterns not visible at
smaller scales, and to build new theories of large heterogeneous social systems
like Social Networks, other approaches and computational techniques should be
applied [12].

In this paper, we answer the following hypothetical question: “Can we find
some hidden behavioral patterns from user profiles in the large-scale SNS data
beyond mere descriptive statistics?” We answer this question by applying a clas-
sification algorithm to the data obtained from more than 10 million profiles
having more than 40 different attributes extracted from one of the largest dat-
ing sites in the Russian segment of the Internet. Specifically, we build gender
classification models for most active countries and investigate what are partic-
ular differences between genders in one country and what are the differences in
patterns of self-disclosure across countries. Self-disclosure can be defined as any
information about himself/herself which a person communicates to others [13].
In the context of the current study, it refers to the information communicated
by means of a person’s online profile.

Dating sites can be considered as a special type of social networks where mem-
bers are engaged in development of romantic relationship. Information revealed
in the users’ profiles is an important aspect for the assessment of potential com-
munication, for maximizing the chances for online dating for the owner of the
profile, and for minimizing the risks (e.g. misrepresentation) of online dating for
the viewer of the profile. For this reason, in the broad context, assuming that the
goal of the member of a dating site is to find a romantic partner, we investigate
patterns of self-presentation that can vary from country to country and differ
for both genders.

The preliminary results suggest that the classification model can successfully
be used for analysis of gender differences between users of SNSs using information
extracted from user profiles that usually contain tens of different categorical and
numerical attributes.

To the best of our knowledge, this is the first attempt to conduct a large-scale
analysis of SNS profiles for comparing gender differences on a country level using
data mining approaches in the Social Science context.

2 Related Work

Gender differences have been studied long before the Internet became widely
available. However, with the technological development of the Internet and pro-
liferation of Social Networks, the research has focused on the analysis of online
communities and differences between their members. Many studies were per-
formed in the context of Internet use [14, 15], online relationships [5], ethnic
identity [8], blogging [10], self-disclosure and privacy [2–4]. Though we could
not find any related work on large-scale analysis of gender differences in social
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networks (except for [4]), we are going to review here some of the recent, mostly
small-scale studies and findings about gender differences in social networking
sites.

Information revelation, privacy issues and demographic differences between
Facebook users were examined in [2] and [3]. [2] interviewed 294 students and
obtained their profiles from Facebook. The goal of the survey was to assess the
privacy attitudes, awareness of the members of the SNS to privacy issues, and
the amount and type of information the users revealed in their profiles. It was
found that there was no difference between males and females with respect to
their privacy attitudes and the likelihood of providing certain information. Like-
wise, there was no difference between genders in information revelation. If some
information is provided, it is likely to be complete and accurate. However, female
students were less likely to provide their sexual orientation, personal address and
cell phone number. [3] interviewed 77 students to investigate different behavioral
aspects like information revelation, frequency of Facebook use, personal network
size, privacy concerns and privacy protection strategies. Again, there were al-
most no differences between female and male respondents in the amount and
type of the information revealed in their profiles. [4] analyzed about 30 million
profiles from five social networks of Runet and conducted a survey among Rus-
sian speaking population to cross-check the finding extracted from the profiles
and assess privacy concerns of members of Russian social networks. It was shown
that there were differences between type of revealed information between females
and males and these differences conditioned on the reported country of residence
(20 most populous countries were presented). Particularly, males disclosed more
intimate information regardless of their country of origin. However, the country
with the highest difference in the amount of disclosed intimate information was
Russia (20.67%) and the lowest was Spain (5.59%). In addition, females from
17 countries revealed more information about having or not having children,
economic and marital status, and religion. The only exceptions were females in
Russia, Israel and England.

Social capital divide between teenagers and old people, and similarities in the
use of the SNS were studied in [7] using profiles from MySpace social network.
The results of the analysis indicate, among other criteria, that female teenagers
are more involved in the online social interaction than male teenagers. Like-
wise, statistical tests showed that older women received more comments than
older men. Additionally, linguistic analysis of user messages showed that females
include more self-descriptive words in their profiles than males. Friendship con-
nections, age and gender were analyzed in [6] using 15, 043 MySpace profiles.
The results showed that female members had more friends and were more likely
interested in friendship than males, but males were more likely to be interested in
dating and serious relationships. In the study that analyzed emotions expressed
in comments [9], it was found that females sent and received more emotional
messages than males. However, no difference between genders was found with
respect to negative emotions contained in messages.
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Online dating communities are typically treated differently because goals of
the dating sites are much more limited in terms of connection development and
often bear intimate context, which for the most part shifts to the offline con-
text. Issues such as honesty, deception, misrepresentation, credibility assessment,
and credibility demonstration, are more important in the dating context than
in the context of general purpose social networks. Researchers are particularly
interested in the analysis of self-presentation and self-disclosure strategies of the
members of dating sites for achieving their goal to successfully find a romantic
partner. The authors of [5] interviewed 349 members of a large dating site to
investigate their goals on the site, how they construct their profiles, what type
of information they disclose, how they assess credibility of others and how they
form new relationships. The study found that cues presented in the users’ pro-
files were very important for establishing connections. These cues included very
well-written profiles, lack of spelling errors and uploaded photos. The last time
the user was online considered to be one of the factors of reliability. Most of the
respondents reported that they provided accurate information about themselves
in the profiles.

3 Data

The data used in this paper was collected from one of the largest dating sites
in Runet: Mamba1. According to the site’s own statistics (June 3, 2010), there
are 13, 198, 277 million registered users and searchable 8, 078, 130 profiles. The
main features of the service is the user profile and search option that allows
searching for people by country, gender, age and other relevant attributes. The
friend list is discrete, so other registered users cannot know with whom a user is
chatting. The friend list is implicitly created when the user receives a message
from another user. There are no means to block unwanted users before they send
a message. However, users get a real status by sending a free SMS to the service
provider and confirming his/her mobile phone number. This allows the users
with the real status to communicate with and get messages only from the real
people. The user may exclude his/her profile from being searchable, but most of
the profiles are searchable and accessible to unregistered users.

The user profile consists of six sections, where each section can be activated or
deactivated by the user. Table 1 shows the names of sections and attribute pa-
rameters available in every section. We excluded the About me section, in which
the user can describe himself in an open form, some intimate attributes of the
Sexual preference section and the option to add multimedia (photos or videos).
The attributes are divided into two categories. In the first category, only one
value can be selected for the attribute (denoted as “yes” in the Single selection
column), other attributes contain multiple selections (denotes as “no” in the
Single selection column). Most of the attributes also contain an additional free
text field that allows the user to provide his/her own answer. If the user decides
not to fill in some field, the attribute won’t be visible in his/her profile. The user
1 http://www.mamba.ru/

http://www.mamba.ru/
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can extend his/her main profile by filling two surveys. The one survey is pro-
vided by MonAmour site2, owned by Mamba and contains about 100 different
questions that estimate the psychological type of the respondent according to
four components scaled from 0 to 100: Spontaneity, Flexibility, Sociability, Emo-
tions. Another survey is internal and contains 40 open questions like Education,
Favorite Musician, etc3.

In order to collect the data, we developed a two-pass crawler written in C#.
In the first pass the crawler repeatedly scans all searchable users which results in
a collection of a basic information about the user such as user id, profile URL,
number of photos in the profile, and country and city of residence. In the second
pass, the crawler downloads the user’s profile, checks if it is not blocked by the
service provider and extracts all the relevant information, which is described in
Table 1.

Within a two-month period, between March and June 2010, we extracted
information from 13,187,295 millions users, where 1,948,656 million profiles were
blocked, leaving us with 11,238,639 million valid profiles.

4 Methodology

In this section we describe the data mining process that includes data selection,
data transformation and model construction.

4.1 Data Selection

The data preparation and selection is very crucial for the data mining process.
If sampled data is not a representative of the whole dataset, the data mining
process will fail to discover the real patterns. Another aspect of data preparation
is related to user profiles. As was already discussed in Sections 1 and 2, the
ultimate goal of members of the dating site is to find a romantic partner. Since
this kind of activity may involve elements of intimacy, persons employ different
strategies to balance the desire to reveal information about themselves and stay
anonymous (for example, the profile without a photo). Moreover, many people
may run several user profiles for different purposes.

In order to minimize the impact of fake profiles (e.g. empty profiles or profiles
containing the minimal amount of information) on the pattern mining, we em-
ployed a four level filtering process. First, the profiles of persons who filled the
external survey on the MonAmour site (described in Section 3) were retrieved.
Since the respondent should answer about 100 questions, it is unlikely that the
person has non-serious intentions on the dating site. Second, we retrieved profiles
who filled additional external survey that includes about 40 questions. Next, the
users with the status “real” were retrieved and finally, the users who uploaded

2 http://www.monamour.ru/
3 At the time of writing this paper, the structure of the profile and some of the fields

were changed by the service provider.

http://www.monamour.ru/
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Table 1. Profile sections and attributes

Section Attributes # of Single Possible choice
options selection

Personal Age - yes 20
Gender 2 yes Male/Female
Zodiac 12 yes Capricorn...

Acquaintances Looking for 5 no Man/Woman/Man+Woman/
Man+Man/Women+Woman

Partner’s age 8 no 16-20/21-25/26-30/31-35/
36-40/41-50/51-60/61-80

Aim 5 no Friendship/Love/Sex/
Marriage/Other

Marriage 4 yes Married/Live separately
Sham marriage/No

Material support 3 yes Want to find a sponsor/
Ready to become a sponsor/

No sponsor is required
Kids 4 yes No/I’d like to have/

Live together/Live separately

Type Weight 1 yes 70 kg.
Height 1 yes 180 cm.
Figure 8 yes Skinny/Regular/Sportive...

Body Has 2 no Tattoo, Piercing
Hair on the head 7 yes Dark/Grey-haired...

Smoking 4 yes No/Yes/Seldom/Drop
Alcohol 3 yes No/Yes/Seldom
Drugs 8 yes No/Yes/Drop/Dropped

Profession - - Open field
Economic 4 yes Occasional earnings/
conditions Stable and small income/

Stable and average income/
Wealthy

Dwelling 6 yes No steady place/Apartments/Dorm/
Live with Parents/Friend/Spouse

Languages 87 no English/German...
Day regimen 2 yes Night owl/Lark

Life 8 no Carrier/Wealth/Family/Harmony/
priorities Sex/Self-realization/

Public activity/Other
Religion 7 no Christianity/Atheism/Other...

Sexual Orientation 3 yes Hetero/Homosexual/Bi
preferences Heterosexual 4 yes Yes/No/Little/Other

experience
Excitement 18 no Smell/Latex/Tattoos/Piercing...
Frequency 6 yes At least once a day/Other

Several times per Day/Week/Month
Not interested in sex

Interests Leisure 14 no Reading/Sport/Party...
Interests 19 no Science/Cars/Business...
Sports 12 no Fitness/Diving...
Music 11 no Rock/Rap...

Other Car 76 yes Nissan...
Mobile Phone 50 yes Ericsson...
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at least one photo and no more than one hundred photos were extracted. Ta-
ble 2 shows the demographic statistics by country and gender. It also shows how
many profiles were selected for mining and the resulted percentage of females
and males in the selected instances. The selected age range was from 18 to 73.

Table 2. Demographic statistics of the 35 most active countries and statistics related
to the sampled data

Country Total Females % Males % # instances Sampled Sampled
Females % Males %

Russia 7,844,969 65 35 3,039,762 45 55

Ukraine 1,257,890 52 48 711,586 49 51

Kazakhstan 456,940 57 43 201,775 46 54

Belarus 310,819 45 55 217,143 47 53

Germany 128,168 43 57 79,140 41 59

Azerbaijan 102,726 31 69 44,150 15 85

Uzbekistan 86,010 22 78 40,485 25 75

Moldova 78,835 40 60 54,561 44 56

Armenia 68,334 43 57 22,382 18 82

Georgia 67,554 20 80 33,022 21 79

Latvia 53,433 59 41 29,512 53 47

Estonia 48,243 52 48 26,731 48 52

USA 47,111 40 60 30,517 41 59

Israel 42,627 37 63 27,296 37 63

England 35,938 62 38 14,989 35 65

Turkey 35,001 16 84 23,884 14 86

Lithuania 34,795 59 41 16,481 48 52

Kyrgyzstan 32,798 36 64 16,592 38 62

Italy 18,389 42 58 13,635 43 57

Spain 18,220 38 62 11,503 40 60

France 11,988 36 64 7,187 33 67

Turkmenistan 11,609 31 69 5,952 34 66

Canada 10,623 36 64 6,604 35 65

Greece 10,092 30 70 7,088 30 70

Tajikistan 9,879 14 86 3,917 14 86

Czech 9,401 42 58 6,443 43 57

Poland 9,376 65 35 3,171 36 64

Finland 7,186 41 59 4,460 40 60

Sweden 6,348 32 68 4,045 28 72

Norway 5,994 28 72 3,437 28 72

Belgium 5,849 34 66 3,102 29 71

Bulgaria 5,649 31 69 3,719 28 72

Ireland 5,603 35 65 4,061 37 63

Austria 5,474 36 64 3,065 35 65

China 5,277 34 66 3,453 41 59
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4.2 Data Transformation

Almost all the attributes described in Table 1 were selected for inclusion into the
model (except for Weight, Height, and Mobile Phone). Numerical attributes such
as age, number of photos and number of words used in the “About me” section
were discretized. The age was discretized into ten equal size bins. We analyzed
the distribution of photos and words in “About me” section individually for
females and males. Based on the data distribution, the number of photos was
divided into three categories: none if no photo was uploaded by the user, normal
if the number of photos was between 1 and 8 for females and between 1 and
6 for males, high if the number of photos was between 9 and 16 for females
and between 7 and 10 for males, very high if the number of photos was larger
than 16 for females and larger than 10 for males. The number of words used in
the “About me” section was divided into three categories: none if nothing was
written, normal if the number of words was between 1 and 24 for females and
between 1 and 22 for males, high if the number of words was between 25 and
260 for females and between 23 and 243 for males, very high if the number of
photos was larger than 260 for females and larger than 243 for males.

Attributes such as Car, Languages, Religion, Leisure, Interests, Sports, Mu-
sic and attributes describing body characteristics whose exact values are not
important for classification but only the fact of their disclosure in a profile, were
encoded as binary attributes: if the information about any of these attributes
was revealed, it was encoded as True, otherwise it was treated as False. On the
other hand, attributes, whose values are used for classification were encoded
as multi-valued categorical attributes. For example, the Marriage attribute has
four explicit options and one implicit no answer. In this case the four options
were encoded like 1,2,3,4, and 0 in the case of non-disclosure. Another group
of attributes that may take more than one value (when the user chooses more
than one answer) was decomposed into separate binary attributes representing
distinct categories. For example, the user can select any of the 5 different cat-
egories related to the aim on the site (Aim attribute). In case a person selects
some category, a binary True is assigned to that attribute, otherwise False is
assigned (Aim not disclosed). Two binary attributes that were composed from
the Looking for, namely Looking for a man and Looking for a woman were re-
moved since they are found in the majority of profiles, highly correlated with
the opposite gender and trivial in terms of gender classification.

4.3 Model Construction

Our research hypothesis is that specific gender differences exist on the coun-
try level as well as there are differences between the same-genders in different
countries. The differences should be expressed in specificity of attributes and
values that describe the gender. In other words, we hypothesize that profiles of
females and males living in the same country have unique characteristics, which
characterize the gender of the owner of the profile. In addition, we hypothesize
that, although the main characteristic of the users of the featured dating site is
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Russian language, cultural and national differences impact the characteristics of
user profiles even for people of the same gender across countries. In our study,
the data mining process that can capture unique characteristics of the genders
is based on decision tree learning, which constructs a classification model using
input variables for prediction of the target class value (gender in our case).

We applied C4.5, a popular decision tree induction algorithm [16] to the sam-
pled data for every country with the gender as a binary class attribute, using
Weka data mining package [17].

Here is a general outline of the algorithm:

– Tree is constructed in a top-down recursive divide-and-conquer manner.
– At start, all the training examples are at the root.
– Attributes are categorical or continuous-valued.
– Examples are partitioned recursively based on selected attributes.
– Split attributes are selected on the basis of a heuristic or statistical measure

(in our experiments, we have used information gain).
– The complete tree can be post-pruned to avoid overfitting.

A decision tree can be easily converted into a set of classification rules (one
rule per each terminal node). Tables 5 and 6 show examples of classification
rules extracted from the induced decision trees. We left all the options in the
default state namely: the minimum number of instances per leaf was 2, pruned
decision tree, 0.25 pruning confidence factor. Table 3 shows the total number
of classification rules and the number of rules by gender generated for every
country.

5 Analysis

The purpose of this section is to analyze the data and the model described in
Section 4. We apply a number of analytical steps to test our hypotheses that
there are differences between genders and that these differences are country-
dependent.
The analytical steps are:

(1) Analysis of the sampled data
(2) Analysis of the quantity of rules that classify females and males
(3) Cross-country similarity
(4) Gender characterization

5.1 Data Analysis

As was mentioned in Section 2, we applied four filtering steps to minimize the
effect of false profiles. By inspecting the initial and resulting number of females
and males (Table 2), we can deduce cross-country differences on the gender level.

Russia, Poland, England, Latvia, Lithuania, Kazakhstan, Ukraine, and Esto-
nia are countries in which the number of female users outnumber male users. The
difference is as large as 30% for Russia and Poland and as small as 4% in Ukraine
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Table 3. The total number of rules by country and the number of generated rules by
gender

Country All Rules Female Male

Russia 70,719 34,605 36,114

Ukraine 21,181 10,315 10,866

Kazakhstan 5,863 2,815 3,048

Belarus 8,343 4,062 4,281

Germany 3,221 1,482 1,739

Azerbaijan 781 338 443

Uzbekistan 945 418 527

Moldova 1,754 818 936

Armenia 490 191 299

Georgia 649 267 382

Latvia 1,721 812 909

Estonia 1,433 692 741

USA 1,581 723 858

Israel 1,024 453 571

England 784 350 434

Turkey 350 149 201

Lithuania 1,150 534 616

Kyrgyzstan 656 292 364

Italy 699 327 372

Spain 791 382 409

France 483 209 274

Turkmenistan 234 106 128

Canada 404 175 229

Greece 334 156 178

Tajikistan 134 48 86

Czech 587 280 307

Poland 256 127 129

Finland 314 149 165

Sweden 307 135 172

Norway 193 91 102

Belgium 225 94 131

Bulgaria 158 79 79

Ireland 267 124 143

Austria 227 106 121

China 226 104 122

and Estonia. After applying the four filtering steps, only Latvia remains a sin-
gle country among the eight mentioned above where the number of females still
outnumber male users, however, the difference decreases from 18% to 6%. Since
the number of people that do not have photos in their profile is much larger than
the number of people who do not meet the requirement of the first three filter-
ing steps, we may conclude that more females do not have photos in their profiles.
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As the photo is one of the important components of a dating site, we can also
assume that male users apply more efforts to find romantic partner than females
or that female users would likely establish a relationship independent of physical
appearances.

Uzbekistan, Georgia, Turkey and Tajikistan are the four countries that stand
out in the difference between the number of male and female users: Uzbekistan
(56%), Georgia (60%), Turkey (68%), Tajikistan (72%). This number does not
almost change after applying the filtering step. Armenia, Poland, Russia, Tajik-
istan, England, Azerbaijan, Kazakhstan, Uzbekistan, Lithuania, and Georgia
lose more than 50% of users, while Greece, Ireland, and Italy lose less than 30%
after applying the filtering process.

5.2 Model Analysis

We use several different metrics to analyze gender differences in homogeneity
and heterogeneity as well as variability of information revealed in user profiles
by analyzing classification rules. The metrics, presented in Table 4, include the
average amount of male/female members per rule (larger numbers indicate higher
homogeneity), the number of male/female rules that cover 90% of the instances in
the sampled dataset (larger numbers indicate higher heterogeneity), and the ratio
of the number of male/female rules to the entire male/female population (larger
numbers indicate higher variability). We also compute the difference between
the male and the female rule ratios.

The inspection of the average number of female and male users that are clas-
sified per one rule (Table 4), shows that there are only three countries Latvia
(4%), Lithuania (1%), and Ukraine (1%), in which the average number of fe-
males classified per rule is larger than in the other 32 countries. Such countries
as Tajikistan (28%), Uzbekistan (33%), Armenia (40%), Georgia (42%), Azer-
baijan (65%), and Turkey (80%) are countries with the largest difference between
the average number of female and male users classified per rule out of 32 coun-
tries where the average number of males per rule outnumber females. However,
in 31 countries the number of rules that cover 90% of the population is larger
for females with the greatest difference in Azerbaijan (71%), Bulgaria (66%),
Turkey (66%), Uzbekistan (65%), Georgia (65%), Poland (53%), Greece (51%),
while Finland (4%), Estonia (9%), Lithuania (10%), Latvia (29%) are the only
four countries where the number of rules that cover 90% of the population is
larger for males. This finding may suggest that female users are more creative in
profile construction and provide more heterogeneous information about them-
selves, while males reveal more homogeneous information to describe themselves.
This is also supported if we inspect the amount of rules generated for females
and males relative to the number of females and males in the data set (Table 4).
The amount of rules in the percentage relationship is higher in 32 cases for
females. The highest relative amount of rules for female population is in Swe-
den (10.92%), Poland (11.13%), Belgium (10.45%), Czech Republic (10.11%)
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and the lowest in Ukraine (2.96%) and Russia (2.53%). For the male population,
the highest relative amount of rules is observed in Czech Rupublic (8.36%),
Lithuania (7.19%), Latvia (6.55%), and the lowest in Azerbaijan (1.18%) and
Turkey (0.98%).

Another interesting observation are cross-country and cross-gender variabili-
ties of the relative amount of rules. The difference between the highest (Sweden)
and the lowest (Russia) relative amount of rules for females is 9.39%, while the
difference between the highest (Czech Republic) and the lowest (Turkey) relative
amount of rules for males is 7.38%. If we assume that information disclosed in
the users’ profile is a deliberate and considerate act that also reflects personal
traits of a person (otherwise the profile would have been randomly filled) and
the variability of rules shows the variability in different facets of personal traits
then our observation of cross-country variability between females and males in
relative amount of rules is orthogonal to previous studies. For example, [18]
showed that the considerable gender differences in personality traits are among
European and American cultures, whereas the miniscule differences are among
African and Asian cultures. In our case, the highest cross-gender difference in
the relative amount of rules is in Tajikistan (6.20%), which is an Asian country,
Sweden (6.01%), and Norway (5.33%) while the lowest is in Estonia (0.06%) and
Ukraine (0.04%). Other Asian countries such as Azerbaijan (3.92%) or Turkey
(3.48) are ranked on the seventh and tenth place, respectively among the coun-
tries with highest variability of the 35 countries we analyzed. Consequently, our
results indicate that the gender differences are not emphasized by the Russian-
speaking users in masculine countries [19]. The Masculine Index of scandinavian
countries is very low according to Hofstede Masculine Index [20], while Sweden
and Norway share the second and the third places in the magnitude in differences
between females and males. However, these differences may be attributed to the
fact that the Swedish and Norwegian Russian-speaking members of the dating
site have a stronger influence of their original culture rather than the culture of
their current residence.

Any decision tree construction algorithm builds rules by determining the best
attributes that build up the tree. The attribute at the root of the tree is the first
attribute selected and, thus, is the best in the classification model to discriminate
between genders. Inspection of the root attributes of the models reveals four
groups of countries:

(1) The majority of countries (14 in total) namely Spain, Kyrgyzstan, Lithuania,
Italy, Ireland, Greece, Estonia, England, China, Moldova, Latvia, Kazakhstan,
Israel, and Belarus are characterized by the attribute AimSex (the aim on the
site is to find a partner for having sex).
(2) Turkmenistan, Poland, Norway, France, Czech Republic, Canada, Bulgaria,
Austria, USA, Uzbekistan, Ukraine, and Russia are countries in which the clas-
sification tree is splitted according to the Car attribute.
(3) Turkey, Tajikistan, Georgia, Armenia, and Azerbaijan are characterized by
MinMaxAge. This attribute holds the desired age range of a romantic partner.
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(4) The remaining four countries: Sweden, Finland, Belgium, and Germany are
characterized by the kids attribute, which specifies whether the person does or
does not have kids, whether the kids live in family or separately or if the person
wants to have kids.

Table 4. The average amount of females and males classified per rule, the number
of rules that cover 90% of the instances in the sampled dataset, percentage of rules
relative to the female and male population, and difference between relative amount of
rules

Country FemalesMales90% Rule90% RuleFemale Rel.Male Rel.Difference
Per Per Coverage Coverage Amount Amount
Rule Rule Male Female Rules (%) Rules (%)

Russia 40 46 5,707 3,815 2.53 2.16 0.37

Ukraine 34 33 2,060 1,951 2.96 2.99 -0.04

Kazakhstan 33 36 590 513 3.03 2.80 0.24

Belarus 25 27 1,094 1,006 3.98 3.72 0.26

Germany 22 27 498 442 4.57 3.72 0.84

Azerbaijan 20 85 179 52 5.10 1.18 3.92

Uzbekistan 24 58 165 57 4.13 1.74 2.39

Moldova 29 33 245 193 3.41 3.06 0.34

Armenia 21 61 93 47 4.74 1.63 3.11

Georgia 26 68 121 42 3.85 1.46 2.39

Latvia 19 15 267 374 5.19 6.55 -1.36

Estonia 19 19 235 259 5.39 5.33 0.06

USA 17 21 310 261 5.78 4.77 1.01

Israel 22 30 155 125 4.49 3.32 1.16

England 15 22 170 108 6.67 4.45 2.22

Turkey 22 102 73 25 4.46 0.98 3.48

Lithuania 15 14 224 251 6.75 7.19 -0.44

Kyrgyzstan 22 28 116 91 4.63 3.54 1.09

Italy 18 21 143 112 5.58 4.79 0.79

Spain 12 17 204 135 8.30 5.93 2.38

France 11 18 115 97 8.81 5.69 3.12

Turkmenistan 19 31 52 29 5.24 3.26 1.98

Canada 13 19 87 75 7.57 5.33 2.24

Greece 14 28 88 43 7.34 3.59 3.75

Tajikistan 11 39 32 19 8.75 2.55 6.20

Czech 10 12 157 138 10.11 8.36 1.75

Poland 9 16 75 35 11.13 6.36 4.77

Finland 12 16 68 71 8.35 6.17 2.19

Sweden 8 17 79 69 11.92 5.91 6.01

Norway 11 24 57 34 9.46 4.12 5.33

Belgium 10 17 56 48 10.45 5.95 4.50

Bulgaria 13 34 44 15 7.59 2.95 4.64

Ireland 12 18 66 46 8.25 5.59 2.66

Austria 10 16 63 50 9.88 6.07 3.81

China 14 17 52 42 7.35 5.99 1.36
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5.3 Cross-Country Similarity

In Section 4.3 we applied a decision tree construction process to the user pro-
files from 35 countries, and generated models that contain a number of rules
that discriminate between females and males in a specific country. As men-
tioned already, classification trees are used for predicting the target class value.
Usually, in order to estimate a classifier’s predictive performance, the model is
evaluated on a separate test set. In the context of our analysis, we have ap-
plied the classification rules generated for each country to the data of other 34
countries. The high classification rate in this case should suggest that there is
a high similarity between user profiles (including user information disclosure)
across countries. As a result of the evaluation, we have a 35-dimensional vector
of classification accuracies for each of the 35 countries (including the training ac-
curacy of the model on the data that was used to induce the model). We applied
Multidimensional Scaling (MDS)[21], a widely used data exploratory technique,
on the 35× 35 matrix of classification accuracies. MDS performs transformation
of multidimensional space into a two-dimensional coordinates by preserving the
relative distances (we used squared Euclidean distance measure) between origi-
nal multi-dimensional vectors. Thus, the countries located close to each other on
the two-dimensional graph are more similar in information disclosure between
their residents than countries that are located farther away.

Figure 1 shows the results of multidimensional scaling. It is possible to vi-
sually discern eight clusters according to the similarity in user profiles. Russia
and Ukraine are located close to each other and can form the first cluster. Ger-
many, US, Kazakhstan, Belarus, and Moldova are located close to each other
and form the second cluster. Uzbekistan, Israel, Kyrgyzstan, Greece, England,
Spain, and France are members of the third cluster. The fourth cluster includes
Armenia, Turkey, Azerbaijan, Georgia, Turkmenistan, Belgium, and Canada.
Sweden, Austria, Ireland, Finland and Czech Republic are in the fifth cluster.
Italy is located equally distant from other countries and can be a single country
in the sixth cluster. Estonia, Lithuania, and Latvia are in the seventh cluster.
Tajikistan, China, Poland, Norway, and Bulgaria are located farther than other
countries. We assign them to an eighth cluster. The first and the seventh cluster
include countries that are located geographically close to each other. This may
suggest that cultural similarities between those countries play a crucial role in
the similarity of user profiles. Similar observations were reported in [22, 23] in
the study of personality traits. Other clusters include a mix of close and far-
away countries. For example, the fourth cluster contains five Asian countries
geographically close to each other such as Armenia, Azerbaijan, Turkmenistan,
Turkey, and Georgia as well as two countries situated in Europe and America. A
notable feature of the cluster two is that Kazakhstan and Germany are located
close to each other. While those countries are not located close geographically, it
is known that a significant number of Russian Germans now living in Germany,
immigrated from Kazakhstan during 1990s where their ancestors had lived in
the late 19th Century.
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Fig. 1. MDS plot of similarity of information disclosure across 35 countries

A more consistent way to summarize the similarities is to explicitly cluster
the countries according to the similarities and differences in member profiles.
We applied Farthest Neighbor (complete linkage) hierarchical clustering using
cosine similarity between 35-dimensional vectors. Results of the clustering are
shown in Figure 2. It can be clearly seen that some clusters are discerned by geo-
graphically close countries. For example, Armenia, Georgia, Turkey, Azerbaijan,
and Tajikistan are linked together at the first level of hierarchical clustering.
Likewise, Russia, Ukraine, and Belarus or Uzbekistan and Turkmenistan. On
the highest level of clustering, Estonia, Lithuania, and Latvia are linked with all
other countries suggesting the considerable difference in member profiles between
the three countries and the rest of the countries.

5.4 Gender Characterization

Since the space limitation does not allow us to present the whole list of rules
generated for every gender and country, we provide a number of rule examples
picked from the set of most frequent rules. We arbitrarily selected two repre-
sentative countries from every visible cluster produced by the multidimensional
scaling (Figure 1) described in the previous section. Tables 5 and 6 show frequent
classification rules that distinguish between females and males across countries.
The rightmost column shows the number of males (M) and females (F) that
correspond to each rule.

The inspection of the rules show some clear-cut patterns. The sex and car
components are dominated in “male” rules (rules that classify a person as a
male). Information about kids and the desired age of a romantic partner is
dominated in “female” rules. A noteworthy feature found in “male” rules is that
they are relatively short. There are cases where a single attribute can classify a
person as a male like in the case of Bulgaria and China.
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6 Conclusions

In this paper we investigated gender differences and patterns of information
dislosure between countries in the context of dating sites using the Data Mining
approach.

We applied decision tree construction algorithm to the user profiles from 35
most active countries using more than 10 million profiles from one of the biggest
dating sites in the Russian segment of the Internet. We analyzed the induced
classification rules and outlined differences between genders within and across
countries. We used Multidimensional scaling and hierarchical clustering to an-
alyze similarities and differences in member profiles and information disclosure
across countries. The Russian-speaking residents of some geographically close
and culturally similar countries exhibit higher similarity in information disclo-
sure between user populations living in those countries.

We showed that social phenomena can be investigated by applying data min-
ing methods to large quantities of user profile data, and that statistical analysis
alone is not enough for finding interesting patterns. Our research overcomes the
limitations of most previous studies, where the analysis was performed on small,
non-representative and non-generalizable samples of the user population. How-
ever, some uncertainty is associated with the large-scale analysis of real profiles
mined from a social networking site, since the analyst cannot verify the real
purpose of profile creation (whether it has a serious intention or was created for
fun). At this point, we assume that the majority of SNS users have real profiles
that reflect their real self. Automated cleaning of profile data may be a subject
of future research.

Our study provided insights into the patterns of gender differences across
countries. The reasons for such differences can be unlimited: influences of the
hosting country’ culture, immigration, spoken language, original culture, per-
sonal traits. Therefore, we could not provide exact explanations of such difference
and did not attempt to speculate on possible reasons. Moreover, the meaning
of gender differences could be explained by domain experts like anthropologists,
culturalists, behaviorists or sociologists. Without a doubt further studies are
necessary. Previous studies on gender differences [15, 24] have been carried out
on a much smaller scale in the context of “digital divide”4. The results of such
studies can affect design principles and guidelines and provide insights for the
development of SNS and other information systems. However, these potential
applications are beyond the scope of this paper.

The preliminary results provided in this paper are encouraging, though the
work presented here is exploratory in nature. In our future work, we will apply
more analytical methods to conduct all-embracing analysis of gender differences,
user profiles, and information disclosure and work closely with social scientists
to test hypotheses that so far have been evaluated on very limited amounts of
user data.
4 The phrase “digital divide” has been used to refer to a wide variety of inequities,

including differential access to, contact with, and use of ICTs cross-nationally as well
as between social and demographic groups within individual nations [15].
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Abstract. Community mining is a prominent approach for identifying (user)
communities in social and ubiquitous contexts. While there are a variety of meth-
ods for community mining and detection, the effective evaluation and validation
of the mined communities is usually non-trivial. Often there is no evaluation data
at hand in order to validate the discovered groups.

This paper proposes an approach for (relative) community assessment. We
introduce a set of so-called evidence networks which are capturing typical inter-
actions in social network applications. Thus, we are able to apply a rich set of
implicit information for the evaluation of communities. The presented evaluation
approach is based on the idea of reconstructing existing social structures for the
assessment and evaluation of a given clustering. We analyze and compare the
presented approach applying user data from the real-world social bookmarking
application BibSonomy. The results indicate that the evidence networks reflect
the relative rating of the explicit ones very well.

1 Introduction

With the rise of social applications, a wealth of data is stored, and finding relevant en-
tries in the overwhelming user generated data repositories becomes more and more of a
problem. Personalizing the access to such systems is a key approach for preventing users
to get “lost in data”. Promising approaches for such personalization are user recommen-
dation or community mining techniques. Knowing a user’s peer group is, for example,
used to adjust search results according to his or her interests [17], or for showing the
latest activities or most popular resources only for a set of relevant users.

Parallel to the rise of the Social Web, mobile phones became more and more powerful
and are equipped with more and more sensors, giving rise to Mobile Web applications.
Today, we observe the amalgamation of these two trends, leading to a Ubiquitous Web,
whose applications will support us in many aspects of the daily life at any time and any
place. Data are now available which were never accessible before. We expect therefore
that the approach presented in this paper will be extendable to ubiquitous applications
especially to sensor networks as well.

However, ultimately judging whether users are related or not is rather difficult since
any given pair of users shares some properties. Hence, it is usually non-trivial to objec-
tively assess the quality of a given community. As a consequence, Siersdorfer proposed
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an evaluation paradigm which is based on the notion of reconstructing an existing social
structure [31], for example, considering friendship links in social applications. Trans-
ferring this paradigm to the evaluation of community mining techniques, we propose to
assess a given community structure using a set of existing social structures. To this end,
we introduce a set of so-called evidence networks which are capturing typical interac-
tions in social network applications. These interactions can be regarded as proxies for
social relations between users, i. e., as implicit connections. Thus, evidence networks
provide evidences of social relations, but do not require explicit interaction and linking.

Our framework allows to compare the community structure that is computed with
a given community mining algorithm with these evidence networks. It provides thus a
method for evaluating and comparing different community mining approaches. For the
assessment, we apply standard community quality functions, e. g., modularity [26] and
conductance [10].

Existing “social structures” are often sparse (compared to the large number of eval-
uation objects present in clustering and community detection approaches) and usually
not publicly available. In addition to explicit networks (e. g., by adding someone as a
“friend”), this work also analyzes relations which are implicitly acquired in a typical
“Web 2.0” application (e. g., by visiting a user’s profile page). Our hypothesis in us-
ing these networks, which we call evidence networks, is the assumption, that the set
of social interactions is drawn from a certain “social population”, thus the interactions
indicate connections in this distribution, and they manifest themselves with varying de-
gree in different networks. By considering samples of such a “social constellation”, we
aim to collect evidences for the underlying user relatedness.

Considering implicit evidence networks for evaluation encompasses several advan-
tages. In every application where users may interact, there are implicit evidence net-
works, even if no explicit user relationship is being implemented. Implicit networks
may also be captured anonymously on a client network’s proxy server. Typically im-
plicit networks are also significantly larger than explicit networks. Similar interaction
networks accrue in the context of ubiquitous applications (e. g., users which are using a
given service at the same place and time). Unfortunately no dataset containing such in-
teraction was available during the evaluation, but these interactions lead to implicit user
relationships which naturally fit into the framework of evidence networks described in
this section.

This paper proposes an approach for the evaluation of communities using implicit in-
formation formalized in evidence networks. Our context is given by social applications
such as social networking, social bookmarking, and social resource sharing systems.
The proposed evaluation paradigm is based on the notion of reconstructing existing so-
cial structures: This paradigm suggests to measure the quality of a given division of the
users by assessing the corresponding community structure in an existing social struc-
ture: We basically project the different clusters according to the division of users on
an existing network, and assess the created structures using measures for community
evaluation. The contribution of this paper is not the presentation of a new algorithm
for detecting communities. Instead, we rather focus on a better understanding of what a
good user community is and how to assess and evaluate a given community allocation:
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– We propose evidence networks for community assessment and evaluation. These
evidence networks are thoroughly analyzed with respect to the contained commu-
nity structure.

– We apply standard community evaluation measures using the set of evidence net-
works. It is shown, that there is a strong common community structure across dif-
ferent evidence networks.

– The results suggest a basis for a new evaluation framework of community detection
methods in social applications.

The context of the presented analysis is given by social applications such as social net-
working, social bookmarking, and social resource sharing systems, considering our own
system BibSonomy1[5] as an example. But the presented analysis is not only relevant
for the evaluation of community mining techniques, but also concerning their usage for
building new community detection or user recommendation algorithms, among others.

The rest of the paper is structured as follows: Section 2 first describes basic notions
of the presented approach. Then, it describes this task in detail and introduces our novel
approach together with the concept of evidence networks and their characteristics. After
that, we analyze and compare in Section 4 the features of the networks using data from
the real-world BibSonomy system: We define different emerging networks of user re-
latedness, and analyze these in detail applying our proposed method. Finally, Section 5
concludes the paper with a summary and interesting directions for future work.

2 Evidence Networks for Community Evaluation

In the following, we briefly introduce basic notions, terms and measures used in this
paper. For more details, we refer to standard literature, e. g., [13]. After that, we describe
and define several explicit and implicit networks for the evaluation of communities.
Finally, we discuss related work.

2.1 Preliminaries

This section summarizes basic notions and terms with respect to graphs, explicit and
implicit relations, communities, and community measures.

A graph G = (V, E) is an ordered pair, consisting of a finite set V which consists
of the vertices or nodes, and a set E of edges, which are two element subsets of V . A
directed graph is defined accordingly: E denotes a subset of V × V . For simplicity,
we write (u, v) ∈ E in both cases for an edge belonging to E and freely use the term
network as a synonym for a graph. The degree of a node in a network measures the
number of connections it has to other nodes. The adjacency matrix Aij , i = 1 . . . n, j =
1 . . . n of a set of nodes S with n = |S| contained in a graph measures the number of
connections of node i ∈ S to node j ∈ S. A path v0 →G vn of length n in a graph G is
a sequence v0, . . . , vn of nodes with n ≥ 1 and (vi, vi+1) ∈ E for i = 0, . . . , n − 1. A
shortest path between nodes u and v is a path u →G v of minimal length. The transitive
closure of a graph G = (V, E) is given by G∗ = (V, E∗) with (u, v) ∈ E∗ iff there

1 http://www.bibsonomy.org/

http://www.bibsonomy.org/
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exists a path u →G v. A strongly connected component (scc) of G is a subset U ⊆ V ,
such that u →G∗ v exists for every u, v ∈ U . A (weakly) connected component (wcc)
is defined accordingly, ignoring the direction of edges (u, v) ∈ E.

For a set V , we define a relation R as a subset R ⊆ V ×V . A relation R is naturally
mapped to a corresponding graph GR := (V, R). We say that a relation R among
individuals U is explicit, if (u, v) ∈ R only holds, when at least one of u, v deliberately
established a connection to the other (e. g., user u added user v as a friend in an online
social network). We call R implicit, if (u, v) ∈ R can be derived from other relations,
e. g., it holds as a side effect of the actions taken by u and v in a social application.
Explicit relations are thus given by explicit links, e. g., existing links between users.
Implicit relations can be derived or constructed by analyzing secondary data.

The concept of a community is vague and can be intuitively defined as a group C of
individuals out of a population U such that members of C are densely “related” one to
each other but sparsely “related” to individuals in U \ C. In the following, a community
allocation of a population U refers to a set of communities C = {C1, . . . , Cn} with⋃

1≤i≤n Ci ⊆ U and Ci �= ∅ for 1 ≤ i ≤ n. Note that this also allows overlapping
communities, i. e., Ci ∩ Cj �= ∅ may hold for some i, j ∈ {1, . . . , n}.

This concept maps to vertex sets C ⊆ V in graphs G = (V, E) where nodes in
C are densely connected but sparsely connected to nodes in V \ C. Though defined
in terms of graph theory, the community concept remains vague. For a given graph
G = (V, E) and a community C ⊆ V we set n := |V |, m := |E|, nC := |C|,
mC := |{(u, v) | u, v ∈ C}|, mC := |{(u, v) | u ∈ C, v �∈ C}| and for a node
u ∈ V its degree is denoted by d(u). Several approaches for formalizing communities
in graphs exist and corresponding community structures were observed and analyzed in
a variety of different networks [27,26,21,22].

In the context of evaluation measures for evidence networks we consider two mea-
sures: Conductance [22] and Modularity [26]. These consider the evaluation from two
different perspectives. Modularity mainly focuses on the links within communities,
while the conductance also takes the links between communities into account.

Conductance can be defined as the ratio between the number of edges within the
community and the number of edges leaving the community. Thus, the conductance
C (S) of a set of nodes S is given by C (S) = cS/(2mS + cS) where cS denotes the
size of the edge boundary, cS := |{(u, v) : u ∈ S, v /∈ S}| and mS denotes the number
of edges within S, mS := |{(u, v) ∈ E : u, v ∈ S}|. More community-like partitions
exhibit a low conductance, cf. [22]. The conductance of a set of clusters is then given
by the average of the conductance of the single clusters.

The modularity function is based on comparing the number of edges within a com-
munity with the expected such number given a null-model (i. e., a randomized model).
Thus, the modularity of a community clustering is defined to be the fraction of the edges
that fall within the given clusters minus the expected such fraction if edges were dis-
tributed at random. This can be formalized as follows: The modularity M (S) of a set
of nodes S in graph G with its assigned adjacency matrix A ∈ �n×n is given by

M (A) =
1

2m

∑
i,j

(
Ai,j − kikj

2m

)
δ(ci, cj) ,
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where ci is the cluster to which node i belongs, m denotes the number of edges in
G and cj is the cluster to which node j belongs; ki and kj denote i and j’s degrees
respectively; δ(ci, cj) is the Kronecker delta symbol that equals 1 iff ci = cj , and 0
otherwise. For directed networks the modularity becomes

M (A) =
1
m

∑
i,j

(
Ai,j −

kout
i kin

j

m

)
δ(ci, cj) ,

where kin
i and kout

j are i and j’s in- and out- degree respectively [20].
The (Pearson) correlation coefficient r is used for measuring linear dependence be-

tween two random variables X and Y . We apply the sample correlation coefficient

r =
∑n

i=1(Xi − X̄)(Yi − Ȳ )√∑n
i=1(Xi − X̄)2

√∑n
i=1(Yi − Ȳ )2

.

were X̄ and Ȳ denote the sample mean of X and Y respectively [1].

2.2 Evidence Networks

Social networks and social resource sharing systems like BibSonomy usually capture
links between users explicitly, e. g., in a friend-network or a follower-network. How-
ever, besides these explicit relations, there are a number of other implicit evidences of
user relationships in typical social resource sharing systems. These are given by, e. g.,
clicklogs or page visit information. In some systems, it is also possible to copy content
from other users. Then, the logging information can be transformed into a correspond-
ing user-graph structure which we call evidence network, following [25].

In the following sections, we define typical explicit and implicit networks in the
context of social bookmarking applications. All of these are implemented in the so-
cial resource sharing system BibSonomy, but are also found in other resource sharing
and social applications. Even more implicit user interaction occurs in the context of
ubiquitous web applications. Examples are users which are using a given service at the
same place and time, or communication relationships based on proximity sensors [32],
among many others. During our evaluation period we did not have access to such sensor
data, but these interactions lead to implicit user relationships which naturally fit into the
framework of evidence networks described in this section.

Explicit Relation Networks. In the context of the BibSonomy system, we distinguish
the following explicit networks: The follower-graph, the friend-graph, and the group
graph that are all established using explicit links between users. Formally, these graphs
can be defined as follows:

– The Follower-Graph G1 = (V1, E1) is a directed graph with (u, v) ∈ E1 iff user u
follows the posts of user v, i. e., user u monitors the posts and is able to keep track
of new posts of user v.

– The Friend-Graph G2 = (V2, E2) is a directed graph with (u, v) ∈ E2 iff user u
has added user v as a friend. In the BibSonomy system, the only purpose of the
friend graph so far is to restrict access to selected posts so that only users classified
as "friends" can observe them.
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– The Group-Graph G3 = (V3, E3) is an undirected graph with {u, v} ∈ E3 iff user
u and v share a common group, e. g., defined by a special interest group.

Implicit Relation Networks. Concerning implicit relationships, we propose the fol-
lowing networks: The click-graph, the copy graph, and the visit graph that are built by
analyzing the actions of users, i. e., clicking on links, copying resources, and visiting
pages of other users, respectively. Formally, the graphs are defined as follows:

– The Click-Graph G4 = (V4, E4) is a directed graph with (u, v) ∈ E4 iff user u has
clicked on a link on the user page of user v.

– The Copy-Graph G5 = (V5, E5) is a directed graph with (u, v) ∈ E5 iff user u has
copied a resource, i. e., an publication reference from user v.

– The Visit-Graph G6 = (V6, E6) is a directed graph with (u, v) ∈ E6 iff user u has
navigated to the user page of user v.

Each implicit graph Gi, i = 4, . . . , 6 is given a weighting function ci : Ei → � that
counts the number of corresponding events (e. g., c5(u, v) counts the number of posts
which user u has copied from v).

2.3 Evaluation Paradigm

Several approaches exist for assessing the quality of a given set of communities. Consid-
ering users as points in appropriate feature spaces, objective functions based on the re-
sulting distribution of data points can be applied (e. g., overlaps of the user’s tag clouds,
[16]). Modeling inter-user relations in terms of graphs, various graph indices defined
for measuring the quality of graph clusterings can be applied (see, e. g., [15] for a sur-
vey). These indices capture the intuition of internally densely connected clusters with
sparse connections between the different clusters. Furthermore, the modularity measure
(see Section 2.1) is based on the observation, that communities within social networks
are internally more densely connected than one would expect in a corresponding null
model, i. e., in a random graph.

Accordingly, most methods for community detection try to optimize the produced
community division with respect to a given quality measure. However, care must be
taken, since different measures might exhibit certain biases, i. e., they tend to reward
communities with certain properties which might lead to respectively skewed commu-
nity structures [22]. Given the diversity of user interests, no single quality measure can
potentially reflect all reasons for two users being contained within the same or different
communities (or even both). Ultimately, a user study can quantify, how well a given
community structure coincides with the actual reception of the users.

Dealing with the related task of user recommendations, Siersdorfer [31] proposed an
evaluation paradigm, which is based on the reconstruction of existing social structures.
Applied to the community detection setting in the context of a social bookmarking sys-
tem as BibSonomy, this paradigm suggests to measure the quality of a given division
of the users by assessing the corresponding community structure in an existing social
structure. For our evaluation paradigm we therefore transform this principle to evaluat-
ing community structures using evidence networks (see Section 2.2): Our input is given
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by an arbitrary community clustering of a given set of users – independent of any com-
munity detection method. This clustering is then assessed using the implicit evidence
networks. We show in the evaluation setting that this procedure is consistent with ap-
plying explicit networks that contain explicit user links but are rather sparse compared
to the evidence networks.

Concerning our application setting, BibSonomy incorporates three relations among
users, all of which potentially can serve as a basis for such an evaluation, namely the
Friend-Graph, the Follower-Graph and the Group-Graph. Before such a network can
be utilized as a reference for quality assessments, it has to be thoroughly analyzed,
since different structural properties may influence the resulting assessment, cf. [25].
But more importantly, one has to cope with the sparsity of the explicit user relations:
The Friend-Graph of BibSonomy, for example, only spans around 1000 edges among
700 users of all 5600 considered users and all possible 30 million edges. Thus, feature
spaces for users, for example, using tags or resources as describing elements potentially
capture a richer set of relations than those modeled in the graphs. In the following,
we therefore consider the much more dense implicit evidence networks as discussed
in [25], which can be typically observed in a running resource sharing system. In our
analysis, we investigate whether they are consistent with the existing explicit networks
in BibSonomy as a reference for evaluating community detection methods.

3 Related Work

Despite the absence of well-established gold-standards, the growing need for auto-
mated user community assessment is reflected in a considerable number of proposed
paradigms. Evaluation approaches of generated links between users can broadly be di-
vided in content-based and structure-based methods (relying on given links between
users). In the following, we discuss related work concerning community mining in
general, community detection methods, evaluation measures, metrics and evaluation
paradigms.

Fortunato [14] discusses various aspects connected to the concept of community
structure in graphs. Basic definitions as well as existing and new methods for commu-
nity detection are presented. This work is a good entry point for the topic of community
mining. In [19], Lancichinetti presents a thorough comparison of many different state
of the art community detection algorithms in graph. The performance of algorithms are
compared relative to a class of adequately generated artificial benchmark graphs.

Karamolegkos et al. [16] introduced metrics for assessing user relatedness and com-
munity structure by means of the normalized size of user profile overlaps. They evaluate
their metrics in a live setting, focussing on the optimization of the given metrics.

An LDA [7] based community detection method for folksonomies is presented in [17]
which is evaluated indirectly by measuring the improvement of search results achieved
by incorporating the mined community information. Using a metric which is purely
based on the structure of graphs, Newman presents algorithms for finding communities
and assessing community structure in graphs [28]. A thorough empirical analysis of
the impact of different community mining algorithms and their corresponding objective
function on the resulting community structures is presented in [22], which is based on
the size resolved analysis of community structure in graphs [21].
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Recently Siersdorfer et al. [31] proposed an evaluation technique for recommenda-
tion tasks in folksonomies which is based on the reconstruction of existing links (e. g.,
friendship lists). The performance of a given system is assessed by applying quality
measures which are derived from established measures used in information retrieval.
Schifanella et al. [30] investigated the relationship of topological closeness (in terms of
the length of shortest paths) with respect to the semantic similarity between the users.
Crandall et al. [12] discuss similarity and social influence in online communities, pro-
viding the general idea that friends interact similarly concerning activities of users.
Their results indicate, that there are clear feedback effects between similarity between
actors and future interactions.

Another aspect of our work is the analysis of implicit link structures which can be
obtained in a running Web 2.0 system and how they relate to other existing link struc-
tures. Baeza-Yates et al. [4] propose to present query-logs as an implicit folksonomy
where queries can be seen as tags associated to documents clicked by people making
those queries. Based on this representation, the authors extracted semantic relations be-
tween queries from a query-click bipartite graph where nodes are queries and an edge
between nodes exists when at least one equal URL has been clicked after submitting the
query. Krause et al. [18] analyzed term-co-occurrence-networks in the logfiles of inter-
net search systems. They showed that the exposed structure is similar to a folksonomy.

Analyzing Web 2.0 data by applying complex network theory goes back to the anal-
ysis of (samples from) the web graph [8]. Mislove et al. [24] applied methods from
social network analysis as well as complex network theory and analyzed large scale
crawls from prominent social networking sites. Some properties common to all con-
sidered social networks are worked out and contrasted to properties of the web graph.
Newman analyzed many real life networks, summing up characteristics of social net-
works [29].

Concerning the approaches mentioned above, this work unifies topics of commu-
nity mining, community evaluation, and social structures: We provide an approach for
relative community assessment using the link structure of different (implicit) networks
capturing user interactions. These so-called evidence networks are thoroughly analyzed
with respect to the contained community structure. It is shown, that there is a strong
common community structure across different evidence networks using standard com-
munity evaluation functions. The results suggest a basis for a new evaluation framework
of community detection methods in social applications.

4 Evaluation

In the following, we first describe the data used for the evaluation of the evidence net-
works. After that, we describe the characteristics of the applied evidence networks, and
discuss relations between the networks. After that, we present the conducted experi-
ments. We conclude with a detailed discussion of the experimental results.

4.1 Evaluation Data and Setting

Our primary resource is an anonymized dump of all public bookmark and publication
posts until January 27, 2010, from which we extracted explicit and implicit relations.
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It consists of 175,521 tags, 5,579 users, 467,291 resources and 2,120,322 tag assign-
ments. The dump also contains friendship relations modeled in BibSonomy concerning
700 users. Additionally, it contains the follower relation, which is explicitly established
between user u and v, if u is interested in v’s posts and wants to stay informed about
new posts, as discussed above. Furthermore, we utilized the “click log” of BibSonomy,
consisting of entries which are generated whenever a logged-in user clicked on a link in
BibSonomy. A log entry contains the URL of the currently visited page together with
the corresponding link target, the date and the user name2. For our experiments we con-
sidered all click log entries until January 25, 2010. Starting in October 9, 2008, this
dataset consists of 1,788,867 click events. We finally considered all available apache
web server log files, ranging from October 14, 2007 to January 25, 2010. The file con-
sists of around 16 GB compressed log entries. We used all log entries available, ignoring
the different time periods, as this is a typical scenario for real-world applications.

Table 1. High level statistics for all relations where U denotes the set of all users in BibSonomy

Copy Visit Click Follower Friend Group
|Vi| 1427 3381 1151 183 700 550

|Ei| 4144 8214 1718 171 1012 6693

|Vi|/|U | 0.25 0.58 0.20 0.03 0.12 0.10

#scc 1108 2599 963 175 515 90

largest scc 309 717 150 5 17 228

#wcc 37 11 55 37 140 89

largest wcc 1339 3359 1022 83 283 228

4.2 Characteristics of the Networks

In the following, we briefly summarize the link symmetry characteristics and degree
distribution of the extracted networks and discuss its power-law distribution. The anal-
ysis is restricted to the large (weakly) connected components of the network.

Link symmetry: Mislove et al. [24] showed for Flickr, LiveJournal and YouTube
that 60-80% of the direct friendship links between users are symmetric. Among others,
one reason for this is that refusing a friendship request is considered impolite. However,
the friendship relation of BibSonomy differs significantly. Only 43% of the friendship
links between users are reciprocal.

When more features are available exclusively along friendship links (e. g., sending
posts), the friendship graph’s structure will probably change and links will get more and
more reciprocal. But concerning the implicit networks we will see, that link asymmetry
is determined by a structure common to all our implicit networks.

Degree distribution: One of the most crucial network properties is the probability
distribution ruling the likelihood p(k), that a node v has in- or out-degree k respectively.
In most real life networks, the so called degree distribution follows a power law [11],
that is p(k) ∼ k−α where α > 1 is the exponent of the distribution. Online social
networks [24], collaborative tagging systems [9], scientific collaboration networks [2]
among others are shown to expose power law distributions.

2 Note: For privacy reasons a user may deactivate this feature.
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For comparability, we calculated a best fitting power law model for each distribution
using a maximum likelihood estimator [11] and noted the corresponding Kolmogorov-
Smirnov goodness-of-fit metrics in Table 2 for reference. All in- and out-degree dis-
tributions except those from the groups graph show a power law like behavior, though
there are significant deviations.

Table 2. Power law parameters

Copy Visit Click Follower Friend Group
αin 2.48 2.9 2.86 2.48 3.47 3.5
αout 1.75 2.2 2.7 2.78 2.24 3.5

Din 0.0603 0.0227 0.023 0.0278 0.0617 0.1503
Dout 0.0571 0.0364 0.0394 0.0919 0.0939 0.1503

4.3 Relations between Networks

Another basic evaluation considered associational properties between the networks,
i. e., whether links present in one or more network are associated with links in an-
other network. For the evaluation, we considered all possible links between users (user
pairs) and assessed whether a link in a network existed, or not. Table 3 shows the asso-
ciations for the friend graph. The associations are given in the form of subgroup rules
(e. g., [3]), or association rules with the single element friend, denoting link member-
ship in the friend graph, in the rule head. The parameters given in the table denote the
support of the rule (i. e., the relative number of covered links), its confidence (or pre-
cision), the recall, and the F1-Measure, as the harmonic mean of precision and recall,
e. g., [3]. Additionally, the table includes the lift of the rule denoting the relative increase
in confidence/precision considering the default rule (with an empty precondition), i. e.,
is obtained by dividing the rule’s confidence/precision by the default precision.

The first (baseline) rule therefore shows the default associations for the friend graph,
i. e., the default confidence/precision for link membership is 5.5%. The second rule
can be read as follows: IF users are connected in the click AND copy AND visit
graphs, THEN the probability of being connected in the friend graph is 23.9% (con-
fidence/precision), with a support of 1.7%, and an F1-Measure of 11.2%.

While the table shows significant increases of the rule confidences compared to the
baseline measured by the lift parameter, the individual confidence values are rather
low. This can be explained by the different sizes of the networks (the friend graph is
the smallest network contained in the table). Additionally, the table shows interesting
results comparing the individual networks: While the single copy network is only a
limited predictor for friend-relationships (line 8) the combination with the click and/or
visit networks significantly increases the associations quality, compared to considering
the isolated networks (ll. 2, 3, 4, 6 and 7).

4.4 Applied Clustering Method

Starting our experiments we faced a vicious circle: For assessing the quality of a com-
munity structure, we need a preferably good method for obtaining such a structure in
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Table 3. Associations between evidence networks and the friend graph. The table shows the
support (SUP), confidence/precision (CONF), the recall (REC), the F1-Measure (F1M), and the
Lift (LIFT) for the different associations, measured in percentages

# RULE SUP CONF REC F1M LIFT
1 friend ← 100 5.5 100 10.4 1.00
2 friend ← click copy visit 1.7 23.9 7.3 11.2 4.35
3 friend ← click copy 2 20.7 7.4 10.9 3.76
4 friend ← copy visit 4.6 17.8 14.9 16.2 3.24
5 friend ← click visit 7.7 13.5 19 15.8 2.45
6 friend ← click 9.5 11.3 19.7 14.4 2.05
7 friend ← visit 45.1 6.9 56.8 12.3 1.25
8 friend ← copy 24.4 3.8 16.8 6.2 0.69
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Fig. 1. In-degree distribution of the different evidence networks

the beginning. However, since we do not want to examine a particular clustering algo-
rithm and prove its performance, we use a rather simple approach which is on the one
hand easy to understand, on the other hand, it can be broadly parameterized and allows
the construction of a randomized variety of initial clusterings.

First experiments were conducted using the well known k-means algorithm [23].
For that, each user u is represented by a vector (u1, . . . , uT ) ∈ R

T where T is the total
number of tags and ui is the total number of times user u assigned the tag i to resources
in BibSonomy (i = 1, . . . , T ). The resulting clusters had poor quality, assigning most
users to a single cluster. Due to the sparsity of the considered high dimensional vec-
tor space representation (there are more than 170, 000 tags), the underlying search for
nearest neighbors fails (cf., e. g., [6] for a discussion).

To bypass this problem, we reduced the number of dimensions. There are a variety
of approaches for dimensionality reduction. We chose to cluster the tags for building
“topics”, consisting of associated sets of tags. A user u is thus represented as a vector
u ∈ R

T ′
in the topic vector space, where T ′ � T is the number of topics.
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For our experiments, we used a latent dirichlet allocation [7] method for building
topics, which efficiently build interpretable tag clusters and has been successfully ap-
plied in similar contexts to tagging systems (cf. [31]). In the following, our models
are denoted with “LDA-n-kMeans-k”, where n denotes the number of topics and k the
number of clusters. In total, we obtained 40 different basic clusterings.

4.5 Experiments and Results

Our experiments aim at examining whether the implicit evidence networks described in
Section 2.2 are admissible complements for the sparse explicit networks. This would
justify using, e. g., the Visit-Graph and thus allow to assess more than 53% of the active
users (in contrast to only 12% covered by the Friend-Graph) applying the evaluation
paradigm “reconstruction of existing social structures” described in Section 2.3.

The most fundamental property of a sound measure is the relative discrimination of
“better” and “worse” community structures, allowing algorithms to approximate opti-
mal structures stepwise by applying local heuristics. For analyzing how quality assess-
ment by applying the different evidence networks is sensitive to small disturbances, we
conducted a series of randomized experiments.

We started with community structures constructed by the basic feature clustering
described above, using 10, 50, 100, and 500 topics, and constructing clusterings rang-
ing from 10 to 1,000 clusters in total. Any clustering or community detection method
could be used here (e. g., we also conducted the same series of experiments applying a
graph clustering algorithm). We focussed on the applied method as it is easy to under-
stand and can be broadly parameterized; it allows for a simple generation of a variety
of (randomized) initial clusterings. We gradually added noise to these initial structures
and at each step assessed the resulting community structure by calculating the quality
measures described in Section 2.1 for the different evidence networks: Two different
approaches for adding noise to a given division into communities were applied. The
first approach (from now on called “Random” for short) randomly chooses a node u be-
longing to some community cu. This node is than assigned to another randomly chosen
community c′ �= cu. Note that this kind of disturbance leads to a different distribution of
cluster sizes. The second approach (from now on called “Shuffle”) randomly swaps the
community allocation of randomly chosen nodes belonging to different communities,
which leads to community structures with the same community size distribution.

Figures 2 and 3 show the corresponding results of calculating the modularity for each
evidence network at every level of disturbance in the underlying community structure
(higher modularity values indicate stronger community structure). Similarly, Figures
4 and 5 show the results of calculating the conductance. For the ease of presentation,
we selected from all considered clusterings a subset which represents a broad range
of assessed community qualities. We emphasize that this experiment does not aim at
selecting a “best” community structure, rather than examining the relative rating of
slightly worse structures when applying the different evidence networks (based on the
assumption, that randomly disturbing communities decreases their quality).

We see that the modularity on every evidence network is consistent with the level
of disturbance, that is, the modularity value monotonically decreases with increasing
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Fig. 2. Modularity calculated on different clusterings at varying levels of disturbed cluster assign-
ments relative to explicit evidence networks

percentage of disturbed nodes. Slight deviations (e. g., looking at the alternating gradi-
ents of the Follower-Graph) are most likely statistical effects due to the limited size of
the corresponding evidence network. These results are supported by the figures show-
ing the corresponding plots for the conductance values, since lower conductance values
indicate stronger clustering.

Note that conductance and modularity give precedence to different community struc-
tures. In particular, structures with many small communities are preferred according
to their conductance (k = 500, 800, 1000), whereas smaller numbers of clusters are
preferred according to their modularity (Figure 6 exemplary shows two corresponding
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Fig. 3. Modularity calculated on different clusterings at varying levels of disturbed cluster assign-
ments relative to implicit evidence networks

cluster size distributions). This behavior is consistent with the corresponding bias of the
applied measures as discussed in [22].

The preceding results consider the different evidence networks independently.
However, we ultimately want to use the implicit networks as supplement for the sparse
explicit social structures (in particular the Friend-Graph). We therefore expect the as-
sessment of community structures applying the implicit networks to be consistent with
the application of the explicit networks. This motivates the following experiment: We
calculated the Pearson correlation coefficient for each of the implicit networks and one
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Fig. 4. Conductance calculated on different clusterings at varying levels of disturbed cluster as-
signments relative to explicit evidence networks

of the explicit networks. Following the paradigm of reconstructing existing social struc-
tures, the explicit networks yield sensible community scores (in terms of modularity
and conductance). The following experimental setup aims at examining whether the
corresponding community scores as induced by implicit networks are consistent (i. e.,
correlated) with the scores induced by the explicit networks. Table 4 shows the cor-
responding correlation coefficients (see Section 2.1) for modularity and conductance
scores in the Friend-Graph and each of the graphs in Figures 2-5 (averaged per measure
and randomization type). The averaged correlation coefficients suggest a surprisingly
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Fig. 5. Conductance calculated on different clusterings at varying levels of disturbed cluster as-
signments relative to implicit evidence networks

high correlation between the measures calculated on the implicit networks and those
calculated on the friend graph. Especially the conductance graphs show high correlation
coefficients with low standard deviations. In comparison, repeating the same experiment
with the group graph as the most dense existing social structure shows lower correlation
coefficients with higher standard deviation, cf. Table 5.
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Fig. 6. Two opposed community size distributions as preferred by conductance (left) and modu-
larity (right)

Table 4. Averaged Pearson correlation coefficient ρGi,G2 together with it’s empirical standard
deviation for each of the experiments “Shuffle” (S) and “Randomize” together with the consid-
ered objective functions modularity (M) and conductance (C) on the different implicit evidence
networks Gi and the friend graph G2

Evidence Network R/M S/M R/C S/C
Follower-Graph 0.86 ± 0.17 0.90 ± 0.12 0.89 ± 0.28 0.83 ± 0.41
Group-Graph 0.91 ± 0.13 0.95 ± 0.08 1.00 ± 0.01 0.96 ± 0.17

Copy-Graph 0.82 ± 0.17 0.87 ± 0.12 0.99 ± 0.03 0.98 ± 0.09
Click-Graph 0.80 ± 0.17 0.86 ± 0.13 0.99 ± 0.04 0.98 ± 0.07
Visit-Graph 0.72 ± 0.25 0.80 ± 0.18 0.97 ± 0.06 0.98 ± 0.08

Table 5. Averaged Pearson correlation coefficient ρGi,G3 together with it’s empirical standard
deviation for each of the experiments “Shuffle” (S) and “Randomize” together with the consid-
ered objective functions modularity (M) and conductance (C) on the different implicit evidence
networks Gi and the group graph G3

Evidence Network R/M S/M R/C S/C
Friend-Graph 0.91 ± 0.13 0.95 ± 0.08 1.00 ± 0.01 0.96 ± 0.17
Follower-Graph 0.72 ± 0.30 0.83 ± 0.20 0.89 ± 0.27 0.82 ± 0.40

Copy-Graph 0.67 ± 0.35 0.80 ± 0.23 0.98 ± 0.05 0.93 ± 0.29
Click-Graph 0.68 ± 0.35 0.80 ± 0.23 0.98 ± 0.04 0.94 ± 0.29
Visit-Graph 0.60 ± 0.42 0.73 ± 0.28 0.96 ± 0.07 0.93 ± 0.27

4.6 Discussion

The experimental results presented in the previous section indicate that implicit evi-
dence networks used for assessing the quality of a community structure are surpris-
ingly consistent with the expected behavior as formalized by the existing explicit social
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structures, in particular concerning the Friend-Graph. In our experiments (considering
40 models per experiment) we observed a high correlation between the quality measures
calculated on the implicit and explicit networks supporting this hypothesis.

The implicit networks show a lower correlation with the group graph. At the first
glance, this looks like a disappointing result. But the analysis of the group graph shows,
that its properties significantly differ from typical social networks as discussed in [25,24].
Most strikingly, its degree distribution follows not a power law and its distribution of
strongly connected components differs. Therefore, we obtain a ranking of the explicit
graphs: It is thus more desirable to model the friend graph’s behavior more closely than
the group graph’s.

5 Conclusions

In this paper, we have presented evidence networks for the evaluation of communities.
Since explicit graph data is often sparse and does not cover the whole instance space
well, evidence networks provide a viable alternative and complement to explicit net-
works, if available. We have discussed several possible evidence networks, and their
features. The presented evaluation paradigm is based on the idea of reconstructing ex-
isting social structures for the assessment and evaluation of a given clustering. Thus, the
contribution of this paper considers a new kind of data for assessing user communities in
social applications is introduced and formalized as so-called evidence networks: These
are thoroughly analyzed with respect to the contained community structure (cf. Section
4). It is shown that there is a strong common community structure across different net-
works. Our conducted experiments furthermore suggest that the different networks are
not contradictory but complementary.

The context of the presented analysis is given by social applications such as social
networking, social bookmarking, and social resource sharing systems, considering our
own system BibSonomy3[5] as an example. The evaluation of the presented approach
using real-world data from the social resource sharing tool BibSonomy indicated the
soundness of the approach considering the consistency of community structures and
the applied measures. But the presented analysis is not only relevant for the evaluation
of community mining techniques, but also for implementing new community detection
or user recommendation algorithms, among others.

For future work, we aim to investigate, how the different evidence networks can be
suitably combined into a single network. For this, we need to further analyze the in-
dividual structure of the networks, and the possible interactions. Another interesting
options for further research is the improvement of the clustering algorithms on the user
– tag data. An improved preprocessing of the tagging data seems a promising direction
for further improving the general approach. Furthermore, we plan to extend our experi-
ments for a larger count of networks and clusterings in order to generalize the obtained
results to a broader bases.

We also plan to compare the proposed ratings of community allocations with results
of different user studies, partly integrated in a live setting in the running system Bib-
Sonomy. As another direction of research, we are considering to incorporate evidence
networks in the community detection process (e. g., in terms of constraints).

3 http://www.bibsonomy.org/

http://www.bibsonomy.org/
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Abstract. Mobile devices are a special class of resource-constrained em-
bedded devices. Computing power, memory, the available energy, and
network bandwidth are often severely limited. These constrained re-
sources require extensive optimization of a mobile system compared
to larger systems. Any needless operation has to be avoided. Time-
consuming operations have to be started early on. For instance, load-
ing files ideally starts before the user wants to access the file. So-called
prefetching strategies optimize system’s operation. Our goal is to ad-
just such strategies on the basis of logged system data. Optimization
is then achieved by predicting an application’s behavior based on facts
learned from earlier runs on the same system. In this paper, we ana-
lyze system-calls on operating system level and compare two paradigms,
namely server-based and device-based learning. The results could be used
to optimize the runtime behaviour of mobile devices.

Keywords: Mining system calls, ubiquitous knowledge discovery.

1 Introduction

Users demand mobile devices to have long battery life, short application startup
time, and low latencies. Mobile devices are constrained in computing power,
memory, energy, and network connectivity. This conflict between user expecta-
tions and resource constraints can be reduced, if we tailor a mobile device such
that it uses its capacities carefully for exactly the user’s needs, i.e., the services,
that the user wants to use. Predicting the user’s behavior given previous be-
havior is a machine learning task. For example, based on the learning of most
often used file path components, a system may avoid unnecessary probing of files
and could intelligently prefetch files. Prefetching those files, which soon will be

M. Atzmueller et al. (Eds.): MUSE/MSM 2010, LNAI 6904, pp. 99–118, 2011.
c© Springer-Verlag Berlin Heidelberg 2011

http://www-ai.cs.tu-dortmund.de
http://ess.cs.uni-dortmund.de


100 P. Fricke et al.

accessed by the system, leads to a grouping of multiple scattered I/O requests to
a batched one and, accordingly, conservation of energy. The resource restrictions
of mobile devices motivate the application of machine learning for predicting
user behavior. At the same time, machine learning dissipates resources. There
are four critical resource constraints:

– Data gathering: logging user actions uses processing capacity.
– Data storage: the training and test data as well as the learned model use

memory.
– Communication: if training and testing is performed on a central server,

sending data and the resulting model uses the communication network.
– Response time: the prediction of usage, i.e., the model application, has to

happen in short real-time.

The dilemma of saving resources at the device through learning which, in turn,
uses up resources, can be solved in several ways. Here, we set aside the prob-
lem of data gathering and its prerequisites on behalf of operation systems for
embedded systems [15] [24] [4]. This is an important issue in its own right. Re-
garding the other restrictions, especially the restriction of memory, leads us to
two alternatives.

Server-based learning: The learning of usage profiles from data is performed
on a server and only the resulting model is communicated back to the de-
vice. Learning is less restricted in runtime and memory consumption. Just
the learned model must obey the runtime and communication restrictions.
Hence, a complex learning method is applicable. Figure 1 shows this alter-
native.

Device-based learning: The learning of usage profiles on the device is severely
restricted in complexity. It does not need any communication but requires
training data to be stored. Data streaming algorithms come into play in two
alternative ways. First, descriptive algorithms incrementally build-up a com-
pact way to store data. They do not classify or predict anything. Hence, in
addition, simple methods are needed that learn from the aggregated compact
data. Second, simple online algorithms predict usage behavior in realtime.
The latter option might only be possible if specialized hardware is used, e.g.,
General Purpose GPUs. Figure 2 shows this alternative.

In this paper, we want to investigate the two alternatives using logged system
calls. Server-based learning is exemplified by predicting file-access patterns in
order to enhance prefetching. It is an open question whether structural models
are demanded for the prediction of user behavior on the basis of system calls,
or simpler models such as Naive Bayes suffice. Should the sequential nature of
system calls be taken into account by the algorithm? Or is it sufficient to en-
code the sequences into the features? Or should features as well as algorithm be
capable of explicitly utilizing sequences? In order to address these questions, we
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Fig. 1. Server-based Architecture

Fig. 2. Device-based Architecture

investigate the use of two extremes: Conditional Random Fields (CRF) – which
use sequential information – and Naive Bayes (NB) – which ignores sequential
dependencies among the labels. In particular, we inspect their memory consump-
tion and runtime, both, for training and applying the learned function. Section 2
presents the study of server-based learning for ubiquitous devices. We derive the
learning task from the need of enhancing prefetching strategies, describe the log
data used, and present the learning results together with resource consumptions
of NB and CRF.

Device-based learning is exemplified by recognizing applications from system
calls in order to prevent fraud. We apply the data streaming algorithm Hierar-
chical Heavy Hitters (HHH) yielding a compact data structure for storage. Using
these, the simple kNN method classifies systems calls. In particular, we investi-
gate how much HHH compress data. Section 3 presents the study of device-based
learning using a streaming algorithm for storing compact data. We conclude in
Section 4 by indicating related and future work.
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2 Server-Based Learning

We present the first case-study, where log data is stored and analyzed on a
server. The acquisition is described in Section 2.2 and the data itself in Section
2.3. Learning aims at predicting file access in order to prefetch files (see Section
2.1). The learning methods NB and CRF are introduced shortly in Section 2.4
and Section 2.5, respectively. The results are shown in Section 2.6.

2.1 File-Access Pattern Prediction

A prediction of file-access patterns is of major importance for the performance
and resource consumption of system software. For example, the Linux operating
system uses a large “buffer cache” memory for disk blocks. If a requested disk
block is already stored in the cache (cache hit), the operating system can deliver
it to the application much faster and with less energy consumption than oth-
erwise (cache miss). In order to manage the cache the operating system has to
implement two strategies, block replacement and prefetching. The block replace-
ment strategy is consulted upon a cache miss: a new block has to be inserted
into the cache. If the cache is already full, the strategy has to decide which
block has to be replaced. The most effective victim is the one with the longest
forward distance, i.e. the block with the maximum difference between now and
the time of the next access. This requires to know or guess the future sequence
of cache access. The prefetching strategy proactively loads blocks from disk into
the cache, even if they have not been requested by an application, yet. This of-
ten pays off, because reading a bigger amount of blocks at once is more efficient
than multiple read operations. However, prefetching should only be performed if
a block will be needed in the near future. For both strategies, block replacement
and prefetching, a good prediction of future application behavior is crucial.

Linux and other operating systems still use simple heuristic implementations
of the buffer cache management strategies. For instance, the prefetching code
in Linux [2] continuously monitors read operations. As long as a file is accessed
sequentially the read ahead is increased. Certain upper and lower bounds restrict
the risk of mispredictions. This heuristics has two flaws:

– No prefetching is performed before the first read operation on a specific file,
e.g., after “open”, or even earlier.

– The strategy is based on assumptions on typical disk performance and buffer
cache sizes, in general. However, these assumptions might turn out to be
wrong in certain application areas or for certain users.

Prefetching based on machine learning avoids both problems. Prefetching can
already be performed when a file is opened. It only depends on the prediction
that the file will be read. The prediction is based on empirical data and not on
mere assumptions. If the usage data change, the model changes, as well.
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2.2 System Call Data Acquisition

Logging system calls in the Linux kernel does not only require instrumentation,
but also a mechanism to transport the collected data out of the kernel space.
Since the kernel’s own memory pages cannot be swapped out of the main mem-
ory, kernel memory is usually kept as small as possible. Therefore, data transport
has to happen frequently and should thus be efficient.

A convenient tool for this purpose is SystemTap [9], which allows the use of an
event-action language for kernel instrumentation. The most important language
element is the probe, which consists of two parts: The first part describes events
of interest, like system calls, in a declarative manner. The second part is a
corresponding handler, which is written in a C-like typesafe language. When
at least one of the specified events of a probe occurs, the handler is executed.
The handlers usually write collected data into an in-kernel buffer, but they may
also preprocess or accumulate data first. Depending on the type of an event, the
handler has access to context information, like function parameters and return
values. Global kernel data, like the current thread ID, is always accessible.

SystemTap provides a compiler, which translates the probe definitions into a
loadable kernel extension module. As soon as the module is loaded, it instruments
all associated points in the kernel machine code with calls to corresponding
probe handlers. After that, Systemtap’s runtime system constantly moves the
generated data from kernel to user space.

Data Acquisition on Android-Based Devices. Our mobile system call data
source was an HTC Desire smartphone, which is based on the mobile operating
system Android.

Although Android has a Java-based application layer, the layers below contain
all essential parts of an embedded Linux system. Besides the kernel itself, there
are also all standard libraries and tools that are required to run SystemTap.
However, the kernel included in a device vendor’s standard installation usually
has several features disabled that are essential for using SystemTap, e.g., support
for instrumentation.

To build a SystemTap-enabled kernel, we used Cyanogenmod1, an Android-
based software distribution, which exists in various device-specifically customized
variants. The original Android sources contain only a generic Linux kernel, which
does not necessarily support all the hardware components of a specific device.

SystemTap’s workflow for embedded devices is designed to perform as much
work as possible on an external, more powerful machine (the host), leaving only
necessary parts on the mobile device (the target). The probe definitions are
compiled on the host, which contains most of the SystemTap software, as well
as the debug information for the target’s kernel. The target contains merely the
runtime and, of course, the compiled instrumentation modules.

The average amount of log data per day was only 11MiB in size. Thus, we
could store the entire log file on the device’s internal flash drive. In order to
1 We used Cyanogenmod 7.0.0, which is based on Android 2.3.3. The kernel release was

2.6.32.28. Cyanogenmod can be downloaded from http://www.cyanogenmod.com/

http://www.cyanogenmod.com/
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preserve the user’s privacy, it is planned to encrypt the log data in future ex-
periments. The instrumentation did not have any user-observable impact on
performance and responsiveness during typical operation (e.g., phoning, writing
text messages, playing audio files, and browsing the web).

2.3 System Call Data for Access Prediction

We logged streams of system calls of type FILE on a desktop system as well
as an Android-based mobile phone. System calls consist of various typical sub-
sequences, each starting with an open- and terminating with a close-call, like
those shown in Figure 3 and 4. We collapsed such sub-sequences to one obser-
vation and assign the class label

– full, if the opened file was read from the first seek (if any) to the end,
– read, if the opened file was randomly accessed and
– zero, if the opened file was not read after all.

1,open,1812,179,178,201,200,firefox,/etc/hosts,524288,438,7 : 361, full

2,read,1812,179,178,201,200,firefox,/etc/hosts,4096,361

3,read,1812,179,178,201,200,firefox,/etc/hosts,4096,0

4,close,1812,179,178,201,200,firefox,/etc/hosts

Fig. 3. A sequence of system calls to read a file. The data layout is: timestamp, syscall,
thread-id, process-id, parent, user, group, exec, file, parameters (optional) : read bytes,
label (optional)

1,open,14,14,1,25,100,gconfd-2,/path/to/gconf.xml.new,65,384,47 : 0, zero

2,llseek,14,14,1,25,100,gconfd-2,/path/to/gconf.xml.new,1,0,96

3,write,14,14,1,25,100,gconfd-2,/path/to/gconf.xml.new,697

4,close,14,14,1,25,100,gconfd-2,47

Fig. 4. A sequence of system calls to write some blocks to a file. The data layout is
the same as for Figure 3.

We propose the following generalization of obtained filenames. If a file is
regular, we remove anything except the filename extension. Directory names are
replaced by ”DIR”, except for paths starting with ”/tmp” – those are replaced by
”TEMP”. Any other filenames are replaced by ”OTHER”. This generalization of
filenames yields good results in our experiments. Volatile information like thread-
id, process-id, parent-id and system-call parameters is dropped, and consecutive
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Table 1. Snippet of the preprocessed dataset
(the marked row corresponds to the open call of
Fig. 3)

user group exec file label

201 200 firefox-bin cookies.sqlite-
journal

zero

201 200 firefox-bin default zero
201 200 firefox-bin hosts full
201 200 firefox-bin hosts full

201 200 multiload-
apple

mtab full

102 200 kmail png zero

Table 2. Cost matrix

predicted\true full zero read

full 0 2 1

zero 5 0 4

read 4 2 0

Table 3. Snippet of the final dataset using two features

exec file label

? firefox-bin ? ? cookies.sqlite-journal zero
firefox-bin firefox-bin ? cookies.sqlite-journal default zero
firefox-bin firefox-bin cookies.sqlite-journal default hosts full
firefox-bin firefox-bin default hosts hosts full

? multiload-apple ? ? mtab full

? kmail ? ? png zero

observations are compound to one sequence if they belong to the same process.
The resulting dataset consists of 673887 observations for the desktop log data
and 18257 for the Android log data. These are aggregated into 80661 and 3328
sequences, respectively. A snippet2 is shown in Table 1.

We used two feature sets for the given task. The first encodes information
about sequencing as features, resulting in 24 features, namely ft, ft−1, ft−2,
ft−2/ft−1, ft−1/ft, ft−2/ft−1/ft, with f ∈ {user, group, exec, file}. The second
feature set simply uses two features exect−1/exect and filet−2/filet−1/filet as
its only features – an excerpt of the dataset using these two features is shown in
Table 3.

Errors in predicting the types of access result in different degrees of fail-
ure. Predicting a partial caching of a file, if just the rights of a file have to be
changed, is not as problematic as predicting a partial read if the file is to be
read completely. Hence, we define a cost-matrix (see Table 2) for the evaluation
of our approach. For further research the values used in this matrix might have
to be readjusted based on results of concrete experiments on mobile devices or
simulators.

2 The final dataset is available at:
http://www-ai.cs.tu-dortmund.de/PUBDOWNLOAD/MUSE2010

http://www-ai.cs.tu-dortmund.de/PUBDOWNLOAD/MUSE2010
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2.4 Naive Bayes Classifier

The Naive Bayes classifier (cf. [12]) assigns labels y ∈ Y to examples x ∈ X .
Each example is a vector of m attributes written here as xi, where i = 1...m.
The probability of a label given an example is according to the Bayes Theorem:

p(Y |x1, x2, ..., xm) =
p(Y )p (x1, x2, ..., xm|Y )

p (x1, x2, ..., xm)
(1)

Domingos and Pazzani [8] rewrite eq. (1) and define the Simple Bayes Classifier
(SBC):

p(Y |x1, x2, ..., xm) =
p(Y )

p (x1, x2, ..., xm)

n∏
j=1

p (xj |Y ) (2)

The classifier delivers the most probable class Y for a given example x =
x1 . . . xm:

argmax
Y

p(Y |x1, x2, ..., xm) =
p(Y )

p (x1, x2, ..., xm)

m∏
j=1

p (xj |Y ) (3)

The term p (x1, x2, ..., xm) can be neglected in eq. (3) because it is a constant
for every class y ∈ Y . The decision for the most probable class y for a given
example x just depends on p(Y ) and p (xi|Y ) for i = 1 . . .m. These probabilities
can be calculated after one run on the training data. So, the training runtime
is O(n), where n is the number of examples in the training set. The number
of probabilities to be stored during training are |Y| + (

∑m
i=1 |Xj | ∗ |Y|), where

|Y| is the number of classes and |Xi| is the number of different values of the ith
attribute. The storage requirements for the trained model are O(mn).

It has often been shown that SBC or NBC perform quite well for many data
mining tasks [8,13,10].

2.5 Linear-Chain Conditional Random Fields

Linear-chain Conditional Random Fields, introduced by Lafferty et al. [14], can
be understood as discriminative, sequential version of Naive Bayes Classifiers.
The conditional probability for an actual sequence of labels y1,y2, ...,ym, given a
sequence of observations x1,x2, ...,xm is modeled as an exponential family. The
underlying assumption is that a class label at the current timestep t just depends
on the label of its direct ancestor, given the observation sequence. Dependency
among the observations is not explicitly represented, which allows the use of
rich, overlapping features. Equation 4 shows the model formulation of linear-
chain CRF

pλ (Y = y|X = x) =
1

Z (x)

T∏
t=1

exp

(∑
k

λkfk (yt, yt−1,x)

)
(4)

with the observation-sequence dependent normalization factor
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Z (x) =
∑
y

T∏
t=1

exp

(∑
k

λkfk (yt, yt−1,x)

)
(5)

The sufficient statistics or feature functions fk are most often binary indicator
functions which evaluate to 1 only for a single combination of class label(s) and
attribute value. The parameters λk can be regarded as weights or scores for this
feature functions. In linear-chain CRF, each attribute value usually gets |Y|+|Y|2
parameters, that is one score per state-attribute pair as well as one score for ev-
ery transition-attribute triple, which results in a total of

∑m
i=1 |Xi|

(|Y| + |Y|2)
model parameters, where |Y| is the number of classes, m is the number of at-
tributes and |Xi| is the number of different values of the ith attribute. Notice
that the feature functions explicitly depend on the whole observation-sequence
rather than on the attributes at time t. Hence, it is possible and common to
involve attributes of preceding as well as following observations from the current
sequence into the computation of the total score exp (

∑
k λkfk (yt, yt−1,x)) for

the transition from yt−1 to yt given x.
The parameters are usually estimated by the maximum-likelihood method,

i.e., maximizing the conditional likelihood (Eq. 6) by quasi-Newton [16], [21],
[17] or stochastic gradient methods [27], [19], [20].

L (λ) =
N∏

i=1

pλ(Y = y(i)|X = x(i)) (6)

The actual class prediction for an unlabeled observation-sequence is done by the
Viterbi algorithm known from Hidden Markov Models [23], [18].

Although CRF in general allow to model arbitrary dependencies between the
class labels, efficient exact inference can solely be done for linear-chain CRF.
This is no problem here, because they match the sequential structure of our
system-call data, presented in section 2.3.

2.6 Results of Server-Based Prediction

Tables 4 to 9 are showing the results on the desktop dataset and Tables 10
to 15 for Android, respectively. Comparing the prediction quality of the simple
NB models and the more complex CRF models, surprisingly, the CRF are only
slightly better when using the two best features. CRF outperforms NB when
using all features. These two findings indicate that the sequence information is
not as important as we expected. Neither encoding the sequence into features
nor applying an algorithm which is made for sequential information outperforms
a simple model. The Tables show that precision, recall, accuracy, and misclas-
sification cost are quite homogeneous for CRF, but vary for NB. In particular,
the precision of predicting “read” and the recall of class “zero” differs from
the numbers for the other classes, respectively. This makes CRF more reliable.



108 P. Fricke et al.

The results on the Android log data resemble those on the desktop log except
for the precision on label ”full”. This might be caused by the lower number of
recorded system calls as well as different label proportions.

Inspecting resource consumption, we stored models of the two methods for
both feature sets and for various numbers of examples to show the practical
storage needs of the methods. Table 16 presents the model sizes of the naive
Bayes classifier on both feature sets and for various example set sizes. We used
the popular open source data mining tool RapidMiner3 for these experiments.
Table 16 also shows the model sizes of CRF on both feature sets and various
example set sizes.

We used the open source CRF implementation CRF++4 with L2-regularization,
σ = 1 and L-BFGS optimizer in all CRF experiments. Obviously, the storage
needs for a model produced by a NB classifier are lower than those for a CRF
model. This is the price to be paid for more reliable prediction quality. CRF
don’t scale-up well. Considering training time, the picture becomes worse. Table
17 shows the training time of linear-chain or HMM-like CRF consuming orders
of magnitude more time than NB.

3 Device-Based Learning

In this section, we present the second case-study, where streams of log data are
processed in order to store patterns of system use. The goal is to aggregate the
streaming system data. A simple learning method might then use the aggregated
data. The method of Hierarchical Heavy Hitters (HHH) is defined in Section 3.1.
The log data are shown in Section 3.2. For the comparison of different sets of
HHH, we present a distance measure that allows for clustering or classifying
sets of HHH. In addition to the quality of our HHH application, its resource
consumption is presented in Section 3.3.

3.1 Hierarchical Heavy Hitters

The heavy hitter problem consists of finding all frequent elements and their fre-
quency values in a data set. According to Cormode [5], given a (multi)set S
of size N and a threshold 0 < φ < 1, an element e is a heavy hitter if its fre-
quency f(e) in S is not smaller than φN�. The set of heavy hitters is then
HH = {e|f(e) ≥ φN�}.

If the elements in S originate from a hierarchical domain D, one can state the
following problem [5]:

Definition 1 (HHH Problem). Given a (multi)set S of size N with elements
e from a hierarchical domain D of height h, a threshold φ ∈ (0, 1) and an error
parameter ε ∈ (0, φ), the Hierarchical Heavy Hitter Problem is that of identifying
prefixes P ∈ D, and estimates fp of their associated frequencies, on the first N
consecutive elements SN of S to satisfy the following conditions:
3 RapidMiner is available at: http://www.rapidminer.com
4 CRF++ is available at: http://crfpp.sourceforge.net/

http://www.rapidminer.com
http://crfpp.sourceforge.net/
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Table 4. Result of Naive Bayes Classifier on the
best two features, 10x10-fold cross-validated, accu-
racy: 94.45 ± 0.0, missclassification costs: 0.152 ±
0.01

predicted\true full zero read prec.

full 1427467 19409 3427 98.43

zero 12541 2469821 40258 97.91

read 80872 217380 2467695 89.22

recall 93.86 91.25 98.26

Table 5. Result of Naive Bayes
Classifier on all 24 features,
10x10-fold cross-validated, accu-
racy: 91.84 ± 0.0, missclassifica-
tion costs: 0.218 ± 0.02

full zero read prec.

1426858 21562 22717 96.99

15392 2371009 97566 95.45

78630 314039 2391097 85.89

93.82 87.60 95.21

Table 6. Result of HMM-like CRF on the best
two features, 10x10-fold cross-validated, accuracy:
95.49 ± 0.0, missclassification costs: 0.150 ± 0.0

predicted\true full zero read prec.

full 1446242 7123 29051 97.56

zero 19452 2639097 133007 94.54

read 55186 60390 2349322 95.31

recall 95.09 97.51 93.55

Table 7. Result of HMM-like
CRF on all 24 features, 10x10-fold
cross-validated, accuracy: 95.70 ±
0.0, missclassification costs: 0.143
± 0.0

full zero read prec.

1450147 8335 25629 97.71

14563 2639724 126403 94.93

56170 58551 2359348 95.36

95.35 97.53 93.95

Table 8. Result of linear-chain CRF on the best
two features, 10x10-fold cross-validated, accuracy:
96.79 ± 0.0, missclassification costs: 0.112 ± 0.0

predicted\true full zero read prec.

full 1467440 4733 7503 99.17

zero 10883 2659294 108340 95.71

read 42557 42583 2395537 96.57

recall 96.49 98.25 95.39

Table 9. Result of linear-chain
CRF on all 24 features, 10x10-fold
cross-validated, accuracy: 96.89 ±
0.0, missclassification costs: 0.110
± 0.0

full zero read prec.

1468095 4117 5022 99.38

10306 2662966 107859 95.75

42479 39527 2398499 96.69

96.53 98.39 95.51

– accuracy: f∗
p − εN ≤ fp ≤ f∗

p , where f∗
p is the true frequency of p in SN .

– coverage: all prefixes q �∈ P satisfy φN >
∑

f(e) : (e � q)∧(� ∃p ∈ P : e � p).

Here, e � p means that element e is generalizable to p (or e = p). For the ex-
tended multi-dimensional heavy hitter problem introduced in [6], elements can
be multi-dimensional d-tuples of hierarchical values that originate from d dif-
ferent hierarchical domains with depth hi, i = 1, . . . , d. There exist two variants
of algorithms for the calculation of multi-dimensional HHHs: Full Ancestry and
Partial Ancestry, which we have both implemented. For a detailed description
of these algorithms, see [7].
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Table 10. Result of Naive Bayes Classifier on best
two features, 10x10-fold cross-validated, accuracy:
96.27 ± 0.03, missclassification costs: 0.08 ± 0.0

predicted\true full zero read prec.

full 20322 3027 123 86.57

zero 290 108919 463 99.31

read 108 2794 46524 94.12

recall 98.07 94.92 98.75

Table 11. Result of Naive Bayes
Classifier on all 24 features,
10x10-fold cross-validated, accu-
racy: 96.29 ± 0.05, missclassifica-
tion costs: 0.09 ± 0.0

full zero read prec.

20041 2937 106 86.81

546 109364 610 98.95

133 2439 46394 94.74

96.72 95.31 98.48

Table 12. Result of HMM-like CRF on the best
two features, 10x10-fold cross-validated, accuracy:
97.07 ± 0.0, missclassification costs: 0.077 ± 0.0

predicted\true full zero read prec.

full 19846 3078 305 85.43

zero 722 111274 658 98.77

read 162 408 46147 98.77

recall 95.73 96.96 97.95

Table 13. Result of HMM-like
CRF on all 24 features, 10x10-fold
cross-validated, accuracy: 97.97 ±
0.0, missclassification costs: 0.050
± 0.0

full zero read prec.

20279 2745 53 87.87

344 111890 320 99.41

107 125 46737 99.50

97.82 97.49 99.20

Table 14. Result of linear-chain CRF on the best
two features, 10x10-fold cross-validated, accuracy:
97.62 ± 0.0, missclassification costs: 0.058 ± 0.0

predicted\true full zero read prec.

full 20145 2994 246 86.14

zero 481 111572 313 99.29

read 104 194 46551 99.36

recall 97.17 97.22 98.81

Table 15. Result of linear-chain
CRF on all 24 features, 10x10-fold
cross-validated, accuracy: 98.00 ±
0.0, missclassification costs: 0.047
± 0.0

full zero read prec.

20337 2710 71 87.97

173 111813 233 99.63

220 237 46806 99.03

98.10 97.43 99.35

3.2 System Call Data for HHH

The kernel of current Linux operating systems offers about 320 different types
of system calls to developers. Having gathered all system calls made by several
applications, we observed that about 99% of all calls belonged to one of the 54
different call types shown in Tab. 18. The functional categorization of system
calls into five groups is due to [22]. We focus on those calls only, since the
remaining 266 call types are contained in only 1% of the data and therefore
can’t be frequent.
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Table 16. Storage needs (in kB) of the naive Bayes (nB), the HMM-like CRF (CRF++
(HMM)) and the linear-chain CRF (CRF++) classifier model produced by RapidMiner
on different numbers of sequences and attributes

#Att.\#Seq. 0 67k 135k 202k 270k 337k 404k 472k 539k 606k 674k

2 nB 244 248 251 253 256 255 256 257 257 256 256
24 nB 548 561 571 577 582 585 588 590 590 585 585
2 CRF++ (HMM) 5 247 366 458 490 512 569 592 614 634 649
24 CRF++ (HMM) 12 615 878 1102 1170 1216 1367 1420 1463 1521 1551
2 CRF++ 6 523 776 978 1043 1089 1213 1260 1299 1345 1378
24 CRF++ 19 1339 1914 2415 2559 2652 2988 3095 3184 3303 3365

Table 17. Training time (in seconds) of the naive Bayes (nB), the HMM-like CRF
(CRF++ (HMM)) and the linear-chain CRF (CRF++) classifier model produced by
RapidMiner on different numbers of sequences and attributes

#Att.\#Seq. 0 67k 135k 202k 270k 337k 404k 472k 539k 606k 674k

2 nB < 1 < 1 < 1 < 1 1 < 1 < 1 < 1 < 1 < 1 < 1
24 nB < 1 < 1 < 1 1 < 1 1 1 1 1 2 1
2 CRF++ (HMM) < 1 9.09 28.56 44.08 60.1 75.76 107.28 127.04 149.95 165.94 199.2
24 CRF++ (HMM) < 1 27.92 55.9 103.24 153.53 160.33 230.7 273.29 232.84 309.19 317.62
2 CRF++ < 1 16.69 50.23 85.18 113.21 145.96 173.56 200.98 234.65 260.56 325.54
24 CRF++ < 1 41.06 105.29 156.67 296.31 300.83 343.28 433.03 440.88 463.84 632.96

HHHs can handle values that have a hierarchical structure. We have utilized
this expressive power by representing system calls as tuples of up to three hier-
archical feature values originating from corresponding taxonomies: system call
types, file paths and call sequences.

The groups introduced in Tab. 18 form the top level of the taxonomy for
the system call types (see Fig. 5). The socket call is a child of group COMM
and FILE is the parent of calls like open and fcntl64. Subtypes of system
calls can be defined by considering the possible values of their parameters. For
example, the fcntl64 call which operates on file descriptors has fd, cmd and arg
as its parameters. We have divided the 16 different nominal values of the cmd
parameter into seven groups — notify, dflags, duplicate, sig, lock, fflags
and lease — that have become the children of the fcntl64 system call in our
taxonomy (see Fig. 5). One may further divide fcntl64 calls of subtype fflags
by the values F SETFL and F GETFL of the arg parameter. In the same way, we
defined parents and children for each of the 54 call types and their parameters.

Albeit the taxonomy we present here already yields promising results in our
experiments, we consider it to be an open research question how to find a cate-
gorization of system calls that fits a given learning task.

The hierarchical variable file path is defined whenever a system call accesses
a file system path. Its hierarchy comes naturally along with the given file path
hierarchy of the file system. The call sequence variable expresses the temporal
order of calls within a process. The directly preceding call is the highest, less
recent calls are at deeper levels of the hierarchy. The information which is kept
in a sequence are the names of the system calls.
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Table 18. We focus on 54 system call types which are functionally categorized into
five groups. FILE: file system operations, COMM: communication, PROC: process and
memory management, INFO: informative calls, DEV: operations on devices.

FILE COMM PROC INFO DEV

open recvmsg mmap2 access ioctl

read recv munmap getdents

write send brk getdents64

lseek sendmsg clone clock gettime

llseek sendfile fork gettimeofday

writev sendto vfork time

fcntl rt sigaction mprotect uname

fcntl64 pipe unshare poll

dup pipe2 execve fstat

dup2 socket futex fstat64

dup3 accept nanosleep lstat

close accept4 lstat64

stat

stat64

inotify init

inotify init1

readlink

select

*

COMM FILE PROC INFO DEV

socket open fcntl64

duplicate dflagsnotify sig log fflags lease

Fig. 5. Parts of the taxonomy we defined for the hierarchical variable system call type

Collected Data. We have implemented a parser that reads log files and trans-
lates them into hierarchical value tupels according to the three taxonomies.

We collected system call data from eleven applications (like Firefox, Epiphany,
NEdit, XEmacs) shown in Tab. 19 under Ubuntu Linux (kernel 2.6.26, 32 bit).
For each application, we logged five times five minutes and five times ten minutes
of system calls if they belonged to one of the 54 types shown in Tab. 18, resulting
in a whole of 110 log files comprising about 23 million of lines (1.8 GiB).
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Table 19. List of applications for which system calls were logged

Application Version Function

Firefox 3.0.15 Webbrowser
top 3.2.7 Display of running processes
Rhythmbox 0.12.0 Audio player
Geyes 2.26.1 Eyes following mouse pointer
NEdit 5.5 Text editor
Vinagre 2.26.1 Remote control
XEmacs 21.4.21 Text editor
Kate 3.2.2 Text editor
xterm 241 Terminal emulator
Tomboy 0.14.0 Editor for notes
Epiphany 2.26.1 Webbrowser

Table 20. Memory consumption (number of stored tupels), run-time (milliseconds)
and similarity to exact solution of the Full Ancestry (FA) and Partial Ancestry (PA)
algorithms (ε = 0.0005, φ = 0.002). Minimum (Min), maximum (Max) and average
(Avg) values were calculated over measurements for the first log file of all eleven ap-
plications with varying dimensionality of the element tupels (T = system call type
hierarchy, P = file path hierarchy, S = call sequence hierarchy).

Memory Run-time Similarity
Min Max Avg Min Max Avg Avg Dev

T 19 151 111 16 219 79 0.997 0.006
FA TP 25 9,971 5,988 31 922 472 0.994 0.003

TPS 736 73,403 48,820 78 14,422 6,569 0.987 0.008

T 7 105 70 15 219 74 0.985 0.010
PA TP 7 4,671 2,837 31 5,109 2,328 0.957 0.017

TPS 141 18,058 10,547 78 150,781 74,342 0.921 0.026

3.3 Resulting Aggregation through Hierarchical Heavy Hitters

We have implemented the Full Ancestry and Partial Ancestry variants of the
HHH algorithm mentioned in Section 3.1. The code was integrated into the
RapidMiner data mining tool.5. Regarding run-time, all experiments were done
on a machine with Intel Core 2 Duo E6300 processor with 2 GHz and 2 GiB
main memory.

Since we want to aggregate system call data on devices that are severely
limited in processing power and available memory, measuring the resource usage
of our algorithms was of paramount importance. Table 20 shows the run-time and
memory consumption of the Full Ancestry and Partial Ancestry algorithms using
only the system call type hierarchy, the system call type and file path hierarchy, or
the system call type, file path, and call sequence hierarchy. Minimum, maximum

5 The code and all data which was used in the experiments is available at
http://www-ai.cs.uni-dortmund.de/SOFTWARE/HHHPlugin/

http://www-ai.cs.uni-dortmund.de/SOFTWARE/HHHPlugin/
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and averages were calculated over a sample of the ten gathered log files for each
of the eleven application by taking only the first log file for each application into
account.

Memory consumption and run-time increase with the dimensionality of the
elements, while at the same time approximation quality decreases. Quality is
measured as similarity to the exact solution. Full Ancestry has a higher ap-
proximation quality in general. The results correspond to observations made by
Cormode and are probably due to the fact that Partial Ancestry outputs bigger
HHH sets, which was the case in our experiments, too. Note that approximation
quality can always be increased by changing parameter ε to a smaller value at
the expense of a longer run-time. Figure 6 shows the behaviour of our algorithms
on the biggest log file (application Rhythmbox) for three dimensions with vary-
ing ε and constant φ. Memory consumption and quality decrease with increasing
ε, while the run-time increases. So the most important trade-off involved here is
weighting memory consumption against approximation quality — the run-time
is only linearly affected by parameter ε. Again, Full Ancestry shows a better
approximation quality in general.

Even for three-dimensional elements, memory consumption is quite low re-
garding the number of stored tuples. The largest number of tuples (73,403),
only equates to a few hundred kilobytes in main memory! The longest run-time
of 150,781 ms for Partial Ancestry in three dimensions relates to the size of the
biggest log file (application Rhythmbox).

Classification Results. For the 110 log files of all applications, we determined
the HHHs, resulting in sets of frequent tupels of hierarchical values. Interpreting
each HHH set as an example of application behaviour, we wanted to answer the
question if the profiles could be separated by a classifier. So we estimated the
expected classification performance by a leave-one-out validation for kNN.

Therefore, we needed to define a distance measure for the profiles determined
by HHH algorithms. The data structures of HHH algorithms contain a small
subset of prefixes of stream elements.

The estimated frequencies fp are calculated from such data structure by the
output method and compared to φ, thereby generating a HHH set. The similarity
measure DSM operates not on the HHH sets, but directly on the internal data
structures D1, D2 of two HHH algorithms:

sim(D1, D2) =

∑
p∈P1∩P2

contribDSM(p)
|P1 ∪ P2| .

Be f i
p the estimated frequency of prefix p for data structure Di as normally

calculated by the HHH output method. The contribution of individual prefixes
to overall similarity can then be defined as

contribDSM(p) =
2 · min(f1

p , f2
p )

min(f1
p , f2

p ) + max(f1
p , f2

p )
.
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Full Ancestry, memory Partial Ancestry, memory

Full Ancestry, run-time Partial Ancestry, run-time

Full Ancestry, approximation Partial Ancestry, approximation
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Fig. 6. Memory consumption (a, b), run-time (c, d) and similarity to exact solution
(e, f) of HHH algorithms (three-dimensional) with varying ε, φ = 0.001 on biggest log
file of application Rhythmbox.

Table 21. Results for kNN (k = 3, 5, 7, 9), ε = 0.0005, φ = 0.002 and distance
measures DSM and TF, when only the system call type hierarchy or system call type
and call sequence hierarchy together are used

T TS
k DSM TF DSM TF

3 10.3 17.0 7.7 17.0
5 12.7 18.7 8.7 18.7
7 14.0 21.7 8.7 21.7
9 14.0 21.0 9.0 21.0

The so defined similarity measure is independent from the choice of φ, as no
HHH sets need to be calculated in the time-consuming Output operation of the
algorithms.

The classification errors for different values of k, hierarchies and distance mea-
sures are shown in Tab. 21. The new DSM distance measure which is independent
of parameter φ shows the lowest classification error in all validation experiments.
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As a baseline, we also determined the relative frequencies (TF, term frequencies)
of call types per log file and classified them using kNN (with Euclidean distance).
The error for profiling by HHH sets is significantly lower than for the baseline.

4 Conclusion

Server-based and device-based learning has been investigated regarding resource
constraints. Further experiments to measure resource consumption will be con-
ducted on real mobile devices, like Android mobile phones, whose operating
system is also based on the Linux kernel.

Additionally, in order to estimate the end-user benefits of the approach in
our server-based learning scenario, we have almost finished the development of a
system simulator. The simulator consists of a precise disk model6, a cache simu-
lation with parameterizable cache size and page replacement strategy, a flexible
I/O scheduler, a process execution simulator, and a plug-in interface for arbi-
trary prefetching strategies. It processes system-call traces and calculates total
execution times as well as CPU and I/O subsystem loads. Based on this sim-
ulator we plan to study the implementation subtleties of prefetching strategies
and to compare our learning-based prefetching with the latest heuristics of the
Linux kernel.

Aggregation using HHH worked successfully for the classification of applica-
tions. Further work will exploit HHH aggregation for other learning tasks and
inspect other data streaming algorithms. Concerning server-based learning, we
may now answer the questions from the introduction, whether structural models
are demanded for the prediction of user behavior on the basis of system calls,
or simpler models such as Naive Bayes suffice. Should the sequential nature of
system calls be taken into account by the algorithm? Or is it sufficient to en-
code the sequences into the features? Or should features as well as algorithm
be capable of explicitly addressing sequences? We have compared CRF and NB
with respect to their model quality, memory consumption, and runtime. Neither
encoding the sequence into features nor applying an algorithm which is made
for sequential information (i.e., CRF) outperforms a simple model (i.e., NB).

This is in contrast with studies on intrusion detection, where it was shown
advantageous to take into account the structure of system calls, utilizing Con-
ditional Random Fields (CRF) [11] and special kernel functions to measure the
similarity of sequences [25]. Structured models in terms of special tree kernel
functions outperformed n-gram representations when detecting malicious SQL
queries [1]. Possibly, for prefetching strategies, the temporal order of system
calls is not as important as we expected it to be. In the near future the result-
ing improvements in terms of cache hit rate and file operation latencies will be
evaluated systematically based on a cache simulator and by modifying the Linux
kernel.

Given regular processors, CRF are only applicable in server-based learn-
ing. Possibly, the integration of special processors into devices and a massively
6 By integration of disksim [3].
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parallel training algorithm could speed up CRF for device-based learning. Fur-
ther work will implement CRF on a GPGPU (general purpose graphic processing
unit). GPGPUs will soon be used by mobile devices. It has been shown that their
energy efficiency is advantagous [26].

Acknowledgements. This work has been supported by the DFG, Collabora-
tive Research Center SFB876, project A1.
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Abstract. The growing demand of data mining services for ubiquitous
computing environments necessitates deployment of appropriate mecha-
nisms that make use of circumstantial factors to adapt the data mining
behavior. Despite the efforts and results so far for efficient parameter
tuning, incorporating dynamically changing context information on the
parameter setting decision is lacking in the present work. Thus, Bayesian
networks are used to learn, in possible situations the effects of data min-
ing algorithm parameters on the final model obtained. Based on this
knowledge, we propose to infer future algorithm configurations appro-
priate for situations. Instantiation of the approach for association rules
is also shown in the paper and the feasibility of the approach is validated
by the experimentation.

Keywords: automatic data mining, data mining configuration, ubiqui-
tous data mining.

1 Introduction

Ubiquitous computing, being an immature computing paradigm, brings new
challenges to software designers and also to the designers of data mining soft-
ware. In ubiquitous computing, processing takes place on the restricted resource
devices that are embedded or spread in the environment and moreover the con-
text in which the devices are used is subject to change. An important implication
of ubiquitous computing is the lack of expert involvement on tuning the software
where expert knowledge is most needed due to the scarcity of resources and the
variability of the context. Consequently, automatic configuration of software by
considering the changing context and constrained resources, is essential.

There is an increasing demand for intelligent applications on ubiquitous de-
vices while data mining methods have been the main way to provide such intelli-
gence. Nevertheless, important challenges need to be addressed on the ubiquitous
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project TIN2008-05924.
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data mining design, which two of them will be focused on in this paper. First
of all, circumstantial factors such as the context and the resource limitations of
the device should be considered when deciding how to configure the data mining
algorithm. Secondly, there is a need to develop methods for the autonomous and
adaptable execution of data mining. A number of context-aware and resource-
aware data mining approaches have been proposed in the literature to deal with
the issues posed due to ubiquity ([11] [12]). The proposed approaches consider
the current context and/or resource availability to adjust parameters of data
mining process or to determine the configuration setting of data mining in order
to make autonomous decisions. However, in these approaches, knowledge from
the past experiences is not incorporated into the decision mechanism of the pa-
rameter setting. As a result, settings are not adaptable in the sense that they
do not improve over time based on past experience. A mechanism that adapts
the data mining algorithm’s configuration setting decisions according to the ex-
periences learned, is lacking. In order to fulfill this deficiency, we propose to use
machine learning techniques for deciding parameter settings in a given situation
according to past behavior of the algorithm.

Automatic parameter tuning research area has gained much interest in the
recent years. Several studies have been published offering optimization and ma-
chine learning techniques to solve the problem. The main idea behind the opti-
mization techniques is to determine the performance criteria to be optimized and
the configuration that best satisfies this criteria. Optimization methods proposed
for automatic parameter tuning are as follows: racing algorithm by Birattari et
al ([4]); iterated local search approach by Hutter, Hoos and Stutzle ([15]); al-
gorithm portfolios paradigm by Gagliolo and Schmidhuber ([10]); experimental
design combined with local search by Diaz and Laguna ([9]). Other prominent
technique proposed for automatic parameter tuning is based on machine learning
classifiers. In general terms, classifiers are used to learn the parameters to set the
configuration. Srivastava and Mediratta ([20]) suggest usage of decision trees for
automatic tuning of search algorithms. Through classification of previous runs
of the algorithm by means of Bayesian network, Pavon, Diaz and Luzon ([18])
have automatized the parameter tuning process.

Interest on automatic parameter tuning originates in alleviating configuration
setting of algorithms with a plethora of parameters most of the time but not to
provide autonomy. In general, the argument of current work on automatic pa-
rameter setting is to find a configuration regardless of the circumstances. In the
current proposed methods, neither the state of the device nor the requirements
of the current situation are considered. However, in ubiquitous computing en-
vironments, state of the device and the current situation are important factors
to determine the appropriate parameter settings and to make the device behave
autonomously under any circumstance. In our mechanism, we consider the re-
lationship between situations and parameters. Specifically, context in which the
device is in when data mining request is received and the availability of the
resources are incorporated in the parameter setting decision.
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Cao, Gorodetsky and Mitkas ([6]) discuss the contribution of data mining to
agent intelligence. They argue that a combination of autonomous agents with
data mining supplied knowledge provides adaptability whereas knowledge ac-
quisition with data mining for adaptability relies on past data (past decisions,
actions, and so on). Our approach to provide adaptability is similar: we use
machine learning approach in order to generate adaptable parameter setting de-
cisions and enhance ubiquitous data mining with autonomy and adaptability.
Our mechanism is based on Bayesian networks because Bayesian networks en-
able (1) the finding of the probabilistic relationships between the circumstances,
parameters, and performance criteria, (2) considering several factors rather than
a single criteria when determining the setting and (3) adaptability by learning
from the past experiences. Pavon, Diaz, Laza and Luzon also proposed Bayesian
networks for parameter tuning in [18]. The innovative feature of our mechanism is
that we use not only information on parameters but also information on context
and resources (what we call circumstances) to discover the appropriate configu-
ration of a data mining algorithm for a given situation. When determining the
best configuration, both efficiency of the data mining process and efficacy of the
final model are taken into account.

The rest of the paper is organized as follows: Section 2, presents the proposed
approach whereas section 3 instantiates it for a case. In Section 4, we explain
the experiment that we performed in order to validate of the proposed approach
and finally, section 5 is the conclusion.

2 Automatic Configuration for Ubiquitous Data Mining

We present a mechanism to predict the appropriate settings of a data min-
ing algorithm’s parameters in a resource-aware and context-aware manner. The
mechanism is based on learning from past experiences, that is, learning from the
past executions of the algorithm in order to improve the future decisions.

2.1 Analysis of the Problem

Our goal is to configure automatically a data mining algorithm which will run
on a ubiquitous device. Since circumstantial factors such as the conditions of
the resources and the context in which the device is used are important in a
ubiquitous computing environment, availability of the knowledge on the following
is useful for determining the algorithm’s appropriate configuration:

– the resources that the algorithm needs in order to accomplish its task,
– the algorithm parameters that have an effect on the resource usage or on the

data model quality,
– the context features which may have an effect on the efficacy of the data

mining model or the efficiency of data mining,
– the features of the mining data set,
– the quality indicators which show the efficacy of the data mining model and

efficiency of the data mining.
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On the other hand, the problem that we tackle also implies the solution to
address an important issue which is to change or improve the configuration
setting decisions as the circumstances change. That means that, automatically
generated configuration decisions must be adapted to the changing conditions
just like a data miner expert who adapts his decisions when the conditions
change.

Next, we define the factors for configuration that we derive from the items
outlined above, and then present our solution to the problem after briefly intro-
ducing the Bayesian networks which we use in our proposed mechanism.

2.2 Problem Definition

When deciding how to set the parameters of an algorithm for a specific run,
we determined that in a ubiquitous computing environment, circumstantial fac-
tors should be taken into account as well as the required quality. For this rea-
son, we grouped the relevant factors for the configuration as circumstance and
quality. Conditions of the device’s resources and information on context be-
long to circumstance factor whereas level of efficiency required for the data
mining process and data mining model expected quality level are quality fac-
tors. Formal definition of the algorithm configuration and relevant factors are as
follows:

Circumstance: Circumstance, denoted by C, is defined by a set of ordered
pairs (f,s) where f is either a resource or context feature and s is the state
of this feature.

Quality: Quality, denoted by Q, is defined by a set of ordered pairs (q,l) where
q is a quality feature and l is the required level for this quality. Quality
features are metrics of efficiency or efficacy of the algorithm.

Parameters: Configuration of the algorithm, denoted by P, is defined by a set
of ordered pairs (p,v) where p stands for a parameter and v is the value it
takes.

In this way, we covered all but the “features of the mining data set” outlined
in problem analysis (subsection 2.1). We deliberately disregarded the effect of
mining data set features on the configuration decision for the time being because
we want to focus on the ubiquitous aspect in this work.

Automatic configuration for ubiquitous data mining: Let Q be the re-
quired quality and C be the circumstance sensed or observed, then the con-
figuration of data mining algorithm P is obtained by the mapping:

f : C × Q → P

We propose to use Bayesian networks to discover configuration of a data mining
algorithm (P), aiming to attain the requested quality (Q), for the circumstance
(C ) observed when a data mining request is issued.
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2.3 Bayesian Networks

Bayesian networks which represent the joint probability distributions for a set of
domain variables are proved to be useful as a method of reasoning in several re-
search areas. Medical diagnosis([3]), language understanding ([7]), network fault
detection([14]) and ecology([2]) are just a few of the diverse number of applica-
tion areas where Bayesian network modeling is exploited.

A Bayesian network is a directed acyclic graph that shows the conditional de-
pendencies between domain variables and may also be used to illustrate graphi-
cally the probabilistic causal relationships among domain variables. The nodes of
the network represent the domain variables and an arc between two nodes (par-
ent and child) indicates the existence of dependency among these two nodes.
Conditional probabilities of the dependencies among each variable and its par-
ents are also represented along with Bayesian networks. The joint probability
of instantiated n variables (i.e. variable xi has an assigned value) in a Bayesian
network is computed by:

P (x1, ...., xn) =
n∏

i=1

P (xi|parents(Xi)) (1)

where parents(Xi) denotes the instantiated parents of the node of variable Xi.
Bayesian networks which are convenient for probabilistic inferencing, are com-

monly used for predicting the values of the subset of variables given the values
of observed variables. In depth knowledge on Bayesian networks can be found
in [19].

Learning the Bayesian network structure rather than creating the structure
by analyzing the dependencies of domain variables, is a field of research which
was studied extensively. Algorithms that learn the structure are most useful
when there is a need to construct a complex network structure or when domain
knowledge does not exist as in a ubiquitous computing environment. A discussion
of the literature can be found in [5].

2.4 Behavior Model of the Data Mining Algorithm

In our solution, we propose to create a model that shows under possible cir-
cumstances what is the quality obtained against possible configurations of the
data mining algorithm’s execution. We call this model the behavior model of
the data mining algorithm since the model represents the algorithm’s behavior
against different configurations and circumstances. We use machine learning as
the main mechanism for creating the behavior model, in particular, we propose
to construct a Bayesian network from execution data collected during algorithm’s
previous executions.

Execution Data. Execution data, denoted by E, consists of three types of at-
tributes E=(CE ,QE,PE) where the current circumstance just before the data
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mining algorithm runs, is stored in the set of attributes CE = {c1, c2, ..., cn},
the quality detected at the end of algorithm’s execution in QE = {q1, q2, ..., qm},
and finally, the configuration of the current execution in PE = {p1, p2, ..., pk}.

The attribute sets of execution data, CE ,QE, and PE are supersets of the do-
main sets of every possible C, Q, and P given in problem definition (subsection
2.2). Let Cdom,Qdom, and P dom be the domain sets of C, Q, and P respec-
tively, then Cdom ⊆ CE , Qdom ⊆ QE, and P dom ⊆ PE . For example, assume
C = {(f1, s1), (f2, s2)}, then Cdom = {f1, f2} and f1, f2 ∈ CE . This means that,
information about all kinds of circumstances and quality requirements that may
occur and therefore should be taken into account for the configuration deci-
sions, are collected during algorithm’s execution and stored in execution data.
Similarly, automatic setting of every parameter value is captured.

Each execution of the data mining algorithm creates an instance in E and
thus a history of executions for the data mining algorithm is formed which will
be used to construct the behavior model.

Behavior Model. A Bayesian network is learned from the execution data
and, afterwards, this Bayesian network representing the behavior model, is used
to predict the appropriate configurations for the algorithm. Fig. 1 illustrates
Bayesian network construction steps that we propose. K2 algorithm proposed
by Cooper and Herskovits([8]) was used when constructing the Bayesian net-
work. Initial step of behavior model generation is to discretize the execution
data since K2 assumes database variables to be discrete. K2 learns Bayesian
network structure from database of cases (E in our case) by determining the
most probable network structure Bs given E :

max
Bs

[P (Bs|E)] (2)

We made use of the open source code of Weka software([13]) to construct the net-
work and updated it to fit our needs. The original algorithm seeks relationships
among all the variables. However, execution data has three groups of variables
(CE ,QE,PE) and the relationships among the variables within a group such as
the relationship among circumstantial variables location and memory available
are not interesting. For this reason, modification of the K2 algorithm is nec-
essary to look for relationships among nodes belonging to different groups of
variables. A level (lvl) is assigned to each group based on the possible cause-
effect relationship between them. The levels are used to prevent the nodes in the
lower level groups to be the parents of the nodes in the upper level groups. Let
V = {vl,k|l = 1, ..., lvl and k = 1, ..., xl} be the set of nodes of Bayesian network
where xl is the number of nodes in level l and vi,j , vm,n ∈ V. Then, i) nodes vi,j

and vm,n can not be related if i = m, ii) vi,j can be the immediate parent node
of vm,n only if m = i + 1.

The Bayesian network that is constructed from past execution data represents
the probabilistic relationship between circumstance states, discretized possible
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parameter settings, and measured as well as discretized quality indicators. Ap-
propriate setting of an algorithm’s parameter is extracted from the Bayesian
network as explained in the next section.

2.5 Mechanism to Predict Ubiquitous Data Mining Configuration

Once the behavior model is built, the steps that lead to automatic parameter
configuration are as follows (See Fig. 1 for details):

– A data mining model is needed for a specific data set,
– Current circumstance (C ) is observed and the quality requirements (Q) are

acquired,
– Configuration (P) of the data mining algorithm is determined autonomously

by inferencing from the behavior model

Categories 
of domain 
variables

Evaluate current 
circumstance,  
required quality

Bayesian network 
of circumstances, 
parameters and 
quality 
measurements

Inference 
from Bayes 
network

Circumstance, 
quality criteria

ARM Request

Configurate 
and run the 
algorithm

Configuration

• Circumstantial Information
• Configuration Parameters
• Quality  Measurements

Create 
execution 
record

Execution record

Group circumstantial, 
configuration, quality 
measures as nodes of
the network 

Discretize Execution 
records

Discretized 
records

Determine the level 
of each group

Domain 
variables & 
groups 

CONSTRUCT
BAYESIAN NETWORK

Search relationship 
between nodes in all 
adjacent levels  

Fig. 1. Bayesian Network construction steps and data mining configuration mechanism

The most likely configuration is inferred from the behavior model by estimat-
ing the probabilities of possible parameter settings from previous runs of the
algorithm in execution circumstances similar to current in order to obtain qual-
ity levels similar to the required. In particular, p(x|F) which is the conditional
probability of x (an instantiation of parameter variable) given F (instantia-
tions of circumstance and quality variables), is evaluated. A pseudo code of this
calculation is given below.
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Pseudo code of parameter setting estimation from the Bayesian network

Definitions:

Let C be the set of circumstance sets Ck
where (fkj,skj) is a feature, state pair in Ck,

ck is the number of pairs in Ck.

Qk is the corresponding quality set of Ck
where (qkj,vkj) is a feature, state pair in Qk,

nk is the number of pairs in Qk.

P is the set of parameters sets Px
where pxy is a parameter setting in Px,

rx is the number of possible settings for Px.

Pseudo Code:

for every Ck in C

let F be all fkj=skj (forall j <= ck) and qkl=vil (forall l <= nk)

for every Px in P

for every pxy in Px (forall y <= rx)

calculate Prxy = Probability (Px = pxy | F )

pxy with highest Pr is the appropriate setting of Px for Ck.

3 Autonomous Data Mining for Museum Guide

In order to increase the comprehensibility of our approach, we illustrate its use
by instantiation. For this purpose, we describe an example application where
ubiquitous devices are used by many people performing the same activity and
somehow sharing information on their activity among themselves. In this sense,
they form a social network in the ambient intelligence environment that we
delineate. We explain how our approach can be employed in this application and
finally instantiate our approach with data specific to this example application.

3.1 Motivating Example: A Museum Equipped with Ambient
Intelligence

The museum depicted in this example is huge so that it takes a lot of time of the
visitors to see all the exhibitions in it and it may even be impossible within the
visit time. Museum is conceived as an ambient intelligence environment where
visitors are fed information from the environment. The aim is to guide the visitors
so that they can visit the pieces (art work) that they would like to see within the
available time rather than trying to see all of the exhibitions. For this purpose,
an application that we call museum guide is loaded to the smartphones of the
visitors upon request. museum guide directs a visitor to the pieces that he would
like in the museum.

As in a common web based book or movie recommender system, the objective
of this system is to discover common likes of users. In order to do that, the
amount of time each visitor spends in front of a piece is sensed and collected.
The amount of time spent in front of a piece is taken as the indication of that
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the visitor’s liking of that piece. Sensed data of each visitor is transformed to a
record that we call visitor record. visitor record contains the pieces liked by that
visitor.

museum guide which runs on the smartphone of a specific visitor while record-
ing the pieces he liked to his smartphone, also downloads other visitors’ records.
Common likes are discovered by association rule mining of all visitors’ records on
the smartphones of the visitors. The purpose is to find the associations such as
“visitors who liked Picasso’s Three Musicians also liked Matisse’s Dance”. This
museum has special offers for different types of visitors such as tourists, students
and elderly. For this reason, visitor profile in one season, month or week of day
may be quite different than the other. Since more associations can be found when
similar people’s likings are mined and the museum has dynamic visitor profile
by day, rather than discovering the associations only once from data of one set
of visitors, it is preferred to extract the association rules dynamically on visitors’
smartphones. Moreover, continuous rotation of artwork also necessitates mining
to be performed dynamically.

We focus on determining the configuration of the association rule mining
algorithm which must run autonomously since in an ubiquitous computing envi-
ronment it is assumed that the user can not provide this information. We exploit
context and consider the availability of the resources of the visitor’s smartphone
as the determining factor of the association rule mining parameter settings. The
data mining process is referred as discover artwork associations. Next, we de-
scribe a number of principles of museum guide and how it interacts with discover
artwork associations :

– museum guide calls discover artwork associations to discover frequent item-
sets from the set of visitor records. The attribute of each visitor record is the
list of pieces liked by that visitor.

– museum guide downloads fresh data and calls discover artwork associations
several times during his visit for a visitor in order to incorporate data of
newcomers and to try different parameters for better recommendations.

– Association rule mining algorithm Apriori [1] which accepts two parame-
ters: minimum support and minimum confidence is used to discover artwork
associations.

– The resulting data mining model generated by Apriori are the association
rules demonstrating which pieces that are exhibited in the museum are liked
by the same persons. It is out of the scope of this work to speculate on
how museum guide uses the model to recommend artwork to the visitor or
whether the recommendations are ordered by physical location or some other
criteria as well as when a new model is needed. On the other hand, we are
concerned on the automatic configuration of discover artwork associations.

– Past executions of discover artwork associations are mined to discover the
appropriate configuration that fulfils the required quality under a given cir-
cumstance. Initial past execution data is downloaded to the smartphone
together with the application and is augmented by data collected during
executions of Apriori locally on the visitor’s smartphone.
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3.2 Circumstantial Factors Effecting Parameter Setting

We argue that in an ubiquitous computing environment, in order to find appro-
priate settings of the data mining algorithm parameters, context from the envi-
ronment as well as the conditions of the device’s resources need to be utilized.
Next, we define the relevant circumstantial factors for determining configuration
of discover artwork associations.

Context: Context, that we assume have an effect on the required quality of the
final model are:
– time left to the museum’s closing (remaining time to close)
– time left to average visit time since the start of visit time (remaining

time to leave)
– visitor’s past attitude against the recommendations (feedback)
– number of visitors in the gallery entered (no of visitors)

Resources: Since discover artwork associations runs on the smartphones that
are restricted resource devices, the resource usage of the data mining process
need to be considered when setting the parameters of the data mining pro-
cess. We assume memory and processor are the resources whose availability
are critical for discover artwork associations :
– amount of memory available (memory available)
– processor idle percentage (processor idle percent)

3.3 Heuristics for Parameter Setting

In this subsection, we give example heuristic configuration decisions for discover
artwork associations. We assume there exist default settings for each discover art-
work associations parameter: minimum support and minimum confidence and
in the configuration decision whether to increase or decrease the defaults of
the relevant parameters depending on the circumstance is indicated. The fol-
lowing are some heuristics which may be used when configuring discover art-
work associations autonomously where the reasoning explaining the heuristic
follows it.

1. if memory available is low then increase the minimum support (with a higher
minimum support value it is expected to decrease the size of the frequent
itemsets and to optimize memory usage consequently),

2. if remaining time to close is small then increase both the minimum confi-
dence and minimum support (since limited time is left, provide less rules
with higher confidence so that the visitor will not miss the pieces that he
would like most),

3. if remaining time to leave is small given that memory available is not low,
decrease the minimum support (the objective is to make the average visit
time longer by providing more pieces to the visitor that he would regret if
he would leave without seeing them)
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4. if no of visitors is high then decrease the minimum support but increase
the minimum confidence (as the visitor may prefer to skip the pieces with
a crowded audience in front of them, produce a list of high confidence con-
taining sufficient number of pieces to bypass some of them)

5. if feedback is negative then decrease the minimum support (if the visitor is not
satisfied with the previous recommendations then provide more accuracy)

Circumstance is the motive of each parameter setting but there is also an
objective of each recommended setting which is given in parentheses after each
heuristic. Objectives can be quantified by making use of the measurements ob-
tained from the operating system of the device as well as the data mining model
quality indicators.

Quality Measures: Quality measurements are the means to control whether
the heuristic for a setting achieves the objective. The suggested quality mea-
surements are as follows:
– maximum amount of memory used by discover artwork associations (max

memory usage)
– number of association rules in the model (no of rules discovered)
– minimum confidence that an association rule in the model may have

(model min conf )
– minimum support that association rules of the model should have (model

min support)

Whether the objective of assigning certain value(s) to discover artwork associ-
ations ’s parameter(s) is attained at a specific run of discover artwork associations
can be assessed by checking the related quality measure(s) after the discover art-
work associations runs with those settings. Similarly, the objective given is the
required quality for a given circumstance.

3.4 Instantiation

In this subsection, automatic configuration setting is instantiated for the well
known association rule mining algorithm Apriori. Instantiation is based on the
intelligent museum example and consists of appropriate discover artwork as-
sociations configurations for the heuristic parameter setting decisions given in
subsection 3.3 as well as the possible circumstances and quality determined in
subsection 3.2 for the intelligent museum example.

Circumstance. It is assumed that context and resource availability values are
discretized such that ’low’, ’high’ and ’moderate’ categories are used for mem-
ory available, ’few’ and and ’many’ for no of visitors, ’not much’ and ’plenty’
are used for remaining time to close and remaining time to leave and finally,
’positive’ and ’negative’ are for feedback. Some possible instantiations of circum-
stances using discretized values are as follows:

C1= {(memory available, ’low’)}
C2= {(remaining time to close, ’not much’)}
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C3= {(memory available, ’high’),(remaining time to leave, ’not much’)}
C4= {(no of visitors, ’many’)}
C5= {(feedback, ’negative’)}

Quality. Similarly, it is also assumed that quality measurement values are dis-
cretized such that ’low’, ’high’ and ’moderate’ categories are used for max mem-
ory usage, ’few’ and and ’many’ for no of rules discovered, ’low’ and ’high’ are
used for both model min conf and model min support. Some possible instantia-
tions of circumstances using discretized values are as follows:
Q1 ={(max memory usage, ’low’)}
Q2 ={(model min conf, ’high’), (model min support, ’high’)}
Q3 ={(no of rules discovered, ’many’)}
Q4 ={(model min conf, ’high’), (no of rules discovered, ’few’)}
Q5 ={(model min support, ’low’)}

Algorithm Configuration. Assuming that the default values of minimum sup-
port and minimum confidence are 0.75 and 0.9 respectively, in each of the param-
eter setting below either one of them or both are altered to meet the parameter
setting decisions of the example heuristics.
P1 = {(minimum support, 0.9), (minimum confidence, 0.9)}
P2 = {(minimum support, 0.85), (minimum confidence, 0.98)}
P3 = {(minimum support, 0.75), (minimum confidence, 0.9)}
P4 = {(minimum support, 0.5), (minimum confidence, 0.98)}
P5 = {(minimum support, 0.70), (minimum confidence, 0.9)}

Configuration Decisions. Instantiation of configuration decisions are based
on the instantiations of circumstance, quality criteria and algorithm configura-
tion such that for each circumstance Ci given above, Qi is the corresponding
quality aimed for Ci and Pi is the appropriate configuration setting given Ci

and Qi. The following pseudo code generalizes the instantiation of configuration
decisions for the heuristics of subsection 3.3:

forall i < 6
if Ci is sensed/gauged and

Qi is the corresponding required quality
then Pi is an appropriate configuration.

4 Experimental Evaluation

We conducted an empirical study to demonstrate that parameter setting de-
cisions by the proposed mechanism are appropriate in the sense that they are
good at delivering the quality requested for the circumstances. To validate the
proposed mechanism, we selected Apriori as the data mining algorithm to be
configured and created its behavior model in Bayesian network representation
to derive configuration decisions. Besides, we employed another approach for
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parameter setting, full factorial experiment design and compared the inferences
made from the Bayesian network against the results of the full factorial experi-
ment design. The experiment has the following steps:

1. Ubiquitous data mining simulator is developed to generate experiment data.
2. Bayesian network is constructed in order to discover the probabilistic rela-

tionships among parameters, circumstances and quality.
3. Multi-level full factorial design is used to find out the parameters that are

effective on the quality under a given circumstance.
4. The results of the two methods are compared to assess the proposed mech-

anism.

Fig. 2 shows the interaction of the experiment steps and the ubiquitous data
mining simulator.
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Fig. 2. Experiment phases

4.1 Ubiquitous Data Mining Simulator and Experiment Data

In order to collect data for automatic configuration of a specific data mining
algorithm, we have developed a software to simulate the ubiquitous computing
environment where data is mined by the same algorithm. Simulator runs the data
mining algorithm with various configurations while generating the circumstances
given and collects relevant execution data.

Simulator Architecture. Simulator runs Apriori which we selected for the
experiments as the sample data mining algorithm to be configured, by calling
Weka ([13]) API’s. Since our purpose is to simulate the ubiquitous computing
environment, Apriori was not executed when the device’s resources are in arbi-
trary state. On the contrary, planned bottlenecks on the device’s resources were
created by the simulator before starting Apriori. Simulation software was imple-
mented in JAVA language whereas bottleneck creator modules were written in
C++ language. JAVA classes and their interactions are given in Figure 3.
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Fig. 3. Class descriptions of Ubiquitous Data Mining simulator

Input of the simulator is the preset file where each line represents a single
test case. For each test case the following information are provided: context data
associated with this Apriori run, resource bottleneck requests, data set to be
mined, and parameter settings to be used for this test case. Resource bottleneck
requests indicate the desired percent of memory and/or processor consumption
by other workload in the device during execution of this test case.

Output of the simulator is the raw execution data in which there is a record
for each execution of Apriori. Circumstance attributes (CE) of execution data
contain gauges showing resources’ availability when Apriori was run and also the
context which is given in the preset file for this execution. Data mining model
as well as the measured, actual resource usage by Apriori are stored in quality
attributes (QE). Together with parameter attributes (PE), each execution record
has 28 attributes.

Briefly, ubiquitous data mining simulator reads preset file, generates the re-
source scarcity conditions if the given circumstance requires and runs Apriori
with the given parameters. Upon completion, an execution record is created.
Ubiquitous data mining simulator (Figure 3) has a graphical interface (GUI ) to
set the name of the preset file and the execution file as well as to start the simula-
tion. PresetParser is used to parse the contents of preset file and responsible for
invoking bottleneck creators to call some “dummy programs” that will consume
the requested amount of related resource. TestQueue is typically a queue that
contains Algorithm instances. AprioriTest represents tests of the Apriori algo-
rithm. and implements the interface Algorithm, thus its instances can be added
to TestQueue. ProcStats performs the gathering of performance statistics before,
after and during the execution of the algorithm tests. Specific system metrics
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related to memory or CPU are gathered using specific methods. This class is de-
signed as an independent cohesive unit to measure performance metrics, gather
system information and statistics.

Execution Data. Execution data for the experiment was generated using the
ubiquitous data mining simulator. The states of the context and the type of
resource constraints that we used in forming the circumstances of the test cases
are {home, office} and {short on memory, cpu bottleneck, none} respectively. All
the types of resource constraints were simulated for each context state, resulting
in six different circumstances. Settings used for each Apriori parameters are
given in Table 1. There are different sets of settings for home and office. In
the experiment Apriori was run for all combinations of the determined settings
for each of the six circumstance. Therefore, the number of test cases for each
circumstance having home as context state are 2250(3x6x5x5x5) and office as
context state is 180(3x3x5x2x2).

Table 1. Levels used for parameters

Context state Mnemonic Parameter Settings

Home

U upper bound minimum support 0.7, 0.8, 0.9
M lower bound minimum support 0.1, 0.2, 0.3, 0.4, 0.5, 0.6
D delta 0.01, 0.05, 0.1, 0.15, 0.2
N number of association rules 1, 5, 10, 15, 20
C minimum confidence 0.5, 0.6, 0.7, 0.8, 0.9

Office

U upper bound minimum support 0.7, 0.8, 0.9
M lower bound minimum support 0.4, 0.5, 0.6
D delta 0.01, 0.05, 0.1, 0.15, 0.2
N number of association rules 15, 20
C minimum confidence 0.8, 0.9

4.2 Parameter Setting by Bayesian Network Inferences

In this step, we applied our mechanism to predict Apriori configurations from
the Bayesian network. Bayesian network construction and inferencing from the
network are two main tasks of this step.

Execution data generated by ubiquitous data mining simulator were first
discretized before constructing the Bayesian network given in Fig. 4. While dis-
cretizing, we used equal frequency bins and chose the number of bins that pro-
duced the highest number of relationships the among nodes. While constructing
the network we made use of the K2 algorithm ([8]) by modifying it to group the
nodes and searched causal relationship among these groups of nodes. The nodes
in the upper level of the network in Fig. 4 represent the circumstance, middle
level nodes represent Apriori parameters, and finally the lowest level nodes are
quality measures. The cause and effect relationships between circumstances and
parameters present which parameter settings are appropriate under which cir-
cumstances, whereas the cause and effect relationships between parameters and
quality measures show which parameters are effective on which quality measures.
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Fig. 4. Bayesian network of Apriori runs

While producing the experiment data for this Bayesian network, we did not
determine appropriate parameter settings for circumstances but we ran Apriori
for every combination of parameters in each circumstance because our purpose
is to find the effect of parameters to quality measurements in the first place.
Therefore, at this stage the relationships between circumstances and parameters
are not meaningful. We assumed each circumstance node relates to each param-
eter node in order to include circumstances in the inference mechanism. The
relationships between the parameter nodes and quality measure nodes represent
the effectiveness of parameters against quality measurements. The Bayesian net-
work in Fig. 4 shows that minimum confidence and requested rules are related
only to efficacy; delta to all efficiency measurements as well as lower and upper
bound minimum support, are related to all.

We determined parameter settings decisions by inferencing from the Bayesian
network given in Fig. 4. The pseudocode of the estimation is given in subsection
2.5.

4.3 Multi-level Full-Factorial Experiment Design

In this step, we applied multi-level full factorial experiment design which is one of
the Design of Experiment (DoE) methods [17]. Full factorial experiment design
is statistically determining the effects of the factors of a process to its response
by systematically varying the levels of the factors during testing of the process.
In DoE terminology, response is the output variable of the process, factors are
its input variables and level is a possible setting for a factor. The process that
we want to analyze is the behavior of Apriori, more specifically, to find out
which Apriori parameters affect which quality measurements. Therefore, Apriori
parameters are the factors, their possible settings are the levels and resulting
quality is the response. In full factorial experiment design, data is collected by
running the process with all combinations of determined levels of its factors.
Hence, we generated execution data similarly by running Apriori for all combi-
nations of settings as explained in subsection 4.1. Moreover, since we ran Apriori
by simulating six specific circumstances, we are able to analyze the effects for
each circumstance.
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Fig. 5. Main effects plot of 4 quality measurements for home-short on memory

We used experiment software Minitab([16]) to estimate the effects and to plot
the analysis results. Fig. 5 illustrates the full factorial experiment design results
obtained for home-memory low. We analyze the results for this circumstance
in detail in order to explain the method. In the figure, the means of quality
measurements for the utilized levels of parameters are plotted. In quadrants of
Fig. 5, plots for average memory use, total CPU time, duration and minimum
support of the model are given respectively. Each plot (U, M, D, N, C) within a
quadrant is for a parameter. The mean of the measured value is plotted for every
level we tested for that parameter in the experiment. If the plot is not flat which
indicates the means of measured values vary with different value assignments
of this parameter, then this parameter is effective on the measured value. We
considered the F test values to determine the significance of the effect. While
determining the appropriate value of the parameter which is designated as ef-
fective on the measured criteria, we have chosen the value that has the smallest
mean of response for its factor level combinations. We compare the results of
full factorial experiment design against the results of the Bayesian network in
the next subsection.
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4.4 Comparison of Results

In order to determine the parameter settings of an algorithm, we explained
two different approaches, Bayesian networks and full factorial experiment design
where the former is a probabilistic approach and the latter a statistical approach.
The outcomes of the approaches are summarized as follows:

– Full factorial design provides
• The list of parameters which are not effective on a quality measure
• The parameter setting which has the highest/lowest least square mean

for a quality measure
– Inference from Bayesian network provides

• The list of parameters which are not related to a quality measure
• Most likely parameter setting given the circumstance(s) and the quality

measure(s) as evidence

To compare the results, we used two criteria: i) the percentage of alike param-
eter/quality measure relationships and, ii) the percentage of identical parameter
settings, obtained by the two approaches. In Table 2, for each circumstance,
we present, (i) and (ii) by grouping quality measures as efficiency related and
efficacy related.

Table 2. Comparison of results

Circumstance Efficiency Efficacy
(i) (ii) (i) (ii)

home-short on memory 73 77 90 100
home-CPU bottleneck 80 89 100 100
home-no constraints 73 77 80 80
office-short on memory 100 67 100 75
office-CPU bottleneck 100 89 90 75
office-no constraints 100 78 90 75

It is possible to say based on the results (Table 2) that in majority of the
cases, parameters that are found to be effective on a quality measure under a
circumstance in full factorial design, are represented as related to that quality
measure under the same circumstance in the Bayesian network. The appropriate
parameter settings decided in order to optimize a quality measure in full factorial
design is identical in most of the cases to the parameter settings inferred from
the Bayesian network given the same quality measure.

4.5 Effects of Mining Data Set Feature Variations on the Behavior
Model

In the simulation phase of the experiment (subsection 4.1), we mined always the
same data set with Apriori and in this way we eliminated the effects of the data
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set feature changes on the behavior model constructed. On the other hand, in a
real life situation data set to be mined may grow or shrink either by addition or
deletion of instances into the data set or by attribute set changes. Variations on
the mining data set features may necessitate refreshing the behavior model that
is used to recommend algorithm configurations for mining this data set. Thus, we
performed a series of experiments to affirm that mining data set size may have
an effect on the parameter setting recommendations and also to speculate on
how to detect that the behavior model is decayed. In the experiments, we made
use of quality measurement figures collected during the execution of Apriori
to assess whether the recommended parameter settings provide the requested
quality. Experiments rely on the behavior model that we call basis behavior
model generated in the same way explained in subsection 4.2 from the execution
records collected by running Apriori with input data set (DSx1 ) in a simulated
ubiquitous computing environment similar to the one explained in subsection
4.1. Brief explanation of data set size variations effect evaluation experiments
are as follows:

– Verify the recommendations. In this experiment, Apriori was configured
by the recommended settings acquired from the basis behavior model and
ran with input DSx1 in the simulated ubiquitous computing environment for
every possible recommendation. Afterwards, we determined the appropriate-
ness of each recommendation by comparing the relevant quality measurement
value collected during Apriori’s execution against the requested quality used
when deriving the recommendation from Bayesian network. For example, if
an Apriori configuration is recommended to minimize the memory usage of
Apriori, we assess the parameter setting objective by comparing the memory
usage figures of Apriori’s execution with this configuration against the lowest
memory usage figures in the behavior model. The percentage of the Apriori
executions which achieve the objective of the parameter settings grouped by
relevant quality measurement are given in Figure 6. Percentage of deviation
from the requested quality is also analyzed for each quality measurement
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group. The maximum amount of deviation is ten percent of the requested
quality whereas the average amount of deviation does not exceed five per-
cent of the requested quality for any of the groups (Figure 6). The results
obtained are satisfactory to verify the appropriateness of the recommenda-
tions.

– Demonstrate the data set size effect. We try to find out in this experi-
ment whether the behavior models extracted from the executions of the same
data mining algorithm with same configuration settings but with different
data mining data set sizes, are different. For this purpose, we generated an-
other behavior model, behavior model 10 in a similar way that we generated
basis behavior model but the size of the data set (DSx10 ) used as input to
Apriori in this experiment is ten fold bigger than DSx1. After generating
the behavior model (behavior model 10 ) for Apriori mining DSx10, we com-
pared behavior model 10 against basis behavior model and detected that half
of the recommendation decisions are changed. By this way, we have shown
that input data set’s size of a data mining algorithm may have an impact on
certain parameter settings decisions given in order to achieve certain quality
objectives.

– Estimate behavior model decay. In the final experiment, we gradually
increased the size of the mining data set mimicking a possible real life sit-
uation in which a data set grows in time. Our purpose is to analyze the
deterioration of the recommendations in terms of achieving the quality re-
quested as the data set grows. We iteratively increased the size of the mining
data set by twenty percent, run Apriori with all the possible recommended
parameter settings extracted from the basis behavior model while simulating
the relevant circumstance, recorded the requested quality for the recommen-
dation and compare it against the achieved quality. During this process we
used the same behavior model (basis behavior model) without populating
new execution data or refreshing it completely. Figure 7 shows for different
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mining data set sizes the percentage of Apriori executions where the objec-
tive of the parameter setting is achieved in terms of the quality obtained.
Experiment results show that the correctness of the configuration decisions
derived from the behavior model in order to obtain the requested qualities of
all types except the model minimum support are affected by the data set size
change. Furthermore, basis behavior model decays needing a refresh before
DSx1 grows by forty percent. This experiment revealed that mining data set
size change do not effect every parameter setting decision but if a parameter
setting decision do not provide the requested quality, it is possible to detect.

5 Conclusion

Anticipation of the importance of autonomous and adaptable behavior in ubiqui-
tous data mining, led us to research on how to tune its parameters automatically.
In order to determine its appropriate configuration, we employed a mechanism to
understand the data mining algorithm behavior. Considering the characteristics
of ubiquitous computing environments, we stressed making use of circumstan-
tial factors for determining the appropriate parameter values. We also aimed at
recommending parameter settings that most likely satisfy the required quality
of a circumstance. Thus, we analyzed the effects of parameter settings to quality
measures which are related to both efficiency of data mining process and efficacy
of the data mining model. We proposed to use Bayesian network for extracting
data mining algorithm behavior while taking into account circumstance and the
quality.

As the result of our simulation experiment, satisfactory parameter and qual-
ity measure relationships to recommend parameter settings, were formed in the
Bayesian network. We also validated our proposal by comparing the parame-
ter settings obtained from the Bayesian network against another approach, full
factorial experiment design. Experiment on association rule mining shows that
proposed method gives parameter settings almost identical to the settings ob-
tained from full factor analysis which is a completely different approach. We also
verified the correctness of the configuration recommendations derived from the
behavior model by mining data with the recommended settings and obtained
high percentage of correct configuration recommendations which produced min-
ing results with required quality.

Experiment that we performed to show the negative effect of mining data set
size change on the accuracy of the parameter setting decisions derived from the
behavior model, revealed that behavior model may not be generated only once
and reused forever but needs to be updated or refreshed with new experiences
gained by the execution of data mining algorithm. Hence, health checking the
behavior model is an important factor for successful automatic parameter tuning.

In the future, we aim to represent the mining data set characteristics such as
the number of attributes and the number of tuples that are relevant for parameter
tuning in the behavior model so that a single behavior model can be used for a
wider set of configuration requests.
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Abstract. Emerging real life applications, such as environmental compliance,
ecological studies and meteorology, are characterized by real-time data acquisi-
tion through remote sensor networks. The most important aspect of the sensor
readings is that they comprise a space dimension and a time dimension which
are both information bearing. Additionally, they usually arrive at a rapid rate in a
continuous, unbounded stream. Streaming prevents us from storing all readings
and performing multiple scans of the entire data set. The drift of data distribu-
tion poses the additional problem of mining patterns which may change over the
time. We address these challenges for the trend cluster cluster discovery, that
is, the discovery of clusters of spatially close sensors which transmit readings,
whose temporal variation, called trend polyline, is similar along the time horizon
of a window. We present a stream framework which segments the stream into
equally-sized windows, computes online intra-window trend clusters and stores
these trend clusters in a database. Trend clusters are queried offline at any time, to
determine trend clusters along larger windows (i.e. windows of windows). Exper-
iments with several streams demonstrate the effectiveness of the proposed frame-
work in discovering accurate and relevant to human trend clusters.

1 Introduction

Spatio-temporal data mining has recently attracted considerable attention in research
and practitioner communities. The main reason for this interest is that datasets con-
taining prominent spatial and temporal data elements are becoming ubiquitous. Despite
advances made in spatio-temporal data mining, many spatio-temporal data analysis ap-
proaches take only a static view of a geospatial phenomenon [7]. These approaches ex-
tract a finite set of data points based on user-provided criteria (e.g. the region boundary
and/or the time horizon of interest) and address data mining tasks for static data only.
However, a static perspective is inadequate as data may arrive dynamically, continu-
ously and with a drift of the underlying data distribution. On the other hand, a dynamic
perspective is not free of charge, it poses new challenges such as avoiding multiple
scans of the entire data sets, optimizing memory usage and mining drifting patterns.

In this work, we consider a spatially distributed and time dependent scenario, where
sets of readings (snapshots) of a numeric dimension (measure) are streamed at time
points, equally spaced in time, from a network of remote sensors. Both the spatial ar-
rangement of sensors and the temporal dependence of consecutive readings are infor-
mation bearing in this scenario. Sensors are spatially referenced on the Earth (e.g. by

M. Atzmueller et al. (Eds.): MUSE/MSM 2010, LNAI 6904, pp. 142–161, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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latitude and longitude) and the spatial location of each sensor in the network introduces
a dependence among readings collected into a neighborhood. This spatial dependence,
also observed in environmental and ecological domains, is known as Tobler’s first law
of geography [21], according to which “everything is related to everything else, but
near things are more related than distant ones”. Moreover, sensor readings, which are
timestamped, may evolve in time. Thus, there is a temporal data component, referred
to as temporal locality [2], which causes that data distribution is not static in time, but
possibly subjected to concept drift.

Given these considerations, we capitalize on both the spatial arrangement of sensors
and the temporal dependence of readings in order to address the task of computing trend
clusters in a spatially distributed data stream. A trend cluster is a recently defined space-
time cluster [9] which groups spatially close sensors whose readings vary according to a
similar trend polyline along a time horizon in the stream. The trend polyline associated
to the cluster is the sequence of straight-line segments which fit the clustered readings
along the time horizon under consideration. This choice of the trend as a base pattern
for clustering is motivated by the fact that knowing how “spatially clustered” readings
evolve in time help us draw useful conclusions. For example, in a weather system it is
useful to know how temperature increases and/or decreases over regions of the Earth
and how the boundary of these regions changes or remains stable in time. On the other
hand, a trend-based visualization of sensor readings reduces the amount of data , that
is, only a trend polyline is plotted for each cluster of sensors, and is closer to the human
interpretation. Finally, trend clusters are a compact representation (summary) of the
stream to store in a database in place of the original data.

The innovative contribution of this work consists in the definition of a stream
management framework, called TRUST (TRend clUsters from Spatio-Temporal data
streams), which is able to discover trend clusters, both online and offline, with respect
to the streaming environment of a sensor network. The online component operates con-
tinuously with the stream by completing the discovery process in real-time, discarding
processed readings and storing discovered trend clusters into a database. The offline
component is triggered from the user(s) request and it performs the discovery process
by processing the patterns pasty stored in a database by the online component. For the
online discovery, TRUST integrates SUMATRA (SUMmArization by TRend cluster
discovery Algorithm), which segments the stream into equally sized windows of sensor
readings. Once a window is completed in the stream, the online computation of the trend
clusters along the window is triggered. For the scope of the offline discovery, TRUST
integrates METRE (Merging TRend ClustErs), which retrieves trend cluster sets stored
window-by-window in the database and use them to compute trend clusters which arise
along the time horizon covering several consecutive windows (higher order windows).
This inter-window discovery is performed offline with respect to the streaming activity,
as previous readings are no longer available for further analysis.

The paper is organized as follows. In the next Section we report basic concepts and
define trend clusters. Section 3 revises the related work on clustering in data streams and
spatio-temporal data. Section 4 presents the stream management framework TRUST.
Section 5 illustrates an experimental study of both online and offline trend cluster dis-
covery techniques. Finally, conclusions are drawn.
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2 Basic Concepts and Problem Definition

We introduce the basic concepts of spatially distributed data streams and we report a
formal definition of the trend clusters in data streams.

2.1 Spatially Distributed Data Streams

We consider spatially distributed streams generated by the readings of a numeric mea-
sure which are continuously transmitted, equally spaced in time, by a network of remote
(wireless) sensors. 2D points (e.g. latitude-longitude points) represent the spatial loca-
tion of each networked sensor on the Earth. We assume that a point position can be
occupied by a single sensor and the point position of each sensor is known, distinct and
invariant (i.e. the sensor is not moving through the space). The number of transmitting
sensors may change in time as a sensor may be inactive and transmits no reading for a
time interval. Thus we are also able to face the case in which sensors are added to or
definitively removed from the network at a time point.

Based upon these premises, the sensor readings of a spatially distributed data stream
D are modeled by resorting to the snapshot data model originally defined in [3]. Ac-
cording to this model, the transmission time domain T is an unbounded series of discrete
time points equally spaced in time. For each time point ti ∈ T, the snapshot Di is the
set of the sensor readings timestamped at ti. The spatial arrangement of the readings
within Di is modeled by means of the field function [20] fi : Ki �→ Attribute domain
where the field domain Ki is the set of point positions of remote sensors (Ki ⊆ R

2)
which transmit a reading at ti. Though finite, Ki may vary with ti as the number of
transmitting sensors may change in time within the network. Based on this snapshot
modeling of the stream, D is seen as a stream of snapshots D1, D2, . . . Di, . . ..

The count-based window model [10] decomposes D into consecutive windows of
w snapshots arriving in a series. w is the window size of the window model. Consec-
utive windows are progressively enumerated (first window, second window, ...) such
that the i-th window comprises the w snapshots timestamped along the time horizon
[t(i−1)w+1, tiw]. Thus snapshots are locally enumerated within the owner window (first
snapshot, second snapshot and so on) and D is also modeled as a stream of consecutive
windows of consecutive snapshots. Formally,

D1, . . . , Dw , Dw+1, . . . , D2w , . . . , D(i−1)w+1, . . . , Diw , . . .
≡

D1
1, . . . , D

1
w︸ ︷︷ ︸

W1

, D2
1 , . . . , D

2
w︸ ︷︷ ︸

W2

, . . . , Dw
1 , . . . , Dw

w︸ ︷︷ ︸
Wi

, . . . (1)

where D(i−1)w+j ≡ Di
j , i is the index of the window in the stream and j is the local

index of the snapshot in the window. j ranges between 1 and w.

2.2 Trend Clusters

A trend cluster (see Figure 2) is a triple defined as:
[time horizon, spatial cluster, trend polyline],
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Fig. 1. Count-based window model of a stream of snapshots (window size w = 4). Each snapshot
is mapped into a 2D Euclidean space, where sensors are drawn as blue circles. The number
reported within a circle is the reading of the associated sensor at the time point of the snapshot.

where the time horizon is a time interval, the spatial cluster is the enumeration
of spatially close grouped sensors and the trend polyline is a piecewise line which
compactly represents the trend variation of the clustered sensors along the time horizon.
As we consider the count-based window, the time horizon is that of the window and it is
implicitly defined by the window enumerative once the window size w is apriori known.

3 Related Works

In order to clarify the background of this work, related research on clustering in data
stream mining and spatio-temporal data mining is reported below.

3.1 Data Stream Mining

In the last decade, several clustering techniques have been investigated in stream min-
ing. Firstly Guha et al. [12] presented a constant factor of approximation for the k-
Medians technique, which performs a single pass clustering in a data stream. Babcock
et al. [4] extended this technique by framing the k-Medians technique into a window
model. O’Callaghan et al. [19] defined a technique to cluster windows of incoming data
and then re-group the clusters locally generated for each window. The limitation of both
techniques is that their results are spherical clusters. They do not consider that clusters
in data streams could be of arbitrary shape and number.

Aggarwal et al. [1] proposed a two-phase clustering technique, called CluStream,
which separates out the clustering process into an online micro-clustering phase and an
offline macro-clustering phase. The online micro-clustering phase stores the summary
statistics (micro-clusters) of a fast data stream. The offline phase processes the sum-
mary statistics and provides an understanding of the clusters whenever required. Since
the offline phase processes only summary statistics over a user-defined time horizon as
input, it turns out to be very efficient in practice. This two-phased approach also pro-
vides the user with the flexibility to explore the evolution of the clusters over different
time periods. The problem with CluStream is the predefined constant number of com-
puted micro-clusters. Additionally, since a variant of k-means is adopted to obtain the
final macro-clusters, a “natural” macro-cluster may be split into two parts.
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Fig. 2. Trend clusters (w = 4). The blue cluster groups circle sensors whose values variate as
the blue polyline from t1 to t4. The red cluster groups squared sensors whose values variate as
the red polyline from t5 to t8. The green cluster groups triangular sensors whose values variate
as the green colored polyline from t5 to t8.

To discover arbitrary shaped clusters and handle outliers, Cao et al [6] proposed a
density-based clustering technique, called DenStream, whose online component col-
lects micro-clusters of the stream and associates each micro-cluster with a weight. This
weight decays over time if no incoming data point is recently added to the micro-cluster.
The offline component generates macro-clusters on demand from these micro-clusters
by resorting to a variant of DBSCAN tailored to maintain online micro-clusters. In this
phase, micro-clusters are regarded as virtual weight points located in the space. Virtual
points whose weight is less than a threshold are outliers. As DenStream is based on
DBSCAN, it is able to detect arbitrarily shaped clusters. Other density-based clustering
techniques designed for data streams have been presented in [8,23].

It is noteworthy that no technique reported above takes into account the possibly dis-
tributed arrangement of readings. The exceptions are the naive-Bayesian network tech-
niques [17,5] which permit to discover clusters from distributed data streams. Although
these works are close to our research, the kind of pattern we discover, clusters with a
trend polyline to describe how readings vary in time, requires a time-series processing
of the readings which is not performed by these naive Bayesian network techniques.

3.2 Spatio-temporal Data Mining

Research in spatio-temporal data clustering focuses on the discovery of trajectory clus-
ters and/or moving clusters in static data. Trajectory clusters group trajectories of a
similar shape. This definition of a trajectory cluster motivates our consideration of the
one-dimensional version of the trajectory clustering problem as the equivalent of the
clustering of time-series that exhibit similar movements. Vlachos et al. [22] first de-
fined a Least Common Subsequence distance, which is used as a base to apply any
traditional clustering technique to object trajectories. Gaffney and Smyth [11] proposed
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Fig. 3. The stream mining framework TRUST

a clustering technique which models each trajectory as an individual sequence of points
generated from a regression model. Unsupervised learning is carried out using an EM
technique to cope with the cluster memberships. Nanni and Pedreschi [18] adapted the
density-based technique to trajectory data by means of a distance measure between tra-
jectories. Lee et al. [15] proposed a partition-and-group technique to cluster trajectories.
This technique partitions a trajectory into a set of segments and groups similar segments
into a cluster. However, moving clusters group the moving objects into clusters whose
identity remains unchanged, while the cluster location and the content is subject to
changes in time. The key difference between a trajectory cluster and a moving cluster
is that a trajectory cluster has a constant set of objects throughout its lifetime, while the
content of a moving cluster may change over time (i.e. one or more objects may leave
the group or new objects may enter it). The seminal technique for discovering mov-
ing clusters from a history of recorded trajectories has been proposed in [14]. Spatial
clusters are discovered at each snapshot by resorting to a static density-based clustering
and the results are then combined in a set of moving clusters. Li et al. [16] proposed
the exploitation of the micro-clustering originally proposed by Zhang et al. in [24] and
extended it to the moving micro-clustering. They considered a moving micro-cluster as
a group of objects that are not only close one to each other at a current time, but are
also likely to move together for a while. Finally, research on the identification of areas
which remain dense in a period of time [13], given the locations and velocities of the
currently moving objects, is related to the discovery moving clusters.

4 Trend Cluster Discovery

TRUST is a stream management framework which permits, both online and offline,
the trend cluster discovery in a stream of snapshots. The top-level description of the
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framework is illustrated in Figure 3. For the online discovery process, a buffer consumes
snapshots as they are transmitted from a sensor network and triggers SUMATRA for
the intra-window trend cluster discovery. For the offline discovery process, a buffer
consumes the window-stamped trend cluster sets stored in the database and pours them
window-by-window into METRE. METRE allows to explore offline the trend clusters
thus supporting a roll-up navigation of the sensor readings at multiple levels of time
granularity. The input parameters of intra-window trend cluster discovery include w that
is the number of snapshots which compose a window (w > 1) and δ that is the domain
similarity threshold. The input parameter of inter-window trend cluster discovery is Ω,
which is the number of windows which compose a higher order window (Ω > 1). Both
techniques are described in the following sub-sections.

4.1 Online Intra-window Trend Cluster Discovery

SUMATRA processes online a window of snapshots, computes the trend clusters along
the time horizon of the window, stores these trend clusters in a database and discards
the readings of the processed window. A buffer consumes snapshots as they are peri-
odically transmitted from the sensor network and pours them, window-by-window, into
the data synopsis S to be processed by SUMATRA. Details of the the buffer synopsis,
the trend cluster structure, the intra-window trend cluster discovery algorithm and the
trend cluster storage in a database are described in the following paragraphs.

Buffer Synopsis. Let D be a spatially distributed stream, w be the window size and
Wi be the i-th window in D composed of w consecutive snapshots, that is, Wi =
〈Di

1, D
i
2, . . . , D

i
w〉. The window Wi is buffered into an instance of the data synopsis

S, which comprises the graph structure Gi(Ni, Ei) and the hash table Hi (see Figure
4). The node set Ni maps the set of sensors which transmit a reading in at least one
snapshot of Wi. The edge relation Ei models a user-defined spatial closeness relation
based on a distance relation (e.g. connected nodes are distant less than a threshold ) or
a directional relation (e.g., connected nodes are one at the north of the other) between
nodes (sensors). The hash table Hi stores the windowed readings in a bi-dimensional
table, where each row u maps a sensor (or equivalently a node of Ni) and each column
j enumerates a transmission point into the window Wi. Thus, the tabular entry Hi[u][j]
stores the reading of the sensor u transmitted at the j-th snapshot (Di

j) of the window
Wi. In the presented framework, the missing readings are on-the-fly replaced in their
tabular cells by the median of readings computed on the associated tabular row.

Trend Cluster Definition. The structure of a trend cluster is defined in Definition 1.

Definition 1 (Trend cluster). Let Wi be the window currently buffered in the data
synopsis S[Gi, Hi], the triple [i, C, P ] is a trend cluster along the time horizon of Wi

iff (i) i is the enumerator of window Wi in the window segmentation of the stream, (ii)
C is a subset of Ni which is feasible with respect to Ei (see Definition 2), (iii) P is the
trend polyline prototype of C (see Definition 3) and (iv) [C, P ] satisfies the property of
intra-cluster polyline homogeneity in Wi (see Definition 4).
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Fig. 4. Buffering a window of w (=4) consecutive snapshots into the data synopsis S

The definitions of E-based feasibility, trend polyline prototype and intra-cluster
polyline homogeneity are reported as follows.

Definition 2 (E-based cluster feasibility). Let C be a subset of Ni. C is feasible w.r.t.
the edge relation Ei iff ∀u, v ∈ C, u is E-reachable from v in C (or vice-versa), where
u is E-reachable from v iff 〈u, v〉 ∈ Ei, or ∃z ∈ C such that 〈u, z〉 ∈ Ei and z is
E-reachable from v in C.

Definition 3 (Trend polyline prototype). Let C be a subset of Ni. The trend polyline
prototype of C, denoted by P , is a piecewise straight line passing through the sequence
of timestamped vertices represented as follows:

P = 〈(ti1, yi
1C

), (ti2, y
i
2C

), . . . , (tiw, yi
wC

)〉, (2)

where for each vertex (tij , y
i
j

C
), tij denotes the timestamp associated to the j-th snapshot

Di
j of the owner window Wi, and yi

j
C

denotes the median of the readings at snapshot

Di
j for the nodes grouped in C. In the practice, yi

j
C

= median({Hi[u][j] | u ∈ C}),
with Hi[u][j] the corresponding tabular entry of Hi.

Definition 4 (Intra-cluster polyline homogeneity). Let C be a subset of Ni, and P
be the polyline prototype of C. The intra-cluster polyline homogeneity of [C, P ] is a
Boolean property defined as follows:

homogeneity([C, P ]) =

⎧⎨⎩1 iff
∑
u∈C

sim(u, P ) = �C

0 otherwise
(3)

where sim(u, P ) =

{
1 iff ∀j = 1, . . . , w : |(H [u][j] − yi

j
C
)| ≤ δ

0 otherwise
, �C is the cardi-

nality of C and δ represents the user-defined domain similarity threshold.
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Algorithm 1. SUMATRA(i, S[Gi, Hi], δ, DB)
– main routine

Require: i: the number which enumerates the window Wi in the stream
Require: S[Gi, Hi]: the data synopsis where Wi is buffered
Require: δ: the user-defined domain similarity threshold
Require: DB: the database where trend clusters computed in Wi are stored
1: h ← 1
2: for all u ∈ Ni do
3: if u is UNCLUSTERED then
4: [Ch, Ph] ← expandTrendCluster({u},polylinePototype({u}), u)
5: store(DB, [i, Ch, Ph])
6: h ← h + 1
7: end if
8: end for

– expandTrendCluster (Ch, Ph, u) �→ [Ch, Ph]

1: η(u) ← neighborhood(u)
2: [tempC, tempP ] ← [Ch ∪ η(u), polylinePrototype(Ch ∪ η(u))]
3: if homogeneity(tempC, tempP ) then
4: [Ch, Ph] ← [tempC, tempP ]
5: for all v ∈ η(u) do
6: [Ch, Ph] ← expandTrendCluster(Ch, Ph, v)
7: end for
8: else
9: for all v ∈ η(u) do

10: [tempC, tempP ] ← [Ch ∪ q, polylinePrototype(Ch ∪ v)]
11: if polylinePurity(tempC, tempP ) then
12: [Ch, Ph] ← expandTrendCluster(tempC, tempP, v)
13: end if
14: end for
15: end if

SUMATRA. Trend clusters are discovered by partitioning nodes of Ni into subsets
(clusters) which are completely connected by the edges of Ei. The top-level description
of SUMATRA is reported in Algorithm 1. An unclustered node u is randomly chosen
as a seed for the construction of a new trend cluster [Ch, Ph] and is added to the initially
empty cluster Ch (lines 2-3 in the main routine). Then [Ch, Ph] is expanded (line 4 in
the main routine) as long as the output trend cluster satisfies the properties of both E-
based cluster feasibility (see Definition 2) and intra-cluster polyline homogeneity (see
Definition 4). The completely constructed trend cluster [i, Ch, Ph] is then stored in the
database DB (line 5 in the main routine). The trend cluster expansion process is per-
formed by calling the subroutine expandTrendCluster() in Algorithm 1. The expan-
sion process for [Ch, Ph] is driven by a seed node u and it is recursively defined. First,
the strong neighborhood η(u) is constructed (line 1 in the expandTrendCluster()).
This neighborhood is computed by considering the unclustered nodes of Ni, which are
directly reachable from u by means of the edges of Ei which are labeled as strong. An
edge of Ei is strong iff it connects nodes whose readings differ at worst δ one-to-each-
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Fig. 5. Entity-relationship schema of database where intra-window trend clusters are stored

other on the consecutive snapshots of the window. Once η(u) is computed, the candi-
date cluster tempC = Ch∪η(u) and the associated trend polyline prototype tempP are
computed (line 2 in the expandTrendCluster()). The polyline prototype is computed
as reported in Definition 3. The intra-cluster polyline homogeneity of [tempC, tempP ]
is computed (line 3 of expandCluster()). Then two cases are distinguished.

1. The candidate [tempC, tempP ] satisfies the intra-cluster trend homogeneity prop-
erty, then nodes of η(u) are clustered into Ch and the last computed tempP is
assigned to Th (lines 4-7 in the expandTrendCluster()).

2. The candidate [tempC, tempP ] does not satisfy the intra-cluster trend homogene-
ity property and the addition of each node of η(u) to Ch is evaluated node-by-node
(lines 9-14 in the expandTrendCluster()).

In both cases, nodes newly clustered in Ch are iteratively chosen as seeds to continue the
expansion process (line 6 and line 12 in the expandTrendCluster()). The expansion
process stops when no new node is added to the cluster.

Storage of trend clusters in database. Let [i, Ch, Ph] be a trend cluster discovered
in Wi, SUMATRA stores the window identifier i, the identifier of the nodes which
are grouped in Ch and the series of vertices of the trend polyline prototype Ph in the
database DB. The window identifier is the progressive enumerative of the window. The
trend polyline is stored in DB as the array of w median values composing Ph. We can
avoid storing the time coordinates as they are equally spaced in time. The conceptual
schema according to which trend clusters are arranged in DB is reported in Figure 5.

4.2 Offline Inter-window Trend Cluster Discovery

METRE is triggered by the user(s) request. It retrieve the sets of trend clusters stored
in DB for consecutive windows and computes new trend clusters from these sets such
that the output trend clusters arise along larger windows. These windows (higher order
windows) are obtained by sequencing the time horizon of Ω consecutive windows pasty
processed by SUMATRA. The discovery process is offline with respect to the stream,
as past readings were discarded after passing through SUMATRA. Due to the offline
nature of the discovery process, METRE can be run again and again by varying Ω.
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Let TC[i]w = {[i, Ch, Ph]}h be the set of trend clusters [i, Ch, Ph] stored in DB for
the window Wi. A buffer iteratively consumes the sets of trend clusters retrieved in DB
for the Ω consecutive windows and triggers METRE for the inter-window trend cluster
discovery. At the j-th iteration, the series of trend cluster sets composed as follows:

TC[(j − 1)Ω + 1]w, TC[(j − 1)Ω + 2]w, . . . , TC[(j − 1)Ω + (Ω − 1)]w, TC[jΩ]w

is poured into Algorithm 2. METRE processes this series 〈TC[(j−1)Ω+k]w〉k=1,2,...Ω

and outputs a new set of trend clusters, denoted as T̃C[j]wΩ , which contains trend
clusters along the time horizon of the window of D denoted as W̃j . As the time horizon
of W̃j is that of the j-th window of the w × Ω window segmentation of D, W̃j covers
time horizons of windows in 〈W(j−1)Ω+k〉k=1,2,...Ω (see line 2 of the main routine).

In METRE, the computation of the output T̃C[j]wΩ is inspired by the consideration
that sensors, which are repeatedly grouped together in a cluster for consecutive windows
W(j−1)Ω+k (with k ranging between 1 and Ω), transmit readings which evolve with a

similar trend prototype along the window W̃j .
Let Ñ be the set of sensors which appear in at least one cluster of the input series

〈TC[(j − 1)Ω + k]w〉k=1,2,...Ω (line 3 of the main routine). The construction of
each new trend cluster [j, C̃h, P̃h] along the time horizon of W̃j starts by choosing a

seed node u ∈ Ñ which is not yet clustered along W̃j (line 5 of the main routine).

Let C̃
[u]
k be the cluster of the set TC[(j − 1)Ω + k]w which contains u (line 7 of the

main routine) and P̃
[u]
k be the trend polyline prototype associated to C̃

[u]
k in the set

TC[(j − 1)Ω + k]w (line 8 of the main routine). The cluster C̃h initially contains
u (line 10 of the main routine). Then it is expanded by grouping the nodes of Ñ
which are spatially close to u and are clustered in the same way as u along the series
of windows W(j−1)Ω+k sequenced into W̃j (line 11 of the main routine). Once C̃h is

completely expanded, P̃h is built by sequencing the trend polyline prototypes P̃
[u]
k with

k ranging between 1 and Ω (line 12 of the main routine). Finally, the computed trend

cluster [j, C̃h, P̃h] is added to the set T̃C
wΩ

j (line 13 of the main routine).
The cluster expansion (see expandCluster() into Algorithm 2) is driven by an ex-

pansion seed node u. The cluster Ch is expanded by adding any unclustered node v ∈ Ñ

which is spatially close to the current seed u and which is grouped into C̃
[u]
k for each k

ranging between 1 and Ω (lines 1-5 of expandCluster()). The cluster expansion pro-
cess is recursively called by considering each new node grouped in C̃h as an expansion
seed (line 3 of expandCluster()).

5 Experiments

TRUST is written in Java and interfaces a MySQL DBMS. In this Section, we present
results of the empirical evaluation of the correctness and relevance to the human inter-
pretation of the trend clusters discovered by SUMATRA and METRE within TRUST.
The trend cluster visualizer TREC-Vis, now integrated in TRUST, is used to plot the
trend clusters. The goal of the experiments is two-fold.
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Algorithm 2. METRE: 〈TC[(j − 1)Ω + k]w〉k=1,2,...Ω �→ T̃C[j]wΩ

– main routine

Require: TC[(j − 1)Ω + k]w: the set of trend clusters along the ((j − 1)Ω + k))-th window
of the w-sized segmentation of D with k ranging between 1 and Ω

Ensure: T̃C[j]wΩ : the set of trend clusters along the j-th window of the w × Ω segmentation
of D

1: T̃C[j]wΩ ← �
2: W̃j ←mergeWindows({W(j−1)Ω+k}k)

3: Ñ ←
Ω⋃

k=1

⎛⎝ ⋃
[(j−1)Ω+k,c,p]∈TC[(j−1)Ω+k]w

c

⎞⎠
4: h ← 1;
5: for all (u ∈ Ñ and u is unclustered) do
6: for all (k = 1 TO Ω) do
7: C̃

[u]
k ←determineCluster(u, TC[(j − 1)Ω + k])

8: P̃
[u]
k ←determineTrendPolyline(C̃[u]

k , TC[(j − 1)Ω + k])
9: end for

10: C̃h = {u};
11: C̃h ← expandCluster(u, C̃h, Ñ , 〈C̃[u]

k 〉k)

12: P̃h = P̃
[u]
1 • P̃

[u]
2 • . . . • P̃

[u]
Ω ;

13: T̃C[j]wΩ = T̃C[j]wΩ ∪ [j, C̃h, P̃h];
14: end for
– expandCluster(u, C̃h, Ñ , 〈C̃[u]

k 〉k) �→ C̃h

1: for all (v ∈ Ñ with v spatially close to u and v unclustered) do
2: if belongCluster(v, 〈C̃[u]

k 〉k) then
3: C̃h ← expandCluster( v, C̃h ∪ {v}, 〈C̃[u]

k 〉k) );
4: end if
5: end for

1. We evaluate correctness and human interest towards the trend clusters discovered
by SUMATRA. We first consider an artificially generated stream and check the
ability of SUMATRA of detecting underlying known trend cluster configurations.
Then, we evaluate the trend clusters which are discovered for sumarization scope in
real data streams. In this case, we study learning time, accuracy of summarization
and size of trend clusters by varying the window size w and the similarity threshold
δ. As baseline for the evaluation of SUMATRA results, we consider the density
based clustering performed snapshot by snapshot (with w = 1). Finally, we show
the relevance of discovered trend clusters to a human interpretation by showing how
the visualization of trend clusters may reveal knowledge such as data trends, stabil-
ity or drift of the cluster shape in time and permits a readable visualization of the
stream when few cluster polylines are plotted in place of several sensor polylines.

2. We empirically show that trend cluster discovery performed by METRE is able to
capitalize on trend clusters, window-by-window stored in databases, by resulting
more efficient in learning time than SUMATRA which processes original read-
ings from the stream. We observe that the improved efficiency of the learning
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(a) (b) (c) (d)

Fig. 6. The trend-cluster configurations according to Artificial49 × 49 is generated

process causes only a low decrease of summarization accuracy. Additionally, we
observe that METRE permits to compute offline trend clusters along any horizon
time (which is multiple of the window time), although the readings are now dis-
carded.

In the following sub-section, we describe the streams employed in this study and the
experimental setting. Subsequently, we comment results obtained with these streams.

5.1 Streams and Experimental Setting

Experiments are run on Intel(R) Core(TM) 2 DUO CPU E4500@2.20GHz with 2.0
GiB of RAM Memory, Ubuntu 10.04 (lucid) Kernel Linux 2.6.32− 26 − generic.

Data Streams. Artificial49 × 49 collects data artificially generated for a network
of 49 virtual sensors distributed over a squared 7 × 7 grid (see Figure 6). A sensor is
considered to be close to the neighbor sensors which are located in the grid cells around
the sensor (up, down, left and right). Readings are generated with range in [18, 27].
The stream is obtained by sequencing 50 snapshots which underly the trend cluster
configuration in Figures 6(a)-6(b) and 50 snapshots which underly the trend cluster
configuration in Figures 6(c)-6(d). Readings of each sensor vary according to the trend
polyline of the associated cluster with a random error uniformly distributed between 0
and 1. The Intel Berkeley Lab1 data stream collects temperature (in degrees Celsius)
and humidity (in RH) readings transmitted every 31 seconds from 54 sensors deployed
in the Intel Berkeley Research lab between February 28th and April 5th 2004. The
stream includes about 65000 snapshots. A sensor is considered spatially close to every
other sensor within a range of six meters. Readings are affected by noise and outliers.
Missing values occur in most snapshots. Thus, the number of sensors is truly variable in
time. By using a box plot, we observe that the air temperature values presumably range
between 9.75 and 34.6, while the humidity values presumably range between 0 and 100.
The South American Climate2 collects monthly-mean air temperature measurements (in
degrees Celsius) recorded between 1960 and 1990 and interpolated over a 0.5 degree
by 0.5 degree latitude/longitude grid of South America. The grid nodes are centered
on 0.25 degree for a total of 6477 sensors. The number of nearby stations that affect a

1 http://db.csail.mit.edu/labdata/labdata.html
2 http://climate.geog.udel.edu/˜climate/html_pages/archive.html

http://db.csail.mit.edu/labdata/lab data.html
http://climate.geog.udel.edu/~climate/html_pages/archive. html
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grid-node estimate is twenty on average. This resulted in more realistic air-temperature
fields. The stream includes 360 snapshots. No missing values are in the stream. A sensor
is considered spatially close to the sensors which are located in the surrounding cells of
the grid. The air temperature values range between −7.6 and 32.9.

Evaluation Measures. Let D be a stream, w be a window size and TC=〈{i,Ch,Ph}h〉i
be the series of trend cluster sets discovered window-by-window in the w-sized window
of D. In particular, the set {i, Ch, Ph}h denotes the set of trend clusters discovered in
the i-th w-sized window Wi of D and stored in the database DB. The accuracy of TC
in compactly representing D is evaluated by means of the mean absolute error (mae)
which is performed when the stream D is approximately reconstructed (as D̂) from TC.
The mean absolute error measures how forecasts obtained by trend clusters are close to
the real outcome. The use of the mae is motivated by the fact that this error measure is
the least sensitive to the presence of outliers. Formally,

mae(D, D̂) =

∑
u,t

|v[u][t] − v̂[u][t]|

�D
(4)

where D̂ is the stream reconstructed from TC. For each sensor u and for each trans-
mission time point t, the predicted value v̂[u][t] is the median coordinate of the vertex
timestamped with t in the trend polyline prototype P , associated to the cluster C. C is
the cluster which groups u along the horizon time of Wi and Wi is the window within
the time point t falls . Formally, let [i, C, P ] be a trend cluster stored in DB for the
window Wi, such that t ∈ Wi and u ∈ C. Then v̂[u][t] = P [t].MedianV alue. It is
noteworthy that the lower the mae, the more accurate the TC.

The summary rate (σ%) is the percentage computed as the ratio of the size (in bytes)
of TC to the size (in bytes) of D, that is:

σ%(D → TC) =
size(TC)
size(D)

× 100% (5)

where size(·) is the memory occupation in bytes. The lower σ%, the more compact TC
in summarizing D.

Finally, the computation time is the time (in milliseconds) spent on average in com-
puting any (intra-window or inter-window) trend cluster set.

5.2 Intra-window Trend Cluster Discovery Evaluation

To evaluate the correctness of the discovered trend clusters we run SUMATRA on the
artificial data stream Artificial49 × 49 and compare the detected trend clusters with
the expected ones. Experiments are run with w = 20, δ = 2.0 for a total of five win-
dows. Clusters and trends discovered, window-by-window, by SUMATRA are plotted
in Figure 7. These trend clusters are plotted by using TREC-Vis. As expected, SUMA-
TRA correctly detects the expected trend cluster configuration reported in Figure 6(a)
in the windows W1 and W2 and the expected trend cluster configuration reported in
Figure 6(c) in the windows W4 and W5. The trend cluster configuration detected over
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Fig. 7. Trend clusters discovered by SUMATRA with w=20 and δ = 2.0

Table 1. Artificial49×49: mae with w = 20 and δ = 2.0

W1 W2 W3 W4 W5

0.2355108066 0.2402879404 0.2268378102 0.2393314381 0.239197659

the central window W3 reveals the drift occurring between these two configurations
(W3 includes 10 snapshots generated according to the configuration in Figure 6(a) fol-
lowed by 10 snapshots generated according to the configuration in Figure 6(c)). To
adapt the output to the drift of cluster shape, SUMATRA transfers the sensors iden-
tified by 1, 2, 3, 8 and 15 from the central cluster to a new cluster (yellow cluster in
W3) and the sensors identified by 35, 42, 47, 48 and 49 from the central cluster to a
separate cluster (white cluster in W3). This way, SUMATRA still identifies groups of
spatially close sensors whose readings vary with a trend that is approximately the same
over the window under consideration. It is noteworthy that although these two clusters
are associated to overlapped trend polyline, they are distinct clusters due to the spatial
discontinuity of the grouped sensors. A further consideration concerns the fact that the
plot of trend clusters provides an interpretable insight of the space-time distribution of
readings. Table 1 collects the mean absolute error (mae) of trend-cluster sets discov-
ered in Artificial49 × 49. The mae is alway less than 0.24 for each window, thus
confirming that the trend clusters are accurate if employed as summarization patterns.

Further experiments are performed by running SUMATRA with real data streams by
varying the window size w and the domain similarity threshold δ as reported in Table
5.2. δ ranges among 5%, 10% and 20% of the expected domain range of the streamed
dimension. Experiments are run with w = 1 to obtain traditional spatial clusters (with-
out trends) as baseline of SUMATRA results. It is a baseline against which the results
can be compared. The analysis of the mean absolute error, the summary rate and the
average computation time, plotted in Figure 8 for each stream in this study, permits us
to make several considerations. In particular, the mae is always significantly below the
domain similarity threshold δ (i.e. trend clusters are accurate in compactly representing
the stream). The summary rate is always below 100% (i.e. trend clusters summarize the
stream). The average window learning time is always less than 1.25 seconds in the case
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Table 2. The parameter setting to run SUMATRA. The trend clusters computed in the bold-valued
setting are then used to evaluate METRE.

Stream Dimension δ w
Intel Berkeley Lab Temperature 1.25, 2.5, 5.0 1, 256, 512, 1024
Intel Berkeley Lab Humidity 5, 10, 20 1, 256, 512, 1024

South American Climate Temperature 2, 4, 8 1, 6, 12, 24

of the Intel Berkeley Lab stream (both for Temperature and Humidity), and it is always
less than 93 seconds in the South American Climate stream. In general, trend clusters
discovered window by window (w > 1) summarize a stream better than spatial clus-
ters discovered snapshot by snapshot (w = 1). Indeed, the accuracy of the trend cluster
summarization is better than the accuracy of the spatial cluster summarization. Final
considerations are on the window average computation time. As the computation time
depends on the window size, computing trend clusters in a window is more expensive
in time than computing spatial clusters in a snapshot. On the other hand, the total time
spent to compute spatial clusters on the consecutive snapshots of a window is more than
the time spent to compute the trend clusters on the entire window. The observed low
computation time justifies our consideration of SUMATRA as a system that processes
sensor readings in real-time, that is, when a new window is completed in the stream,
the trend-cluster discovery in the past window is already completed.

Different considerations are suggested by analyzing trend clusters obtained by vary-
ing w and/or δ. By increasing w, the mean absolute error decreases (i.e. trend clusters
are more accurate), while the summary rate does not necessarily decrease. At the same
time, we observe that the average computation time increases with the window size as
more data are processed at the same time, but the analysis of the computation time spent
totally in processing the entire stream is not significantly affected by the window size.
By increasing δ, the mean absolute error of the trend clusters increases slightly but, as
expected, the summary rate of the stream is always lower. The tuning of δ is clearly
in charge of determining the best trade-off between the accuracy and the compression
rate. Moreover, we observe that the average computation time increases with δ as the
size of the neighborhoods explored to construct the clusters increases with δ.

Finally we observe that, experiments performed with the Intel Berkeley Lab stream
confirm that SUMATRA is able to deal with noisy data, outliers and networks exhibiting
a number of sensors which may change in time. Each noisy sensor is modeled as a
singleton cluster (the red cluster in W11 and W12 of Figure 9) which is associated to
a wiggly trend polyline. The trend reveals the time points where the abrupt change
of trend occurs. Experiments performed with the South American Air Climate stream
confirm that SUMATRA is scalable on large networks.

5.3 Inter-window Trend Cluster Discovery Evaluation

We assume that trend clusters computed intra-window by SUMATRA with the
parameter setting reported in boldface in Table 5.2 are stored in a MySQL database
and processed offline to generate new trend clusters along higher order windows. We
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Berkeley Lab (Temperature)

(a) mae (b) summary rate (c) computation time

Berkeley Lab (Humidity)

(d) mae (e) summary rate (f) computation time

South American Climate (Temperature)

(g) mae (h) summary rate (i) computation time

Fig. 8. Online intra-window trend cluster discovery: mean absolute error, summary rate and av-
erage computation time are plotted (Y axis) by varying window size (X axis). SUMATRA is run
by varying similarity domain threshold δ and window size w.

Fig. 9. Intel Berkeley Lab (Temperature): visualization of trend clusters discovered over three
consecutive windows with w = 256 and δ = 2.5. This plot reveal the presence of a big cluster
which collects almost all sensors and noisy sensors at each window.

run METRE with Ω = 4 and compare the mean absolute error, the summary rate and
the average learning time of METRE with that of SUMATRA run on the w × Ω-sized
window segmentation of the same stream. As METRE approximates the trend clus-
ter discovery process performed by SUMATRA, we intend to evaluate how good the
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(a) mae (b) summary rate (c) computation time

Fig. 10. Offline inter-window trend cluster discovery: mean absolute error, summary rate and
average computation time are plotted (Y axis) by varying the stream (X axis). METRE is run
with Ω = 4. METRE is compared with SUMATRA run on the w × Ω window segmentation of
the same stream.

Table 3. The total number of trend clusters discovered on the entire stream. METRE is run with
Ω = 4. SUMATRA is run with window size=w × Ω.

Stream Berkeley Lab South American Climate
Stream Attribute Temperature Humidity Temperature

Experimental Setting w = 256 δ = 10 w = 256 δ = 2.5 w = 6 δ = 4

METRE 1875 917 7580
SUMATRA 2199 1058 1231

approximation process is. The results plotted in Figure 10 show that METRE outputs
trend clusters with a slight increase of the mean absolute error with respect to that of
trend clusters output by SUMATRA (i.e. the accuracy of trend clusters decreases). In
any case, the mean absolute error remains under δ. On the other hand, as expected, the
average computation time spent for the discovery process significantly decreases from
SUMATRA to METRE. This confirms our intuition that processing trend clusters is a
less complex task than directly processing sensor readings. However, the analysis of the
summary rate is not subjected to a unique interpretation. In fact, the compression rate
does not significantly change from SUMATRA to METRE when considering the Intel
Berkeley Lab stream. This is confirmed by the total number of trend clusters discovered
on the entire stream which is almost the same with both SUMATRA and METRE (see
Table 5.3). At the same time, the number of clusters discovered by METRE is greater
than the corresponding number of trend clusters discovered by SUMATRA in South
American Climate stream. In this case, several clusters formed by a single node are
found. In any case, trend clusters remain more compact than the stream (the summary
rate is always significantly less than 100%). So we can conclude that trend clusters
discovered by METRE closely approximate trend clusters which would be originally
discovered by SUMATRA. Furthermore, trend clusters are discovered offline and they
can be discovered with several time resolution by running METRE with a different
values of Ω.
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6 Conclusions

The paper presents a stream management system called TRUST, which supports on-
line and offline trend cluster discovery from spatially distributed readings of a sensor
network. A stream is segmented into consecutive, equally sized windows. Once a win-
dow is completely flowed in the stream it is poured into the online learning component,
called SUMATRA, which partitions the window into a set of trend clusters and store
discovered trend clusters in a database as a compact and accurate representation (sum-
mary) of the window. Sensor readings passed trough SUMATRA are discarded. Subse-
quently, each window-stamped set of trend clusters can be queried in the database and
triggers METRE for the inter-window trend cluster discovery. METRE operates offline
and computes trend clusters by merging clusters and trends previously computed along
consecutive windows and stored in the database. An empirical study of both SUMA-
TRA and METRE is illustrated. The conclusions drawn from this study are twofold.
The former is that the intra-window, online trend clusters, discovered by SUMATRA
are an accurate, compact representation of the stream which is truly computed in real
time. This consideration is not affected by the learning parameter tuning (window size
and/or domain similarity). The latter is that inter-window, offline trend clusters discov-
ered by METRE can be computed in a low computation time by processing trend cluster
sets already stored in the database. The offline process can be repeated by varying the
number of windows to be merged. The output trend clusters, once again, are a compact,
accurate representation of the stream which can eventually be stored in the database
for future analysis. As future work we plan to investigate how combine/discover trend
clusters in scenarios where sensors measure several dimensions at once.
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