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Preface

WAIM has been a leading international conference on research, development,
and applications of Web technologies, database systems, information manage-
ment and software engineering. WAIM is focused in the Asia-Pacific region, and
previous WAIM conferences were held in Shanghai (2000), Xi’an (2001), Beijing
(2002), Chengdu (2003), Dalian (2004), Hangzhou (2005), Hong Kong (2006),
Huangshan (2007), Zhangjiajie (2008), Suzhou (2009), and Jiuzhaigou (2010).
As the 12th event in the increasingly popular series, WAIM 2011 attracted out-
standing researchers from all over the world to Wuhan, China. In particular, this
year WAIM and Microsoft Research Asia jointly sponsored a database summer
school, which was collocated with WAIM.

This high-quality program would not have been possible without the authors
who chose WAIM as a venue for their publications. Out of 181 submitted papers
from various countries and regions, we selected 53 full papers for publication. The
acceptance rate for regular full papers is 29%. The contributed papers addressed
a wide scope of issues in the fields of Web-age information management and
advanced applications, including Web data mining, knowledge discovery from
streaming data, query processing, multidimensional data analysis, data manage-
ment support to advanced applications, etc.

A conference like this can only succeed as a team effort. We want to thank
the Program Committee Chairs, Program Committee members and the reviewers
for their invaluable efforts. Special thanks to the local Organizing Committee
headed by Liang Hong and Ming Zhong. Many thanks also go to the Workshop
Co-chairs (Chengfei Liu and Liwei Wang), Finance Chairs (Howard Leung and
Xuhui Li), and Publicity Co-chairs (Weiyi Meng, Lei Chen and Guohui Li). We
also thank the conference sponsors for their generous support.

We hope that you enjoy reading the proceedings of WAIM 2011.

September 2011 Haixun Wang
Shijun Li

Satoshi Oyama
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Analytics for Info-plosion Including Information 
Diffusion Studies for the 3.11 Disaster 

Masaru Kitsuregawa and Masashi Toyoda 

Institute of Industrial Science, The University of Tokyo, 
4-6-1 Komaba Meguro-ku, 1538505 Tokyo, Japan 

{kitsure,toyoda}@tkl.iis.u-tokyo.ac.jp 

Abstract. Information explosion(Info-plosion) is one of the most substantial 
phenomena in 21st century. Not only the mentions in blogs and twitter, but also 
the data from various kinds of sensors is becoming to explode considerably. In 
Japan, we conducted national project, Info-plosion by MEXT(Ministry of 
Education, Sports, Culture, Science and Technology), Grand Infomation 
Voyage by METI(Ministry of Economy, Trade and Industry). Recently we 
started FIRST project. In this talk, we would like to show how info-plosion 
analytics, especially sensor analytics, created disruptive services. In addition, 
we will show the diffusion pattern analysis of twitter and blogs for the 3.11 
disaster. On 9.11, we did not have real time media such as microblogging, while 
such media quite effectively worked on 3.11.  

Explosive amount of information is becoming available, especially since 
around the beginning of 21st century. This causes so called information 
overload. Although there are such negative problems, we could think that this is 
a first experience for human being to see such a vast amount of information. 
Taking advantage of such a totally new opportunity, we believe various 
disruptive services could be introduced which we have never imagined a decade 
ago. We launched info-plosion project in 2005. CPS started to get funding since 
2009, while its idea was discussed in 2006. IOT, smarter planet, M2M, and Big 
Data etc. are targetting not necessarily exactly the same objective, but the goals 
are quite similar. We would like to introduce some of our experiments. We 
collected Japanese blogs and tweets in March 11th earthquake and tsunami 
disaster. Although mobile phone service stopped, the Internet was not damaged. 
Lots of interesting societal movement happened immediately after the 
earthquake such as refuge place notification, power saving etc. We examined its 
diffusion pattern. In addition, we also could clarify the difference of role among 
the media. People are using blog and microblog differently. We will report the 
role of IT media and its importance. 



Using the Web for Collaborative

Language Learning and Teaching

Werner Winiwarter

University of Vienna
Research Group Data Analytics and Computing

Universitätsstraße 5, Vienna, A-1010 Austria
werner.winiwarter@univie.ac.at

Abstract. For the past few years, the research focus in Computer-
Assisted Language Learning has shifted towards learner-centered ap-
proaches, in particular through Web-based source material and linguis-
tic resources. Recent findings emphasize the importance of personalizing
the learning experience, integrating it seamlessly into everyday activities,
and making use of collaborative and social features.

We addressed these issues by developing COLLIE, a COllaborative
Language Learning and Instruction Environment. We have implemented
a first prototype for Japanese, which lets the students work with Japanese
Web documents and offers appealing visualizations of linguistic informa-
tion at the character, word, and sentence level. For each user, we store
all the relevant information about personal preferences to customize the
display of the Web content and about the interaction with COLLIE as
valuable input for the instructor.

A key component of COLLIE is the machine translation system JET-
CAT, which has the big advantage that it learns translation rules auto-
matically from bilingual corpora. The acquisition process is performed
by parsing source and target sentences, retrieving word translations of
Japanese content words from lexical resources, mapping the content
words to corresponding English words through an iterative contextual
disambiguation process, and, finally, structurally aligning the two trees
based on the word alignment data.

The translation rules used in our formalism can be easily interpreted
and understood by language students. Therefore, we created an animated
view of the source and target elements of the individual rules in the
Japanese and English parse trees to convey a better understanding of
the translation process.

The JETCAT rule base can be incrementally updated by simply cor-
recting translation results. We provide this feature for the language stu-
dents so that they can create their own personal translation rule bases and
customize COLLIE according to their preferences. In addition, we offer
the possibility to display a dynamically generated list of the most popular
translations produced with the rule bases of the other COLLIE users.

We finally report on new directions and activities towards terminology
discovery, semantic annotation and retrieval of multimedia documents,
community building, mobile language learning, and language learning in
collaborative 3D virtual worlds.

H. Wang et al. (Eds.): WAIM 2011, LNCS 6897, p. 2, 2011.
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Abstract. With hundreds of millions of users worldwide, social net-
works provide incredible opportunities for social connection, learning, po-
litical and social change, and individual entertainment and enhancement
in a wide variety of forms. In light of these notable outcomes, understand-
ing information diffusion over online social networks is a critical research
goal. Because many social interactions currently take place in online net-
works, we now have have access to unprecedented amounts of information
about social interaction. Prior to the advent of such online networks, in-
vestigations about social behavior required resource-intensive activities
such as random trials, surveys, and manual data collection to gather
even small data sets. Now, massive amounts of information about social
networks and social interactions are recorded. This wealth of data can
allow us to study social interactions on a scale and at a level of detail
that has never before been possible.

We present an integrated approach to information diffusion in on-
line social networks focusing on three key problems: (1) Querying and
analysis of online social network datasets; (2) Modeling and analysis of
social networks; and (3) Analysis of social media and social interactions
in the contemporary media environment. The overarching goals are to
generate a greater understanding of social interactions in online networks
through data analysis, to develop reliable and scalable models that can
predict outcomes of these social processes, and ultimately to create ap-
plications that can shape the outcome of these processes. We start by
developing and refining models of information diffusion based on real-
world data sets. We next address the problem of finding influential users
in this data-driven framework. It is equally important to identify tech-
niques that can slow or prevent the spread of misinformation, and hence
algorithms are explored to address this question. A third interest is the
process by which a social group forms opinions about an idea or product,
and we therefore describe preliminary approaches to create models that

H. Wang et al. (Eds.): WAIM 2011, LNCS 6897, pp. 3–17, 2011.
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accurately capture the opinion formation process in online social net-
works. While questions relating to the propagation of a single news item
or idea are important, these information campaigns do not exist in iso-
lation. Therefore, our proposed approach also addresses the interplay of
the many information diffusion processes that take place simultaneously
in a network and the relative importance of different topics or trends
over multiple spatial and temporal resolutions.

Keywords: Information propagation, Social Networks, Data Analysis,
Sub-modular optimization.

1 Introduction

Internet technologies and online social networks are changing the nature of social
interactions. There exist incredible opportunities for learning, social connection,
and individual entertainment and enhancement in a wide variety of forms. Peo-
ple now have ready access to almost inconceivably vast information repositories
that are increasingly portable, accessible, and interactive in both delivery and
formation. Basic human activities have changed as a result, and new possibilities
have emerged. For instance, the process by which people locate, organize, and
coordinate groups of individuals with shared interests, the number and nature
of information and news sources available, and the ability to solicit and share
opinions and ideas across myriad topics have all undergone dramatic change as
a result of interconnected digital media. Indeed, recent evidence indicates that
45% of users in the U.S. say that the Internet played a crucial or important role
in at least one major decision in their lives in the last two years, such as attain-
ing additional career training, helping themselves or someone else with a major
illness or medical condition, or making a major investment or financial deci-
sion [HR06]. The significant role of online social networks in human interactions
motivates our goals of generating a greater understanding of social interactions
in online networks through data analysis, the development of reliable models
that can predict outcomes of social processes, and ultimately the creation of
applications that can shape the outcome of these processes.

This work centers on social processes related to the diffusion of information
and opinions in online social networks. We are interested in questions relating
to how a single news item or idea propagates through a social network. We
also note that such “information campaigns” do not exist in isolation. So while
it is important to understand the dynamics of individual campaigns, we also
study the interplay of the many information diffusion processes that take place
simultaneously in a network and the relative importance of different information
topics or trends over multiple geographical and temporal resolutions.

Diffusion of Information and Opinions. Given the notable outcomes and the
potential applications of information diffusion over online social networks, it is
an important research goal to increase our understanding of information dif-
fusion processes. It is also desirable to understand how these processes can be
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modified to achieve desired objectives. We describe and refine models of infor-
mation diffusion for online social networks based on analysis of real-world data
sets. The scalable, flexible identification of influential users or opinion leaders
for specific topics is crucial to ensuring that information reliably reaches a large
audience, and so we propose to develop algorithms for finding influential users in
this data-driven framework. It is equally important to identify techniques that
can slow or prevent the spread of misinformation, and we create models and
algorithms to address this question. We are also interested in the processes by
which a social group forms opinions about an idea or product. We create models
that accurately capture the opinion formation process in online social networks
and develop scalable algorithms and techniques for external intervention that
can alter those opinions.

Information Trend Analysis. In light of an online environment where there is an
increasing number of sources of information, understanding information trends
is critical. For example, data showing that there is sustained and substantial
interest in a particular political issue locally, but not regionally, nationally, or
internationally, can signal opportunities for political organization around that
topic, political party proclivities in a geographic area, or even where best to
focus fund-raising efforts. The relative trendiness of a message or topic, such as
when interest in it suddenly spikes, can be more important than the overall pop-
ularity of a topic. Finally, underlying trends that illustrate relationships among
entities can be used to highlight information that is otherwise obscure. For ex-
ample, strangers independently confirming the importance of a certain piece of
information (such as a user’s feedback rating on eBay) are better indicators of
its veracity than are a tightly-connected cluster of information sources reporting
the same information in common. Trending tools can thus help to discern these
and other distinctions. We are interested in developing tools to discover many
types of trends at multiple spatio-temporal resolutions.

In the following sections, we detail our research questions, propose solution
techniques, and highlight open problems for further investigation.

2 Information Diffusion

Social networks have already emerged as a significant medium for the widespread
distribution of news and instructions in mass convergence events such as the 2008
U.S. Presidential Election [HP09], the 2009 Presidential election in Iran [Gro09],
and emergencies like the landfall of Hurricanes Ike and Gustav in the fall of
2008 [HP09]. Due to the open nature of social networks, it is not only possible to
spread factual information, but also to create misinformation campaigns that can
discourage or disrupt correct response in these situations. For instance, Twitter
has served as forum for spreading both useful information and false rumors about
the H1N1 pandemic which altered users’ attitudes about the safety and efficacy
of the flu vaccine [Far09].

Given the notable outcomes and the potential applications of information dif-
fusion over online social networks, it is an important research goal to increase
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our understanding of information diffusion processes and to study how these
processes can be modified to achieve desired objectives. We have developed pre-
liminary models of information and opinion diffusion for online social networks.
First, we address the question of how to formalize a loosely specified model of
social diffusion based on data analysis in order to adapt this model to social
interactions in the blogosphere. We then consider the problem of limiting the
reach of an information campaign and highlight preliminary results and proposed
extensions.

2.1 Influence Maximization: The Law of the Few

The identification of influential users or opinion leaders in a social network is
a problem that has received a significant amount of attention in recent research
[KKT03, CYY09, LKG+07, KSNM09, WCSX10]. Informally, we define an infor-
mation campaign as the process by which a news item or idea spreads from the
initiators of the campaign, i.e. the users who first learn the news, throughout
the social network. This initial set of users is denoted by the set A, and the set of
users who eventually receive this news is the influence set of A, denoted IF (A).
In the influence maximization problem, given a model of how information dif-
fuses in a social network, the objective is to select a set of users A of size k who
are to be the initial recipients of the information (through some offline means),
so that the size of IF (A) is maximized [DR01, RD02].

With an efficient, robust solution to this problem, it would be possible to en-
sure the widespread dissemination of important information in a social network.
Early works relied on heuristics such as node degree and distance centrality
[WF94] to select the set A. More recently, several investigators have considered
probabilistic models of information diffusion such as the Independent Cascade
[GLM01] and Linear Threshold [Gra78]. The problem of finding the optimal
initiator set in this model is NP-hard, but there is a polynomial-time greedy al-
gorithm that yields a result that is within 1−1/e of optimal [KKT03]. Work has
been done on improving the performance of greedy algorithms for influence max-
imization [CYY09, LKG+07, KSNM09, WCSX10], but the scalability of these
algorithms, in the context of social networks spanning millions of users, remains
a significant challenge.

We summarize our recent work [BAEA10] on the influential users problem
using a different model of diffusion based on the theories introduced in the
popular book “The Tipping Point” by Malcolm Gladwell [Gla02]. The main idea
of “The Tipping Point” is the crucial roles of three types of “fascinating” people
that the author calls mavens, connectors and salesmen on the effectiveness of
an information campaign. These people are claimed to “play a critical role in
the word-of-mouth epidemics that dictate our tastes, trends and fashions”. We
study those three types of people or actors and a fourth type of interesting actor
that we call a translator.

The first type of actor introduced by Gladwell is the connector. In terms of
a social network graph, we define a connector to be a node that has high de-
gree centrality. The second type of important actor in information propagation
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is the maven. The word “maven” comes from Yiddish and means one who ac-
cumulates knowledge. Gladwell lists three important characteristics for mavens:
1) they seek new knowledge, 2) they share the knowledge they acquire with
others and 3) an individual hearing something from a maven is very likely to
believe the correctness and importance of this piece of information. Translat-
ing those features into graph theory, we define mavens to be nodes that start
a large number of cascades (they are the original source of new information)
and have high influence on their neighbors. The third kind of actor that Glad-
well introduces is the salesman, a person with high charisma who can sell ideas
to almost anyone since he never gives up. We define a salesman to be a node
that has a large number of trials to activate its neighbors for cascades that the
node itself is a part of. We also study another class of actors referred to as
translators. These actors act as bridges or translators among different commu-
nities and therefore have the power of changing the context in which to present
an idea. In order to identify the translators in the blogosphere, first we need
to detect the communities. Different from many community detection research
[Cla05, PSL90, New03, New06, GL08, BGMI05, ZWZ07, Gre07], we define com-
munities based on the existence of flow of influence between nodes rather than
relying solely on the structure of the graph. Using this definition, we detect
overlapping communities using the algorithm presented in [BGMI05] and define
translators as the nodes that belong to the most number of communities.

Weblogs have become a predominant way of sharing data online. The blogo-
sphere has considerable influence on how people make decisions in areas such as
politics or technology [AG05]. We used the August-October 2008 Memetracker
data that contains timestamped phrase and link information for news media
articles and blog posts from different blogs and news websites. The data set
consists of 53,744,349 posts and 2,115,449 sources of information (blogs, news
media and sources that reside outside the blogosphere) and 744,189 cascades.
Using the methods formalized above, we identify the mavens, salesmen, connec-
tors and translators of the blogosphere and study their effect on the success of
cascades. Our initial results are quite promising in that they indicate that al-
gorithms for finding the best method of reaching out to certain actors, rather
than the entire network, can be a good heuristic to impact influence in social
networks. The types of actors identified can also be used to augment the current
models of diffusion to capture real world behavior. As part of future work, we
also plan to augment our analysis on the intermediaries to investigate if there
exists an optimal timing to reach out to a connector, maven, salesman or trans-
lator. Are these actors more useful if they adopt and advocate a cascade early
or later on? We analyzed the blogosphere data to investigate the validity of the
heuristics introduced but the same heuristics can indeed be evaluated on other
social networks. We believe that different social networks provide different types
of interactions, which means that certain actors, while not so significant in some
networks, can be highly influential in others.
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2.2 Limiting Diffusion of Misinformation

While a substantial amount of research has been done in the context of influ-
ence maximization, a problem that has not received much attention is that of
limiting the influence of a malicious or incorrect information campaign. One
strategy to deal with a misinformation campaign is to limit the number of users
who are willing to accept and spread this misinformation. In this section, we
present preliminary work on techniques to limit the number of users who partic-
ipate in an information campaign. We call this problem the influence limitation
problem.

In this context, we consider the social network as an edge-weighted graph.
The nodes represent users of the network and edges represent a relationship
between these users. Edges can be undirected, indicating that the relationship is
symmetric (users are friends with each other), or they can be directed, indicating
one-way communication such as a publisher/subscriber relationship (follower
relationship in Twitter). We use edge weights to quantify the “influence” that
one node has upon another node; the weight of edge ei,j is an indicator of the
likelihood that node j will agree with and pass on information it receives from
node i. Nodes that have adopted the idea or information are called active and
those that have not are inactive.

We consider two different information diffusion models, both similar to the
Independent Cascade Model (ICM). In ICM, the information diffusion pro-
cess takes place in discrete rounds. When node i is first activated in round
r, it tries to activate each inactive neighbor j; it succeeds with probability
p(i, j). Whether or not it succeeds, node i does not try to activate anyone in
subsequent rounds. In order to capture simultaneous spread of two cascades
(the initial misinformation campaign and the limiting campaign), we intro-
duced two extensions to ICM called the Multi-Campaign Independent Cas-
cade Model (MCICM) and Campaign-Oblivious Independent Cascade Model
(COICM) [BAEA11a]. We omit the details of these models due to space limita-
tions but note that they are similar to a number of other models in literature
[BKS07, DGM06, CNWvZ07, KOW08].

Our objective is to minimize the number of people affected by the misinfor-
mation campaign by “vaccinating” users through a limiting campaign. Let the
campaign that is to be minimized be campaign C and the initial set of nodes
activated in campaign C be AC . The limiting campaign is called campaign L
and the initial activation set is AL. For simplicity, we assume that a user can
be active in only one campaign, i.e., once the user has decided on a side, he will
not change his mind. Given a network and a diffusion model, suppose that a
campaign that is spreading bad information is detected r rounds after it began.
Given a budget l, select l individuals for initial activation with the compet-
ing information such that the expected number of nodes eventually activated
in campaign C is minimized. Let IF (AC) denote the influence set of campaign
C without the presence of campaign L, i.e the set of nodes that would accept
campaign C if there were no limiting campaign. We define the function π(AL)
to be the size of the subset of IF (AC) that campaign L prevents from adopting
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campaign C. Then, the influence limitation problem is equivalent to selecting
AL such that the expectation of π(AL) is maximized.

1: Initialize AL to ∅
2: for i = 1 to l do
3: Choose node i that maximizes π(AL∪

{i})− π(AL);
4: Set AL ← AL ∪ {i};

Fig. 1. Greedy algorithm to select the set for
initial activation in the limiting campaign

We now outline a potential so-
lution to a simplified version of
this problem. We assume that
there is only a single source of in-
formation for campaign C, mean-
ing |AC | = 1 and that informa-
tion diffusion follows the Multi-
Campaign Independent Cascade
Model. Finally, we assume that L
is accepted by users with proba-
bility 1 (it may be much easier to
convince a user of the truth than

a falsehood). We refer to this notion as high-effectiveness property. In a re-
cent study [BAEA11a], we have shown that π(AL) is a monotone, sub-modular
function for this setting. We have also proved the same result in the context
of Campaign-Oblivious Independent Cascade Model, even without the high-
effectiveness property. Therefore, for both diffusion models, the greedy algorithm
given in Figure 1 yields an AL for which π(AL) is within 1 − 1/e of optimal
[BAEA11a].

3 Opinion Dynamics

Another process that is of interest in social networks research is the process by
which a group of individuals in a social network form an opinion about a piece
of information or an idea and how interpersonal influence affects the opinion
formation process. This process is known as opinion dynamics. While this process
shares some similarities with the diffusion of an information campaign, it differs
in the main respect that the individual opinions evolve over time, continuously
changing in response to interactions with other individuals and possibly external
inputs.

Research on opinion formation in social groups predates the advent of online
social networks by decades, and several formal mathematical models of the opin-
ion formation process have been proposed [Fre56, DeG74, Leh75, FJ99, HK02].
These early works are based on the assumption that all individuals interact with
all friends simultaneously in a synchronized fashion. In online social networks,
however, individuals are spread out across space and time and they interact with
different communities and friends at different times and with different frequen-
cies. We investigate how these previously proposed models of opinion dynamics
can be augmented to incorporate the asynchronous nature of social interactions
that arise in online social networks.

We first briefly review the general opinion dynamics model. The social net-
work is modeled as a graph G = (V, E) where the vertices represent users or
agents, with |V | = n, and the edges represent relationships between users, with
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|E| = m. The graph may be directed or undirected. A directed graph is used to
model networks where relationships are not symmetric, for example, the follower
relationship in Twitter. An undirected graph models a network with symmetric
relationships such as the friend relationship in Facebook. We say that agent i
is a neighbor of agent j if (i, j) ∈ E. Each individual i has an initial opinion
xi(0). The opinion is assumed to be a real number, for example a numerical
representation of the individual’s support for an issue. The agreement process
takes place in discrete rounds. In each round, each individual updates his opin-
ion based on information exchanged along edges in the network graph, taking a
weighted average of his own opinion and the opinions of his neighbors. Let wij be
the weight that agent i places on the opinion of agent j with the normalization
requirement that

∑n
j=1 wij = 1. In each round, individual i updates his opinion

as follows:
xi(t + 1) = wi1x1(t) + wi2x2(t) + . . . + winxn(t),

where wij > 0 only if (i, j) ∈ E. We note that this formulation admits the
possibility that wij = 0 even if (i, j) ∈ E, meaning i does not place any weight
on the opinion of j even though they are neighbors in the network. The evolution
of all of the opinions, called the opinion profile, is captured by the following
recursion:

x(t + 1) = W (t, x(t))x(t).

x(t) is the n-vector of opinions at round t, and W (t, x(t)) is an n × n matrix
that gives the edge weights, the interpersonal influence, for round t. This general
model allows for the possibility that these edge weights may change over time
and may depend on the current opinion profile.

In the following sections, we restrict our discussion to the classical model of
opinion dynamics that was proposed by De Groot [DeG74] and Lehrer [Leh75],
where the edge weights are assumed to remain constant throughout the opinion
formation process. The process is given by the recursion

x(t + 1) = Wx(t) (1)

where W is an n× n matrix.
Due to the simple form of this model, it is possible to analyze properties of

the opinion formation process and predict the outcome by examining the W
matrix. In particular, it can be shown that (1) Individuals reach agreement if
and only if |λ2(W )| < 1, where λ2(W ) is the second largest eigenvalue of W
by magnitude; (2) If |λ2(W )| < 1 and W is symmetric, the consensus value is
the average of the initial opinions. If W is not symmetric, the consensus value
is a weighted average of the initial opinions; and (3) If agreement will occur,
the number of rounds required for individuals to be within ε of the consensus
value is log ε/ log(λ2(W )). We next describe several extensions to the classical
opinion dynamics that capture the types of social interactions exhibited in online
networks.

It has been observed that users interact frequently with only a small sub-
set of their neighbors and that communication is infrequent along many edges
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[WBS+09]. It is reasonable to expect that the frequency of interaction will have
a large impact on the evolution of opinions in online social networks. To capture
the notion of interaction frequency, we associate a (unique) probability of com-
munication pij with each edge (i, j) ∈ E. The value pij is the probability that
agents’ i and j will communicate in each round. The evolution of the opinion
profile with probabilistic interactions is given by the following recursion,

x(t + 1) =

⎛
⎝I −

∑
(i,j)∈E

δij(t)wijLij

⎞
⎠x(t) (2)

where δij(t) are independent Bernoulli random variables with

δij(t) :=
{

1 with probability pij

0 with probability 1− pij .

This model has been adapted from the model for multi-agent consensus in
stochastic networks [PBE10]. Each Lij is the weighted Laplacian matrix of the
graph Gij = (V, {(i, j)}), the graph that contains the same n vertices as the orig-
inal graph G and the single edge (i, j). When δij = 1, agents i and j exchange
information just as they did in the classical model. When δij = 0, agents i and
j do not communicate.

In our recent work [PB10, PBE10], we have derived a matrix-valued, Lyapunov-
like operator W(·) that describes the evolution of the covariance of the opinion
profile in this stochastic model of opinion dynamics and we have provided anal-
ysis similar to the well-known results for classical opinion dynamics.

4 Information Trend Analysis

Social networks provide a large-scale information infrastructure for people to
discuss and exchange ideas about variety of topics. Detecting trends of such
topics is of significant interest for many reasons. For one, it can be used to detect
emergent behavior in the network, for instance a sudden increase in the number
of people talking about explosives or biological warfare. Information trends can
also be viewed as a reflection of societal concerns or even as a consensus of
collective decision making. Understanding how a community decides that a topic
is trendy can help us better understand how ad-hoc communities are formed and
how decisions are made in such communities. In general, constructing “useful”
trend definitions and providing scalable solutions that detect such trends will
contribute towards a better understanding of human interactions in the context
of social media.

Before we study the problem of finding trendy topics in a social network,
we first need to develop a clear definition of “trendiness”. Assume users of a
network can choose to (or not to) broadcast their opinions about various topics
at any point in time. Assume further that we can abstract away what the topic
is from what a user broadcasts. A simple definition of trendy topics can be the
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frequent items throughout the entire history of user broadcasts. The problem,
defined this way, is simply to find the frequent items in a stream of data, also
referred to as heavy hitters. The frequent elements problem is well studied and
several scalable, online solutions have been proposed [CCFC02, CM05, MAE06,
MM02, DLOM02]. While the heavy hitters view trend definition is compelling
because of the existence of scalable algorithms, this simple definition overlooks
various important aspects such as the spatio-temporal dimensions of human
interaction and the network structure and its effect on the emergence of trends.
In the following, we explore structural trend analysis as an example that depend
on structural connections between the users who are broadcasting. Information
trends at the granularity of spatio-temporal dimensions remains future work.

Assuming that information diffusion on a social network is a substantial part
of the process that creates the information trends, properties that are defined
in the context of the network structure are of significant interest. For example,
consider a group of friends in a large social network like Facebook discussing an
attack. Detecting this new interest of this specific group on “attacks” can be of
great importance. Note that especially for cyber attacks, those people do not
necessarily need to be in the same geographical region, and in some instances,
this geographic information is not even available. In essence, a structural trend
is a topic that is identified as “hot” within structural subgroups of the network.
The challenges are to formally define the notions of a structural subgroup and
to develop techniques to detect structural trends.

Fig. 2. Black nodes represent nodes talking
about topic x, whereas white nodes represent
the nodes that are not

As a starting point, we con-
sider the problem of identifying
the number of connected pairs of
users in a social network that are
discussing a specific topic. We re-
fer to this as detecting correlated
trends. Consider the two graphs in
Figure 2. The black nodes corre-
spond to people that are talking
about a specific topic and white

nodes are people who are not talking about it. Even though both graphs have
the same number of people talking about this topic, in the graph on the right,
the people talking about the issue are a part of a more clustered subgraph, giving
the topic a higher structural significance. The number of pairs of users talking
about the topic in the graph on the left is 0 whereas the pair count is 3 for the
graph on the right. The detection of structural trends is harder to solve than the
traditional definition of trends since in the traditional setting a counter can be
updated on each new data item without dependence on any future or past items.
This is not the case for the correlated trends. Value addition of a tuple 〈ni, Tj〉
to topic Tj , where ni represents a node in the graph and Tj is an arbitrary
topic depends on other tuples involving Tj and neighbors of ni. The detection
of structural trends calls for new, graph-oriented solutions.
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The exact solution for correlated trends that requires keeping track of all topics
for all nodes is not scalable for large networks so we need to explore approxima-
tion algorithms. Here we describe possible solutions: (i) Use the activity level and
degree of a node as a heuristic to limit the number of nodes monitored per topic;
(ii) Only monitor those topics that are frequent in the traditional sense and for
such topics find the order of their importance w.r.t. correlated trendiness; (iii)
As demonstrated by Mislove et al. [MMG+07], there is a small subset of nodes in
social networks without which the network would be a collection of many small
disconnected subgraphs. This property can be exploited to partition the graph
into smaller sub-graphs and apply the counting algorithms in parallel. Query
processing requires periodically merging the counts from multiple sub-partitions
with the counts from highly connected nodes. This approach is highly scalable
in the MapReduce paradigm [DG08].

Another solution we propose to evaluate involves a semi-streaming approxima-
tion algorithm. We essentially reduce the problem of evaluating the importance
of each topic with respect to the correlated trendiness notion to a problem of
counting local triangles in a graph, i.e. counting the number of triangles incident
to every node n ∈ N in the graph. Consider a social network graph G = (N, E),
a set of all topics T and stream of node-topic tuples S, where each tuple is in the
form: 〈ni, Tj〉 s.t. ni ∈ N and Tj ∈ T . Let us create a graph G′ = (N ′, E′) s.t.
N ′ = N ∪ T and E′ = {(u, v)|(u, v) ∈ E ∧ (u, v) ∈ S}. The number of connected
pairs of users in the social network G that are discussing a specific topic Tj is
simply the number of triangles incident to node Tj in G′. Using approximation
algorithms based on the idea of min-wise independent permutations similar to
[BBCG08], we are able to provide a solution using O(|N ′|) space in main mem-
ory and performing O(log|N ′|) sequential passes over E′. Note that the naive
solution would need O(|N | · |T |) space in main memory.

Alternatively, we can define a structural trend be the other extreme, where
we are interested in the number of unrelated people interested in a specific topic
and in trends that results from these unrelated people. We call these uncorrelated
trends. Going back to our example of two graphs in Figure 2, for the graph on the
left this count will be 3, whereas it will be only 1 for the graph on the right. This
definition of trendiness can be used capture the notion of the trustworthiness of
a trend. In this case trendiness of a topic will not be biased by a discussion
amongst a small clustered group. We note that we have only considered two
extremes of structural trends. Identifying alternative definitions of structural
trends that will span the entire spectrum remains future work [BAEA11b].

5 Concluding Remarks

Internet technologies and online social networks are changing the nature of social
interactions and user behaviors. Recent evidence indicates that 45% of users in
the U.S. state that the Internet played a crucial or important role in at least one
major decision in their lives in the last two years, such as attaining additional ca-
reer training, helping themselves or someone else with a major illness or medical
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condition, or making a major investment or financial decision [HR06]. The sig-
nificant role of online social networks in human interactions motivates our goals
of generating a greater understanding of social interactions in online networks
through data analysis, the development of reliable models that can predict out-
comes of social processes, and ultimately the creation of applications that can
shape the outcome of these processes. In this paper, we have presented a pre-
liminary formulation of modeling and analyzing information diffusion, opinion
dynamics, and information trends in online social networks.
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Abstract. Reverse k-Nearest Neighbor (RkNN) Queries have got considerable 
attentions over the recent years. Most state of the art methods use the two-step 
(filter-refinement) RkNN processing. However, for a large k, the amount of 
calculation becomes very heavy, especially in the filter step. This is not 
acceptable for most mobile devices. A new filter strategy called BRC is 
proposed to deal with the filter step for RkNN queries. There are two pruning 
heuristics in BRC. The experiments show that the processing time of BRC is 
still acceptable for most mobile devices when k is large. And we extend the 
BRC to the continuous RkNN queries. 

Keywords: Reverse k-Nearest Neighbor, Continuous Reverse k-Nearest 
Neighbor, Spatial Database. 

1   Introduction 

Reverse k Nearest Neighbor (RkNN) processing has got considerable attentions over 
the recent years. RkNN plays an important role in decision support， resource 
allocation, data mining, profile-based marketing and other important areas. One object 
may request some services from its nearest neighbor. It is important for an object to 
know how many objects it is supposed to serve. The objects which request services 
could be soldiers in a battle field, tourists in dangerous environments, etc. The 
services providing objects could be aid workers, etc.  

Example 1: In a multi-player computer game, players often shoot their nearest 
neighbors. In order to dodge the fires from others, players need RkNN queries.  

Example 2: Many road accidents occur in the city. Aid workers or related law-
enforcement staff should use RkNN queries to handle the accidents in the most 
efficient way. 

Given a multidimensional object set P and a query point q P∉ , a RkNN query 

retrieves all the points p P∈  which have q as one of their k nearest neighbors (we 

assume Euclidean distance). ( )p kNN q∈  does not necessarily imply ( )p RkNN q∈  

and vice versa. Fig.1 shows object set 1 2 3 4 5{ , , , , }P p p p p p=  and the query point q. 
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The red circle is the vicinity circle of q (centered at q with radius equal to the distance 
between q and NN(q)). The black circles are the vicinity circles of p1-p5. Because q 
lies in the vicinity circles of p4 and p5, 4 5( ) { , }RNN q p p= . 

 

Fig. 1. NN and RNN examples 

Early RkNN works fail to solve at least one of the following problems: they (i) do 
not support arbitrary values of k, (ii) cannot deal efficiently with database updates, 
(iii) are applicable only to 2D dataset but not to higher dimensionality and (iv) 
retrieve only approximate results. Tao et al. [1] proposed the TPL method which 
successfully solves these problems. However, when the value of k is large, the amount 
of calculation becomes very heavy. The TPL method is not suitable for mobile 
deceives such as mobile phone. It is necessary to provide a new method to reduce the 
calculation. Motivated by the above reasons, we propose a new solution to RkNN 
queries. Our experiments will show that the proposed method is superior to TPL.Then 
we extend our methodology to continuous reverse k nearest neighbor (C-RkNN) [2] 
queries. 

The rest of the paper is organized as follows. Section 2 surveys related work on 
kNN and RkNN search. Section 3 presents filter step for RkNN with static query 
point. Section 4 discusses filter step for continuous RkNN processing. Section 5 
contains an experimental evaluation that demonstrates the superiority of the proposed 
methods over the previous algorithms. Section 6 concludes the paper. 

2   Related Works 

2000, Korn et al. [3] introduced RNN queries and gave a processing method which 
relied on pre-processing. Yang et al. [4] and Maheshwari et al. [5] respectively 
improved the method in [3]. But the pre-computing is necessary in the above methods 
[3-5]. And their updates can not be performed efficiently, because each insertion or 
deletion may affect the vicinity circles of several objects. Stanoi et al. [6] presented 
the six-regions pruning method. This method does not need any pre-computation. 
This method is only applicable to 2D-space. It was extended to arbitrary values of k 
by Tao et al [1]. Singh et al.[7] used a intuitive idea that the NNs of objects are likely 
to be RNNs. The major shortcoming of the method is that it may incur false misses. 
Tao et al. [1] used the property of perpendicular bisectors to answer RkNN queries, 
called TPL. Wu et al. [8] proposed an algorithm FINCH for RkNN queries in 2D-
space. Instead of using the bisectors to prune the objects, they use a convex polygon 
obtained from the intersection of the bisectors.  
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Benetis et al. [2] presented the first continuous RNN algorithm. Their method is 
based on the extension of literature [6]. In each sub-space, the set of candidates is 
continuously maintained, and each candidate’s kNNs are also continuously 
maintained to do continuous refinement. TPL-pruning and Six-regions pruning can 
also be used in C-RkNN queries [9,10]. 

3   The Filter Step for RkNN Query with Static Query Point 

The queries based on R-tree indexing generally adopt the two-step (filter-refinement) 
processing. The filter step eliminates the false objects to obtain a set of candidate 
results. The refinement step verifies these candidate results to acquire a set of exact 
results. And our work focuses on the filter step. Like other RkNN works, the pruning 
heuristics are used to eliminate the false objects in the filter step. We use two pruning 
heuristics here. We present a method called BRC in the filter step. This method needs 
pre-computing the cover-value [11] for each node when the R-tree is built. The cover-
value of a node is the number of the objects contained in the sub-tree rooted by this 
node. The R-tree is built by inserting the objects one by one. When an object is 
inserted to a leaf, the cover-value of each node on the path from the root to the leaf 
should be increased by one.  

For the R-tree based RkNN queries, traverse the nodes of the R-tree is necessary. 
To increase the speed of a query, reducing the number of the visited nodes and 
lessening the I/O cost are very important. If it can be vindicated by dealing with the 
current node that the sub-tree rooted by the current node does not contain the real 
results, the current node can be pruned and its child nodes should not be visited. The 
following content mainly discusses how the nodes of a R-tree are pruned. In other 
words, how is it vindicated that the objects contained in the nodes of the R-tree can 
not be included in the final results. 

The essence of RkNN queries: a multidimensional object set P  and 
points q P p P∉ ∈、 ， if it exists a set ' 'P P P k⊂ ≥（ ）, for each object 1p P′∈  

exists 1( , ) ( , )dist p p dist q p< . Although these objects are not kNN of p, it is sure that 

q isn’t one of kNN(p). That is, p isn’t one of RkNN(q). 
 

Pruning Heuristic 1 
The motivation of the pruning heuristic 1: If a region R on data space contains n (n>k) 
objects and objects in this region R mutually close (that is, for each object p contained 
in R, it at least exists other k objects contained in R are closer p than q ), there are not 
RkNN(q) contained in R. 
 

Lemma 1: For a node N,if ( ) 1cover N k≥ + and ( , ) ( )mindist N q diag N> , the node 

N can be pruned. Here, ( , )mindist N q is the minimal distance between the MBR of 

the node and q, ( )diag N  is the diagonal of the MBR of the node (see Fig. 2). 
 

Proof. The object p and p′ contained in N, ( , ) ( )dist p p diag N′ ≤  and 

( , ) ( , )mindist N q dist p q≤ . If ( ) ( , )diag N mindist N q< , then ( , ) ( , )dist p p dist p q′ < . 

There exists at least k objects p’ satisfied dist(p’, p )<dist(q , p ) in N，so p is not in 
RkNN(q).                                                                     ■ 



 Efficient Filter Algorithms for Reverse k-Nearest Neighbor Query 21 

 

                                           

N

 

                 Fig. 2. Pruning Heuristic 1                Fig. 3. ( )cover N k> ,the case of N not pruned 

In the following cases, a node N will not be pruned by the pruning heuristic 1. 
 
(a). ( )cover N k≤  

 (b). ( )cover N k>  and q lies on the light region (see Fig.3) where the length of the 

dotted line equals to ( )diag N . 

 
The experiment will show most of objects can be pruned by pruning heuristic 1 and 
the amount of calculation is rather minimal.  

Pruning Heuristic 2 
The motivation of the pruning heuristic 2: If a region R on data space contains n (n>k) 
objects，a object p R∉  satisfies that maxdist(p,R)<mindist(p,q) (i.e. there exists at 

least other k objects contained in R which are closer to p than q), p is not in RkNN(q). 

Lemma 2: For a node N, if ( )cover N k≥ and it is showed the relative position of q 

and N in Fig.4 (q lies on the bottom left corner of green lines), the node N can be 
pruned. 

                                             

             Fig. 4.  Pruning Heuristic 2            Fig. 5.  Using pruning 2 heuristic in 2D-space 

Proof.  The farthest distance between object p existed in shaded area and the node N 
is ( , )dist A p ( the red line in Fig.4). Segments qp and BA intersect in point E. 

Obviously, ( , ) ( , )dist q p dist E p> , ( , ) ( , )dist E p dist A p≥ , then ( , ) ( , )dist q p dist A p> . 

In the meantime, ( , )dist A p is the farthest distance between the node N and p. The 

distance between objects contained in N and p is lesser than ( , )dist q p . Because 
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of ( )cover N k≥ , there exists at least k objects which satisfy ( ', ) ( , )dist p p dist q p< . 

So the nodes or objects existed in the shaded area can’t be contained in RkNN(q).      ■ 
 
Taking 2D-space for instance, to increase the effectivity of the pruning heuristic 2, the 
whole object space is divided as Fig. 5, where q is the center. 

In 2D-space, whole object space is divided in 4 sections. There is a rectangle RN 
for each section and ( )cover RN k= .Then the pruning heuristic 2 is used in every 

sections, each section forms a shaded area. And objects contained in the shaded area 
are not RkNN(q). For increasing the pruning affectivity and forming greater shaded 
area, k nearest objects are selected in each section, and using these k objects form the 
rectangle RN. Because the BRC algorithm uses a priority queue based on the min-
distances, the front k objects belonging to each section are the ones. 

In Fig.5, when the nodes of the R-tree (the green rectangle) entirely belong to one 
section, the pruning heuristic 2 can be used. Through the observation, it is clear that 
when the relative position of a node N and the central point of RN identifies with the 
relative position of RN and q, the nodes or objects can be pruned by the pruning 
heuristic 2. For example, there are 4 relative positions of a node and a point in 2D-
space (the relative positions of 4 rectangles and the red point in Fig.5). 

The partition about multidimensional object space is similar to 2D-space. 
Assuming the dimension is n then the multidimensional object space is divided into 2n 

sections. Similarly, there are 2n relative positions. 

BRC Algorithm 
The BRC algorithm uses a priority queue based on the min-distances to preserve the 
nodes of the R-tree and objects which haven’t been visited for now but will be visited. 
At first, BRC inserts the root of the R-tree into a heap H sorted in ascending order of 
its entries’ minimal distance from q. Then, BRC de-heaps an entry e and visits e. If it 
can not be pruned, its child nodes are inserted into H. The filter step terminates when 
H=∅. Next, it is specifically described how an entry can be pruned. 

The case of ( )cover e k> : First BRC verdicts whether e can be pruned by pruning 

heuristic1. If e can’t be pruned by the pruning heuristic1, and e entirely belongs to one 
section, then the pruning heuristic 2 is used to prune. If e can’t be pruned by the above 
pruning heuristics, then the child nodes are inserted to H. 

The case of ( )cover e k≤ : (1) An entry e entirely belongs to a section and e is an 
object. If this section have not formed the pruning rectangle, then the object is 
inserted to the set of rectangle which is used to form pruning rectangle. If this section 
have formed the pruning rectangle and the pruning heuristic 2 is successful, then the 
object is inserted to the set Strim, else consider whether the maximal distance between 
this object and the pruning rectangle is lesser than the distance between this object 
and q. If the answer is yes, then the object is inserted to the set Strim. Otherwise then 
the object is inserted to the set Sscnd. (2) An entry e entirely belongs to a section and e 
is a node of the R-tree. If this section have formed the pruning rectangle and the 
pruning heuristic 2 is successful, then the node is inserted to the set Strim. (3) If an 
entry e does not entirely belong to one section and e is an object, then the object is 
inserted to the set Sscnd. (4) Otherwise, the child nodes are inserted to H. 
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BRC algorithm: 

1  initialize H=∅; 
2  insert the root of the R-tree to H; 
3  bool  flag[2dim]; // Whether pruning rectangles have 

formed for every sections 
4  pointSet  site[2dim]; //The pruning rects for every 

sections 
5  WHILE  H≠∅ DO 
6    e<-the first entry of H 
7    IF cover(e)>k 
8    THEN 
9      (IF trim1(e) THEN(Strim.insert(e). continue.) 
10     site=judge_Mbr_Point(e.MBR,_q,dim). 
11     IF site!=-1 THEN  
12              (IF trim2(e) 
13               THEN (Strim.insert(e). 
14                     continue.))) 
15   ELSE 
16     site=judge_Mbr_Point(e.MBR,_q,dim).  
17     IF(site!=-1) 
18     THEN  
19      (IF e is an object 
20      THEN (IF !flag[site-1]  
21            THEN(insert it to current pruning rect.  
22                  continue.)  
23            ELSE( IF trim2(e) 
24                  THEN(Strim->insert(e). 
25                        continue.) 
26                  ELSE( IF trim3(e)  
27                        THEN(Strim.insert. 
28                              continue.) 
29                        ELSE 
30                           Sscnd.insert(e).))) 
31       ELSE (IF flag[site-1] AND trim2(e) 
32             THEN(Strim.insert(e).continue.))) 
33     ELSE(IF e is objects THEN 
34                    (Sscnd.insert(e).continue.)) 
35   insert its child nodes to H.  

 

At the last, we will briefly discuss the refinement step of RkNN processing. The 
output of the filter step is used as the input of the refinement step. There are usually 
two processing methods for the refinement step of RkNN: one is using kNN queries. 
kNN queries are performed for each object. If the distance between a candidate object 
and the k-nearest neighbor is not lesser than the distance between the candidate object 
and q, then this candidate object is a result. The other one uses ( , )range k q p− . If the 

result is true, then this candidate object is a result. But the two methods all need to 
traverse R-tree again. So we employ the refinement method of the TPL. After the 
filter step, we have a set Sscnd of candidate objects and a set of nodes and objects 
pruned. In the refinement step, Sscnd and Strim can be used as input. These candidate 
objects are vindicated by using the nodes of the R-tree and objects pruned. So it 
prevents revisiting the same nodes from happening. 
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4   The Filter Step for Continuous RkNN Processing 

The continuous query point is represented by a segment which begins at qA ends at qB. 
Given a segment qAqB, a C-RkNN query aims at reporting the RkNNs for every point 
on the segment. The goal is to find a set of split points that partition qAqB into disjoint 
sub-segments, such that all points in the same sub-segment have identical RkNNs.  

As with RkNN queries, C-RkNN queries also have a filter and a refinement step for 
retrieving and verifying candidates, respectively. However, unlike conventional 
RkNN search, C-RkNN includes a third step(the splitting step) for obtaining the split 
points.  

Since C-BRC is similar to BRC, our discussion focuses on clarifying the 
differences between the two algorithms. 
 
C-RkNN Pruning Heuristic 1 
 
Lemma 3: For a node N, if ( ) 1cover N k≥ +  and ( , ) ( )A Bmindist N q q diag N> ,the 

node N can be pruned. Here, ( , )A Bmindist N q q is the minimal distance between the 

MBR of the node and qAqB , ( )diag N  is the diagonal of the MBR of the node (see 

Fig. 6). 
 
Proof. Given objects p and p′  contained in N and a point 

A Bq q q∈ , 

( , ) ( )dist p p diag N′ ≤  and ( , ) ( , ) ( , )A Bmindist N q q mindist N q dist p q≤ ≤ . If 

( ) ( , )A Bdiag N mindist N q q< , then ( , ) ( , )dist p p dist p q′ < . That is, it exists at least k 

objects satisfied ( , ') ( , )dist p p dist p q<  in N，so p isn’t one of RkNN(qAqB).             ■ 

                               

        Fig. 6. Pruning Heuristic 1 for CRkNN          Fig. 7. Pruning Heuristic 2 for C-RkNN 

C-RkNN Pruning Heuristic 2 
 
Lemma 4: For a node N,if ( )cover N k≥ and it is showed the relative position of 

qAqB and N in Fig.7 (qAqB lies on the bottom left corner of green lines ), the node can 
be pruned. 
 

Proof.  The farthest distance between object p existed in shaded area and the node N 
is ( , )dist A p ( the red line in Fig.7) and the point 

A Bq q q∈ . Segments qp and BA 
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intersect in a point E. Obviously, ( , ) ( , ) ( , )A Bmindist q q p dist q p dist E p≥ > , 

( , ) ( , )dist E p dist A p≥ , then ( , ) ( , )A Bmindist q q p dist A p> . In the meantime, 

( , )dist A p  is the farthest distance between the node N and p. The distance between 

objects contained in N and p is lesser than ( , )dist q p .Because of ( )cover N k≥ , it 

exists at least k objects which satisfy ( ', ) ( , )A Bdist p p mindist q q p< . So the nodes 

or objects existed in shaded area can’t contain RkNN(qAqB).                                        ■ 
 
For increasing the effectivity of the C-RkNN pruning heuristic 2, the whole object 
space is divided like RkNN with the static query point. The point q is replaced by the 
rectangle whose diagonal is qAqB. Fig .8 takes the 2D-space for instance. Similarly, 
the 4 green rectangles are formed in the same way and objects contained in the shaded 
area are not RkNN(qAqB). So when the nodes of the R-tree entirely belong to a shaded 
area, the pruning heuristic 2 can be used. Similarly, when the relative position of a 
node N and the central point of RN identifies with the relative position of RN and 
qAqB, the nodes or objects can be pruned by the pruning heuristic 2. The relative 
position of a rectangle R and a segment qAqB is defined as the relative position of R 
and qA/qB, when the relative position of R and qA identifies with the relative position 
of R and qB. There are 4 relative positions with a rectangle and a segment in 2D-
space. The partition about multidimensional object space is similar to 2D-space.  

 

Fig. 8. Using pruning heuristic 2 in 2D-space for C-RkNN 

C-BRC Algorithm  
The C-BRC algorithm for filter step is similar to BRC. In this paper, we employ the 
refinement and the splitting step of TPL. The criterion of the refinement step is that a 
object p is a final result if and only if no other objects exists in the circle centered at p 
with a radius mindist(qAqB, p). In the splitting step, every candidate obtains the true 
NN-dist regarding to the entire dataset. The split points on qAqB are the intersections 
between the circle of every candidate and qAqB. 

5   Experimental Evaluation 

RkNN with Static Query Point 
In this section we study the performance of our proposed algorithm, namely the BRC 
algorithm for RkNN queries with static query point. We compare its performance 
with the TPL algorithm, which is the state-of-the-art RkNN algorithm. Experiments 
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are run on a Windows XP desktop machine with a Core 2 Duo 2.8GHZ CPU and 1G 
memory. We deploy four real datasets (LB,hypsogr,wave and color) whose statistics 
are summarized in Table 1. We also employ SpatialDataGenerator to create synthetic 
data following the uniform and Zipf distributions. The random coordinates of each 
point in a uniform dataset are specified in [0,10000], the coordinates of each point in a 
Zipf dataset follow Zipf distribution (with a skew coefficient 0.8). Each point’s 
coordinates in the above datasets on each dimension are mutually independent. Each 
dataset is indexed by an R*-tree, and the size of a node is fixed to 1k bytes. 

Table 1. Statistics of the real datasets used 

 LB hypsogr wave color 
Dimensionality 2 2 3 4 

Cardinality 53145 76999 65536 65536 

The experiments focus on investigating the influence of these factors: data 
distribution, dataset cardinality, dimensionality, value of k. For one and the same 
query, we will execute 400 queries (the query points for the 400 queries belong to the 
object space), all of the reported value in the following diagrams each reported value 
is the average of all the 400 queries. 

   

  

Fig. 9. Time taken by BRC and TPL while different values of k 

Fig.9 shows the query time (in seconds) of the BRC and TPL when k takes different 
values with the real datasets. The query time is divided in two components (the filter 
step and the refinement step). The numbers in Fig.9 indicate the percentages of objects 
pruned by the pruning heuristic 1 in the total dataset cardinality. It is showed that BRC 
costs lesser than TPL for all datasets when k takes larger value. And the pruning 
heuristic 1 of BRC is independent of k, so the time taken by the filter step of BRC varies 
within a small range. The percentages in Fig. 9 confirm that most of objects can be 
pruned by the pruning heuristic 1. Besides the amount of calculation of the pruning 
heuristic 1 is very small. These two causes lead to the lesser query time taken by BRC. 
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Fig. 10. k=8, time taken by 2D、3D Uniform and Zipf datasets 

Next, the experiments inspect the impact of the dimensionality. Here, the value of k 
takes 8, the 2D and 3D datasets (Uniform and Zipf) contain 10000 objects. Fig. 10 
shows that he performance of BRC and TPL degrades with the dimensionality 
growing, because the R*-tree become less efficient with the dimensionality growing. 
Moreover, the percentages in Fig.10 show that the pruning heuristic 1 of BRC is more 
efficient on Zipf datasets than Uniform datasets. 

 

Fig. 11. Time taken by different size of Uniform and Zipf datasets 

To study the effect of the dataset cardinality, we use the same data distribution, 
same dimensionality and different cardinalities datasets. In these experiments, k takes 
8, the cardinalities of 2D datasets (Uniform and Zipf) range from 10000 to 40000. 
Fig.11 shows the query time increases with the cardinalities growing, because the 
height of the R*-tree increases with the cardinalities growing. 

 
RkNN with Moving Query Point 
Above having demonstrated the efficiency of BRC for RkNN queries with static 
query point, we proceed to evaluate C-BRC for C-RkNN. We compare C-BRC with 
C-TPL. In addition to the above factors, the query performance is also affected by the 
length l of the query segment qAqB. 

Fig.12 shows the query time of the C-BRC and C-TPL when k takes different 
values with the real datasets (here l=100). Its comparison with C-TPL is similar to 
that between BRC and TPL in Fig. 9. 
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Fig. 12. Time taken by C-BRC and C-TPL while different values of k 

Next, similar studies about the effects of dimensionality and cardinality on the 
performance of C-BRC are illustrated in Fig.13 and Fig.14 (here, k=8 and l=100) . 

 

Fig. 13. k=8, time taken by 2D、3D Uniform and Zipf datasets for C-RkNN 

 

Fig. 14. Time taken by different size of Uniform and Zipf datasets for C-RkNN 

Finally, Fig. 15 examines the performance of C-BRC and C-TPL by varying l from 
10 to 200. And we can see that C-BRC still outperforms C-TPL significantly. 
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Fig. 15. Time taken by C-BRC and C-TPL while different values of l 

6   Conclusion 

This paper proposes a new filter processing for RkNN with static query point and 
continuous RkNN. There are two pruning heuristics proposed for the filter step. The 
amount of calculation of the two pruning heuristics is lesser. The processing speed of 
BRC is also acceptable when the value of k is great. And we extend the BRC method 
to answer the continuous RkNN queries. Future work will be focused on the 
continuous RkNN for moving objects trajectories. 
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Abstract. Keyword queries over databases are often dirty with some ir-
relevant or incorrect words, which has a negative impact on the efficiency
and accuracy of keyword query processing. In addition, the keywords in
a given query often form natural segments. For example, the query “Tom
Hanks Green Mile” can be considered as consisting of two segments, “Tom
Hanks” and “GreenMile”.The goal of keyword query cleaning is to identify
the optimal segmentation of the query, with semantic linkage and spelling
corrections also considered.Query cleaningnot only helps obtainingqueries
of higher quality, but also improves the efficiency of query processing by re-
ducing the search space. The seminal work along this direction by Pu and
Yu does not consider the role of query logs in performing query cleaning.
Query logs contain user-issued queries together with the segmentations
chosen by the user, and thus convey important information that reflects
user preferences. In this paper, we explore the use of query logs to improve
the quality of keyword query cleaning. We propose two methods to adapt
the scoring functions of segmentations to account for information gathered
from the logs. The effectiveness of our approach are verified with extensive
experiments conducted on real data sets.

Keywords: query cleaning, keyword search, query log.

1 Introduction

Popularized by Web search engines, keyword search has become the de-facto
standard way for people to access unstructured information. In recent years, a
great deal of research has been conducted in the database community to also
support keyword search as a way for users to access structured data reposito-
ries such as XML documents and relational databases. Enabling users to access
databases using simple keywords can relieve them from the trouble of master-
ing a structured query language and understanding complex and possibly fast
evolving database schemas. However, for structured databases, such as relational
databases, it is a very challenging task to develop high performance and robust
keyword search algorithms. One such challenge is that for structured data, the
expected query result is no longer a list of relevant documents and the corre-
sponding search space is no longer a collection of documents as in unstructured
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information retrieval. Rather, the expected result is usually a joined network of
tuples [3,4] or a database view [7]; the search space is also increased dramatically
as it is necessary to assemble keyword-matching tuples from different tables into
the final results. In general, the search space is exponential in the number of
keywords in the query.

Besides the exponential explosion of the search space, the dirtiness of keyword
queries also influence the accuracy and effectiveness of keyword search, making
keyword search over the structured database more difficult. Keywords query is
called dirty when it contains words which are not intended as part of query or
dirty words. The so-called dirty words refer to words with spelling errors or those
that do not appear in the database but are semantically equivalent to some words
in the database. In addition, the keywords in a given query are not isolated and
may have connection with each other, which means that nearby query words
may be grouped into segments that could match some tuples in the database.
For example, the query “Tom Hanks Green Mile” over a movie database may
be considered as consisting of two segments, “Tom Hanks” and “Green Mile”.
Performing query segmentation before conduting keyword processing can often
reduce the number of logical units to be considered during the search and thus
significantly reduce the search space.

Motivated by the above observations, Pu and Yu [8] introduce a pre-processing
phase to keyword query processing, called keyword query cleaning, which in-
volves two main tasks: keyword rewriting and query segmentation. Keyword
rewriting rewrites the keywords in the query to compensate for spelling errors,
synonyms of text words in the database, while query segmentation is mainly
responsible for grouping nearby keywords in the query into logical segments.

In this paper, we propose two approaches to enhance the original scoring
function. Both approaches make use of the information embedded in the query
log to extend the original scoring function. The first enhanced approach combines
the segment score on the database with the segment score on the query log
by normalization and weighting, while the second approach boosts the segment
score using a predefined boost function. The extensive experiments we conducted
prove the effectiveness of our two approaches.

The rest of the paper is organized as follows. Section 2 introduces related work.
Section 3 defines some related basic concepts. Section 4 presents two enhanced
scoring functions based on query logs. Section 5 reports the experimental results.
Section 6 concludes the paper.

2 Related Work

Keyword search over the structured database has been studied extensively in
recent years. Early works [1,3,4] in this area mainly focus on finding the best
join networks to assemble matching tuples from different tables in the database.
The optimal join network problem, or alternatively, the Steiner tree problem,
has been proved to be NP-complete with respect to the number of relevant ta-
bles. Therefore, some heuristic algorithms for finding the top-k candidate join
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networks have been proposed [4]. Some recent works mainly focus on more rea-
sonable ranking functions to improve the effectiveness of keyword search [5,6]. [3]
first introduce the classical information retrieval (IR) technology to the ranking
function, which has been shown to be very helpful. [5] makes further improve-
ment based on the previous work by introducing the size normalization factor.
In addition to works on keyword search over traditional relational databases,
there are many existing works on other types of structured data. [15] discusses
the problem of performing keyword search on relational data streams. [7] ad-
dresses the issue of keyword search on relational databases with star-schemas
commonly found in OLAP applications, where the focus is finding the relevant
data subspaces rather than joining networks. [16] introduces keyword search over
the spatial database. Keyword search over XML data has also attracted a great
deal of attention [12,14]. [10,11,13] address the issue of top-k database selection
across multiple databases.

Tan and Peng [9] have addressed the issue of query cleaning in the Web con-
text. However, approaches proposed there cannot be easily applied to query
cleaning in the context of relational databases because of the different charac-
teristics of structured data and unstructured data. Pu and Yu [8] first introduce
the problem of keyword query cleaning over the databases. It is shown that the
added query cleaning phase not only improves the quality of the search result but
also significantly reduces the search space for the subsequent search algorithm.
However, the scoring function in [8] does not consider user preferences. Such
preferences can be mined from query logs, which contain past queries issued by
the user as well as the correct results chosen. In this paper, we enhance the work
by Pu and Yu by designing scoring functions used in query cleaning that could
make use of query logs to adapt to user preferences.

3 Preliminaries

We first introduce some basic concepts involved in query cleaning. We define
tokens as strings that are considered as indivisible units, and terms as sequences
of tokens. Let D be a database (relational or XML). A database token is a token
which appears in somewhere in the database at least once, and the set of all
database tokens of D is denoted by tokenD. Similarly, a database term is a term
which appears in the database at least once, and the set of all database terms
of D is denoted by termD.

Let L be a query log. We assume that an entry in the query log L has at
least the following four fields: user ID, the query posed by user, the cleaned
query selected by user, and the timestamp that queries are posed. A log token
is a token which appears in the cleaned query field at least once, and the set of
all log tokens of L is denoted by tokenL. Similarly, a log term is a term which
appears in cleaned query field at least once, and the set of all log terms of L is
denoted by termL.

Segment and Segmentation are two key concepts we often refer to in our pa-
per. A segment is defined as a sequence of tokens in the query. A segment S is
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considered valid if this sequence appears in the database at least once, that is,
S ∈ termD. A segmentation is defined as a sequence of non-overlapping segments
that completely cover all tokens in the query. A segmentation S with respect to
a query is valid if and only if each segment of S is valid. Note that a query may
potentially have many valid segmentations. For example, the query “XML docu-
ment structure” can have four valid segmentations: (XML, document, structure),
(XML document, structure), (XML, document structure), and (XML document
structure). For a given query, the objective is to find the optimal segmentation
with respect to a certain scoring function. The main focus of our work is to
identify the scoring functions that take into consideration user preferences.

4 Adapting to User Preferences

Keyword queries can have many different valid segmentations. It is therefore
necessary to rank those segmentations according to some criteria. Ideally, such
criteria should take user preferences into account, as even for the same query,
different users may prefer different segmentations based on their information
need.

4.1 The Original Approach

The scoring function for a single segment S in [8] is defined as follows:

scoreDB(S) = scoreIR(TS) · normalize(δQ(S), δexp(S)) · boost(|TS |) (1)

where scoreIR(TS) = max{tfidf(TS, T ) : T ∈ termD}.
In Equation (1), δQ(S) is the maximum distances (in the original query)

between each adjacent pair of tokens in the segment. δexp(S) is the total ex-
pansion distance (i.e., the sum of distances between the original tokens and the
“corrected” tokens). scoreIR(S) is the information retrieval score of the segment
induced terms. normalize is an anti-monotonic normalization function and boost
is a monotonic function with a lower bound no less than 1.

The rationale behind this scoring function is as follows [8]:

1. We prefer that tokens adjacent to each other in the user-supplied query are
grouped into a single segment.

2. We prefer to minimize the changes made to the original query tokens.
3. We prefer longer segments.

In order to adapt to user preference, this scoring function has to be enhanced.
The basic idea is to make use of information contained in query logs that record
past user behaviour. In what follows, two enhanced approaches are proposed to
improve the cleaning quality on basis of the original scoring function by making
use of the query logs.
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4.2 The First Enhanced Approach: Normalization and Weighting

In the first approach we propose, two additional terms based on the log infor-
mation are added to the original scoring function. The first term added to the
scoring functions is as follows:

scoreLog1(S) = scoreIR2(TS) · normalize(δQ(S), δexp(S)) · boost(|TS |) (2)

where scoreIR2(TS) = max{tfidf(TS) : T ∈ termL}
Where termL is the terms in the cleaned query field of the query log. This
formula is similar to Equation (1) , but it uses log information instead of the
database in computing the scores. It also shares a similar rationale. That is, we
favour the segment which is similar to the terms appearing in the log.

We further use the rank of a segment to measure the user preference of dif-
ferent segments. This rank refers to the rank of the access frequency of its cor-
responding query terms in the query log, and can be obtained as follows. The
query terms are sorted based on their frequency. Similar frequencies, where the
frequency difference between the corresponding terms is below the predefined
threshold, are treated as having the same rank. It is believed that segments with
higher ranks are often preferred by users because they are chosen more often by
users. Therefore, we consider the score of a segment to be inversely proportional
to its rank. Hence, the second term added to the ranking function is as follows:

scoreLog2(S) =
1

1 + log(r)
(3)

Here r is the rank of a segment. Note that the logarithm of the rank is used here
instead of the original rank value in order to dampen the effect of the rank.

Before combining the two terms mention above with the original scoring func-
tion, normalization is necessary because of their different scales. We need to nor-
malize all three terms into the unit interval [0, 1]. We use a sigmoid function to
achieve this effect, which takes the form of:

sigmoid(x) =
1

1 + e−Δx

where the weight parameter Δ controls the linearity of the curve.
The sigmoid function can be made more linear by scaling the parameter Δ. For

example, the sigmoid function is nearly same as the linear function y = kx+0.5
within range [−6, 6] when Δ = 0.1. The sigmoid function can also be made linear
in a larger range by adjusting the Δ value. The range of the original sigmoid
function in the interval [0, +∞] is [0.5, 1]. Here we scale its range to interval [0, 1]
with the transformation 2 · (sigmoid(x) − 0.5)). So the normalization function
used here is as follows:

NRM(x) = 2 · (sigmoid(x)− 0.5) (4)

The above function can be made approximately linear within a larger range
by setting a reasonable Δ value. In such cases, the NRM function has the prop-
erty of preserving the original order of different segmentations (as dictated by
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Equation (1)). The following example illustrates this property. Consider two
possible segmentation of a given query Q, S1 = (S1, S2, S3) ,S2 = (S4, S5). The
relationship between their scores is score(S1) ≥ score(S2) according to Equa-
tion (1). After normalizing the score of every segment, the relationship between
their scores remains same, that is, NRM(score(S1)) ≥ NRM(score(S2)).

We favour the segment which is similar to the segment in the query log and
also have a high rank. Thus, three terms can be combined after normalization
as follows:

scoreFinal(S) = λ ·NRM(scoreDB(S)) + (1− λ) · (scoreLog(S)) (5)

scoreLog(S) =
NRM(scoreLog1(S)) + scoreLog2(S)

2
(6)

where λ is the proportion of the score from Equation (1) in the final score. Note
that Equation (3) does not require normalization because its range is in [0, 1].

There is a relative importance between the segment similarity and segment
rank,which means which factor of two is more important. Here we use the average
value of the Equation (2) and (3) as the final segment score based on the query
log, which means that each part contributes half of their score to the final log
score and have the same weight. Of course, other weighting schemes may also
be feasible. Note that this enhanced score function is the same as the original
scoring function when λ = 1.

Let’s take a simple example to illustrate the above equation. Suppose that a
query Q = t1t2t3 needs to be segmented, where t1t2 and t2t3 can be grouped into
a valid segment, thus generating two possible segmentations S1 = (t1t2, t3), S2 =
(t1, t2t3). Suppose that t2t3 are used in the query log while t1t2 are not. So the
segmentation S2 may be the segmentation that the user wanted. Without taking
the query log into account, that is , only following the original approach, the rela-
tionship between two segmentations S1, S2 is that scoreDB(S1) ≥ scoreDB(S2).
When the query log is taken into account, the relationship between two segmen-
tations S1, S2 may be reversed, that is ,scorefinal(S1) < scorefinal(S2) , because
scoreLog(S1) < scoreLog(S2). By combining the score based on query log, the
segmentation is adapt to user preference.

4.3 Second Enhanced Approach: Boosting the Original Score

The second enhanced approach is to boost the original segment score when the
segment is found in the query log. The following is the enhanced scoring function:

scoreFinal(S) = scoreDB(S) ∗ boostlog(S) (7)

where the boostlog(S) is a boost function for segment S.
The rationale behind Equation (7) is that the original score of a segment

should be boosted if a segment appears in the query log, and its score should
not change from the original score if it does not exist in the query log. By
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boosting the score, segments appearing more frequently in the query log are
more preferred.

There may be many boosting functions to adopt. The boosting function we
adopt here is as follows:

boostlog(S) = e
log(count(S))

log(maxCount)

where count(S) is the times that segment S appears in the query log and
maxCount is the maximum count for all segments appearing in the query log.
The logarithm of count are used to dampen the effect of counts. Here we boost
the score of a segment based on the count of the segment relative to the most
popular segment. That is, the more popular a segment is, the more its score
should be boosted.

5 Experiments

5.1 Query Log Generation

Due to the lack of real query log data, we generate synthetic query logs instead.
Here zipf distribution is used to generate the query logs needed. Zipf distribution
is one of the important laws in bibliometrics. It is first applied to the statistics
of natural language. It shows that only few words in English are frequently used
while most of the others are not used so often. The relationship between the
frequency of the word and its rank in the frequency table can be expressed in
the form of mathematical expression as follows:

Pr =
C

rα
(8)

where C,α are constant for specific application.
It has been shown that many other languages not just English posses this

characteristic. The same relationship occurs in many other rankings, unrelated to
language, such as the population ranks of cities in various countries, corporation
sizes, income rankings, etc. Similarly, the only few terms are often used and most
of others are not used so often. Here we assume that the relationship between
the frequency of the query term and its rank in the frequency table also conforms
to Zipf distribution. Consequently, it is reasonable to simulate user behaviours
using Zipf distribution.

In our experiments, we sample 1000 items from the data set (described below),
treating them as the items of the database frequently accessed by users, and
then generate a synthetic query log with 10,000 query records following Zipf
distribution.

5.2 Experimental Setting and Evaluation

Our experiments are mainly conducted on two real datasets, the IMDB dataset
and the DBLP dataset. We process the two dataset in the exactly same way as
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what is done in [6,8]. The IMDB data contains information on movies, actors,
directors, and so on, with 9, 839, 026 tuples. The raw text files in the IMDB
dataset were converted to relational data as described in [6], and then its text
attributes are indexed.The XML file in the DBLP dataset is parsed and also
converted to the relational data in the way described in [6]. The obtained DBLP
data with 881, 867 tuples contains information on publications, authors, titles,
and publishers, and then its selected text attributes are extracted and indexed.

Our implementation was done purely in Java. The full-text index on the text
attributes in the datasets are built using Apache Lucene, an open-source full-
text search engine . For each data set, two kinds of indexes were built. The first
one is term index, which treats each term as unit for indexing, while the second
one is token index, which are obtained by tokenize the terms using whitespace
as delimiters.

All experiments are conducted on a Lenovo Desktop running Ubuntu 10.04
operating system, with a 2.33GHz Intel Dual Core processor, 2GB of memory,
and 250GB of hard drive.

In order to systematically evaluate the performance of our approaches and
eliminate the effect of the subjectivity to our experimental evaluation as possible
as we can, test queries need to be generated randomly. The test queries are
generated in the same way as what is done in [8,17]. Specifically, for each query
to be generated, d terms are sampled from the data set, and for each sampled
term, only c contiguous tokens are kept. Spelling errors are introduced to each
character in the sampled token with some probability. The terms taken from the
d different terms are concatenated to form the query.

The segmentation accuracy is introduced here to evaluate the performance
on our approaches. For a given query, Ŝ denote the sets of segments generated
from the query cleaning algorithm, and S denote the true sets of segments. The
segmentation accuracy is defined as follows:

Accuarcy =
|S ∩ Ŝ|
|S|

5.3 Experiments on the First Enhanced Approach

Figure 1(a) and Figure 1(b) demonstrate the effect of parameter λ on the segment
accuracy on IMDB and DBLP respectively. Here the experiments are carried out
on three different classes of queries, which are short queries, medium queries and
long queries respectively. They are generated in the way described in [8]. The
short queries are generated with d = 2 and c = 3, with 6 tokens at most. Medium
queries are generated with d = 5 and c = 3, which have 15 or a bit less tokens.
Long queries are generated with d = 10 and c = 3,with about 30 tokens. In
Figure 1(a), it was shown that the segmentation accuracy on arbitrary length
queries on IMDB is higher than 80% ,while in Figure 1(b) the segmentation
accuracy on arbitrary length queries on DBLP is above 70% in most cases.

Query ambiguity is the main reason for causing segmentation errors. When
a token in the query can form the valid terms with both the preceding tokens
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(a) IMDB data set (b) DBLP data set

Fig. 1. The effect of λ on segmentation accuracy on First Enhanced Approach

(a) IMDB data set (b) DBLP data set

Fig. 2. The effect of λ on segmentation accuracy on First Enhanced Approach at
different ambiguity levels

and the following tokens, the query is ambiguous. This situation between two
corresponding terms is called an ambiguous connection [17]. The number of am-
biguous connections present in a query is used to measure the ambiguity level
of a query. We conduct extensive experiments to evaluate how our enhanced ap-
proaches perform at different levels of ambiguity present in the queries, compared
with the Original Approach.

In our experiment,we generate 1000 medium-sized queries with different am-
biguity levels on IMDB and DBLP respectively to evaluate the performance of
our approaches under different ambiguity levels. The effect of λ on the segmen-
tation accuracy under different ambiguity levels on IMDB and DBLP are shown
in Figure 2(a) and Figure 2(b) respectively. Here we conduct these experiments
using medium-sized queries with different ambiguity levels.

Note that the segment accuracy on λ = 1 is equal to the segment accuracy of
the Original Approach. From Figure 2(a) and Figure 2(b),we observe that the
segmentation accuracy on λ = 0.4, 0.6, 0.8 is higher than that on λ = 1, which
proves that the quality of query cleaning is improved by our first enhanced
approach. For IMDB dataset, λ = 0.4 is optimal for all ambiguity levels. For
DBLP dataset, choosing λ = 0.4 is more reasonable for applications because it
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(a) IMDB data set (b) DBLP data set

Fig. 3. The Comparison between Original Approach and Second Enhanced Approach

(a) IMDB data set (b) DBLP data set

Fig. 4. The Comparison between First Enhanced Approach and Second Enhanced
Approach

is optimal for level1 and level2 and there usually not exists so many ambiguities
in one query.

5.4 Experiments on the Second Enhanced Approach

Similar experiments are conducted on the Original Approach and Second En-
hanced Approach to compare their performance. The segmentation accuracy at
different ambiguity levels on the Original Approach and Second Approach on
IMDB and DBLP is shown at Figure 3(a) and Figure 3(b) respectively. The ex-
perimental results show that the segmentation accuracy gets improved to some
extent in the second enhanced approach.

5.5 Comparison between Two Enhanced Approaches

Two approaches are proposed in this paper to enhance the scoring function for
improving the cleaning quality. We conduct some experiments on First Enhanced
Approach and Second Enhanced Approach to compare their performance. Figure
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4(a) and Figure 4(b) show the segmentation accuracy at different ambiguity lev-
els on the First Enhanced Approach and Second Enhanced Approach on IMDB
and DBLP respectively, where in the Second Enhanced Approach the parameter
λ = 0.4. It is shown that the First Enhanced Approach performs better than
Second Enhanced Approach in most cases when there exists query ambiguities.

6 Conclusion

Keyword cleaning can significantly reduce the search space of keyword search
over relational database and improve the efficiency of subsequent keyword search.
In this paper, two enhanced approaches are proposed to utilize query logs to
adapt to user preferences and improve answer quality. The effectiveness of both
approaches have been verified by extensive experiments we conducted.
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Abstract. As integration systems of data sources in the same domain become 
more and more, another application comes up with the tide of them. Because of 
correlation of pairs of domains, when we do some queries involving multiple 
domains, such as “find a post named software development engineer on job 
web and look for apartments for rental around the company having been 
chosen”, we note that general-purpose search engines and general integration 
frameworks fail to answer cross-domain queries. This paper presents SCDQ, an 
approach providing fully automated support for cross-domain queries. More 
specifically, for SCDQ, (i) find which domains are correlated based on data 
sources having been clustered according to domain. (ii) Recommend different 
cross-domain paths to meet user’s all possible intentions when query arrives. 

Keywords: cross-domain, top-k, Deep Web. 

1   Introduction and Motivation 

An increasing number of search engines and query interfaces characterize current 
evolution of the Web, ranging from generic search engines to domain-specific query 
interfaces. Meanwhile, integration technology is evolving so as to enable it possible to 
extract content from data-intensive Web sites and visit them as Web Services. 

While an increasing amount of data integration systems in a specific domain 
become available, they still work in isolation; inability to support complex queries 
ranging over multiple domains is their intrinsic faults. Answering the query reported 
in our abstract requires combining different domains, for instance, finding an IT 
training institution and try to buy some books for this training which involves job 
hunting services and online bookstore services. However, how to identify which pair 
of domains is correlated in order to pass on the query from the former domain to the 
latter domain and how to recommend top-k query paths to infer the user all possible 
intentions are both difficult tasks. In order to solve these problems, this paper 
describes a novel method of Self-adaptive Cross-Domain Query on deep web (SCDQ) 
which supports queries over multiple domains assuming that all data sources have 
been clustered according to domain and each cluster owns a global interface 
corresponding with a domain. 
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To discover the correlation between a pair of domains, existing researches mostly 
resolve it according to experience. Take a specific example: we usually notice that 
flight, hotel and car rental ranging over three domains appear in the same web 
services. Though they are integrated in the same service, the queries over them are not 
connected, which means if we want to do some queries over them, we have to give 
query conditions in three interfaces respectively. In our method, firstly, we analyze 
attribute names of query interfaces which reflect their functional information in 
algorithm 1(ANS). Secondly, data sources’ contents behind query interfaces provide 
us with another way to dig out the correlation between domains in algorithm 2(CCD). 
Finally, we build a DCM (domain correlation model) and construct a domain 
correlation graph. 

Recommending top-k query paths means we select k query paths for each cross-
domain application. For each query, we will build a query tree which describes the 
correlation between any pair of domains based on DCM. For the domain involved in 
direct query by the user, search services return a list of available data sources which 
return query results; for the related domains with it, search services return top-k query 
paths which are ranked according to the QPEM (Query Path Evaluating Model based 
on cross-domain query). 

The outline of this paper is as follows: Section 2 presents related work and Section 
3 presents the algorithms of discovering the correlation between any pair of domains 
and recommending top-k query paths. Section 4 presents experimental results. 
Conclusion is presented in Section 5. 

2   Related Work 

Recent work has led to the development of many platforms which provide query in 
single domain composed of multiple data sources. In contrast, our work provides 
cross-domain query based on query interfaces of data sources. While Mashups 
integrate a set of complementary Web services and data sources [1] and COMPASS 
[2] assists users in their navigation through MashAPPs, Mashup which uses and 
combines data, presentation or functionality from two or more sources to create new 
services implies frequently using of open APIs [3]. The work closest to ours is the 
NGS framework [4], fully automated supporting queries over multiple, specialized 
search engines, makes use of service-enabled and XML-related technologies and 
ontological knowledge in the context of data mapping. Our goal is to discover 
correlation of any pair of domains based on the interfaces and contents of the data 
sources and recommend top-k query paths crossing multiple domains based on a 
synthesized evaluating model proposed by ourselves. 

A large amount of work [5-7] has addressed top-k selection query, but they rank 
query results in or between relational databases. However, in our approach, our top-k 
selection means selecting top-k query connection paths across correlated domains. In 
this research, we have to take more factors into account, ranging from data source 
intrinsic quality, the relativity between data sources, and the selectivity which reflects 
the number of data sources related with the data source currently being queried. 
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3   Cross-Domain Query 

Our cross-domain query approach can be described as follows: discovering 
correlation of any pair of domains and ranking source-to-source routes in each related 
pair of domains to recommend top-k cross-domain paths to answer users’ all possible 
intentions according to users’ input. For example, a user enters java development 
engineer in a job web interface to search a job, then maybe some books about java in 
book domain should be recommended to the user which suggests he or she read them 
in order to get that job. Furthermore, once this user chooses a company, information 
about house renting around this company is provided to the user to help him or her to 
decide whether this job suits him or her considering the cost for living. Before we 
move to the details of cross-domain query we present an assumption for doing our 
research more conveniently. 

Assumption 1. All data sources have been clustered according to domains. Each class 
represents one domain. Each data source has a corresponding query interface. 

3.1   Identifying the Correlation among Different Domains 

Based on above assumption, if there are n domains, we use 1 2 3, , ,..., nD D D D to 

represent these domains. The data source j  in domain i  is denoted as j
iS . Through 

abundant observation, we learn that a data source is relevant to another source mostly 
because they share the same attributes or attribute values. Hence, in order to discover 
the correlation of different domains we not only investigate query interface schema 
which reflects data attributes but also take data source contents into account. 

In terms of attribute names we build an associated undirected graph model based 
on data sources from different domains to describe them theoretically, in which a 
node represents a data source, the edge between node i

pS  in domain pD  and j
qS  in 

domain qD  is represented as ,i j
p qEdge S S< >

 
and the correlation level between i

pS  and 
j

qS  is represented as the weight of this edge. In order to characterize the correlation 

we propose two definitions. 

Definition 1. Relativity: the weight of the edge ,i j
p qEdge S S< > . 

Definition 2. Selectivity of i
pS : the number of the edges from current data source i

pS  in 

pD to data sources in qD  if pD and qD are correlated. 

 
Though interface attribute schema of data sources from different domains is different, 
most share some common attribute names. For example, in Figure 1, we search a job 
in a job web and maybe we also want to check house renting information around the 
company we have chosen in the job web to help us to decide whether to choose this 
company. Hence, job hunting domain is connected with house renting domain. The 
interfaces from job hunting domain share attribute names “location” and “company” 
with the interfaces from house renting domain. The query results from the job search 
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interface can serve as the input of the interface from house renting based on the 
common attribute names. Hence, common attribute names will contribute to 

predicating the correlation of domains. 
 

 

 

Fig. 1. Interfaces from job hunting domain and house renting domain 

Thus, we analyze attribute names of an interface just through common words, 
because data source content is the key point to predicate correlation of a pair of data 
sources from different domains. We present attribute name similarity method in 
algorithm 1. 

Algorithm 1. Attribute Names Similarity of a pair of data sources from different domains 
(ANS) 

Input: two interfaces ,i j
p qI I  from two data sources 

Output: similarity ,i j
p qC I I  of two data sources 

1 for each interface ,i j
p qI I do  

2     extract attribute names 
3     add words which are noun to set ,i j

p qW W  

4 ,i j i j
p q p qC I I W W // i j

p qW W is the number of the common words in ,i j
p qW W  

 

Surfacing Deep Web Content policy (SDWC) has been addressed in Wei Liu et 
al.[8]. We adopt surfacing contents of each data source in the same domain and 
collect records as samples of its contents. However, some attribute values have 
common sense which can’t characterize the domain of data sources. We call them 
non-characterized attribute values. The attribute values which can characterize the 
domain of data sources well are called characterized attribute values. 



 A Self-adaptive Cross-Domain Query Approach on the Deep Web 47 

 

Algorithm 2. Correlation calculation between domains (CCD) 

Input: threshold value 1 , parameter , , all domains 1 2 3, , ... nD D D D  
Output: the relativity of all correlated pairs of data sources and the correlation 

of any pair of domains 
1 for each domain jD (1 j n ) 

2    for  each data source j
kS  

3         extract content sample set j
kSS  by the approach SDWC 

4 for each pair sample sets i
pSS , j

qSS  corresponding with each pair correlated data 

sources i
pS , j

qS do 
5    Remove non-characterized attribute values 
6    Set the size of i

pSS  is n and the size of j
qSS is m 

7    Suppose pR and qR are null set 
8    for(x=0; x<n; x++) do 
9       enter characterized attribute values of the xth record in the query interface  

of j
qS and the result is xQ  

10 
      qR += j

x qQ SS  
11 

  
for(y=0; y<n; y++) do 

12      enter characterized attribute values of the yth record in the query interface 
of i

pS and the result is yQ  

13 
      pR += i

y pQ SS  

14      The attribute value similarity of i
pS , j

qS  is , x yi j
p q i j

p q

R R
C VS VS

SS SS
 

15 for each data source j
kS  in domain jD  

16    for each data source m
tS in domain mD ( (1 ) ( )m n m j  

17       if ( ,j m
k tC I I ) 

18          ( , )( , ) ,
j m

j m j mk t
k t k t

C I Iw Edge S S C VS VS  

19       else ( , ) ,j m j m
k t k tw Edge S S C VS VS  

20       if ( ( , ) 0j m
k tw Edge S S ) 

21          the data sources j
kS , m

tS are not correlated and there is no edge between  
them in the correlation graph 

22        if(there is no edge between any pair of data sources in two different  
domains) 

         jD and mD are not correlated 

23        else jD and mD are correlated 
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Threshold τ  means that attribute name contributes to justifying domain correlation 
only when it reaches a certain value. Parameter σ  and φ are coordination factors to 
express the impact level of attribute name and value to the correlation between data 
sources. 

According to algorithm 2, we build a domain correlation model as shown in Figure 
2 and construct a domain correlation graph as shown in Figure 3. 

,
i

j

w
q

D
D

Ed
ge

S
S

,
n j

p q
D DEdge S S

...
Edge

...
Ed

ge

  

         Fig. 2. The domain correlation model               Fig. 3. The domain correlation graph 

3.2   Recommending Top-k Cross-Domain Paths 

After digging out the correlation of any pair of domains we can construct a query tree 
based on the correlation as Figure 4. The domain in which the user currently queries 
is considered as the first level and 1depth = . We next move to the complete 
description of the algorithm for answering queries in a query tree. We use the 
example “query for a post of java development engineer in job hunting domain”. 

iD

1iD 2iD
ikD

11iD 12iD
1i mD 1ikD 2ikD

ikmD

    

1
1S

11
1S

 

       Fig. 4. Query tree based on the correlation graph              Fig. 5. The father-son model 

 

Step 1. Input query conditions. We first input query conditions in the global query 
interface corresponding to the domain. For example, “java development engineer” 
“London” are values of keywords and location respectively in the global query 
interface of job hunting domain. 
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Step 2. According to the correlation of any pair of domains, once a query arrives, a 
query tree is built and the directed edges between data sources point from the data 
source in the current query domain to the ones in the correlated domains. In our 
example, we find that book shopping, house renting and training are relevant to the 
job hunting domain. Thus we recommend global query interfaces of these three 
domains according to the query tree. Then we recommend data sources which are of 
high quality query paths in each domain. However, generally, according to our 
observation and statistics, 2depth ≤  is in line with user query intentions in the real 
world. Hence, we take 2depth ≤ in our research. 
 
Step 3. Heterogeneous result ranking: with potentially large numbers of results 
crossing multiple domains which reflect the user’s multiple possible intentions, the 
results must be ranked based on all possible intentions before returning them to the 
user. The challenge of ranking, however, is how to evaluate diverse source-to-source 
paths in the same pair of domains. To solve this problem, we present a father-son 
model and propose a synthesized evaluating model aiming at this problem. 

For each correlated pair of domains just as Figure 5 shows, 1D is the father of 11D in 

the query tree. To recommend top-k paths from 1 ~ ne e , we need to rank them based 

on a score function related with data source intrinsic quality, the selectivity and the 
relativity we have proposed in definition 1 and definition 2. 

We design an evaluating matrix for each correlated pair of domains. The columns 
are the factors influencing the scores of the paths; the rows are all the paths. In the 
pair of domains in Figure 5, 1 ~ ne e are all rows; the columns include the quality of the 

father (QF) and son data sources(QC), the selectivity from father node to son node 
(out-degree) and from son to father (in-degree) and the relativity between father and 
son nodes. 

Next, we present a theorem to prove that calculation is not so complicated for this 
matrix that we can deal in three steps referring to [9]. 

Theorem 1. The size of matrix is 2( )O N  if the size of nodes in a pair of domains is 
N  and if the increment of nodes is nΔ , then the increment of the size of matrix is 

2(( 2 ) )O N n+ Δ . 
 
Proof 
 

(1) Suppose the number of nodes in domain 1D is n and the number in domain 

11D is m respectively, then maximum size of the edges between domain 1D  and 

11D is m n× . The number of the columns in this matrix is 5, the size of the 

rows is m n× . So the size of the matrix is 5 m n× ×  and 2 2(5 )N n n N× × − < , 

hence, the size of the matrix is 2( )O N . 
(2) Set the increment of the nodes in 1D is x , the increment of the size of the edges 

is 2( ) ( ) ( )e n x m n x m n x m n n x n nΔ = + × + Δ − − × = − + − + Δ × + Δ ×   
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When ( ) / 2x m n n= − + Δ , eΔ  reaches its maximum
24 ( )

4

n n m n n× Δ × + − + Δ

 
2( 2 )N n< + Δ . 

 
Processing steps: 

(1) Standardization of evaluation factors. Since these factors vary in unit, 
dimensionality and order of magnitude which will influence the evaluation 
results. Standardizing these factors is necessary for unifying standards. In this 
paper we adopt Range Exchange to deal with it. 

(2) Quantification of vague factors. The data source quality is usually described as 
“good” or “bad” which we should assign values to quantify. Here, we assign the 
best 10, the worst 0 according to the method in [10]. 

(3) Weight assignment of all the factors. The more important the factor is, the 
higher its weight is. The weights are normalized to be between 0 and 1 and the 
sum of all the weights equals 1. 

 
Finally, we propose a synthesis evaluating model. 

Suppose the matrix after standardizing is denoted as m nR × , the ideal values of all 

evaluation factors is: 

1 2( , ... ) (1,1,...1)T
nF F F F= = . (1) 

The non-ideal value of all evaluation factors is: 

1 2( , ... ) (0,0,...0)nB B B B= = . (2) 

The weight vector is: 

1 2 1
1

( , ... ) 1
n

T
n

i

W W W W W
=

= =∑ . (3) 

If iu + denotes the subjection rapport of path i to the ideal then the subjection rapport 

of path i  to the non-ideal path is 1i iu u− += − . 

The distance between the path i and the ideal path can be denoted as follows: 

   
1

(1 )
n

i i i ij
j

S u W R+ +

=

⎡ ⎤= −⎣ ⎦∑ . (4) 

The distance between the path i  and the non-ideal path can be denoted as follows: 

   
2

1

(1 ) ( )
n

i i i ij
j

S u W R− +

=

= − ∑ . (5) 

To get the optimum value of the subjection rapport of path i to the ideal we give 
the following target function: 
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2 2

22 2 2

1 1

min { ( )} ( ) ( )

( ) (1 ) (1 ) ( )

i i i

n n

i j ij i j ij
j j

Z u s s

u W R u W R

+ −

+ +

= =

= = +

⎡ ⎤= − + −⎣ ⎦∑ ∑
. (6) 

Get the derivation of (6) and set it 0, then 

   2 2

1 1

1

1 (1 ) / ( )
i n n

j ij j ij
j j

u
W R W R

+

= =

=
⎡ ⎤+ −⎣ ⎦∑ ∑

. (7) 

Formula (7) is the synthesis evaluating function. Higher iu +  represents better path. 

Especially, 5n =  in our model, we present formalization description in algorithm 3 
based on formula (7). 

Algorithm 3. Recommending top-k cross-domain paths 

Input: query 1 2( , ,... )mQ q q q , correlation between any pair of domains 
// iq :query condition i  

Output: top-k recommending paths in each related pair domains 
1 Put query 1 2( , ,... )mQ q q q  into query interfaces of the corresponding domain qD  
2 Pass on 1 2( , ,... )mQ q q q  and the query results to the query interfaces of data sources 

in correlated domains 1 2, ,...,q q qxD D D  
3 for correlated domain qjD  in 1 2, ,...,q q qxD D D  
4     rank the query paths from data sources in qD to data sources in qjD  in 

descending order according to formula (7); 
5      recommend top-k query paths. 

 

4   Experiments 

We adopt the dataset composed of forms in the TEL-8 dataset [6] and Completeplanet 
and Dmoz. As Table 1 illustrates, the collected dataset consists of 305 sources 
covering 7 domains.  

Table 1. Data sources in 7 domains 

Domain Books Job House Rental Airfares Hotel Training Car Rentals 
number of sources 65 49 36 47 39 44 25 

 
According to the investigation about the size of each domain, we know N n+ Δ  is 

less than 200, so we can deal with the matrix easily based on the theorem 1. Due to 
limit of space, we select less than 5 data sources for each domain and present the URL 
of the 13 data sources in table 2. We continue our example in section 3.2. “java 
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development engineer” and “London” are values of keywords and location in the 
global query interface corresponding to the job domain respectively. Figure 6 shows 
the query tree and the table 3 lists the relativity of each related pair of data sources 
according to algorithm 2. In this experiment, we set 3k = . 

Table 2. Data sources example 

domain Abbreviation of 
site 

web site url 

reed http://www.reed.co.uk/Job/AdvancedSearch.aspx 

mon 
http://jobsearch.monster.ca/StandardAdvancedSearch.aspx
?cy=ca&lid=224&xmso=1 

Job 

tele http://jobs.telegraph.co.uk/advanced-search.aspx/ 

amaz 
http://www.amazon.ca/Books-
Search/b/ref=sv_b_0?ie=UTF8&node=126072011 

buy http://www.buy.com/retail/advSearch.asp?loc=106 
book 

albk http://www.allbookstores.com/search_advanced 

autr 
http://www.training.com.au/Pages/menuitem61dea3cd2b6
b3588a392e51017a62dbc.aspx 

qa http://www.qa.com/advanced-course-search 
training 

new http://www.newhorizons.com/content/courseCatalog.aspx 
find http://www.findaproperty.com/ 
prim http://www.primelocation.com/uk-property-to-rent/ 
zooh http://www.zoopla.co.uk/to-rent/ 

House 
rental 

exc http://www.exclusiverental.ca 

Table 3. The relativity of each related pair of data sources 

BOOK TRAINING HOUSE RENTAL 
JOB 

amaz buy albk autr qa new find prim zooh exc 
reed 8.734 7.771 7.689 7.201 4.354 3.910 8.621 4.215 5.004 - 
mon 7.950 6.996 8.064 7.481 4.065 - 7.241 7.540 6.958 1.548 
tele 8.006 7.084 8.510 6.951 - 4.217 9.020 5.211 6.874 0.658 

“-” denotes no edge between the pair of data sources. 
 
For domain JOB-TRAINING, we present original decision matrix in table 4. 

Table 4. The original decision matrix 

Factors 
paths 

QF  QC  Relativity 
out-

degree 
in-degree 

P1(reed-autr) 7.7360 8.2180 7.201 3 3 
P2(reed-qa) 7.7360 7.9175 4.354 3 2 

P3(reed-new) 7.7360 4.9375 3.910 3 2 
P4(mon-autr) 7.4040 8.2180 7.481 2 3 
P5(mon-qa) 7.4040 7.9175 4.065 2 2 
P6(tele-autr) 8.0745 8.2180 6.951 2 3 
P7(tele-new) 8.0745 4.9375 4.217 2 2 
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After standardizing the matrix by the Range Exchange, we get matrix tR and put the 

matrix tR  and W into formula (7) to get tu+ . JOB-HOUSE RENTAL and JOB-BOOK 

may be deduced by analogy to get hR , bR , hu + and bu + as follows. The weight of each 

factor is assigned according to our experience. In this query tree, 
(0.20,0.20,0.25,0.20,0.15)W = . 

 

    0.4952    1.0000    1.0000    1.0000    1.0000

    0.4952    0.8760    0.4459    1.0000    1.0000

    0.4952         0        0.3987    1.0000    1.0000

         0        1.0000    0.5489    1.000

bR =
0    1.0000

         0        0.8760         0        1.0000    1.0000

         0             0        0.6145    1.0000    1.0000

    1.0000    1.0000    0.5811    1.0000    1.0000

    1.0000    0.8760   0.0506    1.0000    1.0000

    1.0000         0        0.8711    1.0000    1.0000

    0.4952    1.0000    0.9216    1.0000    1.0000

    0.4952    0.9084    0.1243    1.0000         0

    0.4952         0             0       1.0000         0

         0        1.0000    1.0000     tR =    0        1.0000

         0        0.9084    0.0434        0             0

    1.0000    1.0000    0.8516         0        1.0000

    1.0000         0        0.0860        0             0

    0.4952    0.0415    0.9523         0       1.0000

    0.4952         0    0.4254             0       1.0000

    0.4952    1.0000    0.5197         0       1.0000

         0        0.0415    0.7873

hR =

    1.0000    1.0000

         0             0        0.8230    1.0000    1.0000

         0        1.0000    0.7534    1.0000    1.0000

         0        0.0276    0.1064    1.0000         0

    1.0000    0.0415    1.0000    1.0000    1.0000

    1.0000         0        0.5445    1.0000    1.0000

    1.0000    1.0000    0.7434    1.0000    1.0000

 

 

 

(0.7590   0.1752   0.0711   0.2381   0.0407   0.4184   0.0506)tu+ =  

(0.1698   0.0756   0.2242   0.2041   0.2045   0.3907   0.0523   0.4732   0.3246  0.9149   0.1196)hu+ =  

(0.7742   0.4688   0.1942   0.3260   0.1706   0.1645   0.7886   0.3686   0.4234)bu+ =  
 

According to u + , top-3 query paths for three domain pairs are shown in table 5. 

Table 5. Top-3 query paths by the Range Exchange 

Domain pair JOB-BOOK JOB-TRAINING 
JOB-HOUSE 

RENTAL 

Top-3 
(tele-amaz)>( reed-
amaz)>( reed-buy) 

(reed-autr)>( tele-
autr)>( mon-autr) 

(tele-zooh)>( tele-
find)>( mon-zooh) 

 
Through conducting experiments on the rest data sources and domains by the same 

way, we do surveys and interviews in a random sample of 100 users from all walks of 
life and the results show 87% are satisfied with the ranked paths. 

 

Fig. 6. The query tree of the example 
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Fig. 7. The effect of SCP on weight of edges and user satisfaction 

Furthermore, we construct experiment about the effect of Sample Coverage 
Percentage (SCP) of data source contents on user satisfaction. If a pair of data sources 
do not contain common contents, there is no effect. However, if they indeed share 
common contents, Figure 7 shows the effect of SCP on weight of edges and user 
satisfaction whose values are set between 0 and 10. It reflects that sampling method of 
data source contents also has influence on the experiment result of our method. 

5   Conclusion 

In this paper, we have proposed a strategy for answering cross-domain queries 
including discovering the correlation of any pair of domains and recommending top-k 
paths to users. Discovering the correlation is done based on the interface attribute 
names and attribute values. As to recommending top-k paths which is different from 
what we talk before, the paths mean the routes from one data source of one domain to 
one of another domain. Then recommend top-k paths from each correlated pair of 
domains. We propose a novel synthesized evaluating model to rank the result paths 
based on the quality of data sources, the relativity of a pair of data sources and the 
selectivity of the current starting source. 

Our experiments show the effectiveness of our method of discovering the 
correlation. The experiment results show synthesized evaluating model is effective. 
 
Acknowledgments. This work is supported by the National Science Foundation 
(60973021, 61003060), the National High-Tech Development Program 
(2008AA01Z146). 
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Abstract. In recent years, probabilistic models for Resource Description
Framework (RDF) and its extension RDF Schema (RDFS) have been pro-
posed to encode probabilistic knowledge. The probabilistic knowledge en-
coded by these models ranges from statistical relationships over possible
objects of an RDF triple to relationships among correlated triples. The
types of queries executed on these models vary from single triple patterns
to complex graph patterns written in SPARQL, a W3C query language
for RDF. Some query answerings only include reasoning of transitive
properties and others do not have any reasoning. In this paper, we pro-
pose answering SPARQL queries with RDFS reasoning on probabilis-
tic models that encode statistical relationships among correlated triples.
One result to note is that although uncertainties of explicitly declared
triples are specified using point probabilities, the evaluation of answers
involving derived triples results in interval probabilities. Moreover, we
experimentally examine how the execution time of the proposed query
answering scales with the data size and the percentage of probabilistic
triples in the data.

1 Introduction

Resource Description Framework (RDF) [7] is a World Wide Web Consortium
(W3C) Recommendation. It is a data model that uses Uniform Resource Identi-
fier (URI) references to identify things and uses RDF triples of the form (s, p, o)
to make statements, where s, p, o are the subject, property and object respec-
tively. RDF data is a set of RDF triples. It is also called an RDF graph because
s and o of each triple represent nodes of a graph and (s, o) with label p repre-
sents a directed arc of a graph. RDF Schema (RDFS) is an extension of RDF.
It provides a vocabulary to describe application-specific classes and properties,
class and property hierarchies, and which classes and properties are used to-
gether. RDFS reasoning leverages the vocabulary to derive additional triples
from triples explicitly declared in data. Triples in RDF data can be divided into
schema and instance triples. Schema triples, whose subjects are either classes
or properties, are more permanent and definitional in nature. Instance triples,
whose subjects are instances, are more dynamic.

H. Wang et al. (Eds.): WAIM 2011, LNCS 6897, pp. 56–67, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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In recent years, probabilistic models for RDF(S) have been proposed to model
triples that are known to be true with a certain degree of belief. Probabilistic
RDF (pRDF) [11] models the statistical relationship over possible objects of a
triple. Huang et al.’s probabilistic RDF database (pRDFDB) [3] models uncer-
tainties of triples that are statistically independent of each other. Probabilistic
RDFS (pRDFS) [9] assumes schema triples are always true and models statistical
relationships among correlated instance triples.

The query pattern of the form (s, p, o, λ) where at most one of the members
of the quadruple can be a variable is proposed [11] for pRDF. The query pattern
matches a probabilistic triple if the pattern after substituting for the variable
equals the triple and the probability of the triple is above λ. The triple can be
explicitly declared or derived by reasoning of transitive properties. The SPARQL
(a W3C query language for RDF) query [8] that has the “select” form and one
basic graph pattern is proposed [3] for pRDFDB. A basic graph pattern is a set
of triple patterns of the form (s, p, o) where any member of the triple can be a
variable. The graph pattern matches a graph if the pattern after substituting
for the variables equals the graph. The triple in the graph can be explicitly
declared or derived by reasoning of transitive properties. SPARQL queries of
the same type are proposed [9] for pRDFS. To match negated triples, which
are unique to probabilistic models, triple patterns are extended to have the
form of (s, p, o, t) where any of s, p and o can be a variable and t is a truth
value. SPARQL queries having complex graph patterns are later proposed [10]
for pRDFS. However, the triples in the matched graphs can only be explicitly
declared.

In this paper, we propose answering SPARQL queries with RDFS reasoning on
pRDFS to match against both declared and derived triples. Query answerings for
pRDF [11] and pRDFDB [3] only include reasoning of transitive properties and
query answerings for pRDFS [9,10] do not have any reasoning. We also propose
an algorithm to compute the probability interval of a solution. The probability
of a solution involving derived triples is not exact in general because we only
know that a derived triple is true when any set of triples that derives it is true.
A derived triple could be true or false if none of the sets of triples that derive it
is true. We do not make the same assumption as pRDFDB that a derived triple
is false if the sets of triples that derive it are all false.

The remainder of this paper is organized as follows. Section 2 reviews the
probabilistic model pRDFS [9] and defines the entailment relationship between
a pRDFS theory and a probabilistic sentence that is formed by a set of triples
using negation, conjunction and disjunction. Section 3 first reviews SPARQL
query evaluation on RDF data [8] and pRDFS theories without reasoning [9,10].
Then, it describes our proposed query evaluation on pRDFS theories with RDFS
reasoning. Section 4 evaluates experimentally the execution time performance of
our proposed query answering on top of a pRDFS theory. Finally, Section 5
concludes this paper.
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2 Probabilistic Model pRDFS

2.1 Syntax

A pRDFS theory is a triple of the form (H, R, θ). H is a set of RDF schema
triples, which are assumed to be always true. R is a set of RDF instance triples,
which are known to be true with a certain degree of belief. θ is a mapping from
R to a set of probability distribution functions of triples in R. Note that the sets
of classes, properties and individuals are assumed to be mutually disjoint. Let
{R′

1, R
′
2, . . . , R

′
n} be a partition of R such that any two different elements of the

partition are statistically independent. τ is a truth value assignment function
for the triples in R. It is from R to {true, false}, abbreviated as {T, F}. τ |R′

i
is

the restriction of τ to R′
i. It is from R′

i to {T, F}. PR′
i

is the joint probability
distribution function of R′

i that maps τ |R′
i

to a probability value. θ is from
R to {PR′

1
, PR′

2
, . . . , PR′

n
} and maps t to PRi where t ∈ Ri. Because of the

independence assumption of R′
i, the joint probability distribution function of R,

PR(τ) can be written as PR′
1
(τ |R′

1
)× PR′

2
(τ |R′

2
)× · · · × PR′

n
(τ |R′

n
).

A pRDFS complex sentence is a pair of the form (CS, [pl, pu]). CS is a complex
sentence in propositional logic where atomic sentences are RDF triples, symbol
true and symbol false. It is constructed from simpler sentences using logical
connectives not (¬), and (∧) and or (∨). pl and pu are the lower and upper
bounds of the probability of CS being true respectively, where 0 ≤ pl ≤ pu ≤ 1.

2.2 Semantics

A possible world (or an RDFS interpretation) W is a set of triples that follows
the semantics of RDFS except the semantics related to blank nodes, containers
and datatypes. W satisfies an RDF triple r iff r ∈ W . W satisfies a set of RDF
triples R iff W satisfies every r ∈ R. A set of triples is consistent if it has
a satisfying interpretation. A set of triples R rdfs-entails (|=rdfs) a triple r iff
every satisfying interpretation of R is a satisfying interpretation of r. A set of
triples R |=rdfs another set of triples R′ iff every satisfying interpretation of R
is a satisfying interpretation of R′.

Let Ω be the set of all possible worlds. A pRDFS interpretation is a map-
ping I : Ω → [0, 1], such that

∑
W∈Ω I(W ) = 1. I satisfies a pRDFS theory

(H, R, θ) iff PR(τ) =
∑

W∈Ω | H⊆W∧∀t∈R(τ(t)=T =⇒ t∈W∧τ(t)=F =⇒ t/∈W ) I(W )
for any truth value assignment τ . A pRDFS theory is consistent if it has a
satisfying interpretation.

An RDF triple t is true in a world W if t ∈ W and is false if t /∈ W . Symbol
true is true in all worlds whereas symbol false is false in all worlds. The truth
value of a complex sentence CS can be determined recursively from the truth
values of simpler sentences and the truth tables of the logical connectives. A
pRDFS interpretation I satisfies a pRDFS complex sentence (CS, [pl, pu]) iff
pl ≤

∑
W∈Ω | CS is true in W I(W ) ≤ pu. A pRDFS theory (H, R, θ) |=prdfs

a pRDFS complex sentence (CS, [pl, pu]) iff every satisfying interpretation of
(H, R, θ) is a satisfying interpretation of (CS, [pl, pu]).
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3 pRDFS Query Evaluation

In this section, we first review the evaluation of a SPARQL query on RDF data [8]
in Section 3.1 and on a pRDFS theory without reasoning [9,10] in Section 3.2.
Then, we describe our proposed query answering with RDFS reasoning on a
pRDFS theory in Section 3.3.

3.1 Query Evaluation on RDF Data

In the discussion of SPARQL queries, we focus on the “select” query form.
In SPARQL syntax, the query pattern is described in the “where” clause and
complex graph patterns can be formed using keywords “optional”, “union” and
“filter”. In [8], a procedure is defined for converting a query pattern in SPARQL
syntax into a SPARQL algebra expression, that uses operators “BGP”, “Filter”,
“Join”, “LeftJoin” and “Union”. The following discusses these operators. Basic
graph patterns are basic building blocks of an algebra expression. Let V be the
set of query variables. A triple pattern is a member of the set (U∪V ) × (U∪V )
× (U∪L∪V ), where U is a set of URI references and L is a set of literals. A basic
graph pattern G is a set of triple patterns. A solution μ is a partial function from
V to (U∪L). μ is a solution for G from data D if μ(G) is a subgraph of D, where
μ(G) denotes a set of triples obtained by replacing every variable v in G with
μ(v). The operator BGP(G) returns a set of all solutions for the basic graph
pattern G, that is, BGP(G) = {μ | μ(G) ⊆ D}. The operator Filter(expr, Ω)
removes any solution μ where the filter expression expr(μ) evaluates to false from
a multiset of solutions Ω, that is, Filter(expr, Ω) = {μ ∈ Ω | expr(μ) = true}.
Operators Join(Ω1, Ω2), LeftJoin(Ω1, Ω2, expr) and Union(Ω1, Ω2) combine
two multisets of solutions Ω1 and Ω2. Two solutions μ1 and μ2 are compatible if
μ1(v) = μ2(v) for every variable v in both the domain of μ1 and the domain of μ2.
Join(Ω1, Ω2) = {μ1 ∪ μ2 | μ1 ∈ Ω1 and μ2 ∈ Ω2 are compatible}. LeftJoin(Ω1,
Ω2, expr) = {μ1 ∪ μ2 | μ1 ∈ Ω1 and μ2 ∈ Ω2 are compatible ∧ expr(μ1 ∪ μ2)
= true} ∪ {μ1 | μ1 ∈ Ω1 and μ2 ∈ Ω2 are compatible ∧ expr(μ1 ∪ μ2) = false}
∪ {μ1 | μ1 ∈ Ω1 and μ2 ∈ Ω2 are not compatible}. Finally, Union(Ω1, Ω2) =
{μ | μ ∈ Ω1 ∨ μ ∈ Ω2}.

A multiset of solutions for a query pattern will be converted into a sequence of
solutions. The sequence contains the same solutions as the multiset and the so-
lutions are arranged in any order. In SPARQL algebra, the operator ToList(Ω)
converts a multiset of solutions Ω into a sequence. In SPARQL syntax, the
sequence of solutions can be modified using keywords “order by”, “select”, “dis-
tinct”, “limit” and “offset”. The corresponding operators in SPARQL algebra
are “OrderBy”, “Project”, “Distinct” and “Slice”. These operators are applied
in the order listed. The operator OrderBy(Ψ , ordering condition) changes the
order of a sequence of solutions Ψ to satisfy the ordering condition. The oper-
ator Project(Ψ , PV ) changes every solution μ in a sequence of solutions Ψ to
be the restriction of μ to PV , where PV is the set of variables mentioned in
the “select” clause. The operator Distinct(Ψ) eliminates duplicate solutions in
a sequence of solutions Ψ . The operator Slice(Ψ, s, l) returns a sub-sequence of
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a sequence of solutions Ψ . The sub-sequence contains the sth to (s + l − 1)th
solutions of Ψ . The result of a query is a sequence of solutions obtained after the
above operators are applied.

3.2 Query Evaluation on a pRDFS Theory without Reasoning

The result of a query on a pRDFS theory (H, R, θ) is a sequence of pairs. The first
element of a pair is a solution μ, which represents that the query pattern after
substituting for variables matches alternative subgraphs Γi of the possible worlds
of the theory. The second element of the pair is the probability of the solution
P (μ), which refers to the probability of the presence of any of the subgraphs Γi.

The query evaluation is as follows. We first obtain a sequence of intermediate
solutions by matching the query pattern against H ∪ R. To find the subgraph
Γ that is matched for each intermediate solution μ, we number all basic graph
patterns Gi in the query. Let the number of basic graph patterns in the query
be N . We create a set of N variables {v1, v2, . . . , vN} that is disjoint from
the original set of query variables V . Then, we replace BGP(Gi) in the algebra
expression of the query pattern with Join(BGP(Gi), {{(vi,1)}}) for all i so that if
the solution μ is obtained from Gi, the domain of the solution denoted by dom(μ)
will contain the variable vi. Hence, the subgraph matched for the solution μ, Γ
=

⋃
i : vi∈dom(μ) μ(Gi).

Let the sequence of intermediate solutions (before applying operators “Project”,
“Distinct” and “Slice”) be (μ1, μ2, . . . , μM ) and the corresponding sequence of
subgraphs matched for the solutions be (Γ1, Γ2, . . . , ΓM ), where M is the number
of intermediate solutions. First, the operator “Project” is applied to the inter-
mediate solution sequence to have Project((μ1, μ2, . . . , μM ), PV ) = (μ1|PV ,
μ2|PV , . . . , μM |PV ), where PV is the set of variables mentioned in the “select”
clause. Then, the operator “Distinct” is applied. Distinct((μ1|PV , μ2|PV , . . . ,
μM |PV )) = (μ′

1, μ′
2, . . . , μ′

M ′), where M ′ ≤ M is the number of intermediate
solutions after duplicate solutions are eliminated. Finally, the operator “Slice”
is applied to produce the final solution sequence Slice((μ′

1, μ′
2, . . . , μ′

M ′), s, l)
= (μ′

s, μ′
s+1, . . . , μ′

s+l−1). The probability of the final solution μ′
i, P (μ′

i) =
P (

∨
j : μ′

i=μj |PV
Γj).

In general, the probability of a solution P (μ) is of the form P (
∨

i Γi) where
each Γi is a subgraph matched for the solution μ. If the number of Γi is 1, P (μ)
can be computed exactly using the probability distribution function of R. P (μ)
= P (Γ ) = PR

({((s, p, o), T
) | (s, p, o, T ) ∈ Γ}∪{((s, p, o), F

) | (s, p, o, F ) ∈ Γ}).
Otherwise, the calculation of P (μ) is formulated as a disjunctive normal form
(DNF) probability problem with the DNF formula F =

∨
i

( ∧
(s,p,o,T )∈Γi

(s, p, o)
∧ ∧

(s,p,o,F )∈Γi
¬ (s, p, o)

)
. The coverage algorithm [5] is used to compute an

estimate P̃ (μ) such that the probability P
(
(1−ε)P (μ) ≤ P̃ (μ) ≤ (1+ε)P (μ)

) ≥
1− δ, where ε and δ are input parameters. It is a polynomial time Monte-Carlo
algorithm with respect to the number of conjunctions of literals1 of F .

1 A literal here is an RDF triple or a negated triple.
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Table 1. A truth table for a derived instance triple e and its negation ¬e. A is the
disjunction of all justifications for e in (H ∪R), where (H,R, θ) is a pRDFS theory.

A ¬A e ¬e
true false true false

false true true or false true or false

3.3 Query Evaluation on a pRDFS Theory with RDFS Reasoning

To support RDFS reasoning, two changes in the query evaluation are made.
The first one is graph pattern matching. Graphs entailed by (H ∪R) instead of
subgraphs of (H∪R) are sought. The operation of BGP(G) is changed to finding
solutions {μ | (H ∪R) |=rdfs μ(G)} instead of {μ | (H ∪R) ⊇ μ(G)}.

The second one is the probability calculation. In general, we do not have
enough information to compute the exact probability of the DNF formula F if
F contains derived instance triples. The probability bounds of F are computed
instead and a member of the query result is of the form (s, [Pl(s), Pu(s)]), where
Pl(s) and Pu(s) are the lower and upper bounds of P (s) respectively.

A justification for a triple t is a set of triples that derives t. This term in
OWL-DL [6] is formally defined in [4] to provide a debugging service. We define
it in RDFS data similarly as follows.

Definition 1 (Justification). A set J ⊆ R is a justification for a triple t in a
set of triples R if J |=rdfs t and J ′ �|=rdfs t for every J ′ ⊂ J .

Given a pRDFS theory (H, R, θ), let e be a derived triple, JUST(e, H ∪ R) be
the set of all justifications for e in (H ∪R) and A =

∨
J∈JUST(e,H∪R)

∧
j∈J j be

the disjunction of all justifications. Table 1 is a truth table for e and ¬e given
the truth value of A. If A is true, e is also true by RDFS reasoning. However, if
A is false, e could be true or false. The truth value of e is not specified in the
theory. Therefore, the minimum probability of e equals the probability of A and
the maximum probability of e is 1. Similarly, we only know that ¬e is false by
RDFS reasoning if ¬A is false. However, ¬e could be true or false if ¬A is true.
Therefore, the minimum probability of ¬e is 0 and the maximum probability of
¬e equals the probability of ¬A.

Algorithms 1 and 2 compute the approximate lower and upper probability
bounds of a DNF formula respectively. They assume that the probabilities of
conjunctions of literals of the DNF formula can be independently optimized.
That is, the probability of a DNF formula is maximized (or minimized) if the
probabilities of its conjunctions of literals are maximized (or minimized). There-
fore, these algorithms cannot be applied to one type of DNF formulas, where
a derived triple is in one conjunction of literals and the negation of the same
derived triple is in another conjunction of literals. (r1 ∧ e) ∨ (r2 ∧ ¬e) is an
example of this type of DNF formulas, where r1, r2 are declared instance triples
and e is a derived instance triple.
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Algorithm 1. Compute the approximate lower probability bound of a DNF
formula F given a pRDFS theory (H, R, θ)
1: Replace every negation of a derived instance triple ¬e in F with symbol false.
2: Replace every derived instance triple e in the resulting formula with∨

J∈JUST(e,H∪R)

∧
j∈J j.

3: Replace every schema triple in the resulting formula with symbol true.
4: Convert the resulting formula into disjunctive normal form.
5: Use the coverage algorithm [5] to find the approximate probability of the resulting

formula and return it as the result.

Algorithm 2. Compute the approximate upper probability bound of a DNF
formula F given a pRDFS theory (H, R, θ)
1: Replace every negation of a derived instance triple ¬e in F with
¬(∨

J∈JUST(e,H∪R)

∧
j∈J j).

2: Replace every derived instance triple e in the resulting formula with symbol true.
3: Replace every schema triple in the resulting formula with symbol true.
4: Convert the resulting formula into disjunctive normal form.
5: Use the coverage algorithm [5] to find the approximate probability of the resulting

formula and return it as the result.

Example 1 (Calculation of probability bounds). Let (H , R, θ) be a pRDFS theory,
where H = {h1, h2, h3, h4} and R = {r1, r2, . . . , r5}. The DNF formula for a
solution s is F = (e1 ∧ ¬r2) ∨ (r1 ∧ ¬e2), where e1 and e2 are derived instance
triples. JUST(e1, H ∪ R) = { {h2, r2}, {h3, r3} } and JUST(e2, H ∪ R) = {
{h1, r1, r4}, {h4, r5} }. To find the lower bound of P (s), Algorithm 1 replaces
¬e2 with symbol false, e1 with its disjunction of all justifications ((h2 ∧ r2)
∨ (h3 ∧ r3)) and schema triples with symbol true. The resulting formula is
(((true ∧ r2) ∨ (true ∧ r3)) ∧ ¬r2) ∨ (r1 ∧ false) = (¬r2 ∧ r3), which has
only one conjunction of literals. Its probability can be computed exactly using
the probability distribution function of R. To find the upper bound of P (s),
Algorithm 2 replaces ¬e2 with its negated disjunction of all justifications ¬((h1

∧ r1 ∧ r4) ∨ (h4 ∧ r5)) and replaces e1 and schema triples with symbol true.
The resulting formula is (true ∧ ¬r2) ∨ (r1 ∧ ¬((true ∧ r1 ∧ r4) ∨ (true ∧ r5)))
= ¬r2 ∨ (r1 ∧ ¬r4 ∧ ¬r5). The coverage algorithm is applied to this formula to
find the approximate probability value.

The disjunction of all justifications for a triple e, A =
∨

J∈JUST(e,H∪R)

∧
j∈J j in

Algorithms 1 and 2 can be simplified by replacing JUST(r, H∪R) with its subset
JUST′(r, H ∪ R) = {J ∈ JUST(r, H ∪R) | � ∃ J ′ ∈ JUST(r, H ∪ R) (J |=rdfs

J ′ ∧ J �= J ′)}. It can be proved that the set of possible worlds that A is true is
the same after replacing JUST with JUST′. JUST′ can be further simplified by
removing schema triples, which are assumed to be true in all possible worlds.
The final simplified set is JUST′′(r, H ∪R) = {J ∩R | J ∈ JUST′(r, H ∪R)}.

Algorithm 3 finds the set JUST′′(r, H ∪R), which is stored in the final value
of R. Lines 4-26 handle triples with property rdf: type while Lines 28-29 handle
triples the properties of which are not rdf: type. In both cases, backward chaining
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Algorithm 3. Find JUST′′(r, H ∪ R) where r = (s, p, o) is a derived triple ,
H is a set of schema triples and R is a set of instance triples
1: R ← ∅.
2: H ← H∪ transitive closures of rdfs:subClassOf and rdfs:subPropertyOf.
3: if p = rdf: type then
4: /* rule rdfs9 */
5: R ← R ∪ {{(s, p, o′)} ⊆ R | (o′, rdfs: subClassOf, o) ∈ H ∧ o �= o′}.
6: /* combination of rules rdfs9 and rdfs2 */
7: O ← {o′ | (s, p, o′) /∈ R ∧ (o′, rdfs: subClassOf, o) ∈ H ∧ o �= o′}.
8: R ← R ∪ {{(s, p′, o′′)} ⊆ R | o′ ∈ O ∧ (p′, rdfs: domain, o′) ∈ H}.
9: /* combination of rules rdfs9, rdfs2 and rdfs7 */

10: P ← {p′ | o′ ∈ O ∧ �o′′((s, p′, o′′) ∈ R) ∧ (p′, rdfs: domain, o′) ∈ H}.
11: R← R ∪ {{(s, p′′, o′)} ⊆ R | p′ ∈ P∧(p′′, rdfs: subPropertyOf, p′) ∈ H∧p′ �= p′′}.
12: /* combination of rules rdfs9 and rdfs3 */
13: R ← R ∪ {{(s′, p′, s)} ⊆ R | o′ ∈ O ∧ (p′, rdfs: range, o′) ∈ H}.
14: /* combination of rules rdfs9, rdfs3 and rdfs7 */
15: P ← {p′ | o′ ∈ O ∧ �s′((s′, p′, s) ∈ R) ∧ (p′, rdfs: range, o′) ∈ H}.
16: R← R ∪ {{(s′, p′′, s)} ⊆ R | p′ ∈ P∧(p′′, rdfs: subPropertyOf, p′) ∈ H∧p′ �= p′′}.
17: /* rule rdfs2 */
18: R ← R ∪ {{(s, p′, o′)} ⊆ R | (p′, rdfs: domain, o) ∈ H}.
19: /* combination of rules rdfs2 and rdfs7 */
20: P ← {p′ | �o′((s, p′, o′) ∈ R) ∧ (p′, rdfs: domain, o) ∈ H}.
21: R← R ∪ {{(s, p′′, o′)} ⊆ R | p′ ∈ P∧(p′′, rdfs: subPropertyOf, p′) ∈ H∧p′ �= p′′}.
22: /* rule rdfs3 */
23: R ← R ∪ {{(s′, p′, s)} ⊆ R | (p′, rdfs: range, o) ∈ H}.
24: /* combination of rules rdfs3 and rdfs7 */
25: P ← {p′ | �s′((s′, p′, s) ∈ R) ∧ (p′, rdfs: range, o) ∈ H}.
26: R← R ∪ {{(s′, p′′, s)} ⊆ R | p′ ∈ P∧(p′′, rdfs: subPropertyOf, p′) ∈ H∧p′ �= p′′}.
27: else
28: /* rule rdfs7 */
29: R ← R ∪ {{(s, p′, o)} ⊆ R | (p′, rdfs: subPropertyOf, p) ∈ H ∧ p �= p′}.
30: end if
31: return R.

approach is used to find the sets of triples each of which derives r. The former
uses combinations of rules rdfs2, rdfs3, rdfs7 and rdfs9 (listed in the following)
while the latter uses rule rdfs7.

1. (a, rdfs: domain, x) (u, a, y)
(u, rdf: type, x) rdfs2

2. (a, rdfs: range, x) (u, a, v)
(v, rdf: type, x) rdfs3

3. (a, rdfs: subPropertyOf, b) (u, a, y)
(u, b, y) rdfs7

4. (u, rdfs: subClassOf, x) (v, rdf: type, u)
(v, rdf: type, x) rdfs9
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Table 2. Number of solutions obtained by executing the queries with different reason-
ing against the LUBM data of one-department size

Query 1 2 3 4 5 6 7 8 9 10 11 12 13 14

no reasoning 4 0 6 0 0 0 0 0 0 0 0 0 0 532

RDFS reasoning 4 0 6 34 719 571 61 571 8 0 0 0 0 532

OWL-DL reasoning 4 0 6 34 719 678 67 678 13 4 10 1 1 532

4 Experimental Study

This section examines how the execution time of our proposed query answering
on a pRDFS theory scales with the data size and the percentage of probabilistic
triples in the data. The data that we use is the Lehigh University Benchmark
(LUBM) [2], which has a schema2 for the university domain, and an instance
data generator. The generator can output data of different sizes. The instance
triples do not contain any blank nodes. This satisfies the assumption of pRDFS.

To generate the probabilistic knowledge, we randomly select four triples each
time from the instance data. We assume these four triples are statistically cor-
related and generate a random probability distribution function for them. The
probabilistic knowledge is encoded in RDF triples using a specialized
vocabulary3.

The LUBM has 14 sample queries, all of which are of the “select” form and
contain one basic graph pattern. Table 2 shows the number of solutions obtained
by executing the queries with and without RDFS reasoning against the LUBM
data of one-department size. It illustrates the usefulness of having reasoning
during query answering. Queries 10-13 are excluded from the experiments be-
cause OWL-DL [6] reasoning is required to produce solutions. Finally, all triple
patterns of the queries are set to have the truth value of true.

The experiments were carried out on a computer with an Intel Core 2 Duo
processor E6320 and 2 GB memory. The software code was written in Java.
Jena [1], which is an RDF toolkit including an RDF/XML parser, reasoners and
a SPARQL query engine, was used.

Two experiments were performed. In the first one, we varied the number of
departments from 1 to 8, and kept the percentage of probabilistic triples at 10%.
Fig. 1 shows the total execution time of answering LUBM sample queries. It
also shows the time of two major steps, graph pattern matching and probability
calculation. The parameters for approximating the probability ε and δ are both
set to 0.01. That is, the probability that the approximate value differs from the
true value by more than 1% is less than 0.01. The total execution time scales
linearly with the data size in 6 out of 10 queries (Queries 1, 3, 4, 5, 6, 14),
and scales polynomially or exponentially in other queries. In 6 out of 10 queries
(Queries 1, 2, 3, 4, 5, 7), the time of calculating probability (Algorithms 1 and 2)

2 http://www.lehigh.edu/∼zhp2/2004/0401/univ-bench.owl
3 http://www.comp.polyu.edu.hk/∼csccszeto/prdfs/prdfs.owl
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Fig. 1. Execution time of answering LUBM sample queries as the number of schema
and instance triples increases

does not increase with the data size. In the rest of queries, it increases linearly
because the number of solutions to these queries also increases linearly. The
polynomial or exponential scaling behavior of the total time is due to the step
of graph pattern matching.

In the second experiment, we varied the percentage of probabilistic triples
from 10% to 80% and kept the number of departments at 1. Fig. 2 shows that
the time of pattern matching does not change with the percentage of proba-
bilistic triples. This is expected since the time does not depend on the percent-
age of probabilistic triples. In all queries except Queries 4 and 5, the time of
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Fig. 2. Execution time of answering LUBM sample queries as the percentage of prob-
abilistic triples increases

calculating probability (Algorithms 1 and 2) does not vary with the percentage
of probabilistic triples. In Queries 4 and 5, the time increases with the percentage
of probabilistic triples. It increases rapidly when the percentages of probabilistic
triples increase beyond 70% and 60% respectively. The query patterns of these
two queries match derived triples that have more than one justification, so the
length of the DNF formula is larger than 1. If the percentage of probabilistic
triples is low, the DNF formula can be simplified to one with a shorter length.
As the percentage of probabilistic triples increases, the length of the formula
increases. Therefore, the time of computing probability also increases.
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5 Conclusion

In this paper, we have proposed answering SPARQL queries with RDFS rea-
soning on pRDFS to match against both declared and derived triples, and an
algorithm to compute the probability interval of a solution that involves derived
triples. When the percentage of probabilistic triples is low, our experimental
study shows that the time of calculating probability increases linearly with the
data size and does not vary with the percentage of probabilistic triples. How-
ever, when the percentage of probabilistic triples is high, the time of computing
probability could increase with the percentage of probabilistic triples.
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Abstract. Large amount of uncertain data is collected by many emerging 
applications which contain multiple sources in a distributed manner. Previous 
efforts on querying uncertain data in distributed environment have only focus 
on ranking and skyline, join queries have not been addressed in earlier work 
despite their importance in databases. In this paper, we address distributed 
probabilistic threshold join query, which retrieves results satisfying the join 
condition with combining probabilities that meet the threshold requirement 
from distributed sites. We propose a new kind of bloom filters called 
Probability Bloom Filters (PBF) to represent set with probabilistic attribute and 
design a PBF based Bloomjoin algorithm for executing distributed probabilistic 
threshold join query with communication efficiency. Furthermore, we provide 
theoretical analysis of the network cost of our algorithm and demonstrate it by 
simulation. The experiment results show that our algorithm can save network 
cost efficiently by comparing to original Bloomjoin algorithm in most 
scenarios. 

Keywords: Distributed query processing, joins, uncertain data, Bloom filters. 

1   Introduction 

Due to the increasing number of available data sources and the available network 
service, a large amount of uncertain data is collected by many emerging applications 
which contain multiple sources in a distributed manner, such as distributed sensor 
networks [1], and multiple geographically distant data integration [2]. Extensive 
research efforts have been given for querying uncertain data. While these works 
produce insightful results, they typically assume a centralized rather than a distributed 
environment setting. Until recently, there appears some works target at distributed 
queries on uncertain data, such as ranking [3, 4] and skyline [5]. However, none of 
existing works deal with the join queries despite their significance in database. 

In uncertain databases, data items are usually associated with probabilistic values 
which denote the probabilities of specific data items, and probabilistic values are also 
                                                           
*  This work was supported by the National Natural Science Foundation of China (NSFC) under 

grant No. 61001070. We would like to thank anonymous reviewers for the insightful 
comments. 
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assigned to query results based on combining probabilities from the input data [6]. 
Since users want to get results with higher possibilities, they may wish to apply a 
threshold on result’s probabilistic values. Threshold queries on uncertain have 
attracted much attention in recent works [7, 8]. Agrawal et al. [9] study the problem 
of threshold join queries on uncertain data, but they assume a centralized setting. 

TID
t1
t2
t3
t4

Name
Honda
Toyota
BMW
Ford

Possibility
0.9
0.6
0.7
0.5

TID
t1
t2
t4
t5

Speed(mph)
90
80
60
100

0.9
0.8
0.8
0.7

Possibility Speed(mph)
90
80
60

0.9
0.7
0.65

PossibilityName
Honda
Toyota
Ford

90 0.9Honda τ =0.8

T1 T2 Join Result

 

Fig. 1. An example of probabilistic threshold join query 

In this paper, for the first time, we study the problem of probabilistic threshold join 
query in distributed environment. A probabilistic threshold query returns result tuples 
with probability above a threshold τ. The joined probabilities of result tuples are 
computed by using a combining function that combines the probabilistic values of 
joining tuples. For example, in Figure 1, a join of <TID, Name> in T1 with <TID, 
Speed> in T2 produces <Named, Speed> with associated possibilities combining 
from the possibilities of the joining tuples. The combine function simply uses 
average. When applying a threshold τ=0.8, only {Honda, 90} is returned.  

Since communication cost is the dominating factor due to the network delay and 
the economic cost associated with transmitting large amounts of data over a network 
when querying distributed uncertain data [3, 5], the challenge of distributed 
probabilistic threshold join query is to retrieve result tuples from all the distributed 
sites with minimum communication cost. 

There are a lot of works on network cost efficient distributed join algorithm in 
relational databases [10]. The Bloomjoin [11] algorithm using Bloom filters [12] to 
compress the related join attributes. This approach can significantly reduce the 
network cost and can be seen as current state of the art [13]. The Bloomjoin algorithm 
can be applied in the process of handling distributed probabilistic threshold join query 
directly by treating probability as a common attribute. However, the threshold 
condition cannot be utilized like join condition during the process, which is the main 
concern of our approach. 

We made the following contributions in this paper. First, we propose a new type of 
Bloom Filters called Probability Bloom Filters (PBF), which can not only answer 
membership query, but also return its associated probability. Second, based on PBF, 
we extend Bloomjoin to a network efficient algorithm called Distributed Probabilistic 
Threshold Bloomjoin (DPTBJ) for distributed probabilistic threshold join query. 
Finally, theoretically evaluation and experiment results show that our proposed 
method can save network cost efficiently by comparing to original Bloomjoin 
algorithm in most scenarios. 

The rest of this paper is organized as follows: Section 2 introduces preliminaries; 
PBF and DPTBJ are presented in Section 3 and Section 4; Theoretical analysis and 
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experiment studies are reported in Section 5; Section 6 reviews the related work; 
Finally, Section 7 concludes the paper. 

2   Preliminaries 

Bloom filter. Bloom filter was proposed in [12] as a space-efficient data structure for 
representing a set S. It allows answer membership queries with a certain probability of 
false positive that can be made arbitrarily small. A Bloom filter consists of a m bits 
length array A and a group of k hash functions {h1, h2,…, hk}, these functions are 
independent and hash element of S to an integer in the range {1…m} uniformly. The 
m bits in A are set to 0 initially, then the insertion of an element e is just set all 
A[hi(e)] to 1. Once the set S is represented by a Bloom Filter, a membership query that 
check x weather in S can be just check weather all A[hi(x)] are 1. If all the positions 
are 1, then x is a member of S, otherwise, x is not a member of S. However, there may 
yield a false positive caused by hash collisions, which means B is actually not in S, 
but we get a false answer. Denote the number of element in S by n, we have the 
probability of false positive: 

 ( )( ) ( )/1 1 1/ 1
k kkn kn m

fpP m e−= − − ≈ −        (1) 

Bloomjoins. The Bloomjoin algorithm [11] was proposed for efficiently executing 
joins in distributed database.  Consider tables T1 and T2 stored in different sites site1 
and site2 respectively. For an equal-join 1 2T Tθ , applying Bloomjoin algorithm, site1 

sends its Bloom filter of the join key ID to remote site2. Then site2 uses the Bloom 
filter to filter the tuples that do not belong to it. Then, site2 send the remaining tuples 
to site1, where actual join happens and false positives can be filtered. 
 
Definiton 1. (Probabilistic threshold join). Given table {T1,T2,…,Tn},the 
probabilistic attribute in each table is {P1,P2,…Pn}. A probabilistic threshold join on 
{T1,T2,…,Tn} with join conditions {θ1, θ2,…, θn-1} ,combine function CF() and  
threshold τ is: 

1 2 1 1 2 11 2 1 2 1 2{ ... , (), } { ... ( , .,.., ) }
n nn n nT T T CF T T T CF P P Pθ θ θ θ θ θτ τ
− −

= ≥|   (2) 

In the followings of this paper, we only consider equality join since join with 
nonequality conditions cannot be handled by using bloom filters. 

3   Probability Bloom Filters 

In this section, we present Probability Bloom Filters (PBF), which can not only 
answer membership query like standard Bloom Filters (SBF), but also get the 
probabilistic value associated with the element. We enable PBF to have this feature 
by extending SBF. The key idea is similar with Counting Bloom Filters (CBF) [14]. 
Instead of using a counter at each position as CBF, PBF uses a container which stores 
the associated probabilistic value for the element. In the followings, we describe the 
design of PBF and its features. 
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3.1   Overview of PBF 

Now we consider a probabilistic set Sp={x1,x2,…xn} , each element xi in Sp is 
associated with a probabilistic value pi which represents the probability of this 
element. Without loss of generality, we set pi in [0, 1]. PBF represents Sp by using an 

array A of m×c bits and a group of independent hash functions {h1,h2,…,hk} in range 

{1…m}. In other words, each entry in PBF is a small container of c bits associated 
with a basic Bloom filter .We can use PBF to answer membership query and get the 
associated probabilistic value. For example, to check element B, there are two kinds 
of answer, one is that B is not a member of Sp, the other is that B is in Sp and returns 
its associated probabilistic value. 

 

 

 
Fig. 2. Insert operation of PBF 
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Fig. 3. Example of insert operation in PBF 

The insert algorithm of PBF is shown in Fig. 2 and an example in Fig.3 illustrates 
the insert operation of e with probability 0.3. During insertion of element x, the 
associated probability p is encoded by a encode function to a c bits data p(c). Then use 

the k hash functions to set A[hi(x)] to p(c) when A[hi(x)] < p(c). Remind that A is a m×c 

bits array, here we use A[i] to denote the ith container in A. We assume the encode 
function is monotonic and rounds off to the nearest integers greater than or equal to 
the original: encoding higher probabilistic value produces a higher result and the 
result after decoding is always less than original value. Moreover, the encode function 
never encodes a value to 0, which means we can get an answer that x is in set Sp, and 
the probabilistic value attained to it is 0. For example, the encoding function in Fig.3 

is c= p/0.1+1⎡ ⎤ , and it meets the demands above .We set A[hi(x)] to p(c) only when it is 

large than original value, for ensuring that each container of element in PBF is not 
less than its encoded value  p(c). Then we can get the probability by choosing the 
minimum value in A [hi(x)] when querying.  

Algorithm 1 Insert (element x, probability p) 
1. Encode p with c bits data p(c) 
2. for i = 1 to k do 
3.     if A[hi(x)] < p(c) then 
4.          A[hi(x)] = p(c) 
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After achieving the PBF, we can answer probabilistic membership query based on 
PBF instead of the whole set. The detailed query process is illustrated in Fig. 4. First, 
we check every A[hi(x)] in PBF, if there is any A[hi(x)] values 0, then return -1, which 
means that x is not in this set. If all the values are nonzero, then we get the minimal 
A[hi(x)] and use decode function to decode A[hi(x)] to pmin , which denotes x is in that 
set and the associated probability is pmin. 

According to the insert and query operations, it is obvious that when the value of c 
is 1, PBF is actually SBF.  

 

 

Fig. 4. Query operation in PBF 

3.2   Accuracy 

Since PBF is a direct extension of SBF, it has the same false positive rate (denotes as 
Pfp) with SPF when answering membership query as formula (1). However, PBF can 
not only answer whether an item is in a set, but also get the item’s associated 
probability when the item is guaranteed in set by PBF. Despite false positive, we 
concern with the accuracy of returned probabilistic value.  
 
Theorem 1. Let an item x in set Sp is associated with probability p, and a query for x 
on PBF of Sp returns a probability p’. The false positive rate of PBF is Pfp. Let the 
encode function is E(), and E() is monotonic and rounding off to ceiling integer. The 
followings hold: 

 ( )( )' ( )
1 fpE p E p

P P= > −         (3) 

 ( )( )' ( ) fpE p E p
P P> <          (4) 

 ( )( )' ( )
0

E p E p
P < =          (5) 

Proof. If PBF returns a wrong value, the k positions of x in PBF must be all rewritten 
by other insertions. The probability of one position is not rewritten during one 

insertion is (1−1/m)k. So despite the order of insertion, the probability of one position 

Algorithm 2 Query (element x) 
1. tmp = 0 
2. for i = 1 to k do 
3.     if A[hi(x)] = 0  then 
4.          break 
5.     else 
6.          if A[hi(x)]< tmp or tmp=0 

7.            tmp = A[hi(x)] 
8.     if i = k  then  
9.            Decode tmp to pmin 
10.          return pmin 
11. return -1 
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is rewritten after all n items have been inserted is great or equal than 1−(1−1/m)k×n. If 

all k positions of x are rewritten, the probability is greater or equal than 1− 

(1−(1−1/m)k×n)k. Since (1−(1−1/m)k×n)k is the false positive probability of PBF, we 

get formula (3). In Algorithm 1, since the rewrite operation occurs only when the 
insertion value is great than the current value, we never get a lower value in PBF than 
the true value, so formula (4) holds. According to formula (3) and formula (4), 
formula (5) holds naturally and Theorem 1 is proved to be true. 

According to Theorem 1, we can find that the accuracy of returned probabilistic 
value in PBF is guaranteed by Pfp, a lower Pfp leads to higher accuracy and query on 
PBF never return a probabilistic value higher than the true value. 
 
Theorem 2. Let the encode function is E() which encodes a probability p to a c bits 
length data p(c), and  E() is monotonic and rounding off to ceiling integer. The decode 
function denotes as D() decodes p(c) to p'. E() is monotonic and rounding off to ceiling 
integer. The following holds: 

 ( ) ( )( ) ( 1)c cp D p p D p′ = ≥ > −         (6) 

Proof. Since E() is monotonic and rounding off to ceiling integer, it is obvious that 
p p′ ≥  and ( )( 1)cp D p> − . 

 
Through Theorem 2, PBF will never return a probabilistic value less than the true 
value despite false positives. This feature is very useful for our DPTBJ algorithm in 
Section 4. 

3.3   Composition Operations of PBF 

We can use PBF to do set union and intersection like SBF [15, 16], and the result is 
also a PBF. However, as PBF stores the probability of set item additionally, the 
compositions of its probability need to be considered. 

Suppose there are two probabilistic sets A and B, item x in set A or B have an 
associated probability PA(x) or PB(x), we use two probability bloom filters PBF(A)  
and PBF(B) as the representation of A and B. 
 
Definiton 2. (Union of probabilistic sets). The union of probabilistic sets A and B 
can be represented as: 

 { ,max( ( ), ( )) | }A BA B x p x p x x A or x B= ∈ ∈∪     (7) 

 

Definiton 3. (Union of probability bloom filters). Assume that PBF (A) and PBF 

(B) use the same m×c bits length array and hash functions. A[i] or B[i] denotes the ith 

container of array. The union of PBF(A) and PBF(B), can be represented as: 

 { }( ) ( ) max( [ ], [ ]),1PBF A PBF B A i B i i m= ≤ ≤∪     (8) 
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Theorem 3. If PBF(A∪B), PBF(A) and PBF(B) use the same m×c bits length array, k 

hash functions and encode/decode functions, then PBF(A∪B)= PBF(A)∪ PBF(B). 
 

Proof. Assume x∈A ,  y∈B, we have A[i]=Encode(pA(x)), B[i]=Encode(pB(y)) for 

1≤i≤m in PBF(A) and PBF(B), pA(x) and pB(y) are the maximum value when the 

insert operation comes to position i respectively. According to Definition 2, 

PBF(C)=PBF(A)∪PBF(B), C[i]=max(A[i],B[i]).  On the other hand, since there are no 

other items in A∪B which hash to position i and have a probabilistic value great than 

max(pA(x), pB(y)), for PBF(D)=PBF(A∪B), we have D[i]=max(Encode(pA(x)), and 

Encode(pB(y)))= max(A[i],B[i]). Theorem 3 is proved to be true. 
 
Definiton 4. (Intersection of probabilistic sets). The intersection of probabilistic 
sets A and B can be represented as: 

 { ,max( ( ), ( )) | }A BA B x p x p x x A and x B= ∈ ∈∩                     (9) 

 

Definiton 5. (Intersection of probability bloom filters). Assume that PBF(A) and 

PBF(B) use the same m×c bits length array and hash functions. A[i] or B[i] denotes 

the ith container of array. The intersection of PBF(A) and PBF(B), denoted as PBF(C) 
can be represented as: 

 

{ }( ) ( ) ( ) [ ],1

max( [ ], [ ]) , [ ] 0, [ ] 0
[ ]

0 ,

PBF C PBF A PBF B C i i m

A i B i A i B i
and C i

others

= = ≤ ≤

> >⎧
= ⎨
⎩

∩

             (10) 

 

Theorem 4. If PBF(A∩B), PBF(A) and PBF(B) use the same m×c bits length array, k 

hash functions and encode/decode functions, then PBF(A∩B)= PBF(A)∩ PBF(B) with 

the probability 
2 2( )(1 1 / )k A B A Bm × ×− ⏐ ⏐ ⏐ ⏐−⏐ ∩ ⏐ . 

 
Proof. According to Definition 3, Definition 5 and Theorem 3, we have:  

( ) ( ) ( ( ) ( ))

( ( ) ( ))

( ( ) ( )) ( )

PBF A PBF B PBF A A B PBF B A B

PBF A A B PBF A B

PBF B A B PBF A B PBF A B

= − −
−
−

∩ ∩ ∩ ∩ ∪
∩ ∩ ∩ ∪
∩ ∩ ∩ ∪ ∩

           (11) 

According to (11), it is easy to find that PBF(A∩B)= PBF(A)∩ PBF(B) only if 

(PBF(A−A∩B) ∩ PBF(B−A∩B)) ∪ (PBF(A−A∩B) ∩ PBF(A∩B)) ∪ (PBF(B−A∩B) 

∩ PBF(A∩B)) =0. 
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For any item x∈(A−A∩B), the probability of which A[hash1(x)],…, A[hashk(x)] of 

PBF(B−A∩B) are 0 should be 
2

(1 1/ )k A A Bm × −− ⏐ ∩ ⏐ , then the probability that 

PBF(A−A∩B) ∩ PBF(B−A∩B) is 0 should be 
2

(1 1/ )k A A B B A Bm × − × −− ⏐ ∩ ⏐ ⏐ ∩ ⏐ . Similarly, we 

can infer the probability that PBF(A∩B)= PBF(A)∩ PBF(B) is: 

2

2

22

( )

( )

( )

(1 1 / )

(1 1 / )

(1 1 / )

k A A B B A B A A B A B B A B A B

k A A B B B A B A B

k A B A B

P m

m

m

× − × − + − × + − ×

× − × + − ×

× × −

= −

= −

= −

∩ ∩ ∩ ∩ ∩ ∩

∩ ∩ ∩

∩

            (12) 

Theorem 4 is proved to be true.  

4   Distributed Probabilistic Threshold Bloomjoin Algorithm 

In this section, we propose distributed probabilistic threshold bloomjoin algorithm 
(DPTBJ) for distributed probabilistic threshold join query. DPTBJ extends Bloomjoin 
algorithm [11] by using PBF proposed in Section 3 to represent data which need to be 
transmitted in distributed join operation. Our algorithm can save the network cost by 
reducing the data size that need to be transmitted between different sites. We mainly 
consider two sites distributed join since multi-sites join can be handled by extending 
DPTBJ naturally, and we will discuss some properties of DPTBJ in 4.2. 

4.1   Algorithm 

Suppose we have a distributed database consist of two sites Site1 and Site2, each site 
has a relation table to be joined denotes as A and B. Each tuple in the table have a 
probabilistic value p denotes the confidence or probability of the tuple. We 
probabilistic threshold join query as {A θB,CF(),τ}, which means return the tuples 
joined under condition θ in table A and B, and the probabilistic value combined by a 
user defined combine function CF() of the joined tuples is above or equal than τ. 

The DPTBJ algorithm is shown in Fig.5. First, we construct PBFA(θ) on the 
attributes relevant to the join condition θ of A.  Note that the probabilistic values of 
tuples in A are encoded in PBFA(θ). Then we send PBFA(θ) to Site2, and scan B for 
tuples which match the join condition θ by querying PBFA(θ). A tuple that matches any 
elements in  PBFA(θ) will return a nonnegative probabilistic value, and if the 
probabilistic value combined by CF() is above or equal than threshold τ, this tuple of 
B  is added to Resultlist. Tuples in candidate set which are irrelevant to the final result 
can be pruned by this process. Then the Resultlist is send back to A to compute a local 
probabilistic threshold join at Site1. 

The join process at Site1 can utilize any join algorithms that is proper to a certain 
situation. For example, we can use the nested-loop index join algorithm if there are 
indices on the join condition attributes in A. 
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Fig. 5. DPTBJ algorithm 

4.2   Discussion 

In this section, we cover a few of properties of our algorithm that not discuss in the 
initial form.  
 
1) Combine function 
According to Theorem 2, we know that the probabilistic value returned by querying 
PBF is great or equal than the true value. To avoid false negative, the combine 
function in probability combination should be monotonic. However, it is reasonable to 
have monotonic combine function in probabilistic threshold join since combining 
higher confidence probability usually produces higher resulting.  
 
2) The optimal PBF in DPTBJ 
Ramesh et al. [13] proposed optimal Bloom filters for Bloomjoin. The same method 
can be applied to optimal PBF in DPTBJ. However, we should consider the size of 
container additionally in DPTBJ. Typically, c is smaller than the size of which stores 
the original value. A higher c means higher precision when query PBF and could lead 
to prune more candidates need to be transmitted, meanwhile, it also lead a larger size 
of PBF. To minimize the network cost, we should choose the value of c properly. The 
choice of c will be discussed in Section 5. 
 
3) Multi-sites join 
The Bloomjoin algorithm can extend to more than 2 sites to handle equal join due to 
the composition operations of Bloom Filters [15, 16]. The composition operations 
include set union and set intersection. Since PBF have similar composition operations 
which is mentioned in Section 3, we can extend DPTBJ algorithm by using the 
composition operations of PBF to handle probabilistic threshold join query for any 
number of sites.  

Algorithm 3 DPTBJ (R1, R2, θ, τ, CF() ) 
1.  Generate PBFA(θ) for A in Site1 
2.  Send PBFA(θ) to Site2 
3.  Foreach tuple in B 
4.     p = Query(tuple(θ)) 
5.     If p ≥ 0 then  
6.          If CF(p, tuple.p) ≥τ then 

7.                Add tuple to Resultlist 
8.  Send Resultlist to Site1 

9.  Excute {A θResultlist,CF(),τ} at Site1 
11.Return final result 
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5   Evaluations 

Since network cost is the dominating cost factor in distributed join execution [13], the 
main concern of our algorithm is network cost. In this section, we demonstrate the 
effectiveness of DPTBJ on network cost. Specifically, we compared DPTBJ with 
Bloomjoin [11] through theoretical and experimental analysis. Note that although 
Bloomjoin is not design for distributed probabilistic threshold join, it can handle it 
naturally without any modification. Actually, DPTBJ algorithm degenerates to 
Bloomjoin when the size of container c is 1. 

5.1   Theoretical Analysis 

1) Network cost 
Suppose Site1 holds table A and Site2 holds table B, consider a probabilistic threshold 
join query {A θB,CF(),τ} using DPTBJ, the total network cost consists of the cost 
of sending PBFA(θ) from Site1 to Site2, and sending Resultlist from Site2 to Site1. Let 
m×c denote the length of PBFA(θ) in bits, the size of Resultlist is r, and record length 
of B is l. The network cost of DPTBJ is: 

 DPTBJC m c r l= × + ×         (13) 

Resultlist contains the true tuples of the probabilistic threshold join and the false 
positives caused by PBFA(θ). Let α denote the join selectivity, βD denote the selectivity 
by using threshold condition at Site2, and total record size of B is n2. The size of 
Resultlist can be represented as: 

 ( )( )2 2 2 fp Dr n n n Pα α β= × + − × × ×       (14) 

Then we have: 

 ( )( )2 2 2DPTBJ fp DC m c n n n P lα α β= × + × + − × × × ×     (15) 

Similarly, we can get the network cost of Bloomjoin. Note that Bloomjoin can also 
utilize the threshold condition to prune candidate set at Site2 since the combine 
function is monotonic and we can assume the probability of each item in SBF is 1. So 
there is also a threshold selectivity βB for Bloomjoin, and βB is great than βD. 

( )( )2 2 2Bloomjoin fp BC m n n n P lα α β= + × + − × × × ×
        

                   (16) 

Denote (n2×α+(n2−n2×α)×Pfp)×l as L. As c is great or equal than 2, to gain 

network cost reduction against Bloomjoin, we should have:  

2 (1 ) / 1B Dc L mβ β≤ < × × − +                              (17) 

Then 

 (1 )B DL mβ β× × − >                                 (18) 
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It is reasonable that βB is relatively high because the lack of probabilities of probe 
tuples. Assume the false positive rate is very lower by properly choosing m and k, 

since n2×l is much higher than m, the dominant factors of gaining network reduction 

are join selectivity α and threshold selectivity βD. According to inequality (17), we 
know that DPTBJ can have a better performance with a proper choice of c except α is 
very low or βD is very high, which means DPTBJ can outperform Bloomjoin in most 
scenarios. 

 
2) The optimal c 
Now we consider the optimal c to minimize CDPTBJ. As the distribution of 
probabilistic value of A can be known in prior, we can make the values stored in the 
containers of PBFA(θ) to have a uniform distribution by choosing a proper encode 
function. According to Theorem 2, for the threshold selectivity βD at Site2 by using 
DPTBJ and the real threshold selectivity β, we have: 

 0 2 c
Dβ β −≤ − <                               (19) 

Then, equation (15) can be rewritten as: 

 ( )2 c
DBTBJm c L C m c Lβ β −× + × ≤ < × + × +

    
      (20) 

To minimize the upper bound of CDPTBJ, we differentiate the upper bound with 
respect to c. Then we get the optimal c: 

 ( )ln 2/
2log L mc ×=                                                      (21) 

As L and m can be estimated by query optimizer of modern database, we can 
choose the optimal c in advance. 

5.2   Experiment 

We generated synthetic data to evaluate the network cost of DPBTJ against 
Bloomjoin. The experiment was conducted on vertically fragmented databases. We 
synthetically generated two relation tables R and S in different sites, each table has 
105 tuples with a primary key and a probabilistic value denotes its confidence. Regard 
R as probe table and S as build table, the length of S can vary by adding other 
attributes. The probability distribution is uniformly from 0 to 1 and the combine 

function is multiplication. We set k=5 and m=8×105 where k is the number of hash 

functions and m is the length of the filter using both by DPTBJ and Bloomjoin. 
Fig. 6 illustrates how network cost varies with size of container under different join 

selectivity and threshold selectivity. Note that in this figure, it means network cost of 
Bloomjoin when the size of container is 1. It is clear that DPTBJ can outperform 
Bloomjoin by properly choosing c except join selectivity is very low or threshold 
selectivity is very high, that is because we can’t meet the demand of inequality (18) 
when having very low join selectivity and very high threshold selectivity.  
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Fig. 6. Original Bloomjoin Vs DPTBJ 

6   Related Work 

Considerable research effort has been put on queries in distributed environment. A 
broad summary of query processing techniques for structured data at distributed sites 
is provided in [10]. Techniques based on bloom filters for optimizing join queries in 
distributed databases have been proposed in [13, 15].  

An extensive survey of problems in uncertain data management is provided in [17]. 
Recently, there has been some work addressing join queries in uncertain databases. 
The work in [18] addresses the problem of joins over uncertain attributes described as 
probability distribution functions, while we consider discrete probability. A recent 
work [9] addresses confidence aware joins, which is similar to ours, but they assume a 
centralized environment. 

Until recently, there are some works on querying distributed uncertain data. Li  
et al. [3] study probabilistic top-k query with “expected rank” semantic in distributed 
systems. Ye et al. [4] propose a general approach for efficient processing of any 
probabilistic top-k query in distributed wireless sensor networks. Ding et al. [5] 
consider distributed skyline queries over uncertain data. To the best of our 
knowledge, this work is the first one to address probabilistic threshold join query over 
distributed uncertain data.  

7   Conclusions 

In this paper, we considered probabilistic threshold join query in a distributed 
environment. To represent probabilistic set, we proposed Probabilistic Bloom Filters 
extending from standard bloom filters which can not only answer membership query 
like standard bloom filters, but also get the probability associated with the element. 
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We demonstrated the accuracy of the answered probabilistic value which is 
guaranteed by PBF’s false positive rate. Then we proposed DPTBJ algorithm 
extending from Bloomjoin to handle this query. Theoretical and experimental analysis 
on comparing DPTBJ with Bloomjoin showed that DPTBJ can have a better 
performance in most scenarios except join selectivity is very low or threshold 
selectivity is very high. Our future work includes more general probabilistic query in 
distributed settings and other uncertain data models.  
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Abstract. This paper studies the problem of Positive Unlabeled learning (PU
learning), where positive and unlabeled examples are used for training. Naive
Bayes (NB) and Tree Augmented Naive Bayes (TAN) have been extended to PU
learning algorithms (PNB and PTAN). However, they require user-specified pa-
rameter, which is difficult for the user to provide in practice. We estimate this pa-
rameter following [2] by taking the “selected completely at random” assumption
and reformulate these two algorithms with this assumption. Furthermore, based
on supervised algorithms Averaged One-Dependence Estimators (AODE), Hid-
den Naive Bayes (HNB) and Full Bayesian network Classifier (FBC), we extend
these algorithms to PU learning algorithms (PAODE, PHNB and PFBC respec-
tively). Experimental results on 20 UCI datasets show that the performance of
the Bayesian algorithms for PU learning are comparable to corresponding super-
vised ones in most cases. Additionally, PNB and PFBC are more robust against
unlabeled data, and PFBC generally performs the best.

Keywords: Positive Unlabeled Learning, Bayesian Classifiers, Naive Bayes,
Hidden Naive Bayes, Full Bayesian Network Classifiers.

1 Introduction

In supervised classification analysis, examples from all the predefined classes are re-
quired to produce a classifier. In particular, for binary classification, a classifier is built
using both positive and negative examples. In many real-life classification tasks, how-
ever, it is often hard and expensive to get labeled examples from all the classes, while
examples of one specific class and unlabeled examples are relatively easy to obtain. This
has motivated the problem of PU learning. In PU learning framework, we are interested
in one specific class of data, named as positive class, and a classifier is learned from
only labeled positive examples and unlabeled examples. The problem of PU learning
is prevalent in real-world applications. For example, to discover future customers for
direct marketing, the current customers of the company can be used as positive exam-
ples while unlabeled examples can be purchased at a low cost compared with obtaining
negative examples[1].
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Bayesian classifiers, as statistical classifiers, which can predict class membership
probabilities, have been widely used in classification tasks. Naive Bayes is a simple
Bayesian classifier, which assumes that all the attributes are independent of each other
given the class label. However, the assumption may not often hold in practice, and hence
the performance can be harmed. TAN[3] relaxes the independence assumption and al-
lows at most one parent expect class variable for each attribute. These two Bayesian
classifiers have been extended to PU learning scenario. However, they require the user
to provide the prior probability of positive class (p), which is often difficult in practice.
In this paper, we utilize the method proposed in [2] to estimate p so as to free the user
from providing it. Furthermore, we extend supervised Bayesian algorithms AODE[4],
HNB[5] and FBC[6] to PU learning scenario. The comparison results between Bayesian
algorithms for PU learning and their corresponding supervised Bayesian algorithms,
which use both positive and negative examples for training show that the proposed
Bayesian algorithms for PU learning perform comparably to supervised ones in most
cases. In addition, PNB and PFBC are relatively robust against unlabeled data, and
PFBC generally performs the best, especially in terms of F1.

This paper is organized as follows. In the next section, we discuss related work.
Section 3 illustrates the proposed algorithms in detail. The experimental results are
shown in Section 4. And finally, Section 5 concludes this paper.

2 Related Work

Numerous studies on PU learning have been conducted in recent years. In [7], Schölkopf
et al. learn one-class SVM from only labeled positive examples ignoring the unlabeled
examples. However, this method cannot exploit the useful information in the unlabeled
examples, which may make contribution to classification. It can be beneficial to build a
classifier using both positive and unlabeled examples. Currently, most of the PU learn-
ing algorithms are devised for text classification, and there are two main approaches.
One classical approach is to take the two-step strategy, which firstly identifies a set of
reliable negative examples from the unlabeled set, and then constructs a classifier on
the positive and reliable negative examples iteratively[8,9,10]. Another approach is to
assign weights to the examples, and then, supervised learning algorithms are used for
learning[2,11,12]. PU learning problems can also be dealt with by estimating statistical
information from positive and unlabeled examples, such as PNB[13] which is devised
for text classification and POSC4.5[14] which is devised for general classification tasks.
The problem of PU learning is also studied under other scenarios, such as data stream
classification[15,16] and uncertain data classification[17].

Most of PU learning algorithms focus on text classification[8,9,10,11,12,13]. In this
paper, we focus on Bayesian algorithms for PU learning to handle general attributes.
In [18], Calvo et al. generalized PNB[13], which is only applicable to text classifi-
cation tasks where text documents are represented in bag-of-words format, to handle
general discrete attributes. Furthermore, they extended it to Positive Tree Augmented
Naive Bayes (PTAN), a more complex Bayesian classifier. However, the algorithms
they proposed require the user to provide p as a parameter. Thus, the averaged version
of these classifiers (APNB and APTAN) was introduced by stimulating p by means of
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Beta distribution. Nevertheless, the parameters of the Beta distribution still need to be
provided by the user, which is often difficult in practice. In [2], Elkan et al. assumed
that labeled positive examples are selected completely randomly from all positive ex-
amples. And under this assumption, they proposed a method to estimate p from positive
and unlabeled examples. Therefore, in this paper, we also make this assumption and
utilize the method in [2] to estimate p so as to free the user from providing it. Further-
more, we extend supervised Bayesian algorithms AODE, HNB and FBC to PU learning
algorithms.

3 Bayesian Classifiers for Positive Unlabeled Learning

In this section, firstly, we give the problem description. Then, we present different
Bayesian classifiers for PU learning. Because we utilize the method proposed in [2]
to estimate p under the “selected completely at random” assumption, we reformulate
the estimation of some parameters in PNB and PTAN, and then, we extend supervised
Bayesian algorithms AODE, HNB, FBC to PU learning algorithms.

3.1 Problem Description

Let D denote the training set, which consists of a set of positive examples P and a set
of unlabeled examples U , D = P ∪ U . Examples can be represented by 〈X, C, S〉,
where X = 〈X1, · · · ,Xn〉 represents the attribute vector with n attributes; C represents
the class variable which can take values from {0, 1}, 0 for negative and 1 for positive;
S represents the label variable which can take values from {0, 1}, 0 for unlabeled, 1
for labeled. Examples in P are labeled as positive, represented by 〈X, C = 1, S = 1〉,
while examples in U are unlabeled, denoted as 〈X, C =?, S = 0〉. We write V (Xi) for
the domain from which attribute Xi(1 ≤ i ≤ n) may take values.

We follow the model used in [1,2,11,12]. In this model, an assumption is made that
the labeled positive examples are selected completely randomly from all positive exam-
ples. This means that positive examples are randomly labeled positive with probability
1-a, and are left unlabeled with probability a. This assumption was formalized and
characterized as “selected completely at random” assumption in [2]. This assumption
is important because it allows p to be estimated from positive and unlabeled examples.

Based on the above formalization, we will build Bayesian classifiers from positive
and unlabeled examples.

3.2 Positive Naive Bayes (PNB)

Based on Bayes theorem and conditional independence assumption, the posterior prob-
ability that an example x is classified to class c (c ∈ {0, 1}) is formulated as

P (C = c|X = x) ∝ P (C = c)
n∏

i=1

P (Xi = xij |C = c) (1)

We need to estimate P (C = c), P (Xi = xij |C = 1) and P (Xi = xij |C = 0) (from
now on p, P (xij |1), P (xij |0) respectively), where xij ∈ V (Xi)(i = 1, · · · , n, j =
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1, · · · , |V (Xi)|). In PU learning scenario, the key problem is the estimation of P (xij |0)
because there are no negative examples available. However, considering [18]

P (xij) = P (xij |1)p + P (xij |0)(1− p) (2)

P (xij |0) can be estimated by estimating P (xij |1) and P (xij). In [13,18], an underly-
ing generative model is assumed. In this model, a class is selected according to class
prior probabilities. They assume that U is generated according to the underlying model.
Therefore, P (xij) is estimated on U and p is viewed as the proportion of positive class
in U . However, under the “selected completely at random” assumption, P (xij) is es-
timated on D and p is viewed as the proportion of positive class in D. Therefore, the
estimation of P (xij |0) is different from [18]. Here, P (xij |0) can be estimated by

P (xij |0) =
N(xij , U)− P (xij |1)(|D| p− |P |)

|D|(1− p)
(3)

where N(xij , U) denotes the number of unlabeled examples where Xi = xij , |D|
denotes the cardinality of the training set, and |P | denotes the cardinality of the set of
positive examples. P (xij |1) can be estimated on P by means of maximum likelihood
estimator with Laplace correction. In order to avoid P (xij |0) to be negative, it can be
handled following the method in [18].

Note that p is estimated according to the method in [2], instead of being provided by
the user. In [2], a classifier is built from positive and unlabeled examples using standard
classification algorithm. Further detail can be found in [2]. In this paper, we use naive
Bayes to obtain the classifier and calibrate it using isotonic regression[19] so as to
estimate p. In the following subsections, p is estimated by this method.

3.3 Positive Tree Augmented Naive Bayes (PTAN)

TAN allows at most one parent expect class variable for each attribute[3]. The key
point of the structure learning of TAN is computing the conditional mutual information
between two attributes Xi and Xk given class variable C, which is defined as

I(Xi, Xk|C) =
|V (Xi)|∑

j=1

|V (Xk)|∑
l=1

P (xij , xkl, 1) log
P (xij , xkl|1)

P (xij |1)P (xkl|1)

+
|V (Xi)|∑

j=1

|V (Xk)|∑
l=1

P (xij , xkl, 0) log
P (xij , xkl|0)

P (xij |0)P (xkl|0)
(4)

Here, the different estimations under the “selected completely at random” assumption
compared with [18] is P (xij |0), P (xkl|0), P (xij , xkl|0) and P (xij , xkl, 0). P (xij |0)
and P (xkl|0) can be estimated by the estimations in Section 3.2 and P (xij , xkl|0) can
be estimated similarly. For P (xij , xkl, 0), we estimate it as

P (xij , xkl, 0) = P (xij , xkl|0)(1 − p) (5)

In the parameter learning, we need to estimate P (xij |Pa(Xi) = pai), where Pa(Xi)
is the parent set of Xi. In particular, we need to estimate P (xij |1, pa∗

i ) and P (xij |0, pa∗
i )
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as illustrated in [18]. The different estimation here is P (xij |0, pa∗
i ), which is estimated

by

P (xi|0, pa∗
i ) =

P (xi, pa∗
i |0)

P (pa∗
i |0)

(6)

P (pa∗
i |0) and P (xi, pa∗

i |0) can be estimated by the estimations in Section 3.2.

3.4 Positive Averaged One-Dependence Estimators (PAODE)

In AODE[4], structure learning is not required. Instead, it builds n classifiers by letting
each attribute be the parent of all other attributes, and the prediction is the averaged
predictions of n classifiers. Actually, it is an ensemble learning method. For an example
x, the class of x is

f(X = x) = argmax
c

n∑
i=1

P (C = c, Xi = xij)
n∏

k=1

P (Xk = xkl|C = c, Xi = xij)

(7)
We need to estimate P (xij , 1), P (xij , 0), P (xkl|1, xij) and P (xkl|0, xij). In PU learn-
ing scenario, P (xij , 1) and P (xij , 0) can be estimated by

P (xij , 1) = P (xij |1)p (8)

P (xij , 0) = P (xij |0)(1 − p) (9)

P (xkl|1, xij) can be estimated on P by means of maximum likelihood estimator with
Laplace correction, while P (xkl|0, xij) can be estimated by

P (xkl|0, xij) =
P (xkl, xij |0)

P (xij |0)
(10)

Based on the above estimations, we can learn AODE in PU learning scenario. This
algorithm is named as Positive Averaged One-Dependence Estimators (PAODE).

3.5 Positive Hidden Naive Bayes (PHNB)

HNB considers the influences from all attributes[5]. Each attribute has a hidden parent,
which combines the influences from all other attributes. For an example x, the class of
x is

f(X = x) = argmax
c

P (C = c)
n∏

i=1

P (Xi = xij |Xhpi = xhpi , C = c) (11)

where P (Xi = xij |Xhpi =xhpi , C = c)=
n∑

k=1,k �=i

Wik ∗ P (Xi = xij |Xk = xkl, C) .

In [5], Jiang et al. use the conditional mutual information between two attributes Xi

and Xk as the weight of P (Xi = xij |Xk = xkl, C), and Wik is defined as

Wik =
I(Xi, Xk|C)

n∑
k=1,k �=i

I(Xi, Xk|C)
(12)
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Therefore, the key problem of learning HNB is the estimation of P (Xi = xij |Xk =
xkl, C) and I(Xi, Xk|C). In PU learning scenario, we need to estimate P (xij |xkl, 1),
P (xij |xkl, 0) and I(Xi, Xk|C). The estimation of I(Xi, Xk|C) can be found in PTAN
in Section 3.3 and the estimation of P (xij |xkl, 1) and P (xij |xkl, 0) can be found in
PAODE in Section 3.4. Note that in [5], Jiang et al. use the M-estimation to estimate
above probabilities, so we also use it to estimate the probabilities.

Based on the estimations, we can learn a HNB from positive and unlabeled examples.
This algorithm is named as Positive Hidden Naive Bayes (PHNB).

3.6 Positive Full Bayesian Network Classifier (PFBC)

In FBC[6], the structure is a full Bayesian network (BN) while the conditional proba-
bility table (CPT) for each attribute is represented in a decision tree, called CPT-tree.
A CPT-tree is built for each attribute after builing a full BN. The key point of learning
a full BN is learning an order of attributes. Su et al. rank the attributes according to
the total influence of each attribute on all other attributes. The influence (dependency)
between two attributes is evaluated by mutual information I(Xi, Xk). In order to avoid
unreliable dependence, Su et al. judge the reliability of dependence using a threshold
ϕ(Xi, Xk). Then, the total influence of an attribute Xi on all other attributes is defined
as follows [6]

W (Xi) =
I(Xi,Xk)>ϕ(Xi,Xk)∑

k(k �=i)

I(Xi,Xk) (13)

Therefore, the key problem of structure learning is the computation of I(Xi, Xk) and
ϕ(Xi, Xk). In supervised learning framework, the training set is divided into c subsets
according to the possible values of c, and I(Xi, Xk) is computed on each subsets. In
other words, I(Xi, Xk) is actually the conditional mutual information I(Xi, Xk|c),

I(Xi, Xk|c) =
|V (Xi)|∑

j=1

|V (Xk)|∑
l=1

P (xij , xkl|c) log
P (xij , xkl|c)

P (xij |c)P (xkl|c)
In PU learning scenario, we need to estimate I(Xi, Xk|1) and I(Xi, Xk|0), which

can be estimated taking into account estimations in previous subsections. Additionally,
ϕP (Xi, Xk) and ϕN (Xi, Xk), which judge the reliability of the dependence of two
attributes I(Xi, Xk|1) and I(Xi, Xk|0), can be estimated by

ϕP (Xi, Xk) =
log |P |
2|P | × Tik (14)

ϕN (Xi, Xk) =
log |D ∗ (1− p)|
2|D ∗ (1− p)| × Tik (15)

where Tik = |Xi| × |Xk|[6]. Based on above estimations, we can learn full BN on
positive and unlabeled examples using the structure learning algorithm for FBC in [6].

Once we have the structure of a full BN, we need to learn the CPT-tree for each
attribute in each subset. In PU learning scenario, in the subset of positive examples,
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we can learn CPT-tree using the CPT-tree learning algorithm in [6]. However, we can-
not use it to learn CPT-trees for attributes in the subset of negative examples directly
due to lacking of negative examples. But we can learn CPT-tree with the help of pos-
itive and unlabeled examples. In PU learning scenario, the key problem of CPT-tree
learning algorithm[6] in the negative examples is the computation of the local mutual
information IDN (Xi, Xk) and ϕDN (Xi, Xk) on current set of negative examples DN .
In addition, in order to judge if DN is empty and the examples in DN are all of the
same value of Xi, we need to estimate |DN | which is the cardinality of the current set
of negative examples, and N(Xij , DN ) which is the number of current negative exam-
ples where Xi = xij . Based on the current set of positive examples DP and the current
set of unlabeled examples DU , we can estimate |DN | as

|DN | = |DU | − |DP |
|P | × (|D|p− |P |) (16)

And N(Xij , DN) can be estimated by

N(Xij , DN) = N(Xij , DU )− N(Xij , DP )
|DP | × (|D| |DP |

|P | p− |DP |) (17)

Note that estimating IDN (Xi, Xk) actually means estimating PDN (xij |0), PDN (xkl|0)
and PDN (xij , xkl|0). PDN (xij |0) can be estimated by

PDN (xij |0) =
N(Xij , DN )

|DN | (18)

PDN (xij |0) can be handled following the method in [18] so as to avoid negative value.
PDN (xkl|0) and PDN (xij , xkl|0) can be estimated in a similar way. On the other hand,
ϕDN (Xi, Xk) can be estimated by

ϕDN (Xi, Xk) =
log |DN |
2|DN | × Tik (19)

Here, the main difference compared with CPT-tree learning algorithm[6] is that be-
cause of the absence of negative examples, we need to store the statistic information of
both positive and unlabeled examples in learning CPT-tree, so as to estimate the statis-
tic information for negative examples. Therefore, both DP and DU are needed to be
partitioned into different subsets in the process of learning CPT-tree. This algorithm is
named as Positive Full Bayesian Network Classifier (PFBC).

4 Experiment

In this section, we present the experimental results of our algorithms. 20 real-world
benchmark datasets from UCI repository[20] are used in the experiments. Information
about these datasets is shown in Table 1.

In Table 1, Pos class represents the class label used as positive class, and Pos/Neg
represents the percentage of the number of positive examples against that of negative
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Table 1. Experimental datasets

Dataset Size #Attribute #Class Pos Class Pos/Neg

adult 48842 14 2 <=50K 76.1%/23.9%
audiology 226 69 24 cochlear age 25.2%/74.8%
blance-scale 625 4 3 L 36.5%/63.5%
car evaluation 1728 6 4 unacc 70.0%/30.0%
cmc 1473 9 3 1 42.7%/57.3%
colic 368 22 2 no 37.0%/63.0%
dermatology 366 34 6 1 30.6%/69.4%
harberman 306 3 2 1 73.5%/26.5%
kr-vs-kp 3196 36 2 won 52.2%/47.8%
lymph 148 18 5 malign lymph 41.2%/58.8%
mushroom 8124 22 2 e 51.8%/48.2%
nursery 12960 8 5 priority 32.9%/67.1%
page-blocks 5473 10 5 1 89.8%/10.2%
primary-tumor 339 17 21 lung 24.8%/75.2%
splice 3190 61 3 N 51.9%/48.1%
tic-tac-toe 958 9 2 positive 65.3%/34.7%
transfusion 748 4 2 0 76.2%/23.8%
vote 435 16 2 democrat 61.4%/38.6%
waveform 5000 40 3 0 33.8%/66.2%
zoo 101 17 7 mammal 40.6%/59.4%

examples. For datasets containing more than two classes, we select one of them as
positive class, and all the other classes are used as negative class.

For numeric attributes, we discretize them using unsupervised 10-bin discretization
in WEKA1. For missing value, we handle them using ReplaceMissingValues in WEKA.
In addition, we remove the attributes, whose number of values is almost equal to the size
of training data, because such attributes rarely contribute to classification. There are two
such attributes, attribute “animal” in dataset zoo and attribute “Instance name” in splice.
For each dataset, positive examples are randomly labeled positive with probability 1-a
in P , and are left unlabeled with probability a. These examples, together with all the
negative examples constitute the set of unlabeled examples U .

We evaluate the performance of classifier on the test set in term of F1, which is
widely used in PU learning research[2,18]. We also give the results in terms of Accuracy
and AUC. However, note that Accuracy cannot always reflect the real performance of
our algorithms, because if most of the examples in a dataset are negative examples,
even if Accuracy is high, the number of positive examples which are classified correctly
may be small. In addition, a ranking of examples is more desirable in many real-world
applications. For examples, we are more interested in the ranking of the potential future
customers in direct marketing, and AUC is widely used to evaluate the performance of
rankings generated by a classifier[21,22,23]. All the experiments are conducted on a PC
with Core 2 CPU and 2.0 GB main Memory. In each group of experiment, ten trails of
experiment are conducted, and the averaged results are reported.

4.1 PU Bayesian Algorithms vs. Supervised Bayesian Algorithms

In this group of experiment, in order to evaluate the performance of Bayesian algorithms
for PU learning, we compare them to supervised Bayesian algorithms which use both

1 http://www.cs.waikato.ac.nz/ml/weka/
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positive and negative examples. Although Cavol et al. has proposed PNB and PTAN,
the model for PU learning here is different from theirs and we do not require user-
specified parameter. Furthermore, Cavol et al. did not compare PNB and PTAN with
NB and TAN. Therefore, we also present the results of the comparison between them.

For supervised algorithms NB, TAN, HNB and AODE, we use the implementation
in WEKA. For FBC, we use the source code provided by [6]. For the PU Bayesian
algorithms proposed in Section 3, we implement them based on the WEKA framework.
In both supervised and PU learning, 70% of the examples is used as training set and
30% of the examples is used as test set. However, in PU learning scenario, firstly, 50%
of the examples is used as training set and 20% is used as validation set to estimate p;
and then the classifiers are retrained on the combined training and validation set. For
datasets containing more than two class labels in Table 1, the supervised algorithms are
run on the datasets after preprocessing, which contains only two class labels.

We write UnLevel for the proportion of unlabeled examples in training data and sim-
ulate different PU learning scenario by UnLevel. We experiment with UnLevel=40%,
50%, 60%, 70%, 80% and compare the performance of PU Bayesian algorithms with
supervised ones. Because of limited space, we only give the averaged performance of
the algorithms on all the experimented datasets, which are shown in Table 2.

Table 2. Experimental Results on F1, Accuracy and AUC

UnLevel Performance NB PNB TAN PTAN HNB PHNB AODE PAODE FBN PFBN

F1 0.8966 0.8995 0.9055 0.9047 0.8993 0.8989 0.9093 0.9009 0.9080 0.9056
40% Accuracy 83.82 83.71 84.76 84.68 83.99 83.82 85.38 84.18 85.14 84.47

AUC 0.8309 0.8186 0.8221 0.8110 0.8072 0.8087 0.8274 0.8166 0.8369 0.8241
F1 0.8894 0.8936 0.9067 0.8952 0.9030 0.8985 0.9076 0.8974 0.9035 0.9027

50% Accuracy 84.00 83.98 86.07 84.39 85.62 84.87 86.21 84.70 85.59 84.91
AUC 0.8563 0.8455 0.8625 0.8419 0.8588 0.8515 0.8685 0.8505 0.8626 0.8528

F1 0.8659 0.8713 0.8875 0.8785 0.8838 0.8805 0.8876 0.8771 0.8861 0.8863
60% Accuracy 83.76 82.63 86.21 83.70 85.95 84.19 86.20 83.57 86.19 84.25

AUC 0.8639 0.8491 0.8721 0.8457 0.8698 0.8574 0.8764 0.8581 0.8740 0.8535
F1 0.8614 0.8528 0.8676 0.8418 0.8745 0.8499 0.8776 0.8471 0.8712 0.8582

70% Accuracy 85.62 83.59 86.68 82.96 87.08 83.82 87.40 83.56 87.04 84.24
AUC 0.8889 0.8733 0.8907 0.8587 0.8940 0.8733 0.8990 0.8730 0.8950 0.8734

F1 0.8573 0.8362 0.8615 0.8238 0.8708 0.8353 0.8703 0.8138 0.8692 0.8403
80% Accuracy 86.61 83.56 87.46 82.83 88.02 84.17 88.15 82.87 87.98 83.88

AUC 0.8972 0.8730 0.8987 0.8588 0.9021 0.8701 0.9061 0.8668 0.9032 0.8745

It can be observed from Table 2 that comparing with supervised Bayesian algorithms,
generally speaking, when UnLevel=40%,50%,60%, F1 of PU Bayesian algorithms de-
crease within 1%, AUC and Accuracy decrease within 2%. When Unlevel=70%, the
decrement of F1 and AUC for PTAN, PAODE and PHNB is about 2%∼3%, while the
decrement of Accuracy is about 3%∼4%. The performance of PNB and PFBC decrease
relatively less, about 1% for F1, 1%∼2% for AUC and 2%∼3% for Accuracy. When
Unlevel=80%, F1, AUC and Accuracy of PTAN, PAODE and PHNB decrease about
3%∼4% while F1 and AUC of PNB decrease about 2%∼3%, and Accuracy decrease
about 3%∼4%. Overall, the five Bayesian algorithms for PU learning perform well
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compared with supervised ones, especially in terms of F1 with minimum decrement.
Additionally, PNB and PFBC are relatively robust against unlabeled data.

We also find that PFBC can generally remain best performance in different scenarios,
especially in terms of F1, which is the highest in all cases. Although the performance
of other PU Bayesian algorithm may be comparable with PFBC, they cannot perform
consistently well in different scenarios.

4.2 Experiment on a

In this group of experiment, we study the performance of the Bayesian algorithms for
PU learning with different values of a. We set a=0.2,0.4,0.6, and the averaged results
on all the datasets in Table 1 is shown in Table 3.

Table 3. Experiment on a

Performance a PNB PTAN PHNB PAODE PFBC

0.2 0.8594 0.8584 0.8668 0.8595 0.8680
F1 0.4 0.8460 0.8345 0.8455 0.8326 0.8529

0.6 0.8199 0.7915 0.8140 0.7727 0.8215
0.2 85.65 85.98 86.81 86.55 86.55

Accuracy 0.4 84.84 84.45 85.44 85.04 85.44
0.6 83.25 81.99 83.68 82.17 83.18
0.2 0.8951 0.8907 0.8972 0.8957 0.9016

AUC 0.4 0.8857 0.8753 0.8881 0.8868 0.8897
0.6 0.8733 0.8567 0.8713 0.8689 0.8738

As shown in Table 3, with the increasing of a, the performance of all algorithms
decline. The reason is that with growing number of positive examples used as unlabeled
examples, the size of positive examples, |P |, becomes less and less, which undermines
the estimation of the conditional probabilities. Therefore, the performance of Bayesian
classifiers is decreasing.

4.3 Experiment on p

In this group of experiment, we study the performance of the Bayesian algorithms for
PU learning with different values of p. We set a=0.4 and p=0.3,0.4,0.5,0.6,0.7. The size
of training data remain the same, while the size of positive examples varies. In order
to satisfy the above requirements, we select a subset of examples from the original
datasets and the size of the generated datasets is shown in Table 4. Due to lacking of
space, we only give the averaged result of F1 on all datasets experimented with, which
is illustrated in Fig. 1.

It can be observed form Fig. 1 that with the increasing of p, F1 of all algorithms
increase. In other words, if the size of training data and the proportion of positive exam-
ples used as unlabeled examples remain the same, then, the larger the prior probability
of positive class p is, the better the Bayesian algorithms for PU learning perform in
terms of F1.
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Table 4. Size of training data

Dataset Size Dataset Size
adult 15000 mushroom 5500
audiology 80 nursery 6000
balance-scale 400 page-blocks 800
car evaluation 700 primary-tumor 120
cmc 1200 splice 2000
colic 180 tic-tac-toe 450
dermatology 160 transfusion 250
haberman 100 vote 240
kr-vs-kp 2000 waveform 2400
lymph 80 zoo 50
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4.4 Evaluation on Time and Space

In this group of experiment, we evaluate the running time and memory usage of the
five Bayesian algorithms for PU learning to build classifiers. We set a=0.4, and Fig. 2
shows the results on 10 datasets in Table 1, which include a wide range of the number
of attributes and the size of training data. The experiment result of the rest of dataset is
omitted here for lacking of space.

As shown in Fig. 2, PFBC takes more running time. The reason is that it requires
learning not only the structure of full BN, but also CPT-tree for each attribute in each
subset of training data. Additionally, the running time of PTAN is basically the longest
one among the rest algorithms because it requires structure learning while PNB, PHNB
and PAODE do not.

Furthermore, PNB takes the least memory usage basically while the memory usage
of PFBC is quite large on dataset mushroom, splice and waveform, where the size of
these datasets and the number of attributes are relatively large. This is because in PFBC,
we need to learn CPT-tree for each attribute and the examples are required to be stored
in the process of learning CPT-trees.
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5 Conclusion and Future Work

Existing Bayesian algorithms for PU learning require the user-specified parameter,
which is general difficult for the user to provide in practice. In this paper, we utilize
a method to avoid this parameter under the “selected completely at random” assump-
tion, and reformulate algorithms PNB and PTAN under this assumption. Furthermore,
we extend supervised Bayesian algorithms HNB, AODE, FBC to cope with PU learn-
ing scenarios. Experimental results show that the performance of the proposed Bayesian
algorithms for PU learning are comparable to corresponding supervised ones in most
cases. Additionally, PNB and PFBC are more robust against unlabeled data, and PFBC
generally performs the best. In the future, we will extend more complex Bayesian clas-
sifiers to PU learning scenarios.
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Abstract. Social tagging is an increasingly popular way to describe latent 
semantic information of web resources and thus is widely used to improve the 
performance of information retrieval system. However, there also has been 
significant variance of the quality of social tags because they can be annotated 
by folks on the web freely. As a consequence, how to measure the quality of 
social tags (referred to as social tag confidence) becomes an important issue. In 
this paper, we propose a statistic model to measure the confidence of social tags 
by utilizing a combination of three attributes of a social tag: web resource, tag, 
and tagging user. In order to evaluate the effectiveness of our model, two 
experiments are performed with datasets crawled from del.icio.us. Experimental 
results show that our model has a better performance than other approaches 
with respect to Normalized Discounted Cumulated Gain (NDCG). In addition, 
F-1 measure of tagged web page clustering performance is also increased when 
our model is applied to filter the noisy social tags with low tag confidence. 

Keywords: tag confidence, semantic similarity, clustering, information retrieval. 

1   Introduction 

Along with the dramatic increase in the amount of web resources during recent years, 
web users are overwhelmed by the massive contents on the web. It is a non-trivial 
task for users to search and select information of their favorites. On the other hand, 
social tags have emerged as a valuable complement data source because to some 
extent they can describe latent semantic information of web resources. Consequently, 
social tags are widely used to improve information retrieval system effectively in 
various ways, such as optimizing page ranking using social tag [1][2], retrieving more 
semantically related images for an image retrieval system by exploiting textural social 
tag information of images[3], enhancing classifying and clustering effectiveness of 
                                                           
* Correspondence author. 
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web resources by means of social tag exploration[4][5], and utilizing social tag to 
improve language model for information retrieval[6]. 

However, social tag is a form of folksonomy, which refers to an open Internet-
based collaborative method allowing folks on the web to describe or categorize web 
resources such as web pages, photographs and videos with text labels freely. It can be 
viewed as metadata of web resources generated by normal web users, which means 
there is a significant difference of quality between social tag and professional creation 
of metadata. Instead of being generated by specialists with expertise, social tags are 
usually created by the user arbitrarily without any control or expertise knowledge. 
Therefore, social tags also reveal problems caused by ambiguity and synonymy. 
Mathes et al. [7] cited several examples of ambiguous tags and synonymous tags in 
Delicious. For instance, the tag “Tiger” is used by many users to annotate web 
resources about creature tiger. However, some users may use it to tag web resources 
about Tiger Woods, who is an American professional golfer. Synonymous tags, like 
“mac” and “macintosh”, “blog” and “weblog” are also widely used. On the other 
hand, some social tags are more likely created based on personal subjective judgment 
[8] so that these social tags have no semantic association with the tagged web 
resource. Besides, there also have been other problems of social tags such as mis-
tagging due to spelling errors and tagging the same web resource cross different 
language. As a consequence, there are a large amount of noisy tags with low 
confidence on the web. More seriously, noisy social tags with low confidence will 
reduce the performance when they are utilized in IR system.  

In order to deal with the problems of social tags, tag recommendation technique 
has been proposed and widely used to help user to annotate web resource more 
accurately [9]. However, tag recommendation is mainly based on the analysis the 
contents of web resource, the credibility of social annotation user usually is not taken 
into account. 

In this paper, we propose a model to measure the confidence of social tags so that 
it can identify and filter the noisy tags with low confidence. Our model is based on the 
following assumptions: (1) Tags created by the user with higher credibility should 
have higher confidence score. (2) The tags with higher semantic relation with tagged 
resource should have higher confidence score. Following these assumptions, we 
utilize a combination of three attributes of social tag: resource, tag and tagging user 
for measuring the confidence of social tags. In order to evaluate our model, we 
conducted two experiments on a dataset crawled from del.icio.us. Experimental 
results show that our model can achieve much higher NDCG value for tag ranking 
and improve the accuracy for web page clustering after filtering the noisy tags with 
lower tag confidence. To the best of our knowledge, this is the first work to measure 
the tag confidence for enhancements of an information retrieval system by making 
full use of three attributes of social tag: resource, tag, and tagging user. 

The rest of the paper is organized as follows. Section 2 summarizes related work 
on social tags and the applications of confidence of web resources and social tags. 
Section 3 sets out the definition of the confidence of social tags. The core of our 
paper, Section 4, proposes a method that is used to measure the confidence of social 
tags. Section 5 presents the experiments and numerical results. Finally, we draw a 
conclusion and discuss future work in Section 6.  
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2   Related Work 

2.1   Research on Social Tags 

As a new way of user-generated data, social tag can benefit many applications, such 
as information retrieval [10][11], semantic web [12], web page clustering [13] and 
user interest mining [14].  

Besides the work mentioned above, Krestel et al. [15] introduce an approach based 
on Latent Dirichlet Allocation (LDA) to extract latent topics from resources with a 
fairly stable and complete tag set to recommend topics for new resources with only a 
few tags, which is more useful for searching and recommending resources to users. 
Ramage et al. [5] address one central question of how tagging data can be used to 
improve web document clustering and propose a novel generative clustering 
algorithm based on Latent Dirichlet Allocation. Körner et al. [16] analyze the 
influence of individual tagging practices in collaborative tagging systems on the 
emergence of global tag semantics. They raise a hypothesis that the quality of the 
emergent semantics depends on the pragmatics of tagging and propose four different 
statistical measures to assign users to two broad classes of categorizers and describers. 
Koutrika et al. [17] present that tagging systems become more susceptible to tag 
spam, they propose a framework to model tagging systems and user tagging behavior, 
and describe a novel approach to rank documents based on taggers' reliability. 

Additionally, social tags are also widely used in the image retrieval area. Wu et al. 
[18] introduce a tag recommendation approach based on the learning, which generates 
ranking features from multi-modality correlations, and learns an optimal combination 
of these ranking features from different modalities. Liu et al. [19] propose a tag 
ranking approach in which the tags of an image can be automatically ranked 
according to their relevance with the image content by performing a random walk 
over a tag similarity to refine the relevance scores. 

2.2   Research on the Confidence of Web Resources and Social Tags 

The research on the confidence of web information has not been explored widely in 
the information retrieval area. Akamine et al. [20] describe an information confidence 
analysis system named WISDOM, which can automatically evaluate the confidence 
of information available on the Web from multiple viewpoints. 

Meanwhile, there also has been a few works on the confidence (or the quality) of 
social tags. Lee et al. [8] propose a method measuring tag confidentiality from visual 
semantics of image by analyzing the associated visual information and ontology 
information in image retrieval. Zhu et al. [21] use tag to summarize web document, 
they measure tag confidence by calculating the user-tag adjacency matrix iteratively. 
This work has achieved some interesting results, however, this kind of tag confidence 
measurement doesn’t consider the contents of web pages. In order to identify 
appropriate tags and eliminate spam and noise, Xu et al. [22] formulate some general 
criteria for a good tagging system, and by using these criteria, they propose a 
collaborative tag suggestion algorithm to single out high quality tags. 
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Different from the works mentioned above, we propose a model to measure the 
confidence of social tags using the combination of the credibility of users, the content 
items of web pages, and the relationships among users, tags, and resources. 

3   Definition of Tag Confidence 

In this paper, the confidence of a tag t with respect to a web page d is denoted by 
Conf(t, d), which represents how much the tag t is semantically related to the tagged 
web page d. The value of Conf(t, d) is ranged from 0 to 1. If the tag t is quite bound 
up with the web page d, its confidence value is close to 1. Otherwise, tag confidence 
value is close to 0. 

The main idea of our work is inspired by the paper of Lee et al. [8], in which they 
propose a method measuring tag confidence from visual semantics of image by 
analyzing the associated visual information and ontology information in image 
retrieval. However, they haven’t considered the impact of tagging user on the 
confidence of tag. 

Intuitively, Conf(t, d) should be determined by the following three factors: 

(1) The credibility of the tagging user. Since social tags of web resources are 
created by users, the confidence of tags will be determined by the tagging users. 
The higher credibility of the user, the higher confidence of the tag generated by 
the user should be. 

(2) The semantic similarity between web pages. Tag t of web page d can be viewed 
as keywords or summarization of d. Given a web page d’ which is mostly 
semantically similar to d, if the tag t’ has high confidence with respect to web 
page d’ and tag t’ is highly similar to the tag t, then tag t should also has high 
confidence with respect to web page d. Therefore it is necessary to assess the 
semantic of web page content items in order to measure the confidence of a tag. 

(3) The semantic similarity between tags. Under the above consideration, the 
semantic similarity between tags will also make contribution to the 
measurement of tag confidence. In order to calculate the semantic similarity 
between tags, the co-occurrence relationship between tags can be utilized. Two 
tags have co-occurrence relationship when they are annotated to a same web 
page. 

 

Based on these considerations, the confidence value of social tag t with respect to 
document d is determined by a function F with three factors, which can be defined by: ( , ) = ( ( ), ( , ), ( , ))                               (1) 

where Conf(t, d) is the confidence value of tag t with respect to d, C(u) is the 
credibility of user u, CS(d, d’) is the semantic similarity between web page d and d’, 
TS(t, t’) is the semantic similarity between tag t and t’, tag t and t’ are annotated to the 
web page d and d’, respectively. In particular, the higher value of three factors of F, 
the higher value of Conf(t, d) should be. 

In the next section, we will provide a specific implementation of this idea to 
measure the confidence of social tags. 
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4   Proposed Method 

As mentioned in section 3, we will use a combination of the credibility of users, the 
semantic similarity among web pages and the semantic similarity among tags to 
measure the confidence of social tags. The calculating procedure of our model is 
described as follows. 

In order to calculate the confidence of a target tag t with respect to a target web 
page d, we need to calculate the credibility of users who use the target tag t to 
annotate the target web page d at first. In the next step, we select top N semantically 
similar web pages of the target web page d by calculating the semantic similarity 
between d and each other web page in our dataset based on vector space model. 
Furthermore, we build a similarity measurement model based on probability statistics 
to calculate the semantic similarity between each pair of tags, in which one is 
annotated to the target web page d and the other is annotated to the one of the selected 
top N semantically similar web pages. Finally, we use a model named UCTM (user, 
page content items and social tag) to combine the aforementioned three results to 
calculate the confidence of target tag t with respect to a target web page d. The 
procedure of our method is illustrated in Fig. 1. 

 

Fig. 1. The procedure for calculating social tag confidence 

4.1   The Credibility of Users 

In general, users play a significant role in social annotation system. A high credibility 
user is apt to create high quality tags. Therefore, the higher credibility of a user, the 
higher confidence of social tags generated by the user will be. 

Based on this consideration, we quantify the credibility of users through an 
iterative model. The iterative algorithm is inspired by the work of Zhu et al [21].  
They propose an algorithm named EigenTag to calculate user scores and tag scores. 
They deem that there exists a mutually reinforcing relationship between users and 
tags and describe this relationship as a tag-user graph with an adjacency matrix. 
However, they only consider the relationship between user and tag, the annotated web 
resource has not been taken into account. In order to calculate the credibility of users, 
we firstly model the relationships between users, tags and resources by three 
adjacency matrixes, as shown in Fig. 2. The relationships are illustrated by the user-
tag-resources graph and the three corresponding adjacency matrixes M, N, P. which 
are tag-user matrix, resource-tag matrix and user-resource matrix, respectively. 
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Fig. 2. Users-tags-resources relationship graph and adjacency matrixes 

If a user u uses a tag t to annotate resource r, then the entry (t, u) of matrix M, the 
entry (r, t) of matrix N and the entry (u, t) of matrix N are all equals to 1. Let U be the 
vector of user scores (u1, u2, ... , ux)

T, T the vector of tag scores (t1, t2, ... , ty)
T, R the 

vector of resource scores (r1, r2, ... , rz)
T. Then the user score can be calculated by the 

following equations iteratively: 

  =   =   =                                            (2) 

We initialize the vector U as (1, 1, ... 1), which means that we are impartial to every 
user at first and they have the same credibility. In each iteration step, the score of each 
tag is updated to the sum of the scores of all users annotating it, the score of each 
resource is updated to the sum of scores of all tags annotated to it, and the score of 
each user is updated to the sum of scores of all resources annotated by the user. The 
three vectors need to be normalized after each iteration step. We iterate the above 
three equations until the user scores converge. The credibility of a user will be set to 
the corresponding score in the final user score vector. 

4.2   Select Top N Semantically Similar Web Pages 

In order to select top N similar web pages of the target web page, we model a web 
page as a vector in vector space and calculating the similarity of each pair of web 
pages. There are two general approaches to weighting the components of vector: tf 
and tf-idf. In our paper, we use term frequency to weight the components of each 
vector because tf-idf approach over-emphasizes the rarest terms. 

Once we have vector representation of web pages, we apply cosine similarity to 
calculate the semantic similarity between the target web page and the each other web 
page in our dataset. We set a threshold to select top N web pages which are the most 
similar to the target web page. 

4.3   Tag Similarity 

Social annotation is viewed as a set of triples constituted by users, tags and resources.  
Each triple (u, r, t) represents user u annotates resource r with tag t. The similarity 
measure between each pair of tags can be elicited by exploiting the relationships of 
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these triples. In order to simplify the calculation, we use dimension reduction method 
and represent a tag as a vector of resources. 

The tag similarity calculation is based on the work proposed by Markines et al. 
[23]. We define the notations as follows: t represents a tag and T is its vector 
representation with resource components r1 to rn. In order to weight the components 
of vector T, we use the entropy of resource r, denoted by –logp(r), as the weight of 
the component r in vector T, where p(r) is the fraction of tags annotated to r. 
Additionally, since there may be many users who use the tag t annotating the resource 
r, we need to take the number of users into account in order to enlarge the weight of 
the resource r. Hence the vector T of tag t can be represented as: = ( , , … , )                                             (3) = ( , ) ( )                                      (4) 

where N(t, ri) is the number of users who use tag t to annotate resource ri. 
However, the Eq. (4) will encounter such a problem that if two tags are not 

annotated to the same web page, the measure of similarity will yield a zero similarity. 
In order to resolve the problem of zero similarity, it is reasonable to make the 
assumption that if many users all employ the same pair of tags, the pair of tags might 
be related even the pair of tags is not tagged to the same web page. Based on this 
assumption, we add R* to the vector T: = ( , , … , , )                                         (5) = ( , ) ( )                                       (6) =  1/( ( ) λ)                                      (7) 

where N(t) is the number of users who own the tag t, λ is a smooth parameter which is 
not less than 1. 
  When we obtain the vector representation of two tags, we can use cosine theorem to 
calculate the similarity of two tags, the formula is given by ( , ) = | | || ||                                                 (8) 

where θ(t1,t2) represents the semantic similarity between tag t1 and tag t2. 

4.4   Evaluating Tag Confidence 

In order to measure the confidence of tag t with respect to the target web page d, we 
build a model named UCTM which combine three attributes of social tag: the 
credibility of user, the semantic similarity among web pages, and the semantic 
similarity among social tags.  

For a target web page TF with tag t, we can get top N similar web pages, which are 
denoted by LF1, LF2, ... , LFn, respectively. Suppose each web page LFi(i=1, 2, ... n) 
is annotated by tags lt1, lt2, ... , ltim, where im is the number of tags annotated to page 
LFi. The confidence of tag t with respect to the target web page TF can be defined as 
follows. 
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( , ) = ( ) ( , ) ,  = 1, 2, … ,       (9) 

C(u) is calculated by: ( ) =  ( ( ), ( ), … , ( ))                               (10) 

where u1, u2, ..., un are the users who use tag t to annotate web page TF, C(u) is the 
credibility of user u whose credibility value is maximum among u1, u2, ..., un, CS(TF, 
LFi) is the semantic similarity between web page TF and page LFi, TS(t, ltj) is the 
semantic similarity between tag t and tag ltj. 

For each top N similar web page LFi, we firstly calculate the maximum tag 
similarity among its tags and the target tag t. Next, we integrate the credibility of 
users, the web page similarity between LFi and LF, maximum tag similarity to 
calculate intermediate results of each top N similar web page. Finally, the confidence 
of tag t with respect to the target web page TF is calculated by averaging all 
intermediate results of the top N similar web pages. The higher confidence value 
signifies that the tag is highly related to associate web page. 

5   Performance Evaluation 

5.1   Experimental Settings and Evaluation Measurement 

The experiments are conducted on a dataset partly crawled from the social annotation 
site del.icio.us during July, 2010. After dataset preprocessing, the experimental 
dataset consists of total number of 21770 tags, 14818 web pages and 20195 users.  

We evaluated our model with two different measurements. The first measurement 
is Normalized Discounted Cumulated Gain (NDCG), a kind of ranking accuracy 
performance measure which shows how exactly an ordered list of objects ranked 
automatically by a certain criteria matches the ordered list ranked manually by users 
[24]. Once having calculated the confidence of all social tags with respect to each 
document in our dataset, tags of each document are ranked by confidence value. Then 
three hundred web pages are randomly selected from our dataset and 20 students are 
invited to label each tag of each web page as one of four levels of relevance: (1) 
irrelevant; (2) marginally relevant; (3) fairly relevant; (4) highly relevant. Given a 
web page annotated by the tags t1, t2, ... , tn, we ranked them according to the 
confidence value and the NDCG value is calculated by :  = (2 ( ) 1)/ (1 )                             (11) 

where r(i) is the relevance level of the ith tag and Zn is a normalization constant. After 
computing the NDCG measures of each web page’s tag ranking list, we average 20 
students’ NDCG value to obtain an evaluation measurement of tag confidence for 
each web page. 

Another evaluation measurement is to apply the confidence value calculated by our 
model to filter the noisy tags which confidence value is lower than the predefined 
threshold. After that, remained tags with higher confidence are utilized for a practical 
application (web page clustering) to see that whether tags with higher confidence can 
improve the F-1 measure of clustering results.  



102 X. Gu et al. 

5.2   NDCG Evaluation Re

We use the following three
baseline of our tag confiden

(1) Tag TF Frequen
tag is annotated
compare the ND

(2) Tag TF-IDF F
downweighted b
number of web 
IDF frequency a

(3) EigenTag. In or
[21], we also ha
calculation resul

Fig. 3. Performanc

The experimental resul
outperforms TF, TF-IDF a
TF and TF-IDF only take s
consider both users and tag
it doesn’t consider the sem
achieves the best performan
users, web page content item

5.3   Evaluation Results of

In order to evaluate our mo
proposed by Ramage et al.
means clustering algorithm
in three ways: Using Word-

esult and Analysis  

e tag ranking criteria as NDCG measurement compari
nce strategy. 

ncy. The tag TF frequency is defined as how many time
 to a web page. We rank the tags by tag TF frequency 

DCG value with our model. 
Frequency. A tag’s TF-IDF is the term freque
by the log ratio of the total number of web pages to 
pages annotating by that tag. We rank the tags by tag T

and compare the NDCG value with our model. 
rder to compare with the method proposed by Zhu et
ave implemented the algorithm described in this paper 
lt is compared with our model. 

 

ce comparison of different strategies of tag confidence 

ts are shown in Fig. 3. One can see that our meth
and EigenTag by about 29%, 27% and 17%, respectiv
statistical information of tags into count. EigenTag, wh
gs, has better performance than TF and TF-IDF. Howev
mantic information of web page content items. Our mo
nce because it considers the information from the quality
ms, and the relationships among users, tags, and resourc

f Web Clustering 

odel more effectively, we took the web clustering algorit
. [5] as a baseline for comparison. Their method uses

m with the combination of social tags and web page wo
-only, Using Tag-only and Using Tag+Word. 

ison 

es a 
and 

ency 
the 

TF-

t al. 
and 

hod 
ely. 
hich 
ver, 
odel 
y of 
ces. 

thm 
 K-

ords 



 Measuring Social Tag Confidence: Is It a Good or Bad Tag? 103 

To evaluate the F-1 performance of clustering, we use a subset of partly crawled 
data collection from del.icio.us that is also presented in Open Directory Project (ODP) 
(http://www.dmoz.org/). ODP is the largest, most comprehensive human-edited 
directory of the Web. For every web page presented in ODP, we use the root category 
of that page as our clustering evaluation gold standard. The clustering evaluation 
measure we used is F-1 metrics [25]. 

First, we cluster the web pages without applying the strategy of tag confidence. In 
order to evaluate our model more objectively, we perform three experiments and in 
each excrement we use feature selection algorithm to select 500, 800, 1000 words, 
respectively. We also set the number of tags equal to the number of words. The F-1 
values for Word-only, Tag-only, and Tag+Word are shown in Table 1. 

Table 1. The clustering result not using the strategy of tag confidence 

 tag, word = 500 tag, word = 800 tag, word = 1000 
Word-only 0.1739 0.1904 0.1937 
Tag-only 
Tag+Word 

0.2101 
0.2160 

0.2101 
0.2031 

0.2103 
0.2039 

 

Table 1 show that the performance of clustering using Tag-only is better than using 
Word-only. However, the performance of clustering using Tag+Word doesn’t always 
outperform Tag-only method. The main reason is some words occurred in web pages 
act as noise so that they affect the performance of clustering. 

Next, we apply the strategy of tag confidence to cluster our web pages. We firstly 
filter some tags whose confidence is relatively low for a web page. Next we mark the 
remained tags of a web page as Tag’ and cluster the dataset using Tag’-only and 
Tag’+Word. The final results of clustering are shown in Table 2 and Table 3. 

Table 2. The clustering result using Tag-only and Tag’-only 

 tag, word = 500 tag, word = 800 tag, word = 1000 
Tag-only 0.2101 0.2101 0.2103 
Tag’-only 0.2150 0.2155 0.2153 

Table 3. The clustering result using Tag+Word and Tag’+Word 

 tag, word = 500 tag, word = 800 tag, word = 1000 
Tag+Word 0.2160 0.2031 0.2039 
Tag’+Word 0.2215 0.2242 0.2338 

 
The clustering results show that our model can improve F-1 score by about 2.4% 

averagely when using Tag-only and F-1 score is increased more significantly by 2.5% to 
14.7% when using Tag+Word. By examining the F-1 results, one can see that 
Tag’+Word has the best clustering result after applying the strategy of tag confidence to 
web page clustering. The reason is that there are some noisy tags with lower confidence 
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in our dataset which will downgrade the clustering performance and these noisy tags are 
filtered according their tag confidence calculated by our model. Thus we can obtain a 
new tag set with higher confidence which is more beneficial for web clustering.  

6   Conclusion 

During recent years, social tags are emerged as complement metadata source and 
widely used for improving the performance of an information retrieval system. 
However, there also has been considerable variation in the confidence of social tags 
while the confidence of social tags has a lot of impacts on the performance of 
information retrieval system. In this paper, we have proposed a novel measurement 
model of tag confidence for estimating the quality of social tags. In order to measure 
the confidence more accurately, the model takes full account of three attributes of 
social tag: resource, tag, and tagging user. Experimental results show that our tag 
confidence model can assess the quality of social tag more accurately than other 
methods. In addition, the F-1 measure of tagged web page clustering performance is 
also increased when our model is applied to filter the noisy social tags. 
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Abstract. Text clustering can effectively improve search results and user 
experience of information retrieval system. Traditional text clustering approaches 
are based on vector space model, in which a document is represented as a vector 
using term frequency based weighting scheme. The main disadvantage of this 
model is that it cannot fully exploit semantic correlations between social 
annotations and document contents because term frequency based weighting 
scheme only captures the number of occurrences of terms in the document. 
However, social annotation of web pages implicates fundamental and valuable 
semantic information thus can be fully utilized to improve information retrieval 
system. In this paper, we investigate and evaluate several extended vector space 
models which can combine social annotation and web page text. In particular, we 
propose a novel vector space model by computing the semantic correlations 
between social annotations and web page words. Comparing with other vector 
space models, our experiments show that using semantic correlations between 
social tags and web page words improves the clustering accuracy with RI score 
increase of 4% ~ 7%. 

Keywords: social annotation, clustering, information retrieval. 

1   Introduction 

Recent years the advance of Web 2.0 technology has influenced the ways that users 
interact with Internet. Unlike the traditional publishing-browsing style of interaction 
between users and Internet, Web 2.0 facilitates users the abilities of information 
sharing, exploration and collaboration on the Internet. This brings on the evolution of 
new web applications such as social annotations and social networking.  
                                                           
* Correspondence author. 
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In particular, a social annotation is referred to as an online annotation associated 
with a Web resource (typically a Web page, Web image and Web video). By means of 
online Web annotation tools, users can collaboratively add and modify text labels that 
describe or categorize Web resource without modifying the resource itself. At present, 
widely used online Web annotation tools include Delicious (annotating Web pages), 
Flickr (annotating Web images), YouTube (annotating Web videos), etc.  

Essentially, social annotations can be viewed as socially classification layer 
building on the top of existing annotated Web resources. Moreover, social annotation 
is user-provided metadata implicating fundamental and valuable semantic information 
of Web resources. In recent years, many of academic research have been focused on 
social annotations [1]. The main purpose of these research works is to combine the 
analytical technique of social annotations with traditional information retrieval 
technologies to enhance the performance and user experience of information retrieval 
systems. 

Generally, a social annotation is a triple consists of three elements: tag, user, and 
resource. In the triple of a social annotation, the resource is tagged by user based on 
the resource content; the tag (also referred as annotation) reflects the category of the 
resource; the user, by which the tag is provided, hides the latent social community. 
The semantic correlation among of elements of the triple can be utilized to improve 
the information retrieval system. 

This paper aims to improve web page clustering accuracy for information retrieval 
system using social annotation. As the fundament of web page clustering, traditional 
vector space model (VSM) only takes the word occurrence frequency in the document 
into account. Due to the “Bag of Words” nature it cannot represent the contents of 
document more precisely. On the other hand, as a sort of user-provided metadata, 
social tag should be fully exploited to enhance the traditional VSM. Based on this 
consideration, we propose a social annotation based vector space model that makes 
use of the semantic of social annotations to cluster Web pages more accurately. In 
particular, our model is constructed by calculating the semantic correlations between 
social annotations and web page words. Different from the other enhanced VSM in 
which the words in a document and tags annotated to the document are simply treated 
with the same weighting, we project the calculated semantic correlations of social tags 
to the axis of vector space so that the axis with higher semantic correlation between 
tags and words has higher weight. This is the main contribution of our work. 

Our work can be summarized as: we firstly calculate a semantic correlation matrix 
between social tags and web page words. Then a web page can be represented by a 
vector in three ways: (1) the axes of vector space are social tags and the coordinate of 
axis t for document d is determined by the semantic correlations between document d 
and tag t, which is denoted by P(d, t). (2) the axes are web page words and the 
coordinate of axis w for document d is determined by the semantic correlations 
between document d and word w, which is denoted by P(d, w). (3) the axes are words 
plus tags and the coordinates is weighted sum of P(d, t) and P(d, w). In order to 
evaluate the performance of our method, we compare it with other vector space 
models with K-means clustering algorithm. Our experiments show that our proposed 
model can improve the clustering accuracy by 4% ~ 7%. 

Different from the existing works, the main contributions of our work are: (1) we 
exploited the semantic correlations between social tags and the words of web pages.  
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(2) we proposed a new vector space model by making full use of exploited semantic 
correlations of social annotations. This work will be an effort to help clustering the 
tagged web. 

The rest of this paper is organized as follows: Section 2 introduces the related 
research work of social annotations. Section 3 proposes an extended vector space 
model by exploiting semantic correlations of social annotations. Experiments and 
numerical results are presented in Section 4. The conclusion is drawn in Section 5. 

2   Related Work 

Applying social annotations to web-based information systems is a hot topic and has 
been received a lot of attentions in recent years [2]. We briefly summarize the existing 
related works into the following three directions. 

2.1   Language Models of Social Annotation 

The research of probabilistic language model of information retrieval system is based 
on the idea which is originally proposed by Pronte and Croft [3]: Given a specific 
query, a document is a good match to query if the generative probabilistic language 
model of for the document is more likely to generate the query. Along with the 
emergence of social annotation, later research works on probabilistic language model 
seek to combine the probabilistic model of social annotation and annotated document 
content. Zhou et al. proposed a unified framework to combine the modeling of social 
annotations with the language modeling-based methods for information retrieval. The 
framework enhances document and query language models by incorporating user 
domain interests as well as topical background models [1]. Xu et al. analyzed two 
properties of social annotation, namely keyword property and structure property. 
These two properties of social annotations are leveraged for the use of language 
modeling with a mixture language model LAM (Language Annotation Model) and 
LAM is utilized to strengthen existing smoothing methods for the language model for 
information retrieval [4] [5]. 

2.2   Semantics of Social Annotation 

The semantics of social annotations are captured by the following ways: calculating 
similarity between social annotations, establishing probabilistic model of social 
annotations and measuring the relationships among social annotations or annotated 
Web resources. Wu et al. established a global semantic model from social annotations 
which can be inferred from social annotations statistically [2]. Markines et al. 
evaluated similarity measures for emergent semantics [6] [7] of social annotations by 
building an evaluation framework to compare various general social annotations-
based similarity measures statistically [8] [9]. Cattuto et al. analyzed several measures 
of tag similarity and used validated measures of semantic distance to characterize the 
semantic relation between the mapped tags [10]. 
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2.3   Social Annotation Applications 

The probabilistic language model and semantics of social annotations can be 
employed in many aspects of information retrieval systems such as ranking, 
classification, clustering to improve the effectiveness and user experience. 

Similarity ranking measures the relevance between user query and resulting Web 
resources. Some proposed ranking models seek to improve query-resource similarity 
more precisely by making use of social annotation. Bao et al. proposed two novel 
algorithms SocialSimRank and SocialPageRank to incorporate social annotations into 
search result ranking [11]. Liu et al. proposed a tag ranking scheme to automatically 
rank the tags of images. Tag ranking scheme is applied to tag-based image search 
[12]. Schenkel et al. are focused on search ranking in social networks [13].  

Since Social annotation provides a natural way for people to classify Web 
resources, some other research works try to explore this feature of social annotation to 
enhance the accuracy of Web resource classification and clustering. Pedro and 
Siersdorfer proposed a novel multi-modal approach for automatically ranking and 
classifying photos by exploiting image features and social annotations [14]. M.G. 
Noll and C. Meinel explored and studied the characteristics of social annotations with 
regard to their usefulness for Web document classification [15]. Shepitsen et al. 
presented a personalization algorithm for recommendation in folksonomies which 
relies on hierarchical social annotations clustering [16] [17]. Begelman et al. clustered 
social tags by defining a set of similarity measures among tags [18]. Ramage et al. 
used social annotations as complementary data source to improve automatic 
clustering of Web pages by means of combining social annotations with Web pages in 
an extended vector space model [19]. 

3   Vector Space Model Based on Semantic Correlation of Social 
Annotation 

The objective of our work is to investigate how to exploit the semantic relationship 
between social annotations and annotated documents and how this semantic 
relationship can be employed to enhance vector space model so that the accuracy of 
web page clustering can be improved. Our work is mainly inspired by the previous 
work [16] [17] and [19].  

In research work of [16] and [17], a hierarchical tag clustering algorithm is 
proposed based on tag’s vector space model. In this tag-based vector space model, an 
annotated Web resource is modeled as a vector over the set of tags, and a user is 
modeled in the same way. Each component of a vector is calculated based on the 
well-known TF-IDF measure [20] of tags. To calculate the similarity between a user 
query and a Web resource, a query is also modeled as a unit vector consisting of a 
single tag, which is based on the assumption that the user interacts with the system by 
selecting a query tag and expects to receive resource recommendations. We argue that 
the content of annotated Web resource should also been considered in order to model 
the annotated web resource in tag-based vector space model more precisely, and in 
the case that user query consists of arbitrary terms, how to model user query in tag-
based vector space model is still an unsolved problem.  
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On the other hand, the research work [19] proposed an extended vector space 
model, which is constructed in following ways with bags of words and tags: Words 
only, Tags Only, Words combining Tags. The combination of words and tags can be 
concatenation of l2-normalized word and tag vector with equal weight, treating term 
of tag as n terms of word or treat tags simply as additional words. We also argue that 
the combination of words and tags should consider the correlation between words and 
tags rather than treating them with equal weight. Another problem of word term based 
vector space model is that a document may contain many informationless terms, and 
these informationless terms are more likely to act as noises which will increase the 
errors of clustering.  

3.1   Problem Definition 

Since an annotated web page is associated with a group of tags, we describe an 
annotated web page  as a tuple: = ,                                                       (1) 

where = , , … ,  is the set of words occurred in the web page , =, , … ,  is the set of social tags of the web page . 
With this document description, the goal of social annotation based web page 

clustering task can be defined as: Given a set of documents = , , … ,  and a 
target number of clusters K, we want to find an assignment function : : 1,2, … ,                                                  (2) 

which maps each document in  to a cluster number 1,2, … , , where ( =1, … , ) is represented in a bi-tuple defined in (1). 

3.2   Weighted Matrix of Social Annotation 

There are two kinds of elements related to the social annotations: web page and social 
tag. Their relationship can be described by weighted tag-document matrix, which is 
illustrated in Figure 1. 

 

Fig. 1. The illustration of the relationship between web page and tag 

As shown in Figure 1, the relationship between web page and tag can be described 
by binary matrixes, in which “1” element of ith row and jth column represents a 
relationship exists between corresponding element i and j. However, the matrix 
doesn’t consider the factor of frequency, that is, how many times a tag is annotated to 
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a web page. In order to count the factor of frequency, the tf-idf measure is applied to 
the  tag-document matrix  . 

=  (1,1) (1, )( , 1) ( , )                                     (3) 

where  is the number of social tags and  is the number of annotated web pages. 
The matrix element ( , ) denotes the relationship between the ith social tag and 
jth web page, which can be obtained as: ( , ) = ,                                               (4) 

where =                                                     (5) 

In formula (4) and (5), ,  denotes how many times the tag  is applied to the 

web page ;  is the measure of the importance of the tag  in which  is the 
total number of annotated web pages and  denotes the number of web pages to 
which the tag  is applied. 

Because social tags can be viewed as the terms marking social categorization of 
web pages, so an alternative choice is to assign the same importance for each tag. In 
this case  can be ignored and ( , ) is obtained as: ( , ) = ,                                                 (6) 

3.3   Tag Similarity 

The similarity measure between tags can be elicited by exploiting underline tags co-
occurrence of matrix  , in which element ( , ) is a relationship measure for 
tag i and document j. Based on the assumption that semantically similar annotations 
are more likely assigned to the same documents, we can derive similarity matrix of 
tags from tag-document matrix  , and we denote the similarity matrix of tags 
derived from  by  :   =                                                   (7) 

where the element  ( , ) measure the similarity between tag  and tag  . 

3.4   Semantic Correlation between Tags and Words 

The matrix  can be viewed as a semantic correlation matrix between social tags 
and documents. However,  is only based on the statistical feature of tags. In order 
to characterize semantic correlation between tags and documents more precisely, the 
contents of documents should also be exploited. 

An intuitive approach to exploit the contents of a document is based on the total 
times a tag annotated to the document. But this approach ignores the semantic 
correlation between the tag and word occurred in document. Our approach to 
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calculate the semantic correlation between tag and document is based on the tag-word 
correlation matrix.  

In vector space mode, each document is viewed as vector in which each component 
corresponds to a word in dictionary with TF-IDF weight. We denote the  word-
document matrix as : 

=  (1,1) (1, )( , 1) ( , )                                      (8) 

where l is the number of words in dictionary and n is the number of web pages. The 
word  can be represented as the jth row vector  in  : = ( , 1), … , ( ,  )                                      (9) 

Similarly, the tag  can be represented as the ith row vector ( ) in : ( ) = ( , 1), … , ( , )                                     (10) 

Since  and ( )  are vectors in document based vector space, the 
semantic correlation between tag  and word  , which is denoted by ( , ), 
can be measured as:  ( , ) = ( ) ( )                                    (11) 

Finally, we denote the semantic correlation matrix between tag and word by  , 
and   can be calculated as:   =                                              (12) 

where the element   ( , )  measure the semantic correlation between tag  and 
word  . 

3.5   Extended Vector Space Model 

Based on the similarity matrix of tags and the semantic correlation matrix between tag 
and word, we can model web page as a vector in tag-based vector space, in which 
each social tag is axis and each component of the vector is determined by the 
projection of the web page with respect to each tag. 

The projection of the web page with respect to each axis is calculated according to 
semantic correlation between web page and tag. Given a web page d and tag t, we 
denote the projection of document d with respect to axis t by ( , ). The vector of 
document d, denoted by ( ), is defined as:  ( ) =  ( , ), … , ( , )                                       (13) 

where m is total numbers of tags, and each component of  ( ) is calculated by ( , ): ( , ) =  μ ( , t)  ( , )                              (14) 
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μ and φ are all real constant between 0 and 1. Formula (14) shows that ( , ) is 
the linear combination of two parts: the first part, which denoted by ( , ), is 
determined by how many times the tag t is applied to the document d; another part, 
denoted by ( , )  is determined by the semantic correlation between tag t and 
document d. 

Before giving the definition of ( , ), we firstly denote the set of tags by T and the 
set of words occurred in web pages by W, thus ( , ) is defined as: ( , ) =  ∑ ( , )                                      (15) 

and ( , ) is defined as: ( , ) =   ( , ),                      ( , ),                                  (16) 

Similarly, we can also model web page as a vector in word-based vector space, in 
which each word occurred in web pages is axis and each component of the document 
vector is determined by the projection of the document with respect to each word. 
Given a document d and word w, we denote the projection of document d with respect 
to axis w by ( , ). The vector of document d, denoted by ( ), is defined as:  ( ) =  ( , ), … , ( , )                                         (17) 

where n is total numbers of words, and ( , ) is calculated by: ( , ) =  μ ( , w)  φ ( , )                                (18) 

where  is the transpose of  and ( , ) is calculated by  ( , ) =  ∑ ( , )                     (19) 

Another way to represent a web page is to combine the projection of the web page 
with respect to tag and word. Given a web page d, we calculate tag-based vector  ( ) and word-based vector ( ), respectively. Then the web page d is modeled 
by a vector ( ), which is calculated by:  ( ) = μ  ( ) φ  ( )                           (20) 

When combining the  ( ) and  ( ) vector, we need to utilize feature selection 
algorithm to select words and tags and make the number of words and tags equal to 
each other. 

4   Experiments and Numerical Results 

In order to investigate the effectiveness of the clustering method under our social 
annotation based vector space model, we apply flat clustering algorithm K-means to 
our model to evaluate clustering accuracy. The evaluation is done by extensive 
experiments on real world data collections. 
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4.1   Data Collections 

The target data collection is partly crawled from the social annotation site del.icio.us 
during July, 2010. Our data collections consist of 1502825 tags and 466871 web 
pages. 

4.2   Evaluation Measure and Gold Standard 

To evaluate the accuracy of clustering, we use subset of partly crawled data collection 
from del.icio.us which is also presented in Open Directory Project (ODP). ODP is the 
largest, most comprehensive human-edited directory of the Web. For every web page 
presented in ODP, we use the root category of that page as our evaluation gold 
standard. The evaluation measure we adopted is Rand Index (RI) [21]. RI penalizes 
both false positive and false negative decisions during clustering and it measures the 
accuracy of clustering result. If define A as the number of true positive documents, B 
as the number of false negative documents, C as the number of false positive 
documents, D as the number of true negative documents, and A+B+C+D is the total 
number of document ,then RI is defined by 

RI =  (21)

4.3   Experiment Settings 

The total category of crawled web page presented is 17 and we select 100, 200 and all 
documents in each category for evaluating. We also use feature selection algorithm to 
select 1000, 1500, 2000 tags for testing, respectively. And the number of words is set 
to be equal to the number of tags. The parameters μ and φ are all set to 0.5 in formula 
(14), (18), and (20). For the performance comparing, we also apply the K-means to 
the following models: 

(1) Tag-only: a document is modeled by tag-based tf-idf weighting vector. 
(2) Word-only: a document is modeled by word-based tf-idf weighting 

vector. 
(3) Tag+Word: a document is modeled by concatenation of l2-normalized 

word and tag vector with equal weight, which is proposed by Ramage et 
al. [19] and used as accuracy comparing baseline with our work. 

(4) VT: a document is modeled by the projection of web page with respect to 
each tag, which is defined by formula (13)-(16). 

(5) VW: a document is modeled by the projection of web page with respect to 
each word, which is defined by formula (17)-(19). 

(6) VT+W: a document is modeled by combining the projection of web page 
with respect to tag and word, which is defined by formula (20). 

4.4   Experimental Results and Analysis 

Our first experiment is to randomly select 100 documents from each category in our 
data collections. Based on selected documents, we perform K-means tests for six 
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different vector models described in Section 4.3. For each of tests, we use RI values 
to measure our clustering performance. 

As shown in Table 1, Tag-only has the worst RI value, which means Tag-only has 
the lowest clustering accuracy. The reason is that social tags have limited information 
and bad quality. Another possible reason is social tags are so sparse that it is bad for 
our clustering performance. For Word-only and Tag+Word, both of them have better 
RI values than Tag-only under our expectations because they have detailed 
information for documents. More importantly, our proposed VT+W model improves RI 
value further beyond Word-only and Tag+Word. The main reason is that VT+W model 
considers the semantic correlations between social tags and web page words and it has 
much richer semantic information than other models. Another reason is there are 
noise words in either Word-only or Tag+Word models. Compared to other models, 
our model has up 29% better RI than Word-only and 22% better RI than Tag+Word. 
The increased value is calculated by averaging RI increase with tags number 1000, 
1500 and 2000. 

Table 1. Select 100 documents randomly from every category 

 tag, word = 1000 tag, word = 1500 tag, word = 2000 
Tag-only 0.1148 0.1064 0.1002 
Word-only 
Tag+Word 
VT 
Vw 
VT+W 

0.7125 
0.8065 
0.8458 
0.6831 
0.8450 

0.5533 
0.6502 
0.8361 
0.5925 
0.8370 

0.7331 
0.6411 
0.8380 
0.6337 
0.8553 

Similarly, we picked up more documents for each category and conducted the 
second experiments. The result is shown in Table 2. Compared to other models, our 
model has up 42% better RI than Word-only and 34% better RI than Tag+Word 
averagely. Again, our model shows much better RI values than other models. 

Table 2. Select 200 documents randomly from every category 

 tag, word = 1000 tag, word = 1500 tag, word = 2000 
Tag-only 0.0947 0.0899 0.0840 
Word-only 
Tag+Word 
VT 
Vw 
VT+W 

0.8216 
0.7731 
0.8574 
0.8349 
0.8677 

0.6388 
0.6342 
0.8620 
0.7483 
0.8727 

0.6161 
0.5813 
0.8635 
0.7175 
0.8765 

 
Besides investigating how VT+W can achieve much better clustering accuracy, we 

also conduct an experiment how sampling documents affect clustering accuracy. 
Without sampling documents, we select all the documents to conduct an experiment 
as shown in Table 3. This table shows that our model has 2% better RI value than 
Word-only averagely, and 4% ~7% better RI value than Tag+Word .  
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Table 3. Select all documents from every category 

 tag, word = 1000 tag, word = 1500 tag, word = 2000 
Tag-only 0.1402 0.1623 0.1317 
Word-only 
Tag+Word 
VT 
Vw 
VT+W 

0.8277 
0.8163 
0.8316 
0.8230 
0.8484 

0.8201 
0.7857 
0.8333 
0.8131 
0.8400 

0.8262 
0.7809 
0.8291 
0.7676 
0.8327 

 
From Table 1, 2, and 3, one can find increasing samples can benefit RI values. 

However, when oversampling documents, it will be against the RI values. The 
possible reason is that some samples have noises information. This observation is 
consistent with the conclusion that noisy information is not so good for the 
improvement of clustering performance [22].  

5   Conclusion 

Social annotations of web pages contain usefully semantic information and thus can 
be utilized to improve the performance of information retrieval system. In this paper 
we exploit the semantic of social annotations by calculating the semantic correlation 
between social annotations and words in web pages. Furthermore, we propose a novel 
vector space model based on semantic correlation between social annotations and 
words, and apply the K-means clustering algorithm to our model to evaluate the 
clustering accuracy. Comparing with other vector space models, our model can 
achieve the best clustering accuracy by 4% ~ 7%. 

Acknowledgments. This work is supported by National Natural Science Foundation 
of China under Grant 60873225, 60773191, 70771043, National High Technology 
Research and Development Program of China under Grant 2007AA01Z403. 
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Abstract. The increasing popularity of social networks, such as online
communities and telecommunication systems, has generated interesting
knowledge discovery and data mining problems. Since social networks
usually contain personal information of individuals, preserving privacy
in the release of social network data becomes an important concern.
An adversary can use many types of background knowledge to conduct
an attack, such as topological structure and/or basic graph properties.
Unfortunately, most of the previous studies on privacy preservation can
deal with simple graphs only, and cannot be applied to weighted graphs.
Since there exists numerous unique weight-based information in weighted
graphs that can be used to attack a victim’s privacy, to resist such weight-
based re-identification attacks becomes a great challenge. In this paper,
we investigate the identity disclosure problem in weighted graphs. We
propose k-possible anonymity to protect against weight-based attacks
and develop a generalization based anonymization approach(named GA)
to achieve k-possible anonymity for a weighted graph. Extensive experi-
ments on real datasets show that the algorithm performs well in terms of
protection it provides, and properties of the original weighed network can
be recovered with relatively little bias through aggregation on a small
number of sampled graphs.

1 Introduction

Social network applications, such as online communities and telecommunication
systems, have become popular for information sharing. Exploring the proper-
ties of social networks has generated interesting knowledge discovery and data
mining problems. However, social networks usually contain individuals’ sensitive
information. Preserving privacy in the release of social network data becomes an
important concern.

One fundamental privacy issue in publishing social network data is iden-
tity disclosure problem. Most of existing studies on privacy preservation deal
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with simple graphs(i.e. undirected, unweighted and loopless graphs), which con-
sider graph structure as adversaries’ background knowledge. However, weighted
graphs are more descriptive and common in real world than simple graphs. Ap-
plying previous privacy preservation techniques to weighted graphs cannot pro-
tect privacy effectively.

In weighted graphs, there exists numerous weight related information that
can be used to attack a victim’s privacy. [1] studies how the weights on the
connections of a target vertex with other vertices in weighted graph results in
identity disclosure problem. For a vertex v, the sequence of weights on all edges
connecting v with other vertices sorted in descending order is defined as v’s
weight bag, denoted wv. Fig.1(a) shows a weighted undirect graph which con-
tains 4 vertices. The weight bag for vertex A is wA = [wAB,wAD]=[2,1] and
the weight bag set for G is W = {[2,1],[3,2,1],[3,1],[1,1,1]}. Without considering
edge weight, anonymized graph G′ in Fig.1(b) can resist with previous proposed
privacy attacks using graph topological structure as background knowledge, in-
cluding degree[3], neighborhood[4], subgraph[5], etc. Adversary cannot identify
any vertex in G′ with confidence larger than 50%. However, when an adversary
knows A’s weight bag wA = [2,1], the adversary can easily identify vertex 1 in
G′ as A, since only vertex 1 has the same weight bag as A, which causes an
identity disclosure problem. In real social network NetSci[15], 6.48% of vertices
could be uniquely identified based on weight bag information[1].
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Fig. 1. Anonymization of weighted graph

1.1 Motivation

[1] proposes histogram anonymization(HA) to prevent from weight-based at-
tacking. GHA in Fig.1(c) shows an anonymized graph of G using histogram
anonymization. After histogram anonymizing graph G into GHA, for ∀w ∈ WHA,
there are at least k − 1 other weight bags that are the same with w and graph
GHA is defined as k-histogram anonymous. The weight bag set of GHA is WHA

= {[3,2,1],[3,2,1],[3,2],[3,2]}, thus GHA is 2-histogram anonymous and the ver-
tices cannot be identified with confidence larger than 50% when weight bags
are considered as the adversary’s background knowledge. However, modifying
edges and weights in histogram anonymization reduces the statistical utility of
the anonymized graph. Considering graph query Q:

Q: SELECT COUNT(∀edge ∈ G) WHERE edge.weight ≥ 2
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The result of Q is 4 on graph GHA, which is a little biased to the real an-
swer 2 on G. Since there are a large amount of vertices and edges in weighted
graphs, modifying edges and weights in histogram anonymization would cause
estimates of a graph property to be systematically biased or highly variable,
which will be introduced in the experimental section. Privacy preserving can
also be achieved through increasing uncertainty of anonymized graph. Consider-
ing GGA in Fig.1(d), w12 = [1, 2] means w12 would be any value in the interval
of [1,2], and ”50%” on edge e13 denotes that e13 exists with the probability
of 50%, thus w1 in GGA can be formalized as [([1,2],100%),(1,50%),(1,100%)].
The uncertainty in GGA is achieved through generalization, which is commonly
adopted in privacy preserving techniques. If GGA is an anonymized version of
G in Fig.1(a), vertex 1 may correspond to A, since wA is a possible instance
of w1. We use candidate set in [10] to represent the vertices of GGA that
could feasibly correspond to target x, denoted cand(x). In graph GGA, we have
cand(A)=cand(D)={1,4},cand(B)=cand(C)={2,3}, thus an adversary cannot
identify vertex in GGA with confidence larger than 50%, which is the same as
GHA. Let’s consider query Q on GGA. In GGA, edge e23 definitely satisfies Q,
edges e12 and e34 possibly satisfy Q, and the other edges cannot satisfy Q, thus
the result of Q on GGA is an interval [1,3], which encloses the real answer 2 of
Q. Generalization based graph anonymization can protect privacy in weighted
graphs while preserving statistical properties and utilities.

1.2 Challenges

Although privacy preservation in social network has been studied extensively and
several importantmodels suchasK-Degree[3], K-Isomorphism[5], K-Symmetry[7]
and K-Automorphism[6] as well as many efficient algorithms have been pro-
posed, most of the previous studies can deal with privacy preservation on simple
graphs only. As example in Fig.1 shows, applying those methods to weighted
graphs straightforwardly still causes privacy leakage.

In practice, we need to anonymize weighted social network before it is released.
However, anonymizing weighted social network graphs is much more challenging
than anonymizing simple graphs.

First, it is much more challenging to design privacy preserving model for
weighted graphs. As shown in Fig.1, although anonymizing different weight bags
into the same ones through modifying edges and weights can prevent from weight
based attacks, statistical properties and utilities of weighted graphs are reduced.

Second, it ismuchmore challenging tomeasure the information loss in anonymiz-
ing weighted graphs. Besides the information loss in each edge weight, the
information loss of weight related statistical properties and utilities should also be
measured. Anonymizing weighted graphs would affect the topological structures
of the graphs which should be considered. Thus, there exists different ways to de-
fine the information loss and data utility for weighted graphs. Instead of measuring
those information loss separately, all types of information loss should be measured
in combination.
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Last but not least, it is much more challenging to devise anonymization meth-
ods for weighted social networks than simple ones. One simple observation is that
when the weight of an edge is modified or generalized, this operation would affect
the two vertices that are connected with this edge. When devising anonymiztion
approach for weighted social networks, both information loss on weights and
graph properties should be as less as possible.

Our contributions can be summarized as follows. (1)We propose k-possible
anonymity model to protect against weight-based attacks. (2)We prove that to
achieve optimal k-possible anonymity is NP-hard. (3)We develop a generaliza-
tion based anonymization approach to achieve k-possible anonymity, and design
a number of techniques to make the anonymization process efficient while main-
taining the utility. (4)Our extensive empirical studies show that our method
performs well in anonymizing weighted graphs of real world.

The remainder of the paper is organized as follows. Related work are summa-
rized in Section 2. In Section 3, we give the problem definition and formalize the
k-possible anonymity model. The generalization based anonymization approach
that ensures k-possible anonymity is investigated in Section 4. We evaluate our
method in Section 5. Section 6 concludes the paper.

2 Related Work

There has been much research on privacy preserving in social network graphs.
Backstrom et al. [2] firstly proposed the privacy problems in social network.

Most of existing research has focused on graph anonymization, which con-
siders the topological structures of graph as adversary’s background knowledge.
One popular graph anonymization is to add and/or delete edges for modify-
ing the topological structure of the graph in order to prevent re-identification
in the anonymized graph. Liu et al. [3] studies graph anonymizing to prevent
from privacy attacking using degree as background knowledge. Zhou et al. [4]
provides identity privacy through anonymizing each vertex’s neighborhood sub-
graph. In order to prevent privacy attacks using subgraph as background knowl-
edge, Cheng et al. [5], Zou et al. [6] and Wu et al. [7] propose privacy mod-
els K-Isomorphism, K-Automorphism and K-Symmetry respectively for graph
anonymization. Ying et al. [8] studies graph randomization while preserving the
spectrum of the graph. Yuan et al. [9] gives a solution to satisfy different needs
on privacy protecting level. Another main design of existing graph anonymiza-
tion is based on clustering vertices into super vertices, which makes the vertices
in a super vertex indistinguishable from each other. Based on vertices clustering,
Hay et al. [10] and Campan et al. [11] study vertex anonymization to prevent
re-identification. Zheleva et al. [12] formulate the problem of preventing sensitive
edge disclosure in unweighted graph.

Although most of existing research considers anonymization problems for sim-
ple unweighted graphs, recent work [1,13,14] has focused on privacy preservation
in weighted graphs. Das et al. [13] aims at preserving the linear properties of
the graph while modifying edge weights. [14] perturbs edge weights within a
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threshold that follows a probability distribution while retaining the cost of the
shortest path. However, the threshold used in this approach is always small and
the anonymized weights are close to the original ones, there still exists the pos-
sibility of privacy leaking. [1] considers re-identification in weighted graphs and
proposes histogram anonymization to protect vertex privacy through modifying
edge weights and vertex connections, which causes a great information loss on
the utilities and statistical properties of weighted graphs.

3 Problem Definition

In this paper, we model a social network as an uncertain weighted graph G =
(V, E, W, P ), where V is a set of vertices, E ⊆ V × V is a set of edges, W is a
set of weights between vertices in V , and wuv = weuv denotes the weight of edge
euv. Pe denotes the probability that edge e exists. For ∀e ∈ E, Pe is initialized
with 100%.

Definition 1. (edge set) For each vertex v ∈ V , the edge set for v is defined as
ev =

⋃
evu∈E{evu}.

For instance, in Fig.1(d), the edge set for vertex 1 is e1 = {e12, e13, e14}.

Definition 2. (possible candidate) Graph G is anonymized into Ga through gen-
eralization, if weight bag wv(v ∈ G) is a possible instance of wu(u ∈ Ga), u is
defined as a possible candidate of v, denoted u � v.

In Fig.1, for vertices 1 ∈ Ga and A ∈ G, w1=[([1, 2], 100%), (1, 50%), (1, 100%)]
and wA = [2, 1], wA is a possible instance of w1, thus vertex 1 � A.

Definition 3. (k-possible anonymous) Graph G is anonymized into Ga through
generalization, Ga is k-possible anonymous if there exist vertex groups g1, . . . , gm

of G and g′1, . . . , g
′
m of Ga that satisfy

⋃m
i=1 gi = V,

⋃m
i=1 g′i = Va, gi

⋂
gj =

g′i
⋂

g′j = ∅(i �= j), |gi| = |g′i| ≥ k(i ∈ [1, m]) and u � v(∀u ∈ g′i, ∀v ∈ gi), where
g′i(i ∈ [1, m]) is defined as anonymization group.

In Fig.1, considering vertex groups {A, D} and {B, C} of G, {1, 4} and {2, 3} of
Ga, since 1 � A, 1 � D, 4 � A, 4 � D, 2 � B, 2 � C, 3 � B and 3 � C, Ga in
Fig.1(d) is 2-possible anonymous.

Vertices in the same anonymization group g are indistinguishable from each
other based on weight bags. Thus, if an anonymized graph Ga is k-possible
anonymous, the adversary cannot re-identify each vertex v ∈ Ga with confidence
larger than 1

k .

Problem 1. (graph anonymization) Given a weighted graph G(V, E, W, P ), and
an integer k, find generalizations that anonymize G into a k-possible anonymous
graph Ga, such that information loss L(G, Ga) is minimized.
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The information loss incurred by generalizations is formalized as Equation 1,

L(G, Ga) =
∑

e∈Ea

|maxWe −minWe| (1)

where [minWe, maxWe] denotes the weight interval assigned to edge e through
generalization. Equation 1 is simple and clear to capture the information loss
and uncertainties of the edge weights resulted from generalization.

Theorem 1. (Complexity:) Achieve k-possible anonymity with minimal infor-
mation loss is NP-hard.

Proof. The proof is constructed by reducing the NP-hard optimal k-anonymity
problem to k-possible anonymity with minimal information loss through map-
ping weight bag wv(v ∈ V ) into dmax-dimensional space, where dmax is the
maximum degree of vertices in V . Due to the space limitation, we omit the
details here.

4 Generalization Based Anonymization

In this section, we introduce an efficient heuristic algorithm as a solution to Prob-
lem 1. We achieve k-possible anonymity through generalization based anonymiza-
tion. We adopt a two-step strategy in our graph anonymization method. It first
try to generate anonymization groups with minimal information loss L, and then
k-possible anonymity is achieved through edge generalization.

4.1 Generating Anonymization Groups

The first challenge is to generate anonymization groups for privacy preserving
while retaining high data utility. We first introduce an efficient clustering-based
grouping technique in Algorithm 1.

For each vertex vi, we map its weight bag w i = [wi1, wi2, . . . , widi ](wi1 ≥
wi2 ≥ . . . ≥ widi) into a point in m-dimension space, where di is the degree of
vi and m = max(di),i ∈ [1, n]. For vertex vi with degree di < m, corresponding
weight bag w i is expanded by filling (m− di) zeros.

In Algorithm 1, Line 1 initializes the number of anonymization groups based
on input k value, and then the centers of the groups are randomly picked in Line
3. Line 6 adds the closest k points to each group based on the Euclidean distances
between points and group centers. After all points are added to anonymization
groups, the center of each group is updated in Line 10. Here we adopt the
mean of the points in each group as new center. Line 11 shows that Lines 5-
10 are iteratively performed until the distance between old and new center of
each group is smaller than predefined threshold ε. In our experiments, we adopt
ε = 0, which means clustering and center updating are performed iteratively
until points in each group do not change. Although we set ε = 0, Algorithm 1
still has an efficient convergence performance which is shown in our experiments.
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Algorithm 1. Generate Anonymization Groups
Input: A weight bag set W and an integer k
Output: Anonymization group set AG
N = 
|W |/k�;1

I=1;2

Randomly pick N points as group centers AGj(I), j ∈ [1, N ];3

repeat4

for j = 1 to N do5

Find the closest k points to AGj(I) in W and add to AGj ;6

W = W − AGj ;7

Assign each remaining point in W to the closest group;8

I = I + 1;9

Update AGj(I), j ∈ [1, N ];10

until ‖AGj(I)− AGj(I − 1)‖ ≤ ε, j ∈ [1, N ] ;11

return AG = {AG1, . . . , AGN};12

The computational complexity of Algorithm 1 is O(tn2

2k ), where n is the num-
ber of points, k is the size of anonymization group, and t is the number of itera-
tions. Each iteration introduces O(n2

2k ) operations to calculate distances between
points and group centers.

4.2 Edge Generalization

Edge generalization is the second stage of the two-step strategy, which aims
to achieve k-possible anonymity through generalizing edges based on gener-
ated anonymization groups. We provide Edge Generalization(EG) method in
Algorithm 2.

We take G′ in Fig.1(b) as an example to demonstrate EG algorithm. For
vertices in Fig.1(b), AG = {AG1 = {1, 4}, AG2 = {2, 3}} is generated when
k = 2 using Algorithm 1. In order to let each vertex in AGi be possible can-
didates for all other vertices in AGi after anonymization, edges of each vertex
should be generalized. Firstly, Lines 4-5 generalize existing edges. ev(j) denotes
the edge in ev that has the j-th weight wv(j) of wv, where dv is the degree
of v and obviously wv(j) = wev(j). Mini,j denotes minu∈AGi(wu(j)), which
is the minimum value of all the j-th weights of the weight bags in AGi, and
Maxi,j denotes maxu∈AGi(wu(j)) analogously. For example, weight bags of ver-
tices in AG2 are w2 = [we23 , we21 , we24 ] = [3, 2, 1] and w3 = [we32 , we34 ] = [3, 1],
thus Max2,2 = 2 and Min2,2 = 1, respectively. Line 4 generalizes we21 and
we34 into [1,2] as shown in Fig.1(d). Since edge weight wuv occurs in both
wu and wv, wuv would be generalized twice with different [Min, Max] and
weight interval of wuv is continuously extended. For instance, generalize wuv =
[1, 3] with [2, 4] would extend wuv into [1, 4]. Existence probabilities are up-
dated in Line 5, which aims to preserve privacy and statistical properties, where
Pi,j = countu∈AGi

(du≥j)

|AGi| . Take e2(3) = e24 for example, Line 5 updates Pe24

with min{P2,3, Pe24} = min{ countu∈AG2 (du≥3)

|AG2| , Pe24} = min{ 1
2 , 100%} = 50%.
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Algorithm 2. Edge Generalization
Input: Weighted graph G = (V,E,W,P ),

anonymization group set AG = {AG1, . . . , AGN}
Output: k-possible anonymous Ga

for i = 1 to N do1

for each v ∈ AGi do2

for j = 1 to dv do /* Generalize existing edges */3

Generalize wev(j) with [Mini,j ,Maxi,j ];4

Pev(j) = min{Pi,j , Pev(j)};5

for t = (dv + 1) to maxDegree(v) do /* Add new neighbors */6

cand = null; pos = null;Costcand,pos = +∞;7

for each u ∈ V with euv �∈ E and u needs new neighbor do8

for m = (du + 1) to maxDegree(u) do9

if Costu,m < Costcand,pos then10

cand = u; pos = m;11

if cand == null then12

Find the most potential neighbor u ∈ V of v;13

cand = u; pos = du + 1;14

/* Create an edge between v and cand, where cand ∈ AGc */

Add new edge ev,cand to E;15

ev(t) = ecand(pos) = ev,cand;16

Generalize wev,cand with [Mini,t,Maxi,t] and [Minc,pos,Maxc,pos];17

Pev,cand = min{Pi,t, Pc,pos};18

return G;19

After existing edge generalization, w2 is generalized into [(3, 100%), ([1, 2], 50%),
(1, 50%)], which makes vertex 2 be a possible candidate of vertex 3.

Generalizing existing edges only cannot achieve k-possible anonymity, some
vertices need to be connected with new neighbors. For instance, w3 is generalized
into [(3, 100%), ([1, 2], 100%)] after existing edges generalization, of which w2 is
not a possible instance. In order to be possible candidate of vertex 2, vertex 3
needs to add a new neighbor. Function maxDegree(v) in Line 6 returns the max
degree of vertices in AGi that v belongs to, and v needs (maxDegree(v)−dv) new
neighbors in order to be possible candidate for vertices in AGi. For vertex v that
needs a neighbor, Lines 7-14 find a neighbor candidate cand and Lines 15-18 add
an edge connection between v and cand. When we choose a neighbor candidate
cand for v, vertices that also need new neighbors are considered with priority
in Lines 8-11. Vertex u that causes the lowest information loss on evu, which is
to be added to E, is picked as neighbor candidate cand. For instance, when we
choose neighbor candidate for vertex 3, vertex 1 in AG1 which also needs a new
neighbor is picked as neighbor candidate of vertex 3. If Lines 8-11 did not find
neighbor candidate, Lines 12-14 choose the most potential neighbor(MPN) of v
to be neighbor candidate cand. We define the vertex u that has the most common
neighbors with v and euv �∈ E as v’s most potential neighbor. In Fig.1(e), vertex
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2 is the most potential neighbor of vertex 1. When new edge ev,cand is created,
Line 17 generalizes wev,cand

with both weight intervals of v and cand in order to
meet k-possible anonymity requirement. If cand is v’s most potential neighbor,
[Minc,pos, Maxc,pos] in Line 17 and Pc,pos in Line 18 should be neglected.

The computational complexity of Algorithm 2 is O(mn), where n is the num-
ber of vertices in V and m is the number of vertices that need to add new
neighbors. For each vertex v that needs to add new neighbor, there are maxi-
mum n vertices to be v’s neighbor candidates. Therefore, the total complexity
is O(mn). Although the worst case for Algorithm 2 is O(n2) when m = n, m is
much less than n in real datasets as shown in our experiments.

5 Experiments

In this section, we evaluate our methods using two real data sets, NetSci and
Hep-Th. All these graphs are weighted and undirected. NetSci describes a
coauthorship network of scientists working on network theory and experiment.
There are 1,589 scientists(vertices) and 2742 edges in this data graph, and each
edge is assigned with a real weight as described in [15]. The Hep-Th database[16]
extracts weighted network of coauthorships between scientists posting preprints
on the High-Energy Theory E-Print Archive between Jan 1, 1995 and December
31, 1999, which contains 8361 vertices and 15751 edges.

All the programs are implemented in Java. The experiments are performed
on a 2.33GHz Intel Core 2 Duo CPU with 4GB DRAM running the Windows
XP operating system.

We focus on the utility and statistical properties of the anonymized graphs.
Here we use some weight related measurements to evaluate the utilities of the
anonymized weighted graphs. (1)Edge Weight describes the distribution of all
edge weights in the graph. (2)Degree is the distribution of the degrees of all
vertices in the graph. (3)V olume is a distribution of the volumes of vertices
in the network, where volume is the sum of a weight bag. (4)Path length is a
distribution of the lengths of the shortest paths between 1000 randomly sampled
pairs of vertices in the network.

We measured these characteristics for the original graph G, the graph GHA

anonymized through HA[1] and a set of 20 output graphs sampled from the graph
GGA which is anonymized through our proposed GA approach. For each edge e
in GGA, we sampled we uniformly from the generalized weight interval of e, and
whether e exists in the sampled graph depends on the existence probability of e.

5.1 Runtime

Fig.2 shows the runtime of HA and GA on the two data sets with different k
values. Our results show that GA requires less runtime than HA. The runtime
of HA increases with the increment of k value, while the runtime of GA keeps
stable and even decreases with the increment of k value. After anonymizing
weight set, HA constructs the graph based on the anonymized weight set, while
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Fig. 2. Runtime for different k values

GA anonymizes on the original graph, thus HA costs more runtime than GA.
In Fig.2(b), the runtime of GA decreases when k increases from 50 to 250, and
increases when k increases from 250 to 300. This is for the reason that the size
of anonymization group depends on k value, and different size of anonymization
group would affect the performance of the clustering in generating anonymization
groups. Anonymization group size which is suitable to the properties of the data
set would result in efficient clustering.

5.2 Data Utilities

In this work, data utilities refer to statistical properties of the graphs. Figs.3
to 6 show the results of the experiments with respect to the four statistical
characteristics for both data sets, where Original, GA, and HA denote the dis-
tributions for original graph, generalization based anonymization and histogram
anonymization[1], respectively.

Fig.4 shows the distributions of degrees when k = 20, 100 for both data sets.
When k = 20, Fig.4(a) and 4(c) show that the distributions of degree for GA
are very similar to the original graph, and the distributions for HA are a little
biased to the original graph. In Fig.4(b) and 4(d), when k increases to 100, the
curves for GA and Original are still aligned, while the curves for HA are quite
different. Similar results could be observed in Figs.3, 5 and 6.

Our results in Figs.3 to 6 demonstrate that GA protects privacy in weighted
graphs while guaranteeing the accuracy of statistical analysis. When k value
increases, GA still preserves the essential graph information, while the bias of
the distributions for HA increases. This is for the reason that HA preserves
privacy through modifying weights and edges, which results in more information
loss when k increases. GA preserves privacy through anonymizing graphs using
generalization, which preserves the properties and statistical utilities of original
graph. Thus, the network measures of original graph could be recovered with
little bias through aggregation on a small number of sampled graphs.
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Fig. 3. Distributions of edge weights
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Fig. 4. Distributions of degrees
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Fig. 5. Distributions of volumes
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6 Conclusion

Most of existing research work studies privacy preserving for simple graphs only,
and cannot be applied to weighted graphs. In this paper, we focus on protecting
privacy in weighted graphs. We propose a privacy preserving model, named
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k-possible anonymity, to prevent from identity disclosure against weight-based
attacks. We develop a generalization based anonymization approach(named GA)
to achieve k-possible anonymity for a weighted graph, and design a number of
techniques to make the anonymization process efficient while maintaining the
utility. Extensive experiments on real datasets show that our method performs
well in terms of protection it provides, and a wide range of weight related graph
analysis can be performed accurately.
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Abstract. Semantic web data management on top of relational database
has been regarded as a promising solution for scalable ontology stor-
ing, querying and reasoning. In order to reduce query response time,
inferred results often need to be pre-computed and materialized. How-
ever, this approach faces the great challenge when data is updated, since
the repositories need to perform reasoning from scratch to guarantee
the consistency of the inferred results. This paper proposes a novel solu-
tion to enable the incremental data update on the context that ontology
reasoning and user-defined rule reasoning are performed over multiple
ontologies. We propose an effective data organization method that uni-
formly organizes both original ontologies and inferred results for ontology
and user-defined rule reasoning, with the support of named graph. In-
spired by the Rete algorithm, we design an inference network to link the
ontology data, inferred results, and intermediate inferred results. As a
consequence, when the ontology data update, changes can be effectively
propagated in the network based on their named graphs. We implement
the proposed approach on our previous ontology store and the experimen-
tal results show that our solution can significantly improve the reasoning
performance when ontology data update happens.

1 Introduction

In recent years, the amount of Semantic Web data has been increasing rapidly
(e.g., in Linking Open Data (LOD) project [2]). On the other side, more and
more ontologies have been created, which provides schema or meta-data for Se-
mantic Web data. With these ontologies, Semantic Web data can be interpreted
and processed by computers, and the implicit information can be derived auto-
matically by ontology reasoning.

Recently many systems have been developed to support storage, query and
reasoning on ontologies. The majority of ontology repositories [6,12,13] are built
on top of relational database (RDB) so that the mature database technology
can be applied for scalable semantic web data management. The RDB-based
ontology repository stores the semantic web data in a tailored schema and thus
SPARQL queries [9] are eventually translated into SQLs for data retrieval. Given
a query that involves reasoning on ontology data, the reasoning can be preformed
in two different ways. For runtime approaches, the reasoning task is performed
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at query time and only on data that is relevant to the query. On the other hand,
a materialization-based reasoning will pre-compute all inferred results on all on-
tology data and materialize them permanently. As such, answering a query with
reasoning becomes as simple and efficient as data retrieval. This paper focuses
on the reasoning problem on the materialization-based ontology repository.

The main challenge for materialization-based ontology repository comes from
data update. To maintain the consistency of the inferred results, traditional
materialization-based ontology repositories [6,13] have to re-perform the reason-
ing from the scratch once data update occurs. In order to reduce the reasoning
cost, a natural thought is to enable an incremental reasoning. Further support-
ing incremental reasoning on the selected combinations of multiple ontologies
requires to efficiently identify which datasets and rules will be triggered for in-
cremental computation when ontology data is updated.

In this paper, we propose a novel solution for effectively supporting the incre-
mental reasoning over multiple ontologies in the materialization-based ontology
repository. The reasoning scope covers (1) the ontology reasoning performed
based on Description Logic Programming (DLP) [5], and (2) the reasoning for
user-defined rules. In general, we treat all inferred results as a special named
graph whose URI is maintained by the ontology system, so that both original
ontology data and inferred data can be organized uniformly. By maintaining a
mapping between the original graphs and the system-generated graphs, SPARQL
queries can be rewritten into SQLs that will retrieve results from both original
graphs and inferred graphs. Furthermore, inspired by the classical memory-based
Rete algorithm [4], we design and implement a novel inference network on top of
the relational database to enable the incremental reasoning. The inference net-
work organizes the original data, inferred data and inferred intermediate data in
a network based on a set of Datalog rules. Any data update on the ontology will
be propagated within the network in a batch-processing mode until the data in
the network reach a stable state.

The rest of this paper is organized as follows. Section 2 formulates the problem.
Our approach is presented in Section 3. Section 4 shows the experiment results.
Section 5 discusses the related work. We conclude the paper in Section 6.

2 Problem Description

Semantic Web Data. An RDF graph is defined as a set of triples in the
form of 〈s,p,o〉, where s is a subject, p is a predicate and o is an object.
A named graph is an RDF graph with a graph identifier. Formally, a named
graph is defined as a pair ng = (uring, Gng), where uring is a URI of ng and
Gng is a set of RDF triples. For example, we can define a named graph ng1 =
(http://example.org/g1,{〈Tom,hasSister,Jane〉}) where Gng1 contains only
〈Tom,hasSister,Jane〉 and uring1 is http://example.org/g1.

Simply, an ontology can be regarded as the combination of meta-data (i.e.,
the definition of class, property, and their relationships) and data (assertions
for individuals), both of which can be represented as RDF triples. In ontology
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reasoning, by applying the formal semantics of ontology language, the implicit
triples can be inferred from the data and the meta-data.

Rule. Let a term t be an RDF resource or a variable. A formula l can be formed
by applying either a unary predicate or a binary predicate on term(s), that is, l
is in the form of either p(t) or p(t1 ,t2 ), where p indicates a predicate. Thus, a
Datalog rule r is in the form of h:-b1 ∧ ... ∧ bn , where h and b1 , ..., bn are formulas
that could be either p(t) or p(t1 ,t2 ). h is the consequence of the rule, also called
the rule head, and b1 ∧ ... ∧ bn is the rule body, giving the conditions of the rule.

Let Ronto be the set of Description Logic Program rules [5], i.e., a fixed,
intrinsic set of rules for ontology reasoning. For any rule r in Ronto, r.head
and l ∈ r.body are corresponding to the predicates which are defined in the
ontology. For example, if in an ontology, a predicate p is defined as transitive, we
have the corresponding ontology rule p(x,y):-p(x,z),p(z,y). On the other
side, let Ruser be the set of user-defined rules, i.e., the rules are defined on
top of the ontology by users. For any rule r in Ruser , r.head must be an non-
ontology predicate and l ∈ r.body could be either an ontology predicate or a user-
defined rule predicate. Intuitively, it means that the user-defined rules cannot
change the semantics of an ontology. To comply with the RDF syntax, we also
put a constraint on the formulas appearing in Ruser whose predicates must be
either unary or binary. For example, given the ontology predicates hasFather
and hasBrother, user can define new binary predicate hasUncle via the rule
hasUncle(x,z):-hasFather(x,y)∧hasBrother(y,z).

Query. The reasoning can derive all implicit data in form of RDF triples, which
makes the data complete for any later query. The queries on the ontology data
are based on SPARQL [9], with the extension for supporting rules. A query Q
can be modelled as a triple Q = 〈dataset, ruleset, pattern〉, where dataset refers
to a set of named graphs, ruleset defines the rules for reasoning and pattern
describes the query conditions and result terms. Note that pattern here follows
the complete SPARQL specification, supporting optional, filter, union, and
all other keywords. Both dataset and ruleset define that the query scope of Q
is all ontology data belonging to dataset union with all inferred results derived
by applying ruleset on the dataset. Note that if a user-defined rule predicate
appears in the query, the DLP rules are applied by default. The intuition behind
is, if a user-defined rule is applied in the query, the reasoning for the ontology
data is required. An example SPARQL query Q is given as follows:

SELECT ?x ?z

FROM http://example.org/g1

WHERE {?x hasUncle ?y. ?y hasFather ?z.}

where FROM clause defines that Q will be executed on which named graph. Ac-
tually, the equivalent expression of Q in a triple form is:
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Q = 〈{http://example.org/g1},
{Ronto∪{hasUncle(x,z):-hasFather(x,y)∧hasBrother(y,z)}},
{(?y, ?z)|hasUncle(?x,?y), hasFather(?y,?z)}〉

As Q includes a user-defined predicate hasUncle, the evaluation of the query
requires both original and inferred data.

Problem Statement. Given a set of named graphs stored in an ontology store,
a set of user-defined rules, and the combinations of the named graphs required for
reasoning, how to compute inferred data such that (1) the inferred results derived
from multiple named graphs can be effectively stored and (2) the incremental
update/reasoning on the ontology data can be efficiently supported.

3 Our Proposed Approach

Data storage model. An RDB-based ontology repository is built on the rela-
tional database to store ontology data. An ontology repository D is composed of
a set of tables Ti, where 1 ≤ i ≤ n. In general, to support named graph, each table
schema Ti in the ontology repository D is defined as Ti = (uri, attri1 , ..., attrij ),
where Ti is a table that consists of a mandatory attribute uri for storing named
graph’s URI and attributes attrij for the content of ontology data. For simplicity,
the ontology repository could be regarded as a table Triple(s,p,o,g), where
s is subject, p is predicate, o is object and g is named graph URI.

3.1 Managing Inferred Results Uniformly

Generally, data in the ontology repository can be classified into three types:
ontology data, inferred data for ontology rules, and inferred results for user-
defined rules. For any type of inference results, we allocate a new named graph
URI that is transparent to users. Thus, data in the ontology repository can be
divided into primitive named graphs, which are the original ontology data and
derived named graphs, which correspond to all inference results.

Let us first consider the inferred ontology data. Given a set of k primitive
named graphs NG = {ngi} (1 ≤ i ≤ k), let uriNG be the identifier of NG
and G be the union of triples in ngi, i.e., G =

⋃
Gngi . The inferred results,

which are a set of implicit RDF triples, are derived by applying Ronto on G. We
then produce a derived named graph ng′ = (uring′ , Gng′) such that (1) Gng′

is the graph that contains all inferred triples and (2) uring′ is a new generated
named graph URI. Obviously, data in the derived named graph ng′ are also in
the form of RDF triple. Therefore, both primitive and inferred named graphs
can be stored in the same set of relational tables. Note that given a primitive
named graph set NG, it uniquely determines a derived named graph ng′.

For the inferred results from user-defined rules, suppose that a set user-defined
rules Ruser be applied on a set of k primitive named graphs NG = {ngi}, where
1 ≤ i ≤ k. Firstly, by default, the DLP rules Ronto are always applied on
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G =
⋃

Gngi and hence the derived named graph ng′ is created for the inferred
ontology data. Secondly, another new named graph ng′′ = (uring′′ , Gng′′ ) is
generated such that (1) Gng′′ is the graph that includes all inferred triples derived
by applying Ruser on G ∪Gng′ and (2) uring′′ is a new graph URI for labelling
Gng′′ . Because the user-defined rules only allow to introduce new predicates
that are unary or binary, the inferred data of the user-defined rules are therefore
viewed as a special named graph and managed in the same set of ontology tables.
Note that, given a primitive named graph set NG and a set of user-defined rules
Ruser , the combination of them uniquely determines a derived named graph ng′′.

In our system, when the derived named graphs ng′ and ng′′ are generated
from a set of primitive named graphs NG, two mappings Mng′(uriNG, uring′)
and Mng′′(uriNG, Ruser , uring′′) are created to record such derivation from NG
(with the identifier uriNG) to ng′ and ng′′. Suppose that we execute a SPARQL
query Q with the pattern on NG and Ruser , i.e., Q = 〈NG, Ruser , pattern〉, then
we can rewrite Q into Q′ = 〈NG ∪ {ng′} ∪ {ng′′}, φ, pattern〉. In other words,
the translated query Q′ will be evaluated on both primitive named graphs NG
and derived named graphs ng′ and ng′′, according to the mappings Mng′ and
Mng′′ . Clearly, through the named graph concept, we uniformly organize original
and inferred data storage and also evaluate query with ontology rules and user-
defined rules.  

 

beta root 
beta 

beta 
beta 

production 

original alpha 

filter alpha 

production 

original alpha 

Fig. 1. The structure of the inference network

Example 1. Assume that a named graph set NG has triple 〈Tom, hasFather, Bob〉
and 〈Bob, hasBrother, Jensen〉. Given a query Q = 〈NG, Ruser , pattern〉, where
Ruser is hasUncle(x,z):-hasFather(x,y)∧hasBrother(y,z) and pattern is
{(?x,?z)|?x hasUncle ?z}, the result 〈Tom, Jensen〉 is returned because the
query is rewritten on the data NG ∪ {ng′} ∪ {ng′′} and ng′′ includes the triple
〈Tom, hasUncle, Jensen〉. �

3.2 Incremental Reasoning on an RDB-Based Inference Network

The inference network structure. Inspired by the classic Rete algorithm [4],
we design an inference network on top of RDB to support incremental ontology
update/reasoning in a batch-processing mode. The basic idea of the incremental
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reasoning is to make the tradeoff between storage and update efficiency. Specifi-
cally, we create additional tables to store the intermediate inferred results, which
are used for tracking the update of the inferred results. Given the rules for infer-
ence, a network can be built to link the original ontology data, intermediate and
final inferred results together. Therefore, any update on the original ontology
will be propagated along the network and the inferred results are incrementally
updated accordingly, until the network reaches a stable state.

Figure 1 gives an overview of the inference network. There are three types of
nodes in the network: alpha nodes (original alpha nodes and filter alpha nodes)1

are bound with the original ontology data, beta nodes are bound with the in-
termediate inferred results, and production nodes produce the inferred results.
Every node in the network is associated with some tuples in the ontology repos-
itory, which is omitted in this figure for simplicity.
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(a) Network(r1)
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α:b1(x,y) α:b2(y,z) α:b3(z,w) α:b4(z,v) 

β:root 

β:b1 

β:b1∧b2 

β:b1∧b2∧b3 

β:b1∧b2∧b3∧b4

p:h1 

β:b1∧b2∧b4 

p:h2 

α:b4(w,'c') 

(c) Network({r1,r2})

Fig. 2. An example for constructing inference network

Example 2. Given two rules r1 = h1(x, y):-b1(x, y)∧b2(y, z)∧b3(z, w)∧b4(w, ‘c‘)
and r2 = h2(x, y):-b1(x, y)∧b2(y, z)∧b4(z, v), let r1’s and r2’s inference networks
be Network(r1) and Network(r2), which are shown in Figure 2(a) and 2(b) re-
spectively. In Figure 2(a), we can see that an alpha node “α:b1(x, y)” corresponds

1 A filter alpha node is always a child node of an original alpha node and the input
data of the filter alpha node is a subset of its parent’s data.



Incremental Reasoning over Multiple Ontologies 137

to a formula b1(x, y) in r1’s rule body; a beta node “β:b1 ∧ b2” has a beta node
“β:b1” and an alpha node “α:b2(y, z)” as its parents, which indicates the join of
the formulas b1 ∧ b2 appearing in r1’s rule body; and a production node “p:h1”,
corresponding to the rule head, has a beta node “β:b1 ∧ b2 ∧ b3 ∧ b4” as its
parent. Note that the path from the top beta node to the bottom beta node fol-
lows the order of the formulas in the rule body. A more complicated example is
Network({r1, r2}) shown in Figure 2(c). We can see that Network({r1, r2}) can
be constructed by merging Network(r1) and Network(r2) together. Note that
the node “α:b4” becomes the filter alpha node as its formula b4(w, ‘c‘) equals to
the binding of the variable v with the constant ‘c‘. �
Generally, given a set of rules R = {r1, ..., rm}, R’s inference network can be
acquired by sharing the nodes of Network(ri) (1 ≤ i ≤ m). Note that, for a
given rule, different orders of predicates in the rule body can lead to different
network structures. However, the problem for optimizing the predicate order for
each rule is out of the scope of our discussion.

Linking relational data with the inference network nodes. Now we need
to define the mappings that are responsible for linking the tuples in the rela-
tional table to data associated with the formulas in the rules. In other words,
the mappings feed the relational data into the alpha nodes, and point out the
destination tables for the inferred data in the production nodes. We call such
mappings as tuple mappings. Given a formula f in the rule, we define f ’s tuple
mapping tmf = 〈stmt, αmap〉, where stmt is a SQL selection statement that de-
fines an updatable view2 and αmap defines a mapping between f ’s term(s) and
the selected attributes in stmt. The tuple mapping is pre-defined based on the
database schema of ontology repository.

tmhasUncle = 〈SELECT s,o FROM Triple WHERE p=hasUncle AND

(g=uring′′), {<x,s>,<y,o>}〉
tmhasBrother = 〈SELECT s,o FROM Triple WHERE p=hasBrother AND

(g=uring1 OR g=uring2), {<x,s>,<y,o>}〉
tmhasF ather = 〈SELECT s,o FROM Triple WHERE p=hasFather AND

(g=uring1 OR g=uring2), {<x,s>,<y,o>}〉

Fig. 3. An example of tuple mappings

Example 3. Suppose that both original ontology data and inferred data be stored
in a triple table Triple(s,p,o,g), and an inference network is built on a named
graph set NG={ng1, ng2}, with a user-defined rule hasUncle(x,z):-hasFather
(x,y)∧hasBrother(y,z).Let the inferred result be the derived named graphng′′.
Then, we have three tuple mappings tmhasUncle, tmhasFather and tmhasBrother for
the formulas in the rule in Figure 3. �
2 The view defined by stmt is updatable because the changes on alpha node and

inferred results in the production node should be written back to the base tables.



138 J. Lu et al.

Since the reasoning is performed on a set of primitive named graphs, the named
graph information is always required as a constraint for the tuple mapping. Given
a tuple mapping tm, we denote the set of named graph URIs appeared in stmt as
Utm. In Example 3, UtmhasBrother

is {uring1 , uring2}. Apparently, by setting Utm

in the tuple mappings for rules, we can control that, on which named graph(s)
the reasoning is performed, and to which named graph the inference result is
output.

Given a set of rules, once the tuple mapping is built, we can construct the
inference network (notice that the process of constructing the network also cor-
responds to the process of the reasoning). During the network construction, the
additional tables will be created on demand. In general, each node in the network
may have two tables for data and delta data (i.e., the changes caused by ontology
data update) respectively. In what follows, we discuss these tables in terms of
the node type (see the detailed usage of these tables in the next section).

Original Alpha Node. Because its data table is always associated with an original
table in the ontology repository, we only need to create one delta table with
the same schema as the original table.

Filtered Alpha Node: Both data table and delta table have the same schema,
which contains one column for each term in the corresponding formula and
one mandatory column for identifying named graph.

Beta Node: Both data table and delta table have the same schema, which in-
cludes one column for each distinct variable appearing in the formula list
and one column for each named graph inherited from the alpha nodes.

Production Node: Both data table and delta table have the same schema, which
includes one column for the term in the rule head and a column count for
recording how many times the same inferred result could be produced. This
attribute is introduced for tracking the data deletion. Each production node
does not need to maintain the named graph, as the information is recorded
by the tuple mapping.

Meta-data Tables are a set of tables to store the meta-data of the inference
network, which includes the tuple mappings and the network structure. With
these meta data, the inference network can be rebuilt once system fails.

Incremental reasoning by change propagation. Let Dα be the dataset
associated with an original alpha node. When an update Δα (either addition
+Δα or deletion −Δα) is made on Dα, then the incremental reasoning takes 3
steps: In the first step, the interfere network will update Dα by applying Δα

on Dα; then, Dα is notified to all child nodes of α; and finally, Δα is cleared
as empty. In the second step, for each notified child node ni, Δni is computed
according to Δα and Dni by join operation; then, Dni is updated and Δni is
passed to the child nodes of ni, before Δni is cleared. As a result, the Δ on
the alpha node will be propagated along the network. We shall notice that, if a
rule is self-dependant or multiple rules are mutually dependent (recursion among
rules), then the Δpn of a production node pn can serve as the delta input for an
alpha node. In the final step, the incremental update/reasoning is finished till
the network reaches a stable state.
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The difference between data addition and deletion is that for deletion, when
getting the Δpn, we need to check whether the records need to be deleted from
the original data table. This is because a result inferred by the rule head could
be derived from multiple paths/sources.

3.3 Reasoning over Multiple Named Graphs

For each set of primitive named graphs NG = {ng1, ..., ngk} that requires ontol-
ogy reasoning, we build an inference network, denoted as InfNetwork(NG). As
the DLP rules in Ronto are fixed, all inference networks have the same network
structure. The only difference between the inference networks lies in the named
graph in the tuple mappings. Recall that the named graph for a tuple mapping
tm is represented as Utm, which is a set of named graph URIs appeared in the
selection statement. In general, given a named graph sets NG = {ng1, ..., ngk}
that requires ontology reasoning, the corresponding inference network InfNet-
work(NG) is configured by setting the named graph information in the tuple
mappings as below: according to the mapping Mng′(uriNG, uring′), for all pro-
duction nodes that correspond to the formulas appearing in Ronto’s heads, we
set their Utm as {uring′} for their tuple mapping. It indicates that all inferred re-
sults will be assigned to the derived named graph uring′ . For all alpha nodes that
correspond to Ronto’s body tuples, we set their Utm as {uring1 , ..., uringk

, uring′}
for the tuple mapping. It means that the source ontologies for reasoning are from
the set Gng1 ∪ ... ∪ Gngk

∪ Gng′ . Notice that uring′ is included in Utm because
recursive ontology reasoning may be required, i.e., a rule is self-dependant or
multiple rules are mutually dependent.

For user-defined rule reasoning, our solution can effectively manage the infer-
ence results of the different user-defined rule sets on the same primitive named
graph set, by sharing the same inference network. Specifically, suppose that we
have an inference network InfNetwork(NG) that is built on top of a named graph
set NG = {ng1, ..., ngk} based on Ronto. When adding two rule sets Ra

user and
Rb

user to InfNetwork(NG), we obtain two derived named graphs ng′′a and ng′′b

InfNetworkn 

…
 

…
 

Named 
graph set 

InfNetwork1 

InfNetwork2

ng1 

Primitive 
named graphs 

ng2 

ngk 

NG1 

NG2 

NGn 

…DLP rule set User rule set 1 User rule set m 

Fig. 4. An example of reasoning over multiple named graphs
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which are the inferred results by applying Ra
user and Rb

user to {ng′} ∪ NG re-
spectively, where ng′ is the derived named graph for ontology reasoning. Because
the new formulas introduced by Ra

user and Rb
user are always with different name

graphs in the tuple mappings, the rule reasoning for Ra
user and Rb

user will not
be affected with each other, but share the same ontology data as the reasoning
input. Obviously, such inference network sharing can efficiently save the storage
space and reduce the inference time.

Example 4. In Figure 4, given k primitive named graphs ng1,...ngk, we first as-
sign them to n named graph sets NG1,...,NGn according the pre-defined queries.
Then we can build n inference networks, each of which corresponds to a named
graph set. Similarly, a set of user-defined rules can also be added into multiple
inference networks. Note that if data in ng2 changes, InfNetwork1, InfNetwork2

and InfNetworkn will be triggered to perform the incremental reasoning.

4 Performance Study

We implemented the SOR v2.0 with the IBM DB2 v9.7 to evaluate the rea-
soning performance. All experiments were performed on a PC with an Intel
2.66GHz Duo Processor, 2GB RAM and one 160GB disk. UOBM [7] is used
as our benchmark dataset and our previous SOR v1.0 [6] as baseline, as the
extensive comparison has been done with other typical RDF systems in [6].

4.1 Incremental Reasoning Performance

We first study the efficiency of the inference engine. The experiment is conducted
on the UOBM datasets shown in Table 1. In the experiment, we insert triples
into or remove triples from the existing named graph, where all newly-added
triples never appear in the ontology repository and all triples being removed are
randomly chosen from the ontology repository.

Table 1. The detailed statistics of the UOBM datasets

#Original Triples #Inferred Triples #Total Triples

UOBM5 1.19×106 2.41×106 3.60×106

UOBM10 2.33×106 4.65×106 6.95×106

UOBM15 3.64×106 6.88×106 1.02×107

UOBM20 4.90×106 9.97×106 1.49×107

UOBM30 7.41×106 1.53×107 2.28×107

Figure 5 shows the incremental reasoning performance on the UOBM datasets,
by varying the number of the triples to be updated from 1 to 100. From both
Figure 5(a) and Figure 5(b), we can observe that for the same dataset, the time
of the ontology reasoning goes up slowly as the number of triples are added or
removed. Note that the vibrations of the lines in the two figures are caused by
the reason that different triples use different predicates whose property (e.g.,
symmetric or transitive) affects the complexity of the ontology reasoning.
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(a) Incremental insertion (b) Incremental deletion

Fig. 5. Incremental reasoning performance

Fig. 6. Performance vs. data volume Fig. 7. Performance: SOR v2.0 vs. SOR

Figure 6 reports the performance against the data volume, by fixing the num-
ber of updated triples as 100. As the volume of the datasets increases, we find
that the reasoning cost does not rise much. On the other side, as the removal of
the inferred triples is more complex than the triple insertion, the reasoning cost
of the ontology deletion is longer than that of the ontology insertion.

4.2 Reasoning Performance: SOR v2.0 vs. SOR

In Figure 7, we can see that the performance of the SOR v2.0 greatly outperforms
that of our old system because all inferred results must be rebuilt even only one
triple is added or removed. In the real-life applications, the ontology repository
loads most of triples at the beginning and then incrementally updates its content.
Our approach can satisfy the above requirement as it only needs to compute the
inference results incrementally. And end-users can obtain their desired inferred
knowledge very efficiently, while not waiting for hours for that.
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5 Related Work

Ontology store with reasoning capability. Jena [12] supports a rule-based
inference engine with forward and backward chaining algorithms. While Wu et
al. [13] translates the DLP rules into SQLs and then executes these SQLs to
perform reasoning on top of Oracle. However, to our best knowledge, the above
systems cannot support incremental reasoning with ontology deletion.

DLP-based reasoning techniques. An ontology can impose semantics on
RDF data and so the implicit ontologies can be derived by reasoning. DLP [5] is
an intersection of Description Logic (DL) [1] and Logic Programming (LP) [3]. As
a subset of the OWL expression capability, the DLP reasoning can be performed
by Datalog rules. In general, the combination of both ontological reasoning and
user-defined rule reasoning causes an undecidable problem [8]. To gain the decid-
ability, in our work, we impose the constraint that the user-defined rules cannot
affect the semantics of the properties in the ontology data.

Rete algorithm. The Rete algorithm [4] is originally a memory-based approach
for pattern matching, which can support the incremental update in the produc-
tion rule reasoning. However, our approach is not a trivial implementation be-
cause (1) we make a novel design on the network structure for supporting the
idea of the Rete on RDB; and (2) we propose a method to build the inference
network based on the named graphs and rules.

Incremental maintenance of materialized views. Many works (e.g., [10,11])
supporting the incremental maintenance of materialized views, can enable the
incremental reasoning/update by (1) rewriting the rule set R for reasoning into
R’ and (2) applying a rule engine to evaluate R’ for computing the delta data.
By analogy, our approach can gain advantage due to two reasons: (1) when
computing the delta data, because our approach maintains materialized inter-
mediate reasoning results, less computation is required; and (2) the rules for
ontology reasoning have significant amount of overlap among their conditions.
In such a case, the materialized intermediate reasoning results can be shared in
the inference network by a number of rules, which favors the performance.

6 Conclusion

In this paper, we report the work that can resolve the data update problem
for a materialization-based ontology repository. Specifically, 1) we propose an
effective data organization method that uniformly stores the original ontology,
inferred and intermediate results, with the support of the named graph concept.
2) We propose a novel approach to build the inference network based on both
named graphs and rules, which is key to enable the incremental reasoning over
multiple ontologies in a batch-processing mode when data in an ontology are
added/deleted. 3) We implement our proposed approach on top of our previous
ontology repository system [6] and the experimental results show the effective-
ness and efficiency of our solution.
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Abstract. Ontology enrichment is required when the knowledge captured by 
the ontology is out of date or unable to capture the specified user requirements 
in a specific domain. In this paper we present an automatic statistical/semantic 
framework for enriching general-purpose ontologies from the World Wide Web 
(WWW). Using the massive amount of information encoded in texts on the web 
as a corpus, missing background knowledge such as concepts, instances and 
relations can be discovered and exploited to enrich general-purpose ontologies.  
The benefits of our approach are: (i) enabling ontology enrichment with missing 
background knowledge, and thus, enabling the reuse of such knowledge in 
future. (ii) saving time and effort required to manually enrich and update the 
ontologies. Experimental results indicate that the techniques used to enrich 
ontologies are both effective and efficient.  

Keywords: ontology, knowledge acquisition, enrichment, semantic relatedness, 
experimental validation. 

1   Introduction 

General-purpose ontologies such as WordNet [1] and Cyc[2] are structured networks 
of concepts that are interconnected by different types of sub-sumption and semantic 
relations from multiple knowledge domains. These ontologies are developed to 
provide explicit specifications of general-purpose domains in a machine readable and 
understandable format. However, they have drawbacks at both construction and 
enrichment levels. On the one hand, manual construction of generic ontologies is a 
complex and time-consuming task, as it requires experts in different domains to 
manually construct and maintain them. On the other hand, such ontologies don’t 
completely cover the specified user requirements in a particular domain, due to the 
lack of background knowledge such as concepts or instances defined in them. For 
example, concepts such as “Corporate Body” or instances such as “Monash 
University” are missing from WordNet. To overcome these drawbacks, we propose an 
automatic statistical/semantic framework to enrich general-purpose ontologies with 
missing background knowledge from the WWW. Our source of ontology enrichment 
is the massive amount of information encoded in texts on the web. First, we exploit 
statistical techniques based on the Normalized Retrieval Distance (NRD) function to 
measure the semantic relatedness between concepts that are defined in the ontology 
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and other concepts or instances that are missing i.e. not defined in it. Then, based on 
the obtained semantic relatedness measures, a semantic-based ontology enrichment 
technique is employed to enrich the ontology according to a list of pre-defined lexico-
syntactic patterns. The main contributions of our work are: 

• Combining semantic relatedness measures and pattern acquisition techniques for 
information extraction.  

• Automatic enrichment of general-purpose ontologies from the WWW.  

The rest of this paper is organized as follows. Section 2 presents an overview of 
previous research in the ontology enrichment area. A general overview of the 
proposed framework is given in Section 3. Section 4 describes the details of the 
proposed framework. Section 5 discusses experiments with enriching a generic 
ontology. Section 6 presents the conclusions and outlines the future work. 

2   Related Work 

Several approaches dealing with automatic knowledge acquisition and ontology 
enrichment from textual data have been proposed [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. 
For instance, the authors of [3] propose to automatically acquire hyponyms from large 
text corpora. Their approach is similar to the approach described in this paper in the 
way it defines a list of lexico-syntactic patterns to derive hyponymy relation between 
terms. However, in our work we defined more patterns to derive other types of 
relations such as synonymy and meronymy relations. In addition, we use statistical 
techniques to measure the semantic relatedness between the concepts and instances of 
the ontology and the newly discovered concepts and instances from the textual 
documents on the WWW.  Agirre et al. [4] propose to enrich existing ontologies using 
the web. For concepts in WordNet they build topic signatures consisting of a list of 
topically related words. To identify the sense of a new word, they compare the new 
word’s context to the topic signatures for each sense branch and choose the highest 
ranking branch. Maedache et al. [5] employ tree-descending and tree-ascending 
clustering algorithms to determine the concept of a new word. The authors of [6] use 
concept clustering where concepts are grouped according to the semantic distance 
between each other to make up hierarchies of the ontology. In [10] the authors 
propose a semi-automatic approach to enrich an otology by mining the WWW. They 
utilized statistical information of word usage to propose new concepts to enrich the 
ontology. The authors of [13] employ Formal Concept Analysis (FCA) to learn 
concept hierarchies from text corpora in a specific domain. 

3   General Overview 

Figure 1 depicts the proposed framework’s architecture, which is discussed below. 
The framework consists of the following modules:  

• Natural Language Processing (NLP) and Entity Recognition (ER): First, an entity 
recognizer is employed to obtain named-entities from the text. Next, n-gram text 
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tokenization function is utilized where unigram, bigram and trigram tokens are 
obtained from the text and checked whether they are defined in the ontology or 
not. This module is further explained in section 4.1. 

• Missing Background Knowledge Handler: A statistical technique that measures 
the semantic relatedness between concepts and instances that are defined in the 
ontology and those that are missing from it. This technique is based on the NRD 
and Token Hits (TH) functions that are further explained in section 4.2.  

• Semantic-Based Ontology Enrichment technique: Enriches the ontology with 
knowledge triples (entity-relation-concept) based on the semantic relatedness 
measures obtained from the previous step and according to a list of pre-defined 
lexico-syntactic patterns. An entity in this context refers to a concept or an 
instance of a concept. This technique is detailed in section 4.3. 

 

Ontology 
Enrichment 

Textual information on the WWW 

n-gram text tokenization named-entity recognizer 

Token_1, …, Token_n Entity_1, …, Entity_n 

Ontology 

Obtain Statistical Information about Missing Tokens and Entities 

Semantic-based analysis of the obtained statistical information 

If Token_i or Entity_i does not exist in 
the ontology 

 

Fig. 1. Architecture of the Proposed Ontology Enrichment Framework 

4   Detailed Steps of the Proposed Framework 

Before we detail the steps of the proposed framework, we formalize the use of the 
terms “Ontology”, “Ontology Enrichment”, “Normalized Retrieval Distance (NRD)” 
and “Token Hits (TH)” functions. 

Definition 1: Ontology: An ontology Ω is quintuple, Ω = 〈C, P, I, V, A〉 where: 

• C: is the set of ontology concepts. The concept hierarchy of Ω is a pair (C, ≤), 

where ≤ is an order relation on C x C. We call c ∈ C the set of concepts, and ≤ 
the sub-concept relation. 

• P: is the set of properties. 
• I: is the set of instances or individuals 
• V: is the set of property values  
• A: is the set of axioms such as constraints 
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Definition 2: Ontology Enrichment: An ontology enrichment algorithm takes a 
given text corpus ζ and a given concept hierarchy from Ω as input and produces for 
each c  ϵ  C a set of S(c) ⊆ T(ζ) where: 

• S(c) is the set of suggested enrichment candidates for c. A suggested candidate t  
ϵ T(ζ) is a word or compound word from ζ 

• T(ζ) is the set of words from ζ 

The set of suggested candidates S(c) can be obtained using the NRD function and 
based on a threshold value v using equation 1. 

S(c,v):= {t ϵ T(ζ ) | NRD(c,t) ≥ v} (1)

Definition 3: Normalized Retrieval Distance (NRD): is an adopted form of the 
Normalized Google Distance (NGD) [14]  function that measure the semantic 
relatedness between pairs of entities (such as concepts or instances): Given two 
entities E_mis  and E_in, the Normalized Retrieval Distance between E_mis  and E_in can 
be obtained as follows:  

)}_(log),_(min{loglog

)_,_(log)}_(log),_(max{log
)_,_(
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inEmisENRD

−
−

=  
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where,  
• E_mis  is an entity that is not defined in the ontology 
• E_in is an entity that exists in the ontology 
• f(E_mis) is the number of hits for the search entity E_mis   
• f(E_in) is the number of hits for the search entity E_in 
• f(E_mis , E_in) is the number of hits for the search entities E_mis  and E_in 
• M  is the number of web pages indexed by the search engine 
 
Definition 4: Token Hits (TH) function: is employed to improve the NRD function 
at both performance and accuracy levels. Given a set S of n-gram tokens (n= 1-3), the 
TH function returns the number of search hits for each of the tokens in S as follows:  

)"(")( gramnQgramnTH −=−  (3)

where,  
 
• “n-gram” is the search token  
• Q(“n-gram”) is the number of hits for the search token 

4.1   Natural Language Processing and Entity Recognition  

The first step towards information extraction is Entity Recognition (ER). To do this, 
we employ GATE [15], which is a syntactical pattern matching entity recognizer 
enriched with gazetteers. Although the coverage of GATE is limited to a certain 
number of named-entities, additional rules can be defined in order to expand its 
coverage. However, the process of manual enrichment of GATE’s rules can be 
difficult and time consuming task. Therefore, we exploit the ontology itself as part of 
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the named-entity recognition step. In this context, entities that are not defined in 
GATE are submitted to the ontology to find whether they are defined in it or not. 
Then, we apply the following NLP steps on the extracted texts from the WWW: 
 
1. Stopword removal: Some of the words, for example, a, an, the, of,...etc occur 

frequently in the textual information without semantic significance. Therefore, 
those words are removed based on a pre-defined list that includes them.  

2. n-gram text tokenization: First, the input text is spilt into tokens of lengths 
from 1 to 3. Then, each token is submitted to the ontology to find whether it 
exists in it or not. Tokens that do not exist in the ontology are considered as 
missing background knowledge and are furtherer processed by the statistical 
techniques.  

3. Part-of-speech tagging: Each token that exist in the ontology is tagged by the 
grammatical category that it belongs to such as (Noun, Verb, etc). For instance, 
the token “book” belongs to two different categories (Nouns and Verbs). 

 
The following example illustrates the abovementioned steps. In this example we 
exploit WordNet as a supplementary source of ER. 
 
Example1: Part of an article on Java Island taken from Wikipedia encyclopedia. 
“Java (Indonesian: Jawa) is an island of Indonesia and the site of its capital city, 
Jakarta. Once the centre of powerful Hindu-Buddhist kingdoms, Islamic sultanates, 
and the core of colonial Dutch East Indies, Java now plays a dominant role in the 
economic and political life of Indonesia.” 
 
First, the stopword removal function removes stopwords from the text. For example, 
the words (the, an, a) and characters (,) , : , are removed.  Then, the n-gram 
tokenization algorithm tokenizes the input text into unigram, bigram and trigram 
tokens. After this step, each token is submitted to the ontology to find whether it is 
already defined in it or not. The tokens and entities that are not recognized by GATE 
or not defined in the ontology are considered as missing background knowledge and 
further processed by the statistical techniques. 

4.2   Statistical Information about the Missing Background Knowledge 

At this step, statistical functions are utilized to suggest a set of ontology 
enrichment candidates. To do this, we first utilize the Token Hits (TH) function. 
In this context, exact match queries in the form of Q= “n-gram token” are 
submitted to retrieve the number of Google hits for each token. For example, to 
retrieve the number of Google hits for the bigram token “Hindu-Buddhist 
Kingdoms”, the query Q=“Hindu-Buddhist Kingdoms” is submitted to Google 
search engine. The output of this step is a set of n-gram tokens each associated 
with the number of its Google hits > 0. This set is suggested as the set of 
candidate inputs to the NRD function. Algorithm 1 demonstrates the process of 
acquiring the number of Google hits for each token. 
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Algorithm 1. Token Hits Function 
Input: n-gram tokens 
Output: tokens with the number of Google hits > 0 
1: String [] Results;  
2: int value; 
3: for each token in Tokens 
4:     value=makeQuery(“token”, “Google”); 
5:     if(value>0) 
6:         Results.add(“token”); 
7:     end if 
8: end loop 

 
For each suggested token, the NRD function measures its semantic relatedness to 
other entities that were recognized by both the named-entity recognizer and the 
ontology. Since the NRD function utilizes more than one search engine, it returns 
different semantic relatedness measures according to these search engines. Therefore, 
in our approach, we sum up all NRD measures for each candidate token and only 
consider the highest value returned. Algorithm 2 explains the procedure of acquiring 
statistical information about the tokens that are not defined in the ontology. 
 

Algorithm 2. Normalized Retrieval Distance Function 
Input: suggested tokens from the TH function, T_missing, tokens 
recognized by GATE and the ontology, T_in  
Output: semantic relatedness measures between  T_missing and T_in 

1: int[] result; 
2: for each t_missing ∈ T_missing 
3:     for each t_in ∈ T_in 
4:         result= NRD(t_missing, t_in)   
5:     end for 
6: end for 

 
The NRD function takes as input pairs of tokens and produces as output the measures 
of semantic relatedness between them. For example, Table 1 shows the semantic 
relatedness measures between the token “jawa” and the set of tokens: {Java, Island, 
Indonesia}.  

Table 1. Semantic Relatedness Measures for the Token “Jawa” 

           Token 
Token 

Java island Indonesia 

jawa 0.72 0.56 0.69 

4.3   Semantic-Based Analysis of the Obtained Statistical Information  

The purpose of this step is to derive the semantic information from the obtained 
results from the NRD function. To do this, we defined a list of lexico-syntactic 
patterns to derive synonymy, hypernymy, hyponymy, meronymy and holohymy 
relations. These types of relations can be automatically obtained by utilizing the 
Semantic Relation Extractor (SRE) function. For each pair of semantically related 
tokens, the SRE function returns the number of their hits by submitting each of the 
patterns to the search engines. Then, relations between the token pairs are suggested 
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based on the highest values returned. Algorithm 3 shows the steps of the SRE 
function. It takes as input pairs of tokens with strong semantic relatedness measures 
and produces as output the suggested semantic relation between them based on the 
lexico-syntactic patterns. For each pattern, the makeQuery function (Line 7) submits 
exact match queries including both tokens. We considered both singular and plural 
forms of the patterns and excluded patterns that include negation operators such as 
“No T_missing is a(n) T_in”. 
 

Algorithm 3. Semantic Relation Extractor Function 
Input: Semantically related tokens,(missing tokens, T_missing, 
tokens exist in the ontology, T_in) 
Output: suggested relations between tokens 
1: String [] suggestedRelations 
2: String [] Patterns;  
3: int[] value; 
4: for each t_missing ∈ T_missing 
5:     for each t_in ∈ T_in 
6:         for each pattern p in Patterns 
7:         value.add(makeQuery(“t_missing” , p, “t_in”)); 
8:         end for 
9:         suggestedRelations.add(max(value)); 
10     end for     
11: end for 

 
Example 2: A corporate body is an organization or group of persons that is identified 
by a particular name, and that acts, or may act, as an entity1. 
 
From Example 2 we find that the token “Corporate Body” is missing from WordNet. 
However, based on the results obtained by the statistical technique we are able to find 
that this token is semantically related to “Organization” which is defined in WordNet. 
But, at this step we don’t know what type of semantic relation(s) may exist between 
them. Therefore, we utilize the SRE function by submitting patterns in the form of 
exact match queries Qi such as: 
 
• Q1=“Corporate Body is an organization”, which outputs 80,700 hits result 
• Q2=“Corporate Body is a kind of Organization”, which outputs 0 hits result 
• Q3=“Corporate Body is a part of Organization”, which outputs 0 hits result  
• Q4=“Corporate Body is same as Organization”, which outputs 0 hits result 

 
Based on the number of hits returned by the search engine for the queries Qi, relations 
defined in the patterns are suggested to be used to enrich the ontology with 
“Corporate Body”. When applying this step we notice that for some of the 
semantically related tokens, no results are returned for any of the patterns. Therefore, 
in this case, we define the “Related To” relation between such tokens and use it to 
enrich the ontology. For instance, in Example 1 in section 4.1, we notice that that the 
token “Hindu-Buddhist” is missing from WordNet. Based on the NRD function, the 
strongest semantically related token to “Hindu-Buddhist” is “Indonesia”.  However, 

                                                           
1  http://www.itsmarc.com/crsbeta/mergedProjects/scmshelf/scmshelf/g_220_corporate_ 

bodies_shelf.htm  
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when applying the SRE function the returned results were 0 for all of the patterns. 
Therefore, although none of the used patterns represented the type of semantic 
relation that holds between “Hindu-Buddhist” and “Indonesia”, we are still able to 
enrich the ontology with this token by defining the “Related To” relation between it 
and “Indonesia”. 

4.4   General-Purpose Ontology Enrichment  

Enriching the ontology with new concepts or instances requires finding the 
appropriate branch in the hierarchy of the ontology for locating them i.e. we need to 
find the concept in the hierarchy of the ontology that best approximates the meaning 
of the new concept or instance. Below we summarize the different cases that we 
consider for ontology enrichment. 
 
Case 1: Concept or instance C is missing from the ontology, and C is semantically 
related to the concept X which already exists in the ontology. By utilizing the SRE 
function, we find that C is related to the concept X by one of the semantic relations in 
the defined patterns. The concept X has only one sense in the ontology, i.e. there is 
only one semantic path that originates from X. In this case, we update the hierarchy of 
the semantic path by attaching the missing concept or instance C to the concept X 
using the derived semantic relation between them. For example, the concept 
“Concept” in WordNet has only one sense. Therefore, any term considered as a sub-
concept of this concept will be directly located under it. 
 
Case 2: Concept or instance C is missing from the ontology, and C is semantically 
related to the concept X which is already defined in the ontology. By utilizing the 
SRE function, we find that C is related to the concept X by one of the semantic 
relations in the defined patterns. At the same time, the concept X has more than one 
sense in the ontology, i.e. there is more than one semantic path originating from X. In 
this case, we compute the similarity between the list of concepts in the semantic paths 
that originate from the concept X and the list of tokens in the tokenized text. Then, for 
the most similar semantic path(s), we update its/their hierarchy by attaching the 
missing concept or instance C to the concept X using the derived semantic relation 
between them. For Example, in Example 2 in section 4.3 we found that “Corporate 
Body” is semantically related to “Organization”. However, the concept 
“Organization” has 7 different senses in WordNet. This means that we need to find 
the most related sense of the concept “Organization” to “Corporate Body”. To do 
this, we compare the concepts in the semantic paths that originate from 
“Organization” to the tokens that are extracted from the text. Based on this 
comparison, the new token “Corporate Body” is attached to the appropriate semantic 
paths as shown in Figure 2. 

Case 3: Concept or instance C is missing from the ontology, and C is semantically 
related to more than one Concept {X, Y, Z} in the ontology. By utilizing the SRE 
function, we find that C is related to each of the concepts {X, Y, Z} by one of the 
semantic relations in the defined patterns. In this case, based on the number of senses 
of each of the concepts {X, Y, Z}, we apply either Case 1 or Case 2. 
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Fig. 2. Case 2, Enriching the Ontology with a Missing Concept with Multiple Senses 

5   Experimental Results 

This section describes the experiments that are conducted to evaluate the effectiveness 
of the proposed statistical/semantic ontology enrichment techniques. All solutions are 
implemented in Java and experiments are performed on a PC with dual-core CPU 
(3000GHz) and 2 GB RAM. The operating system is OpenSuse 11.1. We carried out 
experiments using WordNet ontology and a manually collected corpus that consists of 
500 articles from different domains such as (Sport, Food kinds, Programming 
Languages, Countries and Cities, and Universities). For each domain, text in each 
article is analyzed through employing GATE and the NLP steps detailed in section 
4.1. Then, we utilized both of the semantic relatedness measurement and automatic 
pattern acquisition techniques to automatically enrich the ontology with missing 
background knowledge.  

In order to provide a ground for evaluating the quality of our results, we manually 
identified all tokens (concepts and instances) that are missing in the ontology. We 
built expert enrichments based on our knowledge and experience in the same fashion 
as highlighted in [16] and [17]. Then, we compared the expert enrichments to the 
enrichments produced by our system. We used the precision indicator in order to 
measure the quality of our results. This measure is defined as follows: 
 
Precision (P): Is the percentage of the correctly enriched tokens in all enriched tokens. 
In this context, correctly enriched tokens are the concepts and instances that are 
located in the right semantic path(s) in the ontology. 

Table 2 shows the number of tokens that were extracted from the articles of 
different domains. At this step, all of the non-recognized tokens are considered as 
missing background knowledge from WordNet ontology. 
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Table 2. Recognized and Non-Recognized Tokens Extracted from the Texts 

Domain Articles # of Recognized Tokens # of Non-Recognized Tokens
Articles on Animals 744 6019 
Articles on Programming Languages 328 3409 
Articles on Countries & Cities 488 4012 
Articles on Food Kinds 250 1647 
Articles on Universities 454 3340 
Articles on Science 476 4153 
Articles on Sports 325 3224 

 

As shown in Table 2, the number of tokens that are recognized by GATE, the NLP, 
and the ontology (WordNet) is much smaller than the number of tokens that were not 
recognized. This is due to several reasons. First, GATE and WordNet have limited 
domain coverage. Second, when utilizing the text tokenization and NLP steps, most of 
the bigram and trigram tokens are either meaningless tokens or not covered by the 
ontology.  Therefore, we filtered the set of non-recognized tokens by eliminating 
meaningless ones. To do this, we employ the Token Hits (TH) function detailed in 
section 4. To evaluate this function, we manually eliminated the set of non-recognized 
tokens that has no meaning. For example, we manually eliminated the following 
tokens from the set of non-recognized tokens in the “Animals domain”: {“animals 
generally diurnal”, “Both plant animals”, “Bears aided excellent”, “areas most”, 
“caused large, etc}. In the next part of experiments we compute the precision of the 
Token Hits (TH) function. The precision of this function is defined as follows: 
 
Precision (P): Is the percentage of the correctly eliminated tokens in all eliminated 
tokens. Eliminated tokens in this context are the tokens that are not recognized by the 
entity recognition techniques. 

Tables 3 and 4 show the precision of the TH function in both eliminating and 
retaining non-recognized tokens. 

Table 3. Precision of the Token Hits Function in Eliminating Non-Recognized Tokens 

Domain Articles # of “manually” 
Eliminated Tokens 

# of “Token Hits –Based”  
Eliminated Tokens 

Precision 
(P) 

Articles on Animals 4989 4221 0.84 
Articles on Programming 
Languages 

2532 2108 0.83 

Articles on Countries & Cities 2891 2632 0.91 
Articles on Food Kinds 956 783 0.81 
Articles on Universities 2578 2305 0.89 
Articles on Science 3015 2789 0.92 
Articles on Sports 3011 2901 0.96 

 
As shown in Tables 3 and 4, the number of manually eliminated tokens is very big 

compared to the set of non-recognized tokens. The reason is because most of the 
bigram and mainly trigram tokens have no meanings. Therefore, we manually 
eliminated all of such tokens. Figure 3 shows the percentage of error rate in the TH 
function in eliminating non-recognized tokens. 
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Table 4. Precision of the Token Hits Function in Retaining Non-Recognized Tokens 

Domain Articles # of “manually” 
retained Tokens 

# of “Token Hits –
Based” retained Tokens 

Precision 
(P) 

Articles on Animals 1030 1798 0.57 
Articles on Programming Languages 877 1301 0.67 
Articles on Countries & Cities 1121 1380 0.81 
Articles on Food Kinds 691 864 0.79 
Articles on Universities 762 1035 0.73 
Articles on Science 1138 1364 0.83 
Articles on Sports 213 323 0.65 

 

 

Fig. 3. Error Rate of Term Hits Function in Eliminating Non-Recognized Tokens 

Although the Token Hits function has high error rate in eliminating non-recognized 
tokens, we still get higher performance and accuracy results when using this function 
as a pre-requisite to the Normalized Retrieval Distance (NRD) function. Therefore, 
instead of applying the NRD function on the complete set of non-recognized tokens, 
we only apply it on a filtered set suggested by the TH function. We call this set as the 
set of “meaningful entities”. At this phase of experiments, we are interested in this set 
as it represents the set of suggested ontology enrichment candidates. To enrich the 
ontology with this set, we first employ the NRD function explained in section 4. 
Then, we utilize the automatic pattern acquisition techniques explained in section 4.3. 
The purpose of this step is to derive the semantic relations that may hold between the 
pairs of semantically related entities. As discussed in section 4.3, at this step, we 
notice that for some of the strongly related entity pairs no results are returned. This 
means that none of the defined patterns could represent the semantic relation(s) that 
may exist between them. However, since such entity pairs have very strong semantic 
relatedness, we use the proposed “Related To” relation to enrich the ontology. The 
final phase of evaluation is to evaluate the precision of the ontology enrichment 
process. To do this, we compared between the sets of manually and automatically 
enriched entities for each domain. The results of this step are shown in Table 5 below: 

Table 5. Results of Enriching WordNet Ontology 

Domain Precision (%) 

Articles on Animals 81% 
Articles on Programming Languages 84% 
Articles on Countries & Cities 78% 
Articles on Food Kinds 69% 
Articles on Universities 73% 
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Although our system showed good precision in enriching the ontology, the number 
of entities that it was able to enrich the ontology with was small. The reason behind 
this is because of the limited number of used patterns. In many cases the system 
suggested to attach the new entity to the ontology based on the “Related To” relation. 
However, the “Related To” relation does not really capture the semantics of the actual 
relation between them. Therefore, this leads us to think of using another option 
instead of using this relation only. Our idea here is to submit both terms using the 
query “Entity_1 * Entity_2” to Google search engine. The (*) in this query will be 
replaced by one word or none in a webpage.  We will attempt to analyze the returned 
results in order to extract the lexical patterns between those entities. Thus, further 
experiments will be carried out for performing this analysis. 

6   Conclusion and Future Works 

In this paper we present a general framework for enriching general-purpose 
ontologies with missing background knowledge. In our approach, we combined 
semantic relatedness measures and pattern acquisition techniques to extract 
information from textual data on the WWW. In addition, multiple named-entity 
recognition algorithms such as GATE, NLP and using the ontology itself are utilized. 
Initial experiments using 500 articles on different domains showed promising 
precision results. We plan to test the proposed framework using additional 
automatically extracted patterns to derive other types of semantic relations. We also 
plan to exploit other sources of knowledge such as domain specific ontologies in 
order to be used to enrich the ontologies. Furthermore, we plan to do more 
experimentation on enriching domain specific ontologies by using multiple sources of 
information such as domain-specific ontologies and domain articles on the WWW.  
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Abstract. Internet search engines are indispensable tools that assist users to 
find information on the World Wide Web (WWW). These search engines use 
different keyword-based indexing techniques to index Web Pages. Although 
this approach assist users in finding information on the Web, many of the 
returned results are irrelevant to the user’s information needs.  This is because 
of the “semantic-gap” between the meanings of the keywords that are used to 
index Web Pages and the meanings of the terms used by the user to formulate 
his query. In this paper, we introduce an approach to employ knowledge 
represented by multiple large-scale general-purpose ontologies to derive the 
semantic aspects of the user’s query. In addition, we utilize statistical-based 
semantic relatedness measures to compensate for missing background 
knowledge in the exploited ontologies. Experimental instantiation of the 
proposed system validates our proposal. 

Keywords: query, semantics, large-scale ontology, missing background knowledge. 

1   Introduction 

Current Internet search engines still suffer from low precision/recall ratio [1]. One of the 
main reasons is because these search engines use keyword-based indexing techniques to 
index Web Pages. Although this approach assist users in finding information on the 
Web, many of the returned results are irrelevant to the user’s information needs. This is 
due to the “semantic-gap” between the meanings of the keywords that are used to index 
Web Pages and the meanings of the terms used by the user to formulate his query. This 
paper presents an approach that combines knowledge represented by multiple large-
scale general-purpose ontologies and statistical-based semantic relatedness measures for 
deriving the semantic aspects of the user’s query. The exploited ontologies play an 
important role in deriving the query’s semantics by constructing semantic networks that 
define and relate the query’s terms by different types of taxonomic and semantic 
relations. Since we are exploiting multiple ontologies, multiple heterogeneous semantic 
networks may be produced. To address this problem, we employ semantic networks 
merging techniques to combine the produced networks into a single coherent network. 
This represents a cooperative decision made by multiple ontologies on the query’s 
semantics. 
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Although using multiple ontologies ensures broader and deeper domain coverage, we 
may still have missing background knowledge such as concepts, relations or instances 
in the exploited ontologies. To compensate for this knowledge, we utilize statistical-
based semantic relatedness measures. These measures are employed to enrich the 
query’s semantics with additional concepts or instances that don’t exist in any of the 
used ontologies. The presented approach has two major contributions.  
 

• Introducing a fully-automatic semantic/statistical based technique for deriving the 
semantic aspects of the user’s query.  

• Employing a domain-independent query processing mechanism that allows users 
to search for information in generic domains.  

 
The rest of this paper is organized as follows. Section 2 presents a discussion on the 
role of ontologies in bridging the semantic gap between users’ queries and keywords 
used to index Web Pages. In Section 3, we describe the architecture of the proposed 
system. Section 4 details the algorithms and techniques used in the proposed system. 
Section 5 presents the experimental results. In Section 6 we discuss the conclusions 
and outline future work. 

2   Related Work 

Ontologies play a key role in deriving the semantic aspects of users’ queries. They 
provide machine-processable and explicit specifications of conceptualizations that 
allow for interpreting the explicit and implicit semantics of natural language queries. 
In recent years, several Ontology-Based Query Processing (OBQP) approaches have 
been proposed, but all of them either use a single ontology or multiple ontologies for 
a specific domain. For instance, the system proposed by the authors of [2] maps the 
query’s keywords to corresponding WordNet synsets. Although this system is able to 
discover relations between keywords, these relations are subjected to the limitations 
of WordNet, namely, limited number of semantic and taxonomic relations and limited 
domain coverage. Lei et al. propose to interpret keywords as instances, concepts or 
properties, respectively [3]. The assumption is that keywords represent entities in the 
ontology and can be connected through direct relations defined in it. While the 
authors claim to be able to discover relations and handle simple and complex queries, 
it is not clear how this is achieved, especially given the fact that existing ontologies 
suffer from missing background knowledge problem. A similar approach has been 
proposed by the authors of [4]. The main difference lays in the way queries are 
computed. A parameter d can be set and configured by the users to expand the queries 
graphical representation by considering neighboring entities.  Recently, there has been 
attempt to use multiple ontologies in specialized domains such as, universities domain 
[5]. In this work, experimental results show that by using multiple ontologies 
precision can be improved. In our approach, our interest is not limited to a particular 
domain; therefore, we propose to use large-scale general-purpose ontologies that 
cover knowledge in multiple domains. In addition, we utilize statistical-based 
semantic relatedness measures to tackle the missing background knowledge problem.  
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3   General Overview 

In this section, we present an approach for automatic query interpretation using 
multiple ontologies. The intuitions behind using multiple ontologies are: i) they make 
cooperative semantics-based query interpretation decisions and ii) using multiple 
ontologies provides broader and deeper domain covering and knowledge 
representation.  

 

 

Fig. 1. General Architecture of the Proposed System (QuerySem) 

As shown in Figure 1, when a user submits a query, the query analyzer first maps 
the query’s keywords to corresponding entities in each of the exploited ontologies. It 
mainly checks whether each of the keywords is defined in any of the ontologies or 
not. From the set of keywords that are defined in the ontologies, semantic networks 
are automatically and incrementally constructed. At this step, an ontology may 
produce zero, one or more semantic networks. Therefore, a merging mechanism is 
required to merge the produced semantic networks into a single coherent network. 
The merged semantic network represents a cooperative decision made by multiple 
ontologies on the semantics of the user’s query.  

While using multiple ontologies provides broader and deeper domain coverage, we 
may still have some query keywords that are not defined in any of the used 
ontologies. In this case, the missing background knowledge handler is utilized to 
measure the semantic relatedness between the keywords that are missing from the 
ontologies and those that are defined in them. By utilizing this technique, an 
additional set of keywords is suggested to enrich the merged semantic network. 
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Accordingly, the hierarchy of the merged semantic network is updated and returned to 
the user. In our approach, users are provided with a decision-oriented mechanism that 
allows them to filter the returned semantic network by removing nodes that are not 
strongly related to their information needs. 

4   Theoretical Basis 

Ontology components (concepts, properties, and individuals) represent the reference 
to which the query’s keywords are mapped. It is clear that the precision of the 
mapping process highly depends on the knowledge represented by the used ontology. 
Before we detail the techniques of the proposed system, we formalize the use of the 
terms “Ontology”, “Semantic Network”, “Merging Semantic Networks”, “Semantic 
Network Enrichment”, and “Normalized Retrieval Distance (NRD)”: 
 
Definition 1: Ontology: An ontology Ω is quintuple, Ω := 〈C, P, I, V, A〉 where: 

• C is the set of concepts of the ontology. The concept hierarchy of Ω is a pair (C, 
≤), where ≤ is an order relation on C x C. We call c ϵ C the set of concepts, and ≤ 
the sub-concept relation. 

• P is the set of properties. 
• I is the set of individuals 
• V is the set of property values  
• A is the set of axioms (such as constraints) 
 
The multiple ontology-based query processing module takes a given user’s query QU 
as input and produces a set of semantic networks Sζ = {ζ1, ζ2, ζ3, ζn} as output. These 
networks are automatically constructed based on the set of exploited ontologies SΩ = 
{Ω1, Ω2, Ω3, Ωn}. A semantic network can be formally presented as follows: 

 
Definition 2: Semantic Network: A semantic network ζ:= 〈K, R, A〉 where: 

• K is the set of keywords in the semantic network. These keywords are the query’s 
keywords that are defined in the ontologies.  

• R is the set of relations between K. These relations are derived from the 
ontologies.  

• A is the set of axioms defined on K and R according to SΩ.  
 
As we are exploiting more than one ontology, the probability that the produced 
semantic networks are semantically heterogeneous (i.e. there are differences in the 
conceptual and terminological representations of the produced semantic networks) is 
very high. Therefore, we need to merge them into a single coherent semantic network. 
The merging algorithm can be defined as follows: 
 
Definition 3: Merging Semantic Networks: A semantic network merging algorithm 
takes a given set of heterogeneous semantic networks Sζ = {ζ1, ζ2, ζ3, ζn} as input and 
produces a single merged semantic network ζmerged as output.  
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As we discussed in section 3, although we are using multiple ontologies, we may still 
face the missing background knowledge problem. This means that a set of the query’s 
keywords Smissing will not be considered within the hierarchy of ζmerged. However, we 
believe that ζmerged can be further enriched with some keywords from Smissing. This can 
be automatically achieved by measuring the strength of the semantic relatedness 
between the keywords of both Smissing and ζmerged. Formally, this can be presented as 
follows: 
 
Definition 4: Semantic Network Enrichment: A semantic network enrichment 
algorithm takes a given set of query’s keywords that are not defined in the ontology 
Smissing = {w1, w2, w3, wn} and the merged semantic network ζmerged as input and 
produces for each k ϵ K in ζmerged  a set of S(k) ⊆ Smissing as output. 
where, 
 

• S(k) is the set of suggested enrichment candidates for k. A suggested candidate w 
ϵ Smissing is a word or compound word from Smissing. 

 

The set of suggested enrichment candidates S(k) can be obtained using the 
Normalized Retrieval Distance (NRD) function and based on a threshold value v 
using Equation 1. 

S(k,v):= { w ϵ  Smissing | NRD(k,w) ≥ v} (1)

Definition 5: Normalized Retrieval Distance (NRD): is an adopted form of the 
Normalized Google Distance (NGD) [6]  function that measure the semantic 
relatedness between pairs of terms: Given two terms Tmis  and Tin the Normalized 
Retrieval Distance between Tmis  and Tin can be obtained as follows:  

)}(log),(min{loglog

),(log)}(log),(max{log
),(

TinfTmisfM

TinTmisfTinfTmisf
TinTmisNRD

−
−=  

(2)

where:

 • Tmis  is a term that is not defined in the ontology 
• Tin is a term that exists in the ontology 
• f(Tmis) is the number of hits for the search term Tmis   
• f(Tin) is the number of hits for the search term Tin 
• f(Tmis ,Tin) is the number of hits for the search terms Tmis , Tin 
• M  is the number of web pages indexed by the search engine 
 
Because the NRD function only measures the strength of the semantic relatedness, 
further processing is required to derive the actual semantic relation(s) that may hold 
between strongly related terms. This step is detailed in section 4.1.3. 

4.1   From Keywords to Semantic Networks 

In the following sections, we present the details of the techniques that we employ in 
our system. 
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4.1.1   Multiple Ontology-Based Query Analysis   
First, we apply the following Natural Language Processing (NLP) steps on the user’s 
query: 

1. Stopword removal: some of the words, for example, a, an, the, of,... occur 
frequently in queries without semantic significance. Those words are removed 
based on a pre-defined list that includes them.  

2. n-gram query tokenization: the query is spilt into tokens of lengths from 1-3.  
3. Part-of-speech tagging: each token is tagged by the grammatical category that it 

belongs to such as noun, verb, etc. 
 
After the NLP step, query tokens are submitted to each of the ontologies to check 
whether they are defined in any of them or not. Tokens that are defined in the 
ontologies are considered as meaningful query keywords and thus, semantic networks 
that represent these keywords and the semantic relations that hold between them are 
automatically constructed. As a consequence of this step, different number of 
semantic networks may be produced according to different ontologies. Therefore, we 
utilize the semantic networks merging algorithm to merge these networks into a single 
semantic network. The next example illustrates the NLP steps and the semantic 
networks construction and merging techniques.  
 
Example 1:  Query = “Java or jawa the island of Indonesia” 
In this example, we use WordNet [7] and OpenCyc [8] general-purpose ontologies. 
First, the stopword removal function removes stopwords based on a pre-defined list. 
For example, the words (the, an, a) and characters such as ( , ) , : , are removed from 
the query.  Next, the n-gram tokenization algorithm tokenizes the query into unigram, 
bigram and trigram tokens. After this step, each token is submitted to each of the 
ontologies to find whether it is defined in it or not. For instance, when we explore the 
hierarchy of WordNet ontology, we will find that the query’s keyword “Java” has 
three different senses as follows:  

1. Java -- (an island in Indonesia south of Borneo; one of the world's most densely 
populated regions)  

2. coffee, java -- (a beverage consisting of an infusion of ground coffee beans; "he 
ordered a cup of coffee")  

3. Java  --  (a simple platform-independent object-oriented programming language 
used for writing applets that are downloaded from the World Wide Web by a 
client and run on the client's machine)  

 
Although this keyword has three different senses (i.e. meanings), only the first sense 
(sense 1) is included in the produced semantic network and the other senses are 
excluded. This is because the other senses (2 and 3) are not semantically related to the 
other query’s keywords “Indonesia” and “Island”. Accordingly, automatic 
disambiguation of the query’s keywords is performed, producing a semantic network 
that includes only the semantically related keywords. In addition, the synonyms of the 
disambiguated keywords are automatically included in the produced semantic 
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network. For instance, from Example 1, we find that the set of keywords {Java, 
Island, Indonesia} exist in both WordNet and OpenCyc ontologies. Form this set, 
semantic networks are constructed based on both ontologies as shown in Figure 2. 

 

 

Fig. 2. Query’s Keywords Represented by Semantic Networks 

As we can see from Figure 2, the exploited ontologies produced heterogeneous 
semantic networks. These semantic networks represent different perspectives. For 
example, according to OpenCyc ontology, the relation between the query’s keywords 
“Java” and “Indonesia” is “Related To”. While according to WordNet ontology the 
relation between these keywords is “Part of”. Therefore, to solve the semantic 
heterogeneity problem between the produced semantic networks, we utilize the 
merging algorithm described in section 4. In this algorithm, we use the merging 
techniques proposed in our previous work [9]. These techniques are prioritized 
according to their significance and execution into semantic, string, and statistical 
based merging techniques respectively. The result of merging the semantic networks 
is shown in Figure 3.The rest of n-gram tokens that are not defined in any of the 
exploited ontologies such as the token “jawa” are considered as missing background 
knowledge and submitted to the NRD function for further processing. 

 

 

Fig. 3. Merged Query’s Semantic Network 

4.1.2   Statistical-Based Semantic Relatedness Measures   
We utilize statistical-based semantic relatedness measures to compensate for the lack 
of domain coverage in the used ontologies. For query’s keywords that are not defined 
in the used ontologies, we attempt to find whether they can be suggested as candidates 
to enrich the merged query’s semantic network. To do this, first we utilize the NRD 
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function detailed in section 4. This function measures the semantic relatedness 
between the query’s keywords that already exist in the merged semantic network and 
other keywords that are not defined in any of the exploited ontologies. As different 
semantic relatedness measures are returned according to several search engines 
(Google, AltaVista, Yahoo!), we sum up all NRD values for each candidate keyword. 
This summation represents a cooperative decision made by several search engines on 
the semantic relatedness measurers. Algorithm 1 explains the procedure of acquiring 
the semantic relatedness measures.  

 
Algorithm 1. Normalized Retrieval Distance Function 
Input:  Keywords that are missing from the ontologies, K_missing, Keywords of the 
merged semantic network, K_in  
Output: semantic relatedness measures between K_missing and K_in 

1: int[] result; 
2: for each k_missing ∈ K_missing 
3:     for each k_in ∈ K_in 
4:     result= NRD(k_missing, k_in)   
5: end for 
6: end for 

 
The NRD function takes as input pairs of keywords and produces as output the 
measures of semantic relatedness between them.  Table 1 shows the semantic 
relatedness measures between the keyword “jawa” and the rest of the query’s 
keywords: {Java, Island, Indonesia}.  

Table 1.  Semantic Relatedness Measures for the Keyword “Jawa” 

               Keyword 
Keyword 

Java island Indonesia 

Jawa 0.72 0.56 0.69 

4.1.3   Semantic Relations Extraction 
Obtaining semantic relatedness measures by utilizing the NRD function is a prior step 
towards deriving the actual semantic relation(s) that may hold between semantically 
related keywords. Therefore, in order to derive these relations, we defined a list of 
lexico-syntactic patterns to derive relations such as, synonymy (e.g. “X is same as 
Y”), hypernymy/hyponymy (e.g. “X is a(n) Y”, “Y is a(n) X”)  and meronymy (e.g. 
“X is part of Y”). These types of relations can be automatically obtained by utilizing 
the Semantic Relation Extractor (SRE) function. For each pair of semantically related 
keywords, the SRE returns the number of their hits by submitting them including each 
of the patterns to several search engines. Then, relations between keyword pairs are 
suggested based on the highest values returned. Algorithm 2 shows the steps of the 
SRE function. 
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Algorithm 2. Semantic Relation Extractor Function 
Input: Semantically related keywords,( K_missing, K _in) 
Output: suggested relations between keywords 
1: String [] suggestedRelations 
2: String [] Patterns;  
3: int[] value; 
4: for each k_missing ∈ K_missing 
5:     for each k_in ∈ K_in 
6:          for each pattern p in Patterns 
7:              value.add(makeQuery(“k_missing” , p, “k_in”)); 
8:          end for 
9:      suggestedRelations.add(max(value)); 
10:     end for     
11: end for 

 
The function takes pairs of keywords with strong semantic relatedness measures as 
input and produces the suggested semantic relation between them according to the 
lexico-semantic patterns as output. For each pattern, the makeQuery function (Line 7) 
submits exact match queries including both keywords. We considered both singular 
and plural forms of the keywords. Patterns that include negation operators such as 
“No K_missing is a(n) K_in” were excluded.  

For instance, based on the obtained results by the NRD function, we were able to 
find that “jawa” is semantically related to “island”. But, we still don’t know what type 
of semantic relation may exist between them. Therefore, we utilize the SRE function 
by submitting patterns in the form of exact match queries Qi such as: 

• Q1=“jawa is an island”, which outputs 80,700 hits result 
• Q2=“ jawa is a part of  island”, which outputs 0 hits result 
• Q3=“ jawa is same as  island”, which outputs 0 hits result 
 
Based on the number of hits returned by the search engines for the queries Qi, 
relations defined in the patterns are suggested to be used to enrich the merged 
semantic network with the keyword “jawa”.  

 

 

Fig. 4. Enrichment of the Merged Semantic Network 
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We notice that for some of the semantically related keywords, no results are 
returned. However, we know that they are semantically related. Therefore, in this 
case, we define the “Related To” relation between them and use it to enrich the 
merged semantic network. For instance, as shown in Figure 4, we are able to enrich 
the merged semantic network with the keyword “jawa” by using the “Related To” 
relation. 

5   Experimental Results 

This section describes the experiments carried out to evaluate the techniques of the 
proposed system. All solutions are implemented in Java and experiments are 
performed on a PC with dual-core CPU (3000GHz) and 2 GB RAM. The operating 
system is OpenSuse 11.1. We carried out experiments using WordNet [7], OpenCyc 
[8], and YAGO [10] ontologies. Details of these ontologies are listed below: 
 
1. WordNet: it is a generic manually-created ontology that covers knowledge in 

multiple domains. It organizes the concepts into synsets, where each synset 
contains synonym concepts like {writer and author}. These synsets are connected 
through semantic relations such as hypernymy, hyponymy, meronymy etc. This 
organization of WordNet synsets is useful in discovering semantic relations 
between the words in the user’s query since we can map them to their 
corresponding senses in WordNet.. 

2. Opencyc: is the open source version of the Cyc technology, the world's largest 
and most complete general knowledge base and commonsense reasoning engine. 
The current release of OpenCyc includes the entire Cyc 
ontology containing hundreds of thousands of terms, along with millions of 
assertions relating the terms to each other, forming an ontology whose domain is 
all of human consensus reality. In addition to more than 100,000 "broaderTerm" 
assertions, added to the previous generalization (subclass) and instance (member) 
assertions, to capture additional relations among concepts. It also includes new 
links between Cyc concepts (including predicates) and the FOAF ontology. And 
new links between Cyc concepts and Wikipedia articles. 

3. YAGO: is an automatically constructed ontology that knows 2 million entities 
such as people, cities, movies, and historical events. It also knows more than 19 
million facts about these entities. The knowledge in YAGO has been extracted 
from Wikipedia and combined with the taxonomic structure of WordNet 
ontology. 

In order to testify our proposal of using multiple ontologies, we selected 75 sample 
queries (15 per domain) from different domains. As an evaluation methodology, we 
used the gold standard approach, which is widely used in the Information Retrieval 
field. Accordingly, Precision measure was computed against a gold standard 
(relevance judgments on the Query-Results - Qrels) when using a single ontology vs. 
multiple ontologies. As shown in Table 2, higher precision is obtained when using 
multiple ontologies. The reason is because by employing lexical and semantic 
knowledge represented by multiple ontologies, query’s keywords are automatically 
disambiguated according to their definitions in the exploited ontologies. In addition, a 
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set of statistical-based semantically related keywords are suggested to enrich the 
query’s semantics. Therefore, our approach introduces an added value with respect to 
traditional keyword-based indexing approaches as the search is conducted at a 
semantic level, and thus, leading to more precise results. 

Table 2. Precision Using a Single vs. Multiple Ontologies 

Queries per Domain 
Precision Using a 
Single Ontology 

(WordNet) 

Precision Using Multiple 
Ontologies 

(WordNet, OpenCyc, Yago) 
Countries and Cities 44% 82% 
Sports 40% 75% 
Programming Languages 42% 71% 
Universities 47% 68% 
People 52% 73% 

6   Conclusion and Future Work 

In this paper, we proposed an approach to combine semantic and statistical 
relatedness measures to derive the semantic aspects of users’ queries. In our approach, 
we exploit knowledge represented by multiple large-scale general-purpose ontologies 
to construct semantic networks that relate the query’s keywords by different types of 
semantic and taxonomic relations. To merge the heterogeneous semantic networks, 
we utilized semantic, string, and statistical based merging techniques that we used in 
our previous work. To address the issue of missing background knowledge in the 
exploited ontologies, we employed the NRD and the SRE functions. Both functions 
work cooperatively to enrich the merged semantic network with additional candidate 
keywords. Experimental results shown that the proposed approach is effective in 
deriving the query semantics and that the precision of the results increased when 
using multiple ontologies.  

In the future work, we plan to exploit additional ontologies and perform more 
experimentation to verify that plugging-in additional ontologies to the current 
system’s prototype will significantly improve its precision. Other future work also 
includes experimenting on the users’ behavior towards adopting the proposed query 
processing system. This step is very important because if users adopt the semantic-
based search strategy, a new generation of search engines that can better understand 
users’ queries would be developed. However, this will also require hard efforts from 
the ontology engineering community to build more sophisticated, up-to-date and easy-
to-maintain ontologies that can be easily plugged-in to the search engines. 
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Abstract. Ranking query that is widely used in various applications
is a fundamental kind of queries in the database management field. Al-
though most of the existing work on ranking query focuses on getting
top-k high-score tuples from a data set, this paper focuses on getting
top-k critical categories from a data set, where each category is a data
item in the nominal attribute or a combination of data items from more
than one nominal attribute. To describe each category precisely, we use
a data distribution that comes from the score attribute to represent each
category, so that the set consisting of all categories can be treated as a
probabilistic data set. In this paper, we devise a novel method to han-
dle this issue. Analysis in theorem and experimental results show the
effectiveness and efficiency of the proposed method.

Keywords: critical category, ranking query, possible world.

1 Introduction

Ranking query, which returns top-k tuples from a data set with large scores
computed by a scoring function, is one of the most fundamental queries in the
database management field. Ilyas et al. have summarized important studies in
this area [7]. In this paper, we study how to get top-k categories from a typical
data set containing tens of nominal attributes and one numeric attribute. The
nominal attributes describe objects’ features and the numeric attribute describes
the target score. Although most of the existing work focuses on selecting top-k
tuples from a data set, our focus is to find k most critical categories from a data
set, where each category is a data item in the nominal attribute or a combination
of data items from more than one nominal attribute. In general, one category
may occur at multiple tuples. For example, consider an employee set with two
nominal attributes, sex and working-years, and one numeric attribute, salary.
Typical categories include: the male, the female, working less than 5 years, and
working more than 5 years. It is interesting to discover which kind of employees
have the highest salary. A naive way for this query is to return a category with
the maximum average salary. However, since the average value is sensitive to
some outlier records, it is better to use a score distribution to describe each
category. Let’s see an example below.

Table 1 lists the achievements of four students who attend a university com-
petition. Each record has three nominal attributes (age, sex and university) and

H. Wang et al. (Eds.): WAIM 2011, LNCS 6897, pp. 169–180, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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a numeric attribute for his (/her) final score. It is easy to claim age-21 group be-
haves better than age-20 group because the score of an arbitrary student in the
former group is higher than that of any student in the latter group. But it is not
easy to claim whether the female students behave better or the male students
behave better, since the female group has higher average score (80+80+100

3 > 85),
while the male group has lower average ranking value (2 < 1+3+4

3 ). Obviously,
the average score of the female students is highly influenced by the “outlier”
student (the fourth record).

Table 1. The achievements of four students

User ID Age Sex University Score

1 20 Female Stanford 80
2 21 Male Stanford 85
3 20 Female MIT 80
4 21 Female MIT 100

Naturally, the data distribution is a better way to describe a category without
any loss of information. The data distribution is in a format of {(vi, pi)}, where
vi is the value of the ith item and pi is its probability.

∑
i pi = 1. Table 2 lists the

score distributions of six categories of the data set in Table 1. For example, the
score distribution of c3 is {(80, 0.67), (100, 0.33)}, because two female students
are scored 80 and the other one is scored 100. In fact, each category in Table 2
can also be viewed as a probabilistic tuple, so that the whole table becomes a
probabilistic data set. Our task changes to find the top-k uncertain tuples upon
a probabilistic data set. There are two kinds of uncertainties in a probabilistic
data set, including existential uncertainty and attribute-level uncertainty. The
existential uncertainty uses a confidence value to describe the existence of a tuple,
and the attribute-level uncertainty describes the imprecision of an attribute. In
this paper, the probabilistic data set for the categories only has attribute-level
uncertainty.

The possible world model is widely adopted by the probabilistic database
management field. There are a huge number of possible worlds in the possible
world space. In each possible world, each tuple (in this case, each tuple refers to
a category) has an explicit value. The probability of each possible world is the

Table 2. The score distribution of each category

Category ID Category Name Score distribution

c1 Age = 20 {(80, 1.0)}
c2 Age = 21 {(85, 0.5), (100, 0.5)}
c3 Sex = Female {(80, 0.67), (100, 0.33)}
c4 Sex = Male (85,1.0)
c5 Univ. = Stanford {(80, 0.5), (85, 0.5)}
c6 Univ. =MIT {(80, 0.5), (100, 0.5)}
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Table 3. Possible worlds for Table 2

PW w1 w2 w3 w4 w5 w6 w7 w8 w9 w10 w11 w12 w13 w14 w15 w16

c1 80 80 80 80 80 80 80 80 80 80 80 80 80 80 80 80
c2 85 85 85 85 85 85 85 85 100 100 100 100 100 100 100 100
c3 80 80 80 80 100 100 100 100 80 80 80 80 100 100 100 100
c4 85 85 85 85 85 85 85 85 85 85 85 85 85 85 85 85
c5 80 80 85 85 80 80 85 85 80 80 85 85 80 80 85 85
c6 80 100 80 100 80 100 80 100 80 100 80 100 80 100 80 100

Prob. (×10−2) 8.4 8.4 8.4 8.4 4.1 4.1 4.1 4.1 8.4 8.4 8.4 8.4 4.1 4.1 4.1 4.1

product of the occurring probability of all tuples in the world. The sum of the
probabilities of all possible worlds is equal to 1. Table 3 illustrates all 16 possible
worlds of the probabilistic data set in Table 2. For example, the probability of
the ninth possible world, w9, is 0.084(= 1.0× 0.5× 0.33× 1.0× 0.5× 0.5).

Recently, many uncertain top-k queries have been proposed to meet different
application requirements, including U-Topk, Uk-ranks, PT-k, ER-topk, and so
on. As reported in [3], ER-Topk query, which returns k tuples with the smallest
expected ranks, satisfies a number of key properties at the same time, while the
rest semantics cannot. These properties include exact-k, containment, unique-
rank, value-invariance and stability. Consequently, we use ER-topk query to
rank each tuple in a probabilistic data set. For any tuple c, its expected rank,
r(c), refers to the expected number of tuples greater than c in all possible worlds.
Let’s take c2 as an instance. Only one tuple is greater than c2 in w2, w4, w5 and
w7, and merely two tuples are greater than c2 in w6 and w8. In the rest possible
worlds, none is greater than c2. Thus, r(c2) = 0.25× 1 + 0.082× 2 = 0.414.

We also study the situation where each category consists of items coming from
more than one nominal attribute. Table 4 illustrates in total ten such categories
based on the dataset in Table 1. Lemma 1 shows the space consumption of the
probabilistic data set generated in this case.

Table 4. The score distributions of the categories with two nominal attributes

Category ID Category Name Score distribution

c7 Age = 20, Sex=Female {(80, 1.0)}
c8 Age = 21, Sex=Male {(85, 1.0)}
c9 Age = 21, Sex=Female {(100, 1.0)}
c10 Age = 20, Univ.=MIT {(80, 1.0)}
c11 Age = 20, Univ.=Stanford {(80, 1.0)}
c12 Age = 21, Univ.=MIT {(100, 1.0)}
c13 Age = 21, Univ.=Stanford {(85, 1.0)}
c14 Sex = Male,Univ.=Stanford (85,1.0)
c15 Sex = Female, Univ. = Stanford {(80, 1.0)}
c16 Sex = Female, Univ. =MIT {(80, 0.5), (100, 0.5)}
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Lemma 1. Let D denote a deterministic data set that has d nominal attributes,
|D| the number of tuples in D, and l the number of attributes per category. The
space consumption of the probabilistic data set for D is O

((
d
l

) · |D|).
Proof. Each tuple in D is associated with

(
d
l

)
different categories. In other words,

the numeric value of each tuple must be stored
(
d
l

)
times. Consequently, the space

consumption of the probabilistic data set is O
((

d
l

) · |D|).
The top-k categories can be computed straightforwardly by expanding all of
the possible worlds. However, this method is infeasible in real applications since
the number of the possible worlds will grow up exponentially to the size of a
probabilistic data set. In this paper, we propose a new method to handle this
issue, which avoids expanding the possible world space.

We sketch our method briefly. First, we scan the deterministic data set D to
generate all categories, along with all the tuples associated with each category.
Second, we scan D again to construct a global function q(v), which is critical to
compute the expected rank for each tuple. The function q(v) returns the sum of
the probabilities of all tuples greater than v. Finally, we compute the expected
value for each tuple, based on which top-k tuples are returned.

The executing performance can be further improved by estimating the ex-
pected rank of each category. The cost on estimating a tuple is significantly
lower than computing its exact value. With the help of the estimating tech-
nique, it only requires to compute the exact expected ranks for a small part of
tuples.

1.1 Contributions

The main contributions of this paper are summarized below.

1. Although most of the existing work on ranking query focuses on finding top-
k tuples from a data set, our focus is to get top-k categories from a data set.
Each category is described by a score distribution, not the simple average
value.

2. After defining the TkCl query formally, we also propose novel methods to
handle this query.

3. Experimental reports evaluate the effectiveness and efficiency of the proposed
methods.

The rest of the paper is organized below. In Section 2, we define the problem
formally. In Section 3, we describe our novel solution in detail. We report the ex-
perimental results in Section 4. Finally, we review the related work and conclude
the paper in brief in the last two sections.

2 Problem Definition

We define the problem formally in this section. Consider a data set D contain-
ing n tuples, t1 · · · , tn, where each tuple has d nominal attributes, A1, · · · , Ad,
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and one numeric target attribute Atar. Each nominal attribute (say, Ai) has gi

distinct items, denoted as ai,1, · · · , ai,gi . The Atar value of ti is ai,tar.

Definition 1 (Category-l). A Category-l instance refers to a combination of
items coming from l nominal attributes1

For example, there are six category-1 instances in Table 2 and ten category-2
instances in Table 4. When a category c occurs at the tuple ti, we call c @ ti.
Because a category may occur at more than one tuple in D, it is natural to use a
discrete probability distribution function to describe its Atar attribute, as shown
in Definition 2.

Definition 2 (The Data Distribution of a Category-l Instance c, f(c)).
Let Dc denote a set containing all Atar values where c occurs, i.e, Dc = {ai,tar |
c @ ti, ti ∈ D}. D̂c is a set containing all distinct items in Dc. ∀v ∈ D̂c,
Pr[f(c) = v] = h(v)/|Dc|, where h(v) is the frequency of v in Dc.

Let U denote a set containing all category-l instances when given an l. In general,
the ith category, ci, is described as {(vi,j , pi,j)}, where it has a value of vi,j with
probability pi,j . For any i,

∑
j pi,j = 1. Obviously, U is a probabilistic data set

with only attribute-level uncertainty.

Definition 3 (The Top-k Category l query, TkCl)). The TkCl query re-
turns k categories from U with the smallest values of r(c), which is defined in
Equ. (1).

r(c) �
∑

w∈W
Pr[w] · rankw(c) (1)

where W is the possible world space of U , Pr[w] is the probability of a possible
world instance w, and rankw(c) returns the rank of t in w. In other words, if
c ∈ w, rankw(c) returns the number of tuples ranked higher than c. Otherwise,
it returns the number of tuples in w (|w|).
The definition of TkCl utilizes the ER-topk semantics in [3]. The expected rank
of each tuple can be computed efficiently if a global function q(v) for the whole
data set U and some local functions (say, qi(v)) for each tuple (say, ti) in U
are ready. For each ci, the local function qi(v) describes the sum of probabilities
of the tuple ci greater than v, i.e, qi(v) =

∑
j,vi,j>v pi,j . The global function

q(v) describes the sum of probabilities of all tuples in U greater than v, i.e,
q(v) =

∑
i qi(v). According to the definition and linearity of expectation, The

expected rank of ci, r(ci), is computed by Equ. (2).

r(ci) =
∑

j

pi,j

(
q(vi,j)− qi(vi,j)

)
(2)

The goal of this paper is to handle the TkCl query efficiently. Our first attempt
is to construct the functions q(v) and qi(v) so that the expected rank can be
computed through Equ. (2). Our second attempt is to estimate the expected
rank of each tuple (say, ti) without knowing the function qi(v) in advance, so
that the time cost is significantly reduced.
1 We also call a category-l instance a “category” if the context is explicit.
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Algorithm 1. basicTkCl(D, k, l)
1: U ← ∅;
2: for each tuple ti in D
3: for each category c generated from ti
4: if (c �∈ U) then U ← U ∪ {c};
5: Add ai,tar to Dc, the set affiliated to c;
6: end for
7: end for
8: Scan U to build a probTree to describe the function q(v);
9: for each c in U

10: Compute its expected rank, r(c), by using Equ. (2);
11: end for
12: Return top-k tuples with the smallest expected ranks;

3 Our Solution

We introduce our method to process a TkClquery in this section. We give a
basic solution in Sec. 3.1. Subsequently, an improved solution, which supports a
larger data set, is introduced in Sec. 3.2.

3.1 A Basic Solution

Algorithm basicTkCl (Algorithm 1) illustrates a basic method to handle the TkCl
query. It accepts three parameters, D, k and l, where D is an input deterministic
data set, k and l are the parameters for a TkCl query. The set U is used to store
all categories. This algorithm scans D once and U twice.

First, we scan the input database D to generate all of categories. Each ti in D
refers to

(
d
l

)
different categories, where d is the number of nominal attributes in

D. Any category that doesn’t belong to U is inserted into U . Each category c in
U also has a set Dc that stores all Atar values for this category. Thus, the value
ai,tar is added to each category’s Dc set (at Lines 2-7). To reduce the processing
cost, we use a binary searching tree to implement U .

Second, we scan the data set U to build a probTree to describe the function
q(v) (at Line 8). The probTree, a variant of binary searching tree, is efficient to
describe the function q(v) [8]. We review it briefly with an example. Figure 1
illustrates the states of a probTree for a probabilistic data set. The input data
for a probTree contains all pairs like (vi,j , pi,j) in an uncertain data set. Each
node in the probTree has two fields, v and p. For any pair (vi,j , pi,j), it will try
to find a node e with e.v = vi,j . A new node is created in probTree if no such e
exists. The field p represents the sum of probabilities of all input items locating
at the right-side of e’s subtree. ∀v, q(v) can be computed efficiently. For example,
q(55) = n2.p = 1.5, q(10) = n1.p + n6.p = 3.4.

Finally, we scan the probabilistic data set U again to compute the expected
ranks of all categories by using Equ. (2). For each category c, we need to generate
the local function qi(c) based on its Dc set. In general, it can be done by sorting
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n1

n2

n4n3

(30, 3.0)

(60, 1.5)

(50, 1.0) (70, 0.6)

(b) a probTree for t1 - t3 (c) a probTree for t1 - t4

n1

n5 n2

n4n3

(30, 3.0)

(60, 1.5)(10, 1.0)

(50, 1.0) (70, 0.6)

{(30,0.5), (60, 0.5)}

{(50, 1.0)}

{(60,0.4), (70, 0.6)}

{(10,0.6), (20, 0.4)}

tuple Attribute value

t1

t2

t3

t4 n6

(20, 0.4)

(a) a probabilistic  data set

Fig. 1. An example of probTree

all items in Dc in descending order and then scan it one by one, which costs
O(|Dc| · log |Dc|).
Theorem 1. The space consumption of Algorithm basicTkCl is O

((
d
l

)·|D|). The
time cost is O

((
d
l

) · |D| ·max(log |D|, ∑1≤i1<...ij≤d

∏
1≤j≤l gij )

)
.

Proof. The main space consumption is U , which stores all categories and score
distributions. According to Lemma 1, the space consumption is O

((
d
l

) · |D|).
The time complexity of this algorithm consists of three parts. First, it scans

D to generate all categories. Each tuple in D affects
(
d
l

)
categories. The total

number of category-l instances is O(
∑

1≤i1<...ij≤d

∏
1≤j≤l gij ), where gi denotes

the number of distinct items in the ith nominal attribute. Since the algorithm
requires to check the existence of each category is in U , this step costs O

((
d
l

) ·
|D| · log(

∑
1≤i1<...ij≤d

∏
1≤j≤l gij )

)
. Second, building the probTree for the global

q(v) function costs O
((

d
l

) · |D| · log |D|) because of the necessariness to insert
all (vi,j , pi,j) pairs. Constructing the function qi(v) for all categories requires
O

((
d
l

) · |D| · log |D|). Finally, building the local qi(v) functions for all categories
costs O

((
d
l

) · |D| · log |D|). Consequently, the overall time complexity is O
((

d
l

) ·
|D| ·max(log |D|, ∑1≤i1<...ij≤d

∏
1≤j≤l gij )

)
.

3.2 An Advanced Solution

Algorithm basicTkCl computes the exact expected ranks of all categories by using
Equ. (2) (at Line 10), which requires to know the global function q(v) and local
functions qi(v) for all categories. However, it is not cheap to construct all the local
functions qi(v), as claimed in Theorem 1. Fortunately, we find it unnecessary to
construct the local function qi(v) for all categories since the expected rank can
be estimated only by using the global function q(v), as shown in Equ. (3).

r′(c) =
∑

j

pi,j · q(vi,j) (3)
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Algorithm 2. advancedTkCl(D, k, l)
1: U ← ∅;
2: for each tuple ti in D
3: for each category c generated from ti
4: if (c �∈ U) then U ← U ∪ {c};
5: Add ai,tar to the set associated with c;
6: end for
7: end for
8: Scan U to build a probTree to describe the function q(v);
9: Z ← ∅;

10: for each c in U
11: Compute its expected rank, r′(c), by using Equ. (3);
12: if (r′(c) ≤ ξ(Z) + 1) // ξ(Z) returns the kth minimum value in Z
13: Z ← Z ∪ {c};
14: Remove categories (say, c′) in Z satisfying r′(c′) > ξ(Z) + 1;
15: end if
16: end for
17: for each c in Z
18: Compute its expected rank, r(c), by using Equ. (2);
19: end for
20: Return top-k tuples with smallest expected rank;

The following inequality holds because of two facts. First, ∀v, qi(v) ≤ 1.
Second,

∑
j pi,j = 1.

r′(c)− 1 ≤ r(c) ≤ r′(c) (4)

Algorithm advancedTkCl (Algorithm 2) illustrates the detailed steps to handle
the TkCl query avoid generating all qi(v) functions. It has four steps. The first
two steps are similar to Algorithm basicTkCl: scanning D to generate all cate-
gories, and creating the global q(v) function. In the third step, it estimates the
expected ranks of all categories in U by using Equ. (3). Candidate categories are
stored in a small data set Z. Here, the function ξ(Z) returns the kth minimum
value in Z (at Lines 9-16). Finally, it creates the local functions qi(v) for all
candidate categories to compute their exact expected ranks (at Lines 17-19).

The space consumption of Algorithm advancedTkCl is identical to Algorithm
basicTkCl because both of them generate a set U containing all categories. The
time complexity improvement is dependent on the percentage of tuples filtered.

4 Experiments

We have conducted a series of experiments to evaluate the performance of the
proposed methods. All codes are written in C++, running in a PC with Intel
Core2 2.66GHz CPU and 2G memory.
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(a) Processing cost when l = 1 (b) Space consumption when l = 1

(c) Processing cost when l = 2 (d) Space consumption when l = 2

Fig. 2. The performance evaluation when varying the database size

The Census-Income Database (CID)2 contains weighted census data extracted
from a survey conducted by the U. S. Census Bureau during the mid of 1990s to
analyze the income of different people. It has 33 nominal attributes and 7 numeric
attributes. Important nominal attributes include education, major industry code,
occupation code, hispanic origin, etc. Typical numeric attribute include wage per
hour, dividends from stocks, num persons worked for employer etc. There are
99,762 records in the data set. It is interesting to find which kinds of people
are good at making money. Thus, we construct a new data set containing all 33
nominal attributes and 1 numeric attribute (wage per hour).

Figure 2 reports the performance evaluation upon the CID data set. In each
test, we vary the database size from 10k to 90k. Figure 2 (a) and (c) compare the
executing cost between the basicTkCl algorithm and the advancedTkCl algorithm.
The executing time is almost linear to the database size. When the value of l
increases, the executing time increases significantly. The advancedTkCl algorithm
2 http://kdd.ics.uci.edu/databases/census-income/census-income.html

http://kdd.ics.uci.edu/databases/census-income/census-income.html
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runs much faster than the basicTkCl algorithm since it only needs to compute
the exact expected ranks for a small number of categories. Figure 2 (b) and
(d) report the space consumption of the proposed methods. Because these two
methods have similar space consumption, we only draw one line in these two
figures. The space consumption is almost linear to the size of the data set. When
l = 1, the space consumption is below 12MB. When l = 2, the space consumption
rises to about 180MB.

Figure 3 reports the performance evaluation when varying the number of
nominal attributes. The CID data set contains 33 nominal attributes. In each
test, we only choose the first d nominal attributes. We observe the performance
is significantly influenced by the number of nominal attributes. When this value
of d increases, it requires to consume more time and space resources to fulfill the
task. When l = 1, the time cost and the space consumption are approximately
linear to the value of d. When l = 2, the increasing rate of the cost is higher
than that of d, because each numeric attribute value will appear at

(
d
2

)
different

categories.

(a) Processing cost when l = 1 (b) Space consumption when l = 1

(c) Processing cost when l = 2 (d) Space consumption when l = 2

Fig. 3. The performance evaluation when varying the number of nominal attributes
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5 Related Work

Ranking query, a fundamental operator in the database management field, has
been well studied in the literature. [7] is a good survey of top-k query process-
ing techniques in relational database systems. The threshold algorithm (TA) is
a famous Top-k processing techniques [11]. This algorithm uses a parameter
T to represent the running-time threshold. If tuples cannot have better scores
than the threshold, they are pruned immediately. Other typical top-k processing
techniques include Combined Algorithm (CA) [4], etc.

The research of top-k query has been extended to many new scenarios besides
the relational database systems recently. Babcock et al. have studied how to
process top-k query in the distributed environment, with a goal to minimize
the communication cost among the sites [2]. Mouratidis et al. have proposed a
method to monitor top-k query continuously over data streams [10]. Their work
supports the sliding-window model. The work in [6] studies how to answer top-k
typicality queries on large databases.

Most recently, some researchers focus on ranking queries on probabilistic data
set. Probabilistic data widely exist in many applications, such as sensor network,
etc [1]. There are many uncertain top-k queries proposed in recent years for the
different purposes, including U-topk [13], U-kranks [13], PT-k [6], global top-k
[14], ER-topk [3], ES-topk [3], UTop-Setk [12], c-Typical-Topk [5] and unified
topk [9] queries.

As most of the existing work on ranking query focuses on getting top-k tuples
from a data set, the focus of this paper is to get top-k categories from a data
set. The set containing all categories can be treated as a probabilistic data set,
so that we also use a probabilistic ranking semantic, ER-topk query, to select
the top-k categories.

6 Conclusion

Although most of the existing work on ranking queries is aiming at getting top-
k tuples from a data set, this paper aims at getting top-k categories from a
data set. This paper has two significant features. First, the data distribution,
not a single average value, is used to describe each category. Second, a typical
probabilistic topk query semantics, ER-topk, is used to rank each category. We
have also devised novel methods to handle the proposed method efficiently.

There still remains some work to be done in future. The first piece of work
is how to process TkCl query over a probabilistic data set. Recall that the two
kinds of uncertainties can occur at the same time. The second piece of work
is how to handle the multiple-criteria decision analysis, where a data set not
only contains a number of nominal attributes, but also more than one numerical
attribute. Under this condition, it is not easy to say whether a category is better
than another one. Consequently, it is also interesting to find skyline categories
from a data set.
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Abstract. Biclustering is one of the most popular methods for microarray 
dataset analysis, which allows for conditions and genes clustering 
simultaneously.  However, due to the influence of experimental noise in the 
microarray dataset, using traditional biclustering methods may neglect some 
significative biological biclusters. In order to reduce the influence of noise and 
find more types of biological biclusters, we propose an algorithm, MFCluster, 
to mine fault-tolerant biclusters in microarray dataset. MFCluster uses several 
novel techniques to generate fault-tolerant efficiently by merging non-relaxed 
biclusters. MFCluster generates a weighted undirected relational graph firstly. 
Then all the maximal fault-tolerant biclusters would be mined by using pattern-
growth method in above graph. The experimental results show our algorithm is 
more efficiently than traditional ones.  

Keywords: fault-tolerant, bicluster, microarray, constant row. 

1   Introduction 

Biclustering [1] is one of the popular methods for gene expression data analysis, which 
is a methodology for mining co-expressed genes across a subset of experimental 
conditions or samples simultaneously. The existing biclustering methods are classified 
into four categories [2]: (i) Constant value biclusters. SAMBA [3] is designed to find 
constant value biclusters. (ii) Constant row or column biclusters. xMotifs [4] focus on 
biclusters with constant columns and Cheng and Church’s method [1] has good 
performance on constant value and constant row or column biclusters. (iii) Coherent 
value biclusters. The weighted multigraph has been introduce by Zaki [5] to handle 
above three types of biclusters. (iv) Coherent evolution biclusters. Biclusters with 
coherent trends of up or down regulation can be found by OPSM [6].  

However, due to the influence of noisy character of microarray technology, 
traditional biclustering methods have poor scalability for mining fault-tolerant 
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biclusters. For example, in Table 1, RAP [7] can find many constant row biclusters, 
such as, G1G2G4(S1S2S3S4), G1G2G3G5(S1S3S5) and G1G2G4G5(S1S2S3), etc. However, if 
the expressed value of gene G4 in sample S5 is error, the significative bicluster should 
be G1G2G4(S1S2S3S4S5), which would be neglected by traditional biclustering method.  

Table 1. An Example Microarray Dataset 

 S1 S2 S3 S4 S5 
G1 0.85 1.21 0.12 1.85 2.4 
G2 0.86 1.19 0.14 1.86 2.34 
G3 0.85 1.5 0.11 2.85 2.32 
G4 0.84 1.22 0.12 1.84 4.36 
G5 0.85 1.19 0.13 2.62 2.35 

 

Recently, some algorithms [8, 9] have been proposed for mining fault-tolerant 
patterns. These algorithms allow a user-defined parameter to get fault-tolerant 
patterns. Most of these algorithms use greedy or heuristics approach for mining fault-
tolerant patterns which is not very efficient. [10] proposed to mine fault-tolerant 
biclusters from binary dataset, it cannot be used for mining gene expression dataset. 
[11] is the recent proposed novel approach for mining fault-tolerant (also called error-
tolerant) biclusters in real-valued microarray dataset. It uses the Range Support [7] 
and greedy approach to mine constant row biclusters. Since mining fault-tolerant 
patterns of biclusters increases the complication of algorithm, so the performance of 
above algorithms is not very efficiently. 

A straightforward approach for mining fault-tolerant biclusters is to mine 
traditional biclusters and merge these biclusters based on user-defined fault-tolerant 
thresholds. This approach has a major drawback that such two-step framework of 
mining and merging is very time consuming. However, as mentioned in above, there 
could not propose one algorithm for mining all types of biclusters. Therefore, there 
could also design an algorithm for mining all types of fault-tolerant biclusters, which 
motivates to investigate a general efficient algorithm to mine all types of fault-tolerant 
bicluster. 

According to above analysis and in hopes of overcoming the limitation of 
traditional fault-tolerant bicluster mining method, we propose an algorithm, 
MFCluster, to efficient mine Maximal Fault-tolerant biCluster. In order to propose a 
general mining algorithm, we use two-step method to generate fault-tolerant bicluster. 
Each type of bicluster can be found by existing biclustering method.  Then the fault-
tolerant biclusters can be obtained by merging these traditional biclusters. Firstly, 
MFCluster generates a weighted undirected relational graph. Then all the maximal 
fault-tolerant biclusters would be mined by using pattern-growth method in above 
graph. Unlike to the naïve merging algorithm, we use some novel techniques for 
pruning non-maximal fault-tolerant biclusters. The contributions of this paper are 
summarized as follows. (1) We propose to mine fault-tolerant biclusters in the 
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weighted undirected relational graph. (2) In stead of using traditional Apriori-Like 
merging method to mine fault-tolerant biclusters, MFCluster is proposed by using 
depth-first and pattern-growth method to generate fault-tolerant biclusters efficiently. 
(3) Without using traditional candidate maintenance-and-test scheme to generate 
maximal fault-tolerant biclusters, MFCluster uses several efficient pruning techniques 
to generate maximal fault-tolerant biclusters. 

2   Problem Definition 

The microarray is presented as D C G= × , where the column C denotes the different 
experimental conditions, and the row G denotes genes. For clarity, C and G in D are 
denoted as D.Samples and D.Genes, respectively. The element value of ,c gD  is a real 

value which is the expression level of gene g under condition c. A bicluster B is 
defined as a sub-matrix of D, where B=X× Y with X C⊆ , Y G⊆ . A bicluster can be 
denoted as Genes(Samples) . Given M be the set of all biclusters in D, 
N P Q M= × ⊆ is a maximal bicluster if and only if there does not exist a 

bicluster E J K= ×  such that P J⊆ and K Q⊆ . 

In this paper, we will use range support [7] to generate maximal fault-tolerant 
constant row biclusters. The range support is defined as following. 
 
Definition 1. Given a microarray dataset D and a self-assignment value α . Therefore, 
the Range Support of a real-valued gene set G={g1 , g2 ,…, gk } is defined as 
RangeSupport(G)=∑c�CRS(c , G), where RS(c, G) denotes as 

α
∈

∈ ∈ ∈

⎧ ⎡ ⎤∀ ∈ > ∀ ∈ <⎣ ⎦⎪
⎪ ⎡ ⎤=⎨ − ≤⎢ ⎥⎣ ⎦⎪
⎪⎩

c, g c, gc, g
g G

c, g c, g c, g
g G g G g G

  if g G,D 0 or g G,D 0min D

RS(c,G) & (maxD minD ) (min D )

0  otherwise

                      (1) 

A constant row bicluster is interesting if all the genes under conditions are co-
expressed based on above range support definition. In fault-tolerant bicluster mining, 
we would relax the interesting constraint by allowing a number of (sample, gene) 
pairs which are not co-expressed with other co-expressed genes under conditions. A 
fault-tolerant bicluster (FT-Bicluster) should be satisfied the following relaxation 
criteria (Compared to FT-Bicluster, traditional bicluster is also called non-relaxed 
bicluster in this paper). 

Definition 2. Given two biclusters B1 and B2, if B1 and B2 can be merged to one fault-

tolerant bicluster, the following relaxation criteria should be both satisfied: 

1 2

1 2

| . . |

| . . |
θ≥∩

∪
B Genes B Genes

B Genes B Genes
and 1 2

1 2

| . . |

| . . |

B Samples B Samples

B Samples B Samples
ω≥∩

∪ . 
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Biologically speaking, mining maximal bicluster is more valuable relative to discover 
all biclusters. The maximal fault- tolerant bicluster is defined as following. 
 
Definition 3. A FT-Bicluster F is a maximal one, if there cannot find another FT-
Bicluster E, whose . .⊆F Genes E Genes and . .F Samples E Samples⊆ . 
 
In our method, we mine maximal fault-tolerant biclusters by using weighted 
undirected relational graph (WUGraph). The definition of WUGraph is shown as 
following. 
 

Definition 4. The weighted undirected relational graph is R={E, V, W}, where each 
vertex Vi in the graph represent an unique bicluster, there exist an edge Eij between a 
pair of biclusters Vi and Vj only if above biclusters satisfy the Definition 3 and 
weighted item set Wij is the merged fault-tolerant bicluster from a pair of biclusters. 
For clarity, Wij is denoted as ViVj.Bicluster.  

3   The MFCluster Algorithm 

3.1   Construct the Weighted Undirected Relational Graph 

According to the definition of bicluster merging criteria, if one fault-tolerant bicluster 
is generated by merging several traditional biclusters, any two traditional biclusters 
satisfy the relaxation criteria thresholds. Such anti-monotonicity property motivates 
us to generate maximal FT-Bicluster by depth-first method. 

One simple pattern-growth method to generate FT-Biclusters by merging non-
relaxed biclusters is to merge the candidate bicluster with the current extending FT-
Bicluster. For example, supposed the current candidate bicluster is G1G2G4G5(S1S2S3) 
and the current extending FT-Bicluster is G1G2G4(S1S2S3S4S5) which is obtained by 
merging G1G2(S1S2S3S4S5) and G1G2G4(S1S2S3S4). The relaxation criteria thresholds 
are both to be 0.6. According to the definition of relaxation criteria (the relaxation 
thresholds are both to be 0.6), G1G2G4G5(S1S2S3) can be merged to FT-Bicluster 
G1G2G4(S1S2S3S4S5) and the new FT-Bicluster G1G2G4G5(S1S2S3S4S5) is generated. 
However, such FT-Bicluster has fault relaxation information. Since non-relaxed 
bicluster G1G2(S1S2S3S4S5) and G1G2G4G5(S1S2S3) are not satisfied the definition of 
relaxation criteria. Therefore, if one bicluster can be extended to the current extending 
FT-Bicluster, it should be satisfied the following definition. 
 
Definition 5. Supposed Bi…Bj be the current extending FT-Bicluster, which is 
obtained by merging Bi, …,Bj. If one bicluster Bm is a candidate bicluster, each 
bicluster Bn in Bi,…,Bj should be satisfied: 
| . . |

| . . |
θ≥∩

∪
n m

n m

B Genes B Genes

B Genes B Genes
and

| . . |

| . . |
ω≥∩

∪
n m

n m

B Samples B Samples

B Samples B Samples
. 

According to the Definition 5, there are more times of computing relaxation criteria 
between a pair of biclusters. Therefore, we construct a weighted undirected graph to 
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record FT-Biclusters between a pair of non-relaxed biclusters. If two non-relaxed 
biclusters satisfy the relaxation criteria, one edge would be generated between such 
biclusters and the weight of this edge is the FT-Bicluster which is generated by this 
pair of non-relaxed biclusters. 

3.2   Mining Maximal FT-Biclusters 

In this part, we will introduce how MFCluster algorithm finding the maximal FT-
Bicluster by using vertex-growth method from the constructed the weighted 
undirected relational graph. Traditional efficient maximal pattern mining technique is 
backward checking. For example, in [12], if there is existed another priori candidate 
sample whose gene set is the superset of gene set in the current extended candidate 
sample, the current extended sample would be pruned. However, such pruning 
technique cannot be used for FT-Bicluster pruning. For example, supposed the current 
extending bicluster is G1G2(S1S2S3S4S5), the relaxation criteria thresholds are both to 
be 0.5, and the candidate non-relaxed biclusters of G1G2(S1S2S3S4S5) are 
G1G2G4(S1S2S3S4) , G1G2G5(S1S2S3S5), G1G2G4G5(S1S2S3) and G1G2G3G5(S1S3S5). 
G1G2G4(S1S2S3S4) is the prior candidate bicluster of G1G2G5(S1S2S3S5) and 
G1G2G4(S1S2S3S4) can be extended to G1G2G5(S1S2S3S5). According to traditional 
pruning technique, G1G2G5(S1S2S3S5) should be pruned. However, G1G2G5(S1S2S3S5) 
can be extended to G1G2G3G5(S1S3S5) to generate G1G2G3G5(S1S2S3S5). However, 
G1G2G4(S1S2S3S4) cannot be extended to G1G2G3G5(S1S3S5). Therefore, based on our 
observation and analysis, traditional pruning technique should be changed for mining 
maximal FT-Biclusters according to the following lemma. 
 
Lemma 1. Given P be the current extending FT-Bicluster, M is the candidate set of P 
and N is the priori candidate set of P. Supposed the current candidate item is 
Mi, iM M∈ , and Nj is a priori candidate item where jN N∈ . If Mi should be pruned, it 
must satisfy all the following conditions. (1) PNj.Samples is the subset of PMi.Samples; 
(2) PNj.Genes is the subset of PMi.Genes; (3) PMiNj is FT-Bicluster; (4) For each other 
candidate gene Mj in M, PMjNj is FT-Bicluster. 
 
According to Lemma 1, if one candidate is satisfied Lemma 1, other candidates must 
satisfy Lemma 1. For example, supposed the current extending bicluster is 
G1G2G4(S1S2S3S4), the relaxation criteria thresholds are both to be 0.5, and the current 
candidate non-relaxed biclusters are G1G2G5(S1S2S3S5), G1G2G4G5(S1S2S3). The priori 
candidate are G1G2(S1S2S3S4S5) and G1G2G3G4G5(S1S3). The FT-Bicluster 
G1G2G4G5(S1S2S3S4S5) can be obtained by combining G1G2G5(S1S2S3S5) to 
G1G2G4(S1S2S3S4). And the FT-Bicluster G1G2G4(S1S2S3S4S5) is generated by 
extending G1G2G4(S1S2S3S4) to G1G2(S1S2S3S4S5). Since G1G2G4(S1S2S3S4S5) is the 
subset of G1G2G4G5(S1S2S3S4S5) and G1G2G4(S1S2S3S4S5) can be extended to 
G1G2G4G5(S1S2S3S4S5), according to Lemma 1, G1G2G5(S1S2S3S5) should be pruned. 
However, if the candidate bicluster only satisfies (3) in Lemma 1, it should not both 
be pruned and output. Since the priori candidate bicluster must extend the candidate 
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bicluster before. Therefore, the following lemma can guarantee not to output non-
maximal FT-Bicluster. 
 
Lemma 2. Given P be the current extending FT-Bicluster, M is the candidate set of P 
and N is the priori candidate set of P. Supposed the current candidate item is 
Mi, iM M∈ , and Nj is a priori candidate item where jN N∈ . If Mi does not satisfy 
Lemma 1 and PMi can be extend to PNj based on relaxation criteria, Mi can be 
extended to P, but it cannot be output. 
 
According to above lemmas, if MFCluster generates FT-Biclusters from the edges 
which have smallest scale of FT-Bicluster in WUGraph, it would be more efficiently 
than extending non-smallest scale of FT-Biclusters. Since larger FT-Biclusters can be 
pruned in time according to Lemma 1. Therefore, MFCluster uses the following 
lemma to increase efficiency.  
 
Lemma 3. Supposed the current extending a pair of biclusters in WUGraph is BiBj. If 
there could find another vertex Bm where BjBm.Genes is the subset of BiBj.Genes and 
BjBm.Samples is the subset of BiBj.Samples, or BiBm.Genes is the subset of BiBj.Genes 
and BiBm.Samples is the subset of BiBj.Samples, BiBj should be pruned. 
 
Using above lemmas can prune non-maximal FT-Biclusters efficiently, but it cannot 
prune all the non-maximal FT-Biclusters. Since different non-relaxed maximal 
biclusters may generate same FT-Bicluster. For examples, the non-relaxed bicluster 
ABCDE(12345) can be merged to ABDE(123456) and ABCD(123456), respectively, 
and get the same FT-Bicluster ABCDE(123456). Therefore, we need the maximal FT-
Biclusters generated by using above lemmas may be redundant. So the result needs to 
be checked based on maximal FT-Bicluster definition. Based on above lemmas and 
analysis, MFCluster algorithm is designed for mining maximal FT-Biclusters. The 
detailed MFCluster is illustrated in Algorithm 1. 

Algorithm 1. MFCluster algorithm 

Input: The maximal non-relaxed bicluster set: S, the 
minimum gene relaxation threshold: θ, the minimum 
sample relaxation threshold: ω, WUGraph: L, the current 
extending FT-Bicluster: P, 

Output: The complete set of maximal FT-Biclusters: F. 

Initialization: P=∅, L=∅; Global g=∅; 

Method: MFCluster(S, θ, ω, L, P).  
if L=∅, Scan S to construct the WUGraph: L, g is 
pointed to the first edge of L; 

end if 

MiningBicluster(S, θ, ω, L, P, F); 

FinalOutput(F); 
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Exit; 

Procedure MiningBicluster(S, θ, ω, L, P, F). 
if P=∅, 

  P=g, g=g->next; 

 else 

  break; 

end if 

Finding all the candidate FT-Bicluster set C of P and 
the priori FT-Bicluster set E of P; 

if C is Null and does not satisfy Lemma 2, 

Store P to F; 

end if 

for each candidate FT-Bicluster c in C, do 

  if c satisfies Lemma 1 or Lemma 3, 

   break; 

  end if 

  P.Samples=P.Samples∪c.Samples; 
P.Genes=P.Genes∪c.Genes; 
MiningBicluster(S, θ, ω, L, P);    

end for 

return; 

Procedure FinalOutput(F). 

for each FT-Bicluster F1 in F 

  if there could not find another FT-Biclster F2 which 
is the superset of F1, then 

      Output(F1); 

  end if 

end for 

return; 

4   Experiments 

4.1   Dataset 

AGEMAP [13] which catalogs changes in gene expression as a function of age in 
mice, would be used for our test dataset. It includes expression changes for 8,932 
genes and 16,896 cDNA clones in 16 tissues as a function of age. For each tissue, 
there are five male and five female mice aged 1, 6, 16, 24 month. In this paper, we 
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only analyze one mice set (one male and one female) on three tissues, which are 
Hippocampus, Heart and Gonads respectively and we only focus on mining age-
related co-expressed gene set between mice aged 6 months and 16 months. The detail 
of how these datasets are obtained can be found in [12]. 

4.2   Efficiency Comparison  

In this section, the performance of MFCluster algorithm is compared with two 
algorithms. One is the general naïve FT-Bicluster mining algorithm (denoted as 
FTMerging) which merges the non-relaxed biclusters to generate FT-Biclusters by  
 

Table 2. The running time and number of mining ft-biclusters comparision among algorithms 
in each mice dataset 

Algorithm ID Parameter Settings Time Taken (Second) Dataset 1 (Row Support=5, total genes=2023, total biclusters=873) 
ET-bicluster 1 ξ=0.1,α=0.3,RS=3 790.412 
FTMerging 1 θ=0.8, ω=0.8 540.782 
MFCluster 1 θ=0.8, ω=0.8 541.821 

ET-bicluster 2 ξ=0.2,α=0.3,RS=3 1299.589 
FTMerging 2 θ=0.7, ω=0.7 542.41 
MFCluster 2 θ=0.7, ω=0.7 542.029 

ET-bicluster 3 ξ=0.3,α=0.3,RS=3 1002.991 
FTMerging 3 θ=0.6, ω=0.6 549.643 
MFCluster 3 θ=0.6, ω=0.6 543.06 Dataset 2 (Row Support=6, total genes=1128, total biclusters=1652) 

ET-bicluster 4 ξ=0.1,α=0.5,RS=3 163.867 
FTMerging 4 θ=0.8, ω=0.8 171.89 
MFCluster 4 θ=0.8, ω=0.8 174.273 

ET-bicluster 5 ξ=0.2,α=0.5,RS=3 174.334 
FTMerging 5 θ=0.7, ω=0.7 189.253 
MFCluster 5 θ=0.7, ω=0.7 176.269 

ET-bicluster 6 ξ=0.3,α=0.5,RS=3 569.772 
FTMerging 6 θ=0.6, ω=0.6 255.528 
MFCluster 6 θ=0.6, ω=0.6 178.041 Dataset 3 (Row Support=7, total genes=532, total biclusters=2502) 

ET-bicluster 7 ξ=0.1,α=0.8,RS=3 69.016 
FTMerging 7 θ=0.8, ω=0.8 96.684 
MFCluster 7 θ=0.8, ω=0.8 79.238 

ET-bicluster 8 ξ=0.2,α=0.8,RS=3 251.216 
FTMerging 8 θ=0.7, ω=0.7 174.955 
MFCluster 8 θ=0.7, ω=0.7 80.859 

ET-bicluster 9 ξ=0.3,α=0.8,RS=3 2666.407 
FTMerging 9 θ=0.6, ω=0.6 794.714 
MFCluster 9 θ=0.6, ω=0.6 95.503 
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using Apriori approach. Then the maximal FT-Biclusters would be output based on 
definition. The other FT-Bicluster mining algorithm is ET-bicluster which is 
implemented according to the description in [11]. It proposes a bottom-up heuristic-
based mining algorithm to discover constant row error-tolerant biclusters from real-
valued gene expression data. Since naïve method and MFCluster generate FT-
Biclusters by merging non-relaxed biclusters, we need to use the recent proposed 
algorithm, MRCluster [14], to mine maximal non-relaxed biclusters firstly. Range support parameters α and RS are same to ET-bicluster’s. Therefore, the running 
times of MFCluster and naïve method are the process duration of maximal non-
relaxed biclusters mining and FT-Bicluster mining. 

Table 2 shows the running time among above three algorithms with different 
parameters settings in different scale microarray datasets. It is shown that MFCluster 
is faster than other algorithms in most datasets when generating almost the same 
number of FT-Biclusters. However, MFCluster can find larger scale FT-Bicluster. If 
the relaxation criteria parameters are set to be greater, MFCluster may consume more 
time than FTMerging or ET-bicluster. The reason is that greater parameters can get 
lower relaxation, which cannot use pruning techniques frequently in MFCluster. 
Therefore, MFCluster is suitable for mining dense and larger number of biclusters to 
generate FT-Biclusters. The less efficiency of ET-bicluster and naïve method can be 
attributed to its unique candidate pruning method based on the definition of maximal 
bicluster. And the parameter of error-tolerant lets ET-bicluster increase more time to 
compute.  

5   Conclusions 

In this paper, we propose an algorithm, MFCluster, to efficient mining maximal FT-
Bicluster by merging non-relaxed biclusters. MFCluster can find maximal FT-
Biclusters efficiently. Compared with the existing algorithms, it is shown that our 
algorithm is more efficiently. However, there remain several limitations and further 
investigations. (1) Although mining fault-tolerant biclusters in WUGraph can increase 
efficiency, it would cost memory for maintaining all the fault-tolerant between a pair 
of non-relaxed biclusters. We would trade off between efficiency and memory for 
mining FT-Bicluster efficiently. (2) Since the pruning techniques of MFCluster are 
based on backward checking. If the priori candidate set were huger, the pruning 
efficiency would not be well. In the future, we would design some efficient pruning 
technique for mining dense datasets. 
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Abstract. There are increasingly amount of acronyms in many kinds
of documents and web pages, which is a serious obstacle for the readers.
This paper addresses the task of finding expansions in texts for given
acronym queries. We formulate the expansion finding problem as a se-
quence labeling task and use Conditional Random Fields to solve it.
Since it is a complex task, our method tries to enhance the performance
from two aspects. First,we introduce nonlinear hidden layers to learn
better representations of the input data under the framework of Condi-
tional Random Fields. Second, simple and effective features are designed.
The experimental results on real data show that our model achieves the
best performance against the state-of-the-art baselines including Support
Vector Machine and standard Conditional Random Fields.

Keywords: Web-mining, text-mining, named entities recognition,
acronym.

1 Introduction

Abbreviations and acronyms are widely used to simplify our writing and reading
and convey more information with less words. Although using acronyms makes
the writing and reading more fluent, they construct obstacles for the readers
who do not have the domain-specific knowledge. Thus, the need for establish a
database of acronyms is getting more and more important. However, it is very
difficult and costive to collect acronyms and the corresponding explanations
manually.

Much research effort has been devoted to constructing acronym search. Pre-
vious work deals with manual or automatical building dictionaries of acronyms
and their explanations, a.k.a expansions. Usually, there are two main steps in the
existing automatically built acronym search systems. First, a system detects the
occurrence of acronyms which are often not regular words. Second, the systems
tries to recognize the corresponding expansions in the same sentence or context.
The first step is relatively easy and can be effectively solved, while the second
step which is more difficult is the key problem of the acronym search system.

The existing methods can be classified into two categories: pattern-match
method and supervised learning method. There are two important previous
works using pattern-match method. One is AFP (Acronym Finding Program)

H. Wang et al. (Eds.): WAIM 2011, LNCS 6897, pp. 191–200, 2011.
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[1], and the other is acronym search system TLA (Three Letter Acronym) [2]
proposed by Yeates et al. Both of systems use complex patterns and heuristics to
match the acronym and its expansions. Some other works [3][4] use similar meth-
ods to design complex patterns and rules to extract acronyms and expansions in
texts. The pattern-match methods often fails, because it is very difficult to design
enough and precise rules or patterns to get good precision and recall. Whereas,
the supervised methods that can learn the patterns automatically from large
corpus have shown the advantages over the other kind of acronym-expansion
finding methods. However, the existing supervised learning methods ignore the
sequential information in the model.

However, the existing machine learning approaches for acronym/expansion
search do not consider the structural information which is very important for
this kind of tasks. In the task that we focus, the label of a token not only de-
pends on the features of the current token or a window of tokens but also the the
labels of the prior tokens. In other words, the examples are not independent. So
we treat the expansion finding problem as a sequence labeling task and propose
a CRF model to solve it. To our best knowledge, there is no study on applying
CRF to acronym search. The CRF[5] model and its related models have achieved
state-of-the-art performance in many kinds of structured prediction tasks. The
standard CRFs model the interactions between labels, which offers them the
ability to learn the structures and dynamics of sequence data. CRF have been
applied successfully to many sequence labeling tasks such as Natural Language
Processing [6] [7] [8][9], bioinformatics [10][11], and computer vision [12][13] etc.,
because they have the ability to learn the structures and dynamics of sequence
data. To handle the complexity and nonlinearity of the data Lafferty et al. [14]
present a kernelized version of linear CRF to enable nonlinear mapping. Our
previous work [15] proposes a deep CRF which can learns high level latent fea-
tures from raw input. A similar model on combining neural network and CRF
[16] was proposed for the same purpose recently.

Specifically, we focus on the core problem of acronym search, that is, find-
ing the corresponding expansions given acronym queries. We propose to use
an CRF and neural network hybrid model to solve this problem. The reason
we focus on this problem instead of the two-step problem as previous systems
does is twofold. First, finding expansions for given acronyms is the core task
of the acronym search system. Second, our proposed method can run as an
independent expansion search system, which has been ignored by previous sys-
tems. The experimental results demonstrate that our model and the designed
features achieved the best performance on the real dataset constructed from
wikipedia.org.

2 Condition Random Fields

The Condition Random Fields (CRF) have been very widely used in many se-
quence labeling tasks. They are discriminative models who model conditional
probability P (y|x) directly, rather than joint probability P (y,x) like Hidden
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Markov Model. It is widely recognized that the discriminative models are bet-
ter than generative models for supervised labeling tasks [17]. Compared with the
traditional sequence model HMM, CRF models allow arbitrary, non-independent
features on the observation sequence X , because the probability of a transition
between labels may depend on past and future observations.

For the CRF model in the expansion finding problem, we want to learn a
mapping from a token sequence x = {x1, x2, ..., xT } to a label sequence y =
{y1, y2, ..., yT }. A linear chain CRF defines the conditional probability of y as

P (y|x; θ) =
1

Z(x; θ)
exp

(∑
t

θ�f(yt, yt−1,xt)

)
(1)

where θ is a vector of linear weights, xt is the token at position t of x, and
f(yt, yt−1,xt) computes a set of features given the node at time t.

The term Z(x; θ) is a normalization factor over all the possible states of y′ of
length |x| defined as

Z(x; θ) =
∑
y′,y′′

exp

(∑
t

θ�f(y′, y′′,xt)

)
. (2)

Typically, given a set of training exampleD = {x(n),y(n)}N
n=1, where x(n) ∈ X

and y(n) ∈ Y, the linear weights can be estimated by maximizing the penalized
log-likelihood with respect to the conditional probability

max
θ

{
N∑

n=1

log P (y(n)|x(n); θ)

}
(3)

There are efficient exact inference algorithms for linear chains CRFs such as
Viterbi algorithm [18].

3 Expansion Identification Model Based on Conditional
Random Fields

We consider the problem of expansion finding in text given acronym queries.
In this section we will first analyze the characteristic of this problem. Then we
describe the details of the expansion identification model which is a hybrid model
of CRF and neural network.

3.1 Expansion Identification Task

The goal of expansion identification is to recognize tokens that constitute the
long form of a given acronym. For example, when the system is given an acronym
‘BBC’, it tries to find a sequence of words ‘British Broadcasting Company’ in
the sentence. Such a task is quite related to sequence labeling tasks.
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Query: BBC
Sentence: A new non-commercial entity called the British Broadcasting Corporation established...
True labels: O O O O O O B I I O ...

Fig. 1. An example tagging of a training sentence for the linear-chain CRF. The label
‘B’ stands for ‘Begin of an expansion’, ‘I’ stands for ‘Inside of an expansion’, and ’O’
stands for ‘Others’.

The previous work see the task of expansion identification as a token catego-
rization task that determines the class label yi for each token xi in the sentence.
Even though some work includes features of the surrounding tokens for xi, e.g.
the form of xi+1 and/or xi−1, the classifier determines the class label yi for
each token xi independently. However, as described in Section 1, the expan-
sions often have typical internal structure: a token would be more likely to be
a member of expansion sequence if its antecedent is a member of expansion.
Moreover, we would like to model the structure of a sequence rather than mod-
eling just the label for each token. Thus, the task is more suitably formalized
as a sequence labeling problem: given a acronym query q and a sentence with
tokens x = (x1, ..., xn), determine the optimal sequence of token labels names
y = (y1, ..., yn) of all possible sequences. With the predicted label sequence y,
we can identify that whether there is a expansion for the acronym term q; and
which subsequence of the sentence is the corresponding expansion.

It is common for NLP tasks such as NP chunking to represent a chunk (e.g.,
NP) with two labels, the begin (e.g., B-NP) and inside (e.g., I-NP) of a chunk
[19]. An example of the BIO labeling method is shown in figure 1. Specifically,
we use ‘B’ for ‘Beginning of expansion’, ‘I’ for ‘Inside of expansion’, and ‘O’ for
‘Others’.

3.2 Neural Network and CRF Hybrid Model

Traditional CRF models are restricted by their linearity. In order to model the
sequence of nonlinear data, we introduce a nonlinear transformation layer to
compute hidden representation of input observation vectors. Here the hidden
representation can be seen as powerful features leaned from input data. Consider
a sequence of observations x = {x(n)}N

i=1 and labels y = {y(n)}N
i=1. Let yt ∈ y =

{1, · · · , C}, we use ct = [In=yt ]Nn=1 to encode yt, e.g., if yt = 2 and C = 4, then
ct = [0, 1, 0, 0]T , we define a nonlinear CRF as

P (y|x; θ, α) =
1

Z(x; θ)
exp

{∑
t

θ�f(yt, yt−1, φ(xt; α), t)

}

=
1

Z(x; θ)
exp

{∑
t

〈λ, ct ⊗ ct−1〉+ 〈μ, ct ⊗ φ(xt; α)〉
}

(4)

where ⊗ is Kronecker product, θ = {λ, μ}. In its simplest form, φ(xt; α) is a
Q×M vector by concatenating {φ(xi; α)|xi ∈ (x)t}, where φ(xi; α) is a nonlinear
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y1 y2 yt

x1 x2 xt

y1 y2 yt

x1 x2 xt

Multilayer nonlinear transformation

(a) (b)

Fig. 2. CRF model (a) and NNCRF model (b)

function x → RM with parameter α. Then λ is a C × C parameter vector, and
μ is a C × Q ×M parameter vector. There are many other ways to enrich the
model, for example, by defining highter-order features ct−1 ⊗ ct ⊗ φ(xt; α).

The model (4) is a special nonlinear sequence model which combined the
strength of multi-layer neural network (NN) and CRF. As is shown in Figure
2, a CRF is put upon φ(xi; α) that amounts to a hidden layer. This model
generally optimizes the CRF classifier and hidden-layer features simultaneously.
Our model, In fact, our implementation φ(xi; α) itself is an neural network

φi(xi; α) = �

(
H∑

k=1

ωφ
i,khk(x) + bφ

i

)
,

hk(x) = �

⎛
⎝ D∑

j=1

ωh
k,jxj + bh

k

⎞
⎠ (5)

where i = 1, · · · , M , � is an non-linear (tanh) transfer function, and the param-
eters α include all the weights ω and bias term b. Therefore, the overall NNCRF
hybrid contains two nonlinear hidden layers and one structured-output layer.

The model (4) is different with traditional CRF (1) in its learning process.
It not only learns the linear parameters, i.e., λ and μ, but also optimizes the
features by tuning the transformation parameter α in transformation function
φ. This capacity of learning features is important, especially when the task if
complex.

In the proposed CRF model, there are two kinds of feature functions which
are state functions and transition feature functions. A state function model
the dependency of a vertex and a given label. Assume φt has dimension d, we
have |Y| × d state functions. There are |Y| × |Y| transition functions and each
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Table 1. Orthographical features

Feature Name Regular expression

AllCAPS [A-z]+
INITCAP ˆ [A-Z].*
CAPMIX .*[A-Z][a-z].*—.*[a-z][A-Z].*
HAS DASH .*-.*
PUNCTUATION [,.;?!-+]

corresponds to a hidden state variable pair (y, y′). The transition function is
defined as:

ek(yt−1, yt, φ, t) =
{

1 if yj−1 = y and yj = y′

0 otherwise (6)

3.3 Features

We design three kinds of features for the task of expansion recognition given a
acronym.

First, we use orthographical features describe the structure of the target token
without considering the query. Such features tells whether a token contains both
upper and lower letters, whether it contains digits and whether it contains special
character, etc. We list the orthographical features in table 1.

Second, token-query features are designed to describe the relation between
the target token and the given acronym query. For example, whether the first
character of the token occurs in the given acronym, whether the token contains
an upper letter that occurs in the acronym.

Last but not least, we use context feature to provide more information by
considering the neighbor tokens that are important indicators of target token’s
category. Taking the sentence in figure 1 as an example, we have more confidence
that ‘Broadcasting’ is a part of the expansion of BBC, if we have seen the
previous token ‘British’. We choose three as the context window size, i.e. the
target token, the toke prior to the target token and the token right after token.
We extract the same orthographical features and token-query features for each
token in the context window. Furthermore, we also extract the context toke-
query features which are a composition of token-query features within a context
window.

4 Experiments

4.1 Evaluation Corpus

We collect the corpus for evaluation from Wikipedea.org that is a good source
for expansion finding. Wikipedia is a free online encyclopedia, representing the
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outcome of a continuous collaborative effort of a large number of volunteer con-
tributors. There are a large amount of acronyms and their corresponding def-
initions, a.k.a, expansions, in the web pages of Wikipedia.org. Moreover, one
acronym may have multiple expansions. And it is common that the expansions
often appear without their corresponding acronyms in the same sequence, be-
cause the author may want to emphasis the phrases.

We randomly select 255 acronyms and crawled the relevant pages. After some
necessary processing and manually labeled, the resulted dataset contains totally
255 acronyms, 1,372 distinct expansions, 6,185 expansion sentences, and 108,830
words. Averagely, there are 5.2 distinct expansions for each acronym, 3.11 words
for each expansion, and 17.6 words for each expansion sentence.

4.2 Evaluation Criteria

We evaluate our model from two aspects. One is the performance measurements
per token to see how well we classify each token in the sequence. The other is
the performance measurements per expansion which is a sequence of recognized
tokens.

We employ precision, recall and F1 score to evaluate the performance per token.
However, there are large portion of examples with label ‘O’ which make the data
very unbalanced. So we do not report the average performance measurements over
all categories but the precision PrecPerTokeni, recall PrecPerTokeni and F1
score PrecPerTokeni on each category yi ∈ {B, I, O} instead. The definitions
are:

PrecPerTokeni =
# of correctly labeled tokens of yi

total # of tokens labeled as yi
(7)

ReclPerTokeni =
# of correctly labeled tokens of yi

total # of tokens of yi in corpus
(8)

F1PerTokeni = 2
PrecPerTokeni ·ReclPerTokeni

PrecPerTokeni + ReclPerTokeni
(9)

For the calculation of the performance per expansion, we need to first detect
the sub-sequence with the predicted label sequence that begins with ‘B’ and ends
right before next ‘O’ such as ”B-I-I”. A right label sequence prediction takes place
only when predicted label sequence of an expansion completely equal to the true
label sequence. Thus the precision, recall and F1 on per expansion are defined
as follows:

PrecPerAcronym =
# of correct expansions found
total # of expansions found

, (10)

ReclPerAcronym =
# of correctly expansions found
total # of expansions in corpus

, (11)

F1PerAcronym = 2
PrecPerAcronym · ReclPerAcronym

PrecPerAcronym + ReclPerAcronym
. (12)
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4.3 Results

In the experiments, we conduct 5-fold cross-validation to compare the perfor-
mance of comparison models. We selected the most representative supervised
learning models as our baselines which are linear SVM, kernel SVM (RBF), and
CRF. For the hyperparameters of each model are tuned on a validation set. For
NNCRF model, we use one hidden layer with 15 hidden nodes which performs
best during validation.

The experimental results per token are shown in the figure 3 and results on
per sequence are shown in table 2.

We can see from figure 3 that label ‘O’ is predicted more accurately than
label ‘B’ and ‘I’ by each methods in all evaluation measures, which is resulted
by the unbalance of data. The linear SVM model and CRF model produce similar
performance. The reason may be that the SVM and CRF have orthogonal ability
in classification. The SVM has better generalization by maximizing the margin,
while CRF can take advantage of the sequence structure information of the
data. Compared to the linear models, both the nonlinear models, kernel SVM
and NNCRF, performs better than the linear ones. Moreover, NNCRF which
is a nonlinear sequential model achieves the best performance including kernel
SVM in all evaluation measures.

The table 2 shows the performance per expansion, which is more directly and
precisely reflect the actual effectiveness of each model. From the table 2 we can
conclude that: (1) the linear and nonlinear sequence models, CRF and NNCRF,
outperform the counterpart non-sequence models SVM and kernel SVM respec-
tively, (2) the nonlinear sequence model NNCRF further improves the perfor-
mance of CRF and achieves the best performance on the result of per acronym.
Based on such experiments, we can conclude that the nonlinear and sequence
model NNCRF fits for the acronym expansion recognition task better than the
other state-of-the-art compared models.

Figure 4 shows an example of the prediction of the comparison models. It
is obviously that the NNCRF achieves the correct prediction of the expansion
for the acronym query ‘CCRC’. Although the Kernel SVM achieves one more
correct tag than the CRF, it violates the implicit rule that the tag ‘I’ should

Precision
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(a)

Recall

Label

R
ec
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l

(b)

F1

Label

F1

(c)

Fig. 3. The results on per label. (a)Precision. (b)Recall. (c)F1 value.
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Table 2. Experimental results per acronym

Methods Precision Recall F1

Linear SVM 0.6742 0.7523 0.7106
Kernel SVM 0.6971 0.7311 0.7121

CRF 0.7486 0.7114 0.7284
NNCRF 0.7902 0.8123 0.8012

Query: CCRC
Sentence: City of Cambridge Rowing Club, a rowing club in Cambridge, England.
True labels:   B    I I       I        I    O    O   O  O O O
NNCRF:   B    I I       I        I    O    O   O  O O O
CRF:   O   O       B       I        I    O    O   O  O O O
Kernel SVM:   O    I       B       I        I    O    O   O  O O O

Fig. 4. An example of expansion recognition results of each compared model

never appear right after tag ‘O’. However, the CRF model obeys such rule, which
reflect the characteristic of the sequence model.

5 Conclusion

In this paper we propose an expansion finding model for given acronyms. After
analyzing the characteristic of the expansion finding problem, we formulate this
task as a sequence labeling task. We proposed to use a nonlinear sequence model
that combines CRF and the Neural Network. Furthermore, effective features for
expansion finding are described in this paper. The experimental results on real
data collected from wikipedia.com show that our approach outperform the state-
of-the-art algorithms a large margin.
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Abstract. Radio Frequency Identification (RFID) technologies are used in 
many applications for data collection. However, raw RFID readings are usually 
of low quality due to frequent occurrences of false negative, false positive and 
duplicate readings. A number of RFID data cleaning techniques are proposed to 
solve the problem. In this paper we explore to use communication information 
for RFID data cleaning and make RFID readers produce less dirty data at the 
early stage. First, we devise a reader communication protocol for efficiently 
utilizing the communication information among readers. Then, the cell event 
sequence tree with parameters is proposed. Finally, we present three novel 
RFID data cleaning methods, respectively for duplicate readings, false positive 
readings and data interpolating. To the best of our knowledge, this is the first 
work utilizing the communication information among readers in RFID data 
cleaning. We conduct extensive experiments, and the experimental results 
demonstrate the feasibility and effectiveness of our methods. 

Keywords: RFID, data cleaning, communication information, cell event 
sequence tree. 

1   Introduction 

Radio Frequency Identification (RFID) is a promising technology for tracing products 
and human flows. One of the primary factors limiting the widespread adoption of 
RFID technology is the unreliability of the data streams produced by RFID readers 
[1]. A number of RFID data cleaning techniques are proposed to solve the problem 
[1-13]. However, existing works on RFID data cleaning neglect the communication 
capability among readers, which is very useful in devising an efficient method for 
RFID data cleaning. In [14], the authors propose a distributed architecture for scalable 
private RFID tag identification on the basis of the assumption that all readers have 
communication capabilities and can exchange information with other readers using a 
secure channel. Further, many companies have the tentative plan integrating RFID 
reader into mobile phone, that will make communication among readers more 
convenience. Motivated by such a potential practicability, in this paper, we make the 
same assumption like [14], i.e., all the readers have communication capabilities and 
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can exchange information with other readers. On the basis of this, we explore RFID 
data cleaning techniques. Specifically, our main contributions can be summarized as 
follows: 

1) We explore to use communication information for RFID data cleaning. To the 
best of our knowledge, this is the first effort to consider it in RFID data 
cleaning. 

2) We propose a cell event sequence tree with parameters by means of the reader 
communication protocol. 

3) We present three novel RFID data cleaning methods, respectively for duplicate 
readings, false positive readings and data interpolating. 

4) We evaluate the performance of the proposed methods through a set of 
simulation experiments. 

The rest of the paper is organized as follows. Section 2 reviews the related work on 
RFID data cleaning. Section 3 describes the reader communication protocol. The cell 
event sequences tree and probabilistic cell events are proposed in Section 4. Three 
novel RFID data cleaning methods are presented in Section 5. Extensive experiments 
and evaluations are reported in section 6. We conclude this paper in section 7. 

2   Related Work 

A number of RFID data cleaning techniques have been proposed to clean the input 
data from readers [1-13]. The data cleaning process for such data is not easily handled 
by standard data warehouse-oriented techniques, which do not take into account the 
strong temporal and spatial components of receptor data. Based on the observation, 
Jeffery et al. [2] present Extensible receptor Stream Processing (ESP), an extensible 
framework for cleaning the sensor/RFID data streams. ESP is a declarative query 
processing tool with a pipelined design that is easy to setup and configure for each 
receptor deployment. In the literature [1], the authors propose SMURF, the first 
declarative, adaptive smoothing filter for RFID data cleaning. SMURF focuses on a 
sliding-window aggregate that interpolates for lost readings. SMURF models the 
unreliability of RFID readings by viewing RFID streams as a statistical sample of tags 
in the physical world. Considering different anomaly definitions between 
applications, Rao et al. [3] introduce a deferred approach for detecting and correcting 
RFID data anomalies, which leverages standardized SQL/OLAP functionality to 
implement rules specified in a declarative sequence-based language. However, the 
methods above do not solve the problem of noise and duplicate readings. To 
compensate these methods, Bai et al [4] propose several Denoising methods and 
Duplicate Elimination methods. For correcting erroneous RFID raw data, 
Khoussainova et al. [5] present StreamClean, a system for correcting input data errors 
automatically using global integrity constraints. However, it is unable to capture all 
application related prior knowledge and dependency compared with sampling 
methods [6]. Nevertheless, the work in [6] fails to consider the duplicate readings 
caused by the overlapped detection regions of RFID readers. Based on the analysis 
mentioned above, Chen et al. [7] propose a Bayesian inference based approach for 
cleaning RFID raw data, which takes full advantage of data redundancy. To capture 
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the likelihood, they design a state detection model, but the correlations among the 
monitored objects are ignored. Gu et al. [8] propose a data imputation model for 
RFID by efficiently maintaining and analyzing the correlations of the monitored 
objects. It is different from our paper which focuses on how to make RFID readers 
produce less dirty data at the early stage by means of the communication information 
among readers. 

3   Preliminary 

In this section, we first describe the application scenario and then formulate the 
concepts used in this paper. Finally, we devise a reader communication protocol for 
efficiently utilizing the communication information among readers. 

 

Fig. 1. Illustration of an exhibition hall 

3.1   Application Scenario 

We choose the exhibition hall as the application scenario. The exhibition hall is 
illustrated in the Fig. 1(a). The left and right rectangles represent System Access Point 
(SAP) and System Exit Point (SEP), respectively. The squares indicate the exhibition 
tables, and the small circles denote RFID readers, notated by Ri. We use Rin and Rout to 
respectively denote the RFID readers located at SAP and SEP. Furthermore, the Fig. 
1(b) shows the cells and topology network for connecting RFID readers. The large 
circles with dotted line denote the cells, notated by Ci, and the lines between cells 
denote the wire or wireless link. Similarly, we use Cin and Cout to respectively denote 
the cells covered by Rin and Rout. 

3.2   Notations and Definitions 

In this subsection, we introduce the following concepts. 
 
Definition 1. Cell: A cell is defined as the geographical region covered by a reader. 
The size of a cell depends on the operating frequency of its reader. 
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Definition 2. Cell Event: We say a cell event happens when a tag enters one cell. 

We use E(ID) = Ci to represent the cell event that the tag ID is entering the cell Ci. 

Definition 3. Cell Event Sequence: A cell event sequence is defined as the sequence 
of cell events which were happened by a tag in a time interval. 

We use ES(ID) = Ci1Ci2…Cik to denote the cell event sequence where the tag with 
identifier ID orderly enters Ci1, Ci2, …, and Cik. 

Definition 4. Full Cell Event Sequence: A full cell event sequence denotes the 
complete sequence of cell events that a tag experiences from Cin to Cout. 

For example, a tag first enters Cin, and then passes through C2 and C4 to Cout. We say 
CinC2C4Cout is a full cell event sequence of the tag. 

Definition 5. Independent Sub-Cell Event Sequence: Suppose ESi = Ci1Ci2…Cik, 
ESj = Cj1Cj2…Cjm, and both ESi and ESj are sub-sequence of a full cell event 
sequence. If Ci1=Cin, Cjm= Cout, and Ciq ≠ Cjp holds for any Ciq∈{Ci1, Ci2,…, Cik}, 
Cjp∈{Cj1, Cj2, …, Cjm}, then we say ESi and ESj is a pair of independent sub-cell 
event sequence.  

For example, CinC2 and C4Cout is a pair of independent sub-cell event sequence. 

3.3   Communication Protocol 

In this subsection, we describe the communication protocol illustrated in table 1. 

Table 1. Communication Protocol for RFID Readers 

Communication Protocol for RFID Readers 
1. When a RFID tag enters from SAP, Rin is responsible for registering its ID; 
2. Rin broadcasts the tag ID and its cell event E(ID) = Cin to its adjacent readers Ri to 

inform them that the RFID tag maybe goes to their cells.  
3. When a reader Ri detects the RFID tag entering its cell, Ri expands the cell event E(ID) 

into the cell event sequence ES(ID) = CinCi and broadcasts the message <ES(ID), tag ID> to 
its adjacent readers. 

4. When Rout detects a RFID tag entering its cell and exiting from SEP, Rout broadcasts 
the message “the tag ID exits” to its adjacent readers. Once the adjacent readers receive 
message from Rout, they forward the message to their adjacent readers. 

 
Specifically, we give an example to illustrate the protocol. For example, in  

Fig. 1(b), a person with a RFID tag enters into the exhibition hall. Firstly, Rin registers 
the tag ID, and then sends the cell event E(ID) = Cin to its adjacent readers R1 and R2. 
When R1 detects tag ID, it expands the cell event E(ID) into the cell event sequence 
ES(ID)= CinC1 and broadcasts the message <ES(ID), tag ID> to its adjacent readers 
Rin, R2, R3 and R4. Next, R3 detects the tag ID and it expands the cell event sequence 
ES(ID) into ES(ID)= CinC1C3 and sends the message <ES(ID), tag ID> to its adjacent 
readers R1, R2, R4 and Rout. Finally, Rout detects the tag ID exiting and it will send 
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message “ID in cell Cout and exiting the hall” to its adjacent reader R3 and R4, then R3 
and R4 send the same message to their adjacent readers R1 and R2, and finally to Rin. 

4   Cell Event Sequence Tree and Probabilistic Cell Events 

In this section, we firstly define the cell event sequences tree. Then, we formulate the 
probabilistic cell events. 

4.1   Cell Event Sequence Tree 

Definition 6. Cell Event Sequence Tree: In a time interval, the collection of cell 
event sequences of all RFID tags can be constructed as a tree which is defined as a 
cell event sequence tree. It is illustrated in Fig. 2. 
 

   

Fig. 2. Illustration of the cell event sequence 
tree 

Fig. 3. Cell event sequences tree with 
parameters 

Definition 7. Occurrence Rate of Cell Event Sequence: In time window Wi, the 
occurrence rate of cell event sequence is defined as the ratio between the occurrence 
number of a designated cell event sequence ES(ID) and that of all the cell event 
sequences, which is represented by equation (1): 

PO(ES, Wi) = count(ES(ID), Wi) / count(ES(all), Wi). (1)

Where count(ES(ID), Wi) denotes the occurrence number of cell event sequence 
ES(ID) in Wi and count(ES(all), Wi) denotes the total occurrence number of all the cell 
event sequences in Wi. 

Definition 8. Miss Rate in a Cell: In a time window Wi and a given cell Cj, miss rate 
is the ratio between the number of happened cell events but not be detected and that 
of happened cell events at the cell, notated by PMC(Cj, Wi). 

Definition 9. Stop Rate in a Cell: In a time window Wi and a given cell Cj, stop rate 
is the ratio between the number of tags stopping at the cell and that of tags passing the 
cell, notated by PSC(Cj, Wi). 
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Definition 10. Cell Event Sequence Tree with Parameters: The cell event sequence 
tree with parameters is a cell event sequence tree storing the corresponding stop rate 
PSC and miss rate PMC at each cell event of the tree. 

Fig. 3 shows a cell event sequence tree with parameters where the node denotes cell 
event and the real numbers on the left and right side of each node Ci represent the stop 
rate PSC and the miss rate PMC at cell Ci, respectively. The values on each edge 
between node Ci and Cj denotes the probability of going through Ci to Cj. 

4.2   Probabilistic Cell Events 

Suppose that ESi and ESj are a pair of independent sub-cell event sequence where ESi 
= Ci1Ci2…Cik and ESj = Cj1Cj2…Cjm. According to the definition of independent sub-
cell event sequence, we can interpolate a cell event sequence ESk to make ESiESkESj a 
full cell event sequence. Usually, ESk satisfied the above condition is not unique. 
Thus, we may define the top-k probabilistic cell event sequences. 

Definition 11. Top-k Probabilistic Cell Event Sequences: Suppose ESi = Ci1 

Ci2…Cik and ESj = Cj1Cj2…Cjm are a pair of independent sub-cell event sequence. We 
define the k cell event sequences ES1, ES2, …, ESk with the maximum occurrence of 
cell event sequence as Top-k probabilistic cell event sequences, where ESq (1 ≤ q ≤ k) 
satisfies the condition that ESiESqESj is a full cell event sequence. We use CETop-k(ESi, 
ESj) to denote the Top-k Probabilistic Cell Event Sequences of ESi and ESj. 

Definition 12. Maximal Probabilistic Cell Event Sequence: We define the cell 
event sequence with the maximum occurrence of cell event sequence among Top-k 
probabilistic cell event sequences as the maximal probabilistic cell event sequence, 
notated by CEmax(ESi, ESj). 

5   RFID Data Cleaning Strategy 

This section presents three new RFID data cleaning methods, which are duplicate data 
reducing, missing data interpolating, and positive data reducing method, respectively. 

5.1   Duplicate Data Reducing Method 

To reduce duplicate readings, we transform the form of row RFID readings into 
(tagID, Ci, Tstart, Tend) where tagID denotes the identifier of a tag, Ci denotes the cell 
which the tag enters into, and Tstart and Tend respectively denote the time at which the 
tag enters and exits Ci. 

In [15] Chaves et al. have an observation that the number of readings of a reader 
roughly follows a normal distribution N(μ, σ2). Based on the observation, we employ 
normal distribution to calculate the time range. In RFID applications, mean value μ is 
the middle time while a tag is staying in one cell, and variance σ2 is the deviation of 
time for readings. The calculation of mean value μ is given by equation (2): 

n

ii=1
T nμ =∑ . (2)
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Where Ti is the timestamp of each reading for one tag sighted by same reader, and n is 
the number of timestamps. The calculation of variance σ2 is given by equation (3): 

n2 2
ii=1

( )T T nσ = −∑ . (3)

Where T  is the average time of the readings for one tag. Additionally, the range of 
independent variable t is [μ-3σ, μ+3σ]. 

Duplicate data reducing method is illustrated in Algorithm 1. Specifically, it first 
utilizes the normal distribution to extend the timestamp range. Then, it records the 
related information of tagID, Ci, Tstart and Tend. Finally, it transmits the results to users. 

To understand the algorithm easily, we give an example. For example, in figure 
1(b), a person with a tag ID enters cell Ci at time t1, and exits the cell at time t2 (t2 > 
t1). However, reader Ri firstly detects it at t1 + a, and lastly at t2 – b. With the sliding 
of time window, it firstly records Tstart = t1 + a, and later Tend = t2 – b. Then, it extends 
the time range with normal distribution N(μ, σ2). Finally, it gives the results Tstart = t1 + 
a – α, and Tend = t2 – b + β, which is more approximate to the reality. Note that α and β 
are real numbers correcting the timestamps. 
 

Algorithm 1. Duplicate Data Reducing (D-DR) 
Input: raw RFID data streams Draw, initial size of sliding window W0 
Output: duplicate reducing data streams Dredu 

1: W1 ← W0, Tstart ← null, Tend ← null; 
 2: while (get next epoch) do    //sliding window moves ahead a epoch 
3:    processWindow(Wi);    //adaptive processing of the size of sliding window 
4:    for (all tagID in Draw) do 
5:       if (first timestamp of tagID in cell Ci is not record) then 
6:          Tstart ← timestamp of first reading; 
7:       if (there are readings of tagID in cell Ci) then 
8:          Tend ← timestamp of last reading; 
9:          μ ← equation (2), σ2 ← equation (3); 

10:          normalDistribution N(μ, σ2); 
11:          Tstart ← timestamp of first readings, Tend ← timestamp of last readings; 
12:    return Dredu ← R(tagID, Ci, Tstart, Tend); 

5.2   Missing Data Interpolating Method 

First, we give the self-learning algorithm of occurrence rate of cell event sequences 
(see Algorithm 2 for details). Then, we give an example. We assume that there are 20 
cell event sequences in time window Wi, and the occurrence time of cell event 
sequence CinC2C3 is 6. Thus, the occurrence rate of CinC2C3 is 0.3. 

Based on the cell event sequence tree with parameters, we describe a data 
interpolating method, named top-k probabilistic data interpolating algorithm (see 
Algorithm 3 for details). To better understand it, we give an example. In time window 
Wi, there is a pair of independent sub-cell event sequence, ES1 = CinC2 and ES2 = Cout. 
To join them into one full cell event sequence, ES3 = C3 and ES4 = C4, which are top-2 
candidates, are found by means of the cell event sequences tree with parameters, so 
ES1ES3ES2 and ES1ES4ES2 are returned as the results. 
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Algorithm 2. Self-Learning of Occurrence Rate of Cell Event Sequences (SORCES) 
Input: communication information streams IS, initial size of sliding window W0 

Output: occurrence rate of cell event sequences PO 
1: W1 ← W0;  

 2: while (get next epoch) do    //sliding window moves ahead a epoch 
3:    processWindow(Wi);    //adaptive processing of the size of sliding window 
4:    for (all tagID in IS) do 
5:        PO(ES, Wi);       // Equation (1) 
6:       if ( PO(ES, Wi) != PO(ES, Wi-1)) then 
7:          PO ← PO(ES, Wi); 
8:    return PO; 
 
Further, we propose a maximal probabilistic data interpolating algorithm (see 

Algorithm 4 for details) based on maximal probabilistic cell event sequence. To easily 
understand algorithm 4, we give an example. In Wi, there is a pair of independent sub-
cell event sequence, ES1 = CinC2, ES2 = Cout. To join them into one full cell event 
sequence, ES3 = C3, which is the maximal probabilistic candidate, are found by means 
of cell event sequences tree with parameters, so ES1ES3ES2 is returned as the result. 

 
Algorithm 3. Top-k Probabilistic Data Interpolating (Top-kPDI) 
Input: raw RFID data streams Draw, occurrence rate of cell event sequences PO,  

initial size of sliding window W0 

Output: interpolating data streams Dinter 
1: W1 ←W0;  
2: while (get next epoch) do    //sliding window moves ahead a epoch 
3:    processWindow(Wi);    //adaptive processing of the size of sliding window 
4:    for (all tagID in Draw) do 
5:       if (missDetect() = true) then  // detect whether there are missed readings 
6:          interpolate ES(ID) which is in the CETop-k(ESi, ESj); // Notation in definition 11 
7:    return Dinter; 

 
 

Algorithm 4. Maximal Probabilistic Data Interpolating (M-PDI) 
Input: raw RFID data streams Draw, occurrence rate of cell event sequences PO,  

initial size of sliding window W0 

Output: interpolating data streams Dinter 
1: W1 ←W0;  
2: while (get next epoch) do    //sliding window moves ahead a epoch 
3:    processWindow(Wi);    //adaptive processing of the size of sliding window 
4:    for (all tagID in Draw) do 
5:       if (missDetect() = true) then  // detect whether there are missed readings 
6:          interpolate ES(ID) which is in the CEmax(ESi, ESj); // Notation in definition 12 
7:    return Dinter; 

5.3   Positive Data Reducing Method 

In a given time window Wi, if a tag ID is detected in two or more cells, false positive 
readings occurs. Further, in the communication information streams, there are two or 
more readers which detect tag ID. However, staying times in the two cells are not same, 
so we utilize the staying time of tag ID in cells to confirm which cell is real one. 
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Algorithm 5. Positive Data Reducing (P-DR) 
Input: raw RFID data streams Draw, records R(tagID, Ci, Tstart, Tend), initial window size 

W0 

Output: positive reducing data streams Dredu 
1: W1 ←W0;  
2: while (get next epoch) do    //sliding window moves ahead a epoch 
3:    processWindow(Wi);    //adaptive processing of the size of sliding window 
4:    for (all tagID in Draw) do  
5:       if (positiveDetect() = true) then  // detect the false positive readings 
6:          if (Tend_Ci - Tstart_Ci > Tend_Cj - Tstart_Cj) then 
7:             delete the data of tagID from cell Cj; 
8:   return Dredu; 

 
We propose a novel positive data reducing method in Algorithm 5. To easily 

understand it, we give an example. In figure 1(b), when a person with a tag ID stops 
in cell Ci. However, it is detected by two readers Ri and Rj. Which one is right? 
Suppose the staying time Tstay_Ci = 2s, and Tstay_Cj = 0.5s, obviously the longer one has 
bigger probability to be the true one. Thus, we delete readings generated by reader Rj. 

6   Experimental Evaluation 

In this section, we give experimental evaluations for the proposed methods. Since the 
communication cost has been described in [14], we only give evaluation results on 
processing time and accuracy in this paper. The experiments are conducted on the PC 
with Pentium (R) dual CPU 1.86 GHz and 2GB memory, and the programs are 
implemented with C++. 

6.1   Experimental Setup 

We adopt simulated data to conduct the experiments. To ensure the experimental 
results approximate to the reality, we utilize the Netlogo system, which is a well-
known simulator, to generate the simulated data. We simulate an exhibition hall, 
which has 20 exhibition tables and 1 to 4 RFID readers for each exhibition table. 
Further, three simulated data are generated in the following scenarios. 

Dataset 1: There is only 1 exhibition table due to it is the initial stage, and there is 1 
reader fixed at the table. Further, 300 tags go through the cell at the same time. 

Dataset 2: There are 10 exhibition tables, in which there only 1 reader at each table, 
but the noise is different, due to different physical surroundings. 

Dataset 3: All the 20 exhibition tables are opened for sightseers, and 2 to 4 readers 
are fixed in each table. Therefore, there are readers sighting the overlapping regions. 

6.2   Evaluation Criteria 

In this section, we will give the evaluation criteria for data cleaning algorithms, which 
are accuracy rate and duplicate reducing rate. 
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Definition 13. Accuracy Rate: For two given data sets, the reality set Dr and the 
cleaned set Dc, the accuracy rate is represented by equation (4): 

PA = |Dr ∩ Dc| / |Dr|  (4)

Definition 14. Duplicate Readings Reducing Rate: For two given data sets, the raw 
data Draw and the duplicate reducing data Dredu, the duplicate readings reducing rate is 
represented by equation (5): 

Predu = (|Draw| - |Dredu|) / |Draw|  (5)

6.3   Evaluations of Duplicate Data Reducing Algorithm (D-DR) 

In this test, using Datasets 1, we will compare data amount and data reducing rate of 
our method D-DR with existing method Merging [4].  

As shown in the Fig. 4(a), we can find that the data amount grows linearly with the 
increasing of staying time. The slope of raw data amount rises sharply and the slope 
of data amount goes up gently when the algorithms of Merging and D-DR are used. 
The slopes of the two methods are nearly same before 5s (note that max_distance of 
Merging is 5s in the test). However, after 5s, the slope of D-DR algorithm still raises, 
and the slope of Merging algorithm drops sharply. Because Merging algorithm 
utilizes max_distance as the criteria, which is difficult to be determined. Furthermore, 
in the Fig. 4(b), we can observe the duplicate data reducing rate of D-DR is bigger 
than Merging algorithm after 5s. Therefore, D-DR algorithm will substantially cut 
down the system overhead than Merging algorithm. 

  

(a) Data amount comparison 
 

(b) Data reducing rate comparison 
 

Fig. 4. Comparison of data amount and data reducing rate 

6.4   Evaluations of Missing Data Interpolating Algorithm (Top-kPDI, M-PDI) 

In this experiment, using Datasets 2, we will compare the accuracy and latency of our 
methods with existing algorithms, which include SMURF [1] and ESP [2]. 
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Fig. 5(a) shows the accuracy of the data processed by these algorithms. When the 
miss ratio is less than 0.3, the accuracy of these algorithms is nearly same. However, 
with the increasing of miss ratio, the performance of Top-kPDI and M-PDI behaves 
better than the other two, because our methods are based on probabilities that learning 
from the communication information. In addition, Top-kPDI performs better than M-
PDI as the latter only searches the maximal result rather than the top-k results. 

In the Fig. 5(b), we compare our algorithms with SMURF and EPS on the latency 
aspect. SMURF is best in respect to latency among four methods, and ESP shows the 
worst real-time performance, because ESP is a pipeline which has five stages that will 
consume more time. The reason that M-PDI is not as well as SMURF lies in that M-
PDI not only processes the size of sliding time windows but also calculates the 
probabilistic of interpolated candidates. Similarly, Top-kPDI consumes more time 
than SMURF, since it considers many cases for better accurate. 

  

(a) Accuracy comparison 
 

(b) Latency comparison 
 

Fig. 5. Comparison of accuracy and latency 

  

(a) Data amount comparison (b) Latency comparison 

Fig. 6. Comparison of data amount and latency 
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6.5   Evaluations of Positive Data Reducing Algorithm (P-DR) 

In this experiment, using Datasets 3, we will compare the proposed P-DR with 
existing algorithm Denoising [4] on data amount and latency. 

The Fig. 6(a) illustrates the raw data amount, which is generated from an activity 
that 300 tags go through a cell that installs 2, 3, 4 readers respectively. 

It can be seen from Fig. 6(a) that the data amount grows proportionally with the 
increasing of RFID reader number, and it also rises linearly with the increasing of 
staying time in cells. We can also learn that the data amount goes down dramatically 
when processed by P-DR and Denoising. Furthermore, P-DR and Denoising nearly 
show the same good behaviors, because they both utilize the strategies to eliminate 
duplicate data, although their strategies are not same. In Figure 6(b), we compare the 
latency of P-DR and Denoising on the processing time. The two algorithms also show 
nearly the same latency. 

7   Conclusion 

In this paper, we address the problem of dirty readings over RFID data streams. On 
basis of the assumption that RFID readers can communicate with each other using 
wireless or wired networks in time, we devise a reader communication protocol. Then 
we present a cell event sequence tree with parameters. Based on them, we propose an 
active RFID data cleaning strategy, which includes duplicate data reducing method, 
missing data interpolating method and positive data reducing method. We conduct 
extensive experiments, and the experimental results demonstrate the feasibility and 
effectiveness of our methods. Our work is the first study to address the 
communication information among readers for RFID data cleaning. Thus, our work is 
complementary to the existing research on RFID data cleaning. 
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Abstract. Nowadays user-generated content (UGC) such as Wikipedia,
is emerging on the web at an explosive rate, but its data quality varies
dramatically. How to effectively rate the article’s quality is the focus of
research and industry communities. Considering that each quality class
demonstrates its specific characteristics on different quality dimensions,
we propose to learn the web quality corpus by taking different quality
dimensions into consideration. Each article is regarded as an aggregation
of sections and each section’s quality is modelled using Dynamic Bayesian
Network(DBN) with reference to accuracy, completeness and consistency.
Each quality class is represented by three dimension corpora, namely
accuracy corpus, completeness corpus and consistency corpus. Finally
we propose two schemes to compute quality ranking. Experiments show
our approach performs well.

1 Introduction

Over the past decade, web 2.0 has radically changed the way of generating in-
formation. For example, in Wikipedia every internet user actively generates,
modifies and publishes data according to his/her own understanding and knowl-
edge. The online collaborative work naturally raises a question: how to control
the quality of the content which is constantly being contributed by various users.
It differs from traditional publication in that the contributors are usually not
professional and the quality can not be guaranteed. Therefore, assessing and
promoting the data quality with minimal human interpretation is an imminent
concern. Here data quality means how good the data is in terms of quality di-
mensions such as accuracy, completeness, consistency, etc.

We ground our work on Wikipedia as it is a typical example of collaborative
content repository and growing in popularity [1]. The quality of Wikipedia ar-
ticles demonstrates great uncertainty. The fundamental policy of quality rating
falls on human judgement. However, this kind of approach has two drawbacks.
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First, given the huge size of collaborative content, the manual assessment will
eventually cease to be feasible. Second, human judgement is subject to bias.
To overcome the drawbacks, a possible solution is to design automatic or semi-
automatic quality assessment policies [2,3,4,5,6]. But until now seldom work is
given on how to quantify web article quality in terms of quality dimensions such
as accuracy, completeness and consistency.

Actually Wikipedia quality classes including Featured Article(FA), Good Ar-
ticle(GA), B-Class(B), C-Class(C), Start-Class(ST) and Stub-Class(SU)1 can
not distinguish clearly from each other as they have some overlapped features.
Therefore, to precisely predict each article’s quality class, we argue that articles’
quality class should be identified in their own quality subspace, namely the space
constituted by the quality dimensions on which quality classes differ from each
other sharply.

Based on above observations, we propose to learn Wikipedia quality corpus for
each class by aggregating component sections’ dimension values, which is further
used to given an article’s quality ranking. Our approach works as follows.

1. First, each article is divided into sections and each section is a relatively
complete semantic unit. Each section’s quality evolution is modelled by Dy-
namic Bayesian Network(DBN) in terms of commonly accepted dimensions,
namely accuracy, completeness and consistency. Thus, we can get the dimen-
sion value of the last version for each section.

2. Second, by aggregating the final dimension values of its component sections,
an article’s quality is represented as a distribution over all dimensions. Thus,
quality corpus for each class is determined over all quality dimensions.

3. Finally, an article’s quality ranking is determined by comparing itself with
each quality corpus. To perform the ranking, we first propose a Global Rank-
ing(GR), which regard each dimension uniformly among all quality classes.
Furthermore, a Local Adaptive Ranking(LAR) is proposed, which can dis-
tinguish quality classes in their local quality subspace more effectively.

Until now a lot of work has been done on how to assess Wikipedia article’s qual-
ity. Literature [1,5,6,7] give quantitative methods to evaluate Wikipedia article’s
quality but they do not use editing history to assess quality. The work closely rel-
evant to ours is using edit history to assess the trustworthiness of articles [8,9].
But they do not touch on how to assess quality in multi-dimensional quality
space.

2 Problem Setting and Preliminary

Given an article P with an editing history < P0, P1, P2..., Pi..., Pn > where

1. n refers to the total number of revisions during the whole life and version Pi

results from a revision Ri applied to previous version Pi−1 .
2. Pi �= Pi+1 for each i ∈ [0, n− 1].

1 http://en.wikipedia.org/wiki/Wikipedia:Version_1.0_Editorial_Team/

Assessment

http://en.wikipedia.org/wiki/Wikipedia:Version_1.0_Editorial_Team/Assessment
http://en.wikipedia.org/wiki/Wikipedia:Version_1.0_Editorial_Team/Assessment
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The revision Ri includes three types of operations, namely insert (I), delete
(D), update (U). Operations of delete, insert, and update are related to two
aspects, namely content and formatting of articles. The content includes text,
images, and links. The formatting includes HTML tags or CSS, and Wikipedia
templates.

Our goal is to give P a quality rank , denoted as Rank(P )= < l1, l2, ..., lm >,
based on its editing history. Here li (1 ≤ i ≤ m) is a quality class.

Fig. 1. Evolution Modelled by DBN Fig. 2. Accuracy Evolution from Vi to Vi+1

We analyse the quality in terms of widely accepted dimensions including ac-
curacy, completeness and consistency [10,11] and they mean as follows.

Definition 1 (Accuracy). Accuracy (denoted as A) is the extent to which data
are correct, reliable and free of error.

Definition 2 (Completeness). Completeness (denoted as C) is the extent to
which information is not missing and is of sufficient breadth and depth.

Definition 3 (Consistency). Consistency (denoted as CON) is the extent to
which information is presented in the same format and compatible with previous
data.

3 Modelling Dimension Evolution of Sections

The quality of an article P is determined by its component section V ∈ P .
Actually the section’s dimension value of one version not only depends on its
previous version but also on current contributor’s work and it also exhibits great
uncertainty during this process. Thus, we employ Dynamic Bayesian Network
(DBN) to describe quality dimension’s evolution over versions. DBN is defined by
a pair (Bs, Bt), where Bs is the graph structure of network and Bt corresponds
to the set of transition functions. As illustrated by figure 1, version Vi results
from operations of current contributor AUi on its previous version Vi−1 and thus
quality dimension Ai (Ci, CONi) is determined by Ai−1 (Ci−1, CONi−1) and
AUi’s dimension factor.
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To describe conditional transition probability and contributor’s dimension
factor, a common approach is to assume normality and model them with Gaus-
sian distributions. In this paper, we chose beta distributions because dimension
values range from 0 to 1, where beta distributions are also defined.

beta(x|α, β) =

{
Γ (α+β)

Γ (α)Γ (β)x
α−1(1− x)β−1 for 0 < x < 1, α,β > 0

0 elsewhere
(1)

where Γ (k) is a Gamma function. The mean and the variance of beta distribution
are given by

u =
α

α + β
and σ2 =

αβ

(α + β)2(α + β + 1)
. (2)

Beta distribution takes on many different shapes depending on α and β. We
make a assumption that the variance should neither be too small nor too large
when u is close to 0.5. On the other hand, if u is close to 0 or 1, variance does
not make much difference in the choice of α and β as it is bounded by u(1− u).
Given this α is learned by sampling and β is set as

β =
α− αu

u
. (3)

3.1 Contributor’s Quality Dimension Factors

Contributors are divided into four groups, namely administrator (adm), reg-
istered contributor (reg), anonymous contributor (ano) and blocked contribu-
tor(blo). Different types of contributors have their specific dimension factors
with reference to accuracy, completeness and consistency. We learn the contrib-
utors’ dimension factors by heuristic methods.

Intuitively if the content generated by one contributor has not been updated
or the percentage of updated content is smaller than a predefined threshold
in subsequent operations, it means the contributor’s accuracy factor is high.
The contributor’s completeness and consistency factors are also heuristically
determined and we do not address them in detail due to space.

3.2 Modelling Accuracy Evolution

Figure 2 illustrates the accuracy transition from Vi to Vi+1, where Ai and Ai+1

represent the accuracy of version Vi and Vi+1, Ac
i+1 represents the accuracy

factor of contributor, Ii, Di and Ui denotes the set of insert, delete and update
operations on version Vi. The arrows in the figure 2 state that the accuracy of
version Vi+1 depends not only on that of previous version Vi, but also on the
operations of Di, Ii, Ui affected by contributor’s accuracy factor Ac

i+1.
We seek to determine the probability density function of An, denoted as

f(An), which is fully determined by f(A0|Ac
0) and f(Ai+1|Ai, A

c
i+1, Ii, Di, Ui).

The dependency between A0 and Ac
0 is non-deterministic due to casual factors
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such as editing context and personal knowledge. We assume it takes beta distri-
bution

f(A0|Ac
0 = a0) = beta(x|αacc

0 , βacc
0 ). (4)

We take a0 as u0, thus αacc
0 and βacc

0 are determined by equation 3.
We now consider how to determine Ai+1 given its previous version’s accuracy

Ai and contributor’s accuracy factor Ac
i+1. We also assume that it is a beta

distribution

f(Ai+1|Ai, A
c
i+1, Ii, Di, Ui) = beta(x|αacc

i+1, β
acc
i+1) (5)

Based on equation 3, αacc
i+1 and βacc

i+1 are dependent on uacc
i+1. The following details

how to estimate parameter uacc
i+1.

Whenever a contributor edits some part of the section, he usually reviews
the adjacent part [1]. Thus Vi is divided into revision portion and non-revision
portion. The former captures the quality dimension in terms of contributor’s
authorship while the latter takes the reviewship into consideration.

Accuracy of Revision Portion. The accuracy of revision portion Ri is directly
determined by Ii, Di and Ui. The following gives how to quantify the incremental
accuracy for insert, delete and update operations respectively.

– Insert. The incremental accuracy due to Ii is |Ii|Ac
i+1, where |Ii| denotes

the size of inserted content by AUi+1.
– Delete. The incremental accuracy due to Di is −|Di+1|Ai, where |Di| de-

notes the size of deleted content.
– Update. This case is regarded as a deletion followed by an insertion. Thus

the incremental accuracy is |Ui|(Ac
i+1−Ai), where |Ui| is the size of updated

content.

Thus the incremental accuracy due to Ri is

Racc
i = |Ii|Ac

i+1 − |Di|Ai + |Ui|(Ac
i+1 −Ai) (6)

Accuracy of non-Revision Portion. When a contributor is editing some
portion of a section, the adjacent portion undergoes review. Intuitively, the more
close a word sl ∈ Vi−Ri is to Ri, the more accurate it is. Its reviewship accuracy
is denoted as sl.review.

Based on above analysis, the mean accuracy uacc
i+1 is an average of revision

portion’s accuracy and non-revision portion’s accuracy, namely

Racc
i +

∑
sl∈(Vi−Ri)

|sl.review|
|Vi+1| . (7)

3.3 Modelling Completeness Evolution

To determine the completeness distribution of last version, denoted as g(Cn),
we need to determine g(C0|Cc

0) and g(Ci+1|Ci, C
c
i+1, Ii, Di, Ui), where Ci, Cc

i+1

denote the completeness of version Vi and the completeness factor of contributor
AUi+1 respectively.
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The Initial Completeness Probability Density Function. We assume that
it takes a beta distribution g(C0|Cc

0 = c0) = beta(x|αcom
0 , βcom

0 ) where c0 is the
completeness factor of initial contributor. Similarly αcom

0 and βcom
0 is determined

by taking c0 as u0.

Compute the Conditional Density Functions. We assume that each transi-
tion g(Ci+1|Ci, C

c
i+1, Ii, Di, Ui) also takes a beta distribution, namely beta(x|αcom

i+1 ,
βcom

i+1 ). ucom
i+1 is needed to determine αcom

i+1 and βcom
i+1 . The syntax completeness mea-

sure is combined with contributor’s inherent completeness factor to compute ucom
i+1 .

The former is the quantitative measures with reference to completeness, which in-
clude the total number of internal links (denoted as ilinks), the total number of
internal broken Links (denoted as blinks) and length in words(len) [5]. The latter
denotes the inherent completeness tendency due to user’s expertise, commitment,
etc.

We believe that the earlier the portion is added to one section, the more
marginal completeness it offers. This is due to the two reasons. First, the con-
tributors tend to fill up the most obvious semantic gap facing a topic being
discussed. The earlier the portion is inserted, the more semantic gap it covers.
Second, the later the portion is added, the more overlap it will incur. In view of
this, we use a monotonically increasing function as equation 8 to model how ucom

i+1

depends on both syntax completeness measures and contributor’s completeness
factors.

ucom
i+1 = 1− 1

Bi+1
θ

(8)

This function targets 1 but never reaches it. Here θ is a parameter ranging from
0 to 1 tuned by experiment. Bi+1 is the completeness base which ranges from 1
to infinity. The completeness base Bi+1 for version i + 1 is computed as

pow(
1

1 − Ci
,
1
θ
) + Iinc

i+1 + Dinc
i+1 + U inc

i+1. (9)

Here Iinc
i+1, Dinc

i+1, U inc
i+1 are the incremental completeness bases with reference to

insert, delete and update respectively. Following this, ucom
i+1 is determined.

3.4 Modelling Consistency Evolution

Consistency denotes the extent to which information is presented in the same
format and compatible with previous data. We regard consistency as syntax
consistency adjusted by contributor’s inherent consistency factor. For wikipedia
article, syntax consistency is measured by template consistency and HTML
consistency [5].

Similar to accuracy and completeness, the evolution of consistency is charac-
terized by initial distribution function and the conditional density function. We
also assume that they take beta distributions. That is to say, h(CON0|CON c

0 ) =
beta(x|αcon

0 , βcon
0 ) and h(CONi+1|CONi, CON c

i+1, Ii, Di, Ui) = beta(x|αcon
i+1,

βcon
i+1) hold. To determine beta(x|αcon

i+1, β
con
i+1), we need to obtain ucon

i+1, which is
determined by both the syntax consistency and the contributor’s consistency
factor. Thus ucon

i+1 is defined as
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CONi ∗ |Vi|+ CON inc−I
i+1 + CON inc−D

i+1 + CON inc−U
i+1

|Vi+1| (10)

where CON inc−I
i+1 , CON inc−D

i+1 , CON inc−U
i+1 are the incremental consistency for

insert, delete and update respectively.

4 Ranking Articles

An article’s quality ranking is achieved through two steps. First, class corpus is
constructed for each quality class. Then, article is compared with all the quality
class corpora to determine its ranking.

4.1 Extracting Corpus for Each Quality Class

Definition 4 (Quality Class Corpus). Each quality class corpus consists of
three quality dimension with reference to accuracy, completeness and consistency,
denoted as Ωl = {Ωl

acc, Ω
l
com, Ωl

con}(l ∈ {FA, GA, ..., SU}).
Suppose there are N article {P1, P2, ..., PN} in training set for quality class l,
the dimension corpus Ωl

j is

Ωl
j =

∑N
i=1 corj(Pi)

N
(11)

where j ∈ {acc, com, con}. Note here corj(Pi) is article’s dimension corpus for
dimension j, which is defined as follows.

Definition 5 (Article Dimension Corpus). Given an article Pi, its article
dimension corpus with reference to dimension j is the average density functions
over all its sections. That is to say,

corj(Pi) =

∑
sec∈Pi

betasec(x|αj
n, βj

n)
totalsec

(12)

where betasec(x|αj
n, βj

n) is the beta distribution of the last version of sec ∈ Pi

with reference to dimension j and totalsec is the total number of sections in Pi .

4.2 Classifying an Article into Quality Class

Given an article with article corpus cor(P ) = {coracc(P ), corcom(P ), corcon(P )},
it is compared with all quality corpora {ΩFA, ΩGA, ..., ΩSU} to determine its
quality rank. We propose Global Ranking (GR) and Local Adaptive Ranking
(LAR) to give article ranking. They are detailed in the followings.
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Global Ranking. In this approach each dimension weights the same for all
quality classes. In other words, the quality rating is computed in a uniform
high-dimensional space for all quality classes. The ranking proceeds as follows.
First, the weight for quality dimension j, denoted as wj , is GADj∑3

j=1 GADj
where

GADj is global average distance for quality dimension j. It is defined as

GADj =
2 ∗∑m

k=1

∑m
n=k+1

√
1
2

∫
(
√

Ωk
j −

√
Ωn

j )2dx

m(m− 1)
(13)

where m is the total number of quality classes. Second, the similarity between
article P and quality class Ωl, denoted as sim(P, l), is computed. Based on the
similarities, quality ranking of P is given as rank(P ) =< l1, l2, ..., lm > satisfying
sim(P, li) >= sim(P, li+1) (for 1 < i < m).

Algorithm 1. localAdaptiveRanking
Input: All quality class corpora Υ = {Ω1, ..., Ωm}, an article corpus

cor(P ) = {cor1(P ), cor2(P ), cor3(P )}, threshold factor r
Output: Rank(P )
curSet← Υ , LAD ← ∅;1

foreach quality dimension j do2

LADj ← computeLocalAverageDistance(curSet); LAD ← LAD ∪ LADj ;3

end4

simSet← ∅;5

foreach quality class i ∈ curSet do6

sim(P, i)← computeSim(P,Ωi, LAD); simSet← simSet ∪ sim(P, i);7

end8

Rank(P )← computeRank(simSet);9

ambSet← selectAmbiguousSubset(simSet, r);
if ambSet = φ then10

return Rank(P );11

end12

else13

oriSubRanking ← ranking of ambSet according to Rank(P );14

reSubRanking ← localAdaptiveRanking(Υ ambSet, cor(P ), r);15

if oriSubRanking = reSubRanking then16

return Rank(P );17

end18

else19

Rank(P )← mergeRank(Rank(P ), ambSet, reSubRanking);20

return Rank(P );21

end22

end23

Local Adaptive Ranking. To get a more precise ranking of an article, the
dimensions’ weights are tuned to the subset of quality classes. In other words,
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the dimension weighs different for different subset of quality classes. To achieve
this, Local Average Distance (LAD) is defined as follows.

Definition 6 (Local Average Distance). Given a subset of quality classes
L = {Ω1, ..., Ωw}, local average distance(LAD) in L with reference to dimension
j, denoted as LADj, is

∑w
k=1

∑w
n=k+1

√
1
2

∫
(
√

Ωk
j −

√
Ωn

j )2dx

w(w − 1)
(14)

The quality ranking for an article is computed with algorithm 1. The algorithm
works in an iterative fashion. If a subset of quality classes fall in a narrow range
from the article, the weights for all dimensions are adjusted among the involved
classes and the similarities are recomputed. If the adjusted ranking for subset of
quality classes are different from the original ranking, it is adjusted. Otherwise,
it remains. Here selectAmbigousSubset is used to select the similarities which
fall in a range, which is detailed in algorithm 2.

Algorithm 2. selectAmbiguousSubset
Input: simset = {sim1, sim2, ..., simw}, similarity threshold factor r
Output: subset of similarities that are close to each other
minDif ← 1, maxDif ← 0;1

for i← 1 to w − 1 do2

for j ← i+ 1 to w do3

if |simi − simj | > maxDif then4

maxDif ← |simi − simj |5

end6

if |simi − simj | < minDif then7

minDif ← |simi − simj |8

end9

end10

end11

retSet← ∅;12

for i← 1 to w − 1 do13

for j ← i+ 1 to w do14

if |simi − simj | < r ∗ (maxDif −minDif) then15

retSet← retSet ∪ {i, j}16

end17

end18

end19

return retSet;20

5 Experiment

We collected a set of English articles from computing category in July 2010.
We chose this set of articles because the articles have been assigned quality
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class labels according to wikipedia editorial team’s quality grading scheme. The
performed experiment had two goals. First, to analyse how well our proposed
approach can give an article its quality ranking. Second, to compare our approach
with the state-of-the-art of the works. To measure how our ranking approaches
can cover the correct rating, we borrow p@n metric in information retrieval as
follows.

p@n =
∑N

i=1 tagn
i

N
(15)

where N is the total number of articles to be ranked. Here tagn
i is equal to 1 if

the top n ranking for article i covers the correct class. Otherwise, it is set to 0.

5.1 Effectiveness of Our Ranking Approaches

To show the performance of quality assessment in multi-dimensional space, we
conducted the experiment using five quality ranking schemes. In addition to
Global Ranking (GR) and Local Adaptive Ranking(LAR), we also rank quality
based on single dimension, namely accuracy (denoted as ACC), completeness
(denoted as COM) and consistency (denoted as CON) respectively. Figure 3
and figure 4 summarize the results in terms of p@1 and p@2 respectively.

Fig. 3. Performance Measured by p@1 Fig. 4. Performance Measured by p@2

Based on p@n measures, we can observe that GR and LAR approaches per-
form much better than the approaches using single dimensions. Specifically,
based on p@n measures GR and LAR outperform ACC, COM, CON by a per-
centage ranging from 20 to 32. This verifies that different quality dimensions
complement each other, thus producing a better performance. We can also note
that LAR approach consistently has a better performance than GR, with an im-
provement ranging from 5 to 9 regarding p@n measures. This is due to that in
local subspace a more proper weights are tuned for different dimensions, which
generate more effective distinctiveness.

In addition we observed that the LAR approach is sensitive to similarity
threshold factor r. Figure 5 shows the average p@1 and p@2 measures among
all quality classes with reference to different values of r. On average the p@n
measures first increase rapidly then decrease slowly with the increase of r. If r
is too small, the chance for adjusting ranking is very little. To the extreme, if r
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Fig. 5. Average p@n with Reference to r Fig. 6. Comparison Based on p@1

is reduced to zero, LAR works the same as GR. However, if r is too large, the
weights for different dimensions tend to change little because a large proportion
of classes are involved. In this case it can not effectively distinguish different
quality classes either. In our experiment, r is tuned to be 0.31 to perform best.

5.2 Comparisons with Previous Works

We compare our method with the state-of-the-art work proposed in literature
[1]. We compare our work with ProbReview (denoted as PR) approach as it
was reported to perform best among its three kinds of approaches. PR is based
on the mutual dependency between article quality and contributor authority
and takes partial reviewship of contributors into consideration. We compare our
GR and LAR approaches with PR approach based on p@1 measure. As PR
gives a total order of all the articles based on NDCG@k measure and a total
order FA > GA > B > C > ST > SU is assumed. Therefore we computed
p@1 measure from the total ordering given by PR as follows. Suppose that
the article set is composed of N articles and

∑6
i=1 Ni = N holds and here

N1, N2, ..., N6 denotes the numbers of articles belonged to FA, GA, B, C, ST,
SU class respectively. Suppose that the total order given by PR approach for N
articles is < P1, P2, ..., PN >, it naturally means that the first N1 articles are
regarded FA articles, the subsequent N2 articles are regarded as GA articles, and
so on. Thus the p@1 measure can be obtained. Figure 6 gives the comparison
result based on p@1 measure. Apparently, GR outperforms PR by an average of
10 percentage and LAR approach outperforms PR by a percentage between 15
and 23.

6 Conclusion

In this paper, we investigate how to rate Wikipedia article quality in a multi-
dimensional space. We propose to learn the quality corpus for each quality class
in terms of quality dimensions including accuracy, completeness and consistency.
In sum, the contribution of this paper is as follows. First, We propose to quantify
web article quality in a multi-dimensional space where different dimensions can
complement each other, thus producing a better ranking performance. Second, a
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concrete model describing the evolution of dimensions including accuracy, com-
pleteness and consistency is detailed. Third, two quality ranking approaches,
namely GR and LAR, are proposed.

As our future work, we would further consider how to include other dimen-
sions in our modelling and how to determine the relationship among different
dimensions to improve quality ranking performance, etc.
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Abstract. As information sharing and news dissemination flourish, Scribe, a 
classic topic-based publish-subscribe system, gains popularity recently. In 
Scribe, events are delivered to subscribers through distributed multicast trees, 
which should be continuously maintained to guarantee that no subscribers miss 
events. However, redundant event deliveries and overstaffed multicast trees are 
introduced. In this paper, we proposed a new topic-based publish-subscribe 
system based on Scribe, namely DRScribe, to reduce the costs of event 
dissemination and multicast tree maintenance. DRScribe adopts Bloom filters to 
check the subscriptions of the neighbor nodes, and dynamically routes the next 
hop by means of the neighbors’ subscriptions. The maintenance interval can be 
tuned according to the level of a node in the multicast tree. A series of 
experiments is conducted to demonstrate that DRScribe greatly reduces 
redundant event deliveries and helper nodes of multicast trees, and the 
dissemination and maintenance costs decrease significantly. 

Keywords: Topic-based pub/sub systems, Scribe, Multicast tree, Bloom filter, 
Dynamic routing. 

1   Introduction 

How to select up-to-date and interesting data from the ocean of increasing information 
is a major issue in peer-to-peer networks. Publish/subscribe interaction schema 
(pub/sub, for short) is one of the most popular solutions. Pub/sub is a messaging 
paradigm in which publishers (data/events producers) disseminate messages (also 
called as events) to subscribers (data/events consumers) in large-scale distributed 
networks. With the development of information dissemination services, pub/sub 
systems based on peer-to-peer networks become an active research area.  

In the pub/sub system, a publisher specifies a class or values of a set of attributes for 
an event, and then disseminates it to other nodes in peer-to-peer networks. Note that, 
publishers are not predetermined to send the events to specific subscribers. On the other 
hand, subscribers express their interests into classes or attributes, and only receive 
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events of interest. Both publishers and subscribers are unaware of the existences and 
the behaviors of each other. The decoupling and decentralization of pub/sub systems 
make the network topology scalable and dynamic.  

At present, there are two major kinds of pub/sub systems: the topic-based pub/sub 
systems [1-3], such as Scribe [1], Bayeux [2], Content Addressable Network (CAN) 
Multicast [4]; and the content-based pub/sub systems [5-7], such as MEDYM [6], Siena 
[7]. Note that, our paper mainly focuses on the topic-based pub/sub system. 

1.1   Topic-Based Pub/Sub Systems 

In the topic-based system, messages/events are published to topic groups or logical 
channels. Subscribers subscribe the topics/channels that they are interested in, and 
receive all events that belong to the subscribed topics. In many modern topic-based 
pub/sub systems like Scribe, Bayeux, the events in each topic are delivered to the 
subscribers via a maintained and distributed data structure (i.e., a multicast tree) over 
DHT (Distributed Hash Table) overlays [8-10]. Another representative kind of 
topic-based system like CAN Multicast, which is built on top of CAN [10], adopts 
routing tables of CAN to flood the published events to all nodes in a CAN overlay 
network, and creates a separate CAN overlay for each topic. 

Because the peers may join and leave frequently in the peer-to-peer network, the 
multicast tree should be continuously updated; otherwise subscribers will miss some 
events. Hence, the dissemination and delivery of events incurs the maintenance cost of 
the multicast tree besides the actual dissemination cost (which depends on the event 
frequency). Note that, the maintenance costs, which are the additional overheads for the 
pub/sub system, can be significant especially when a pub/sub system supports a large 
number of topics and subscribers with a low event frequency. 

1.2   Motivation 

Topic-based pub/sub systems like Scribe and Bayeux maintain a multicast tree for each 
topic over DHT overlays. Although the pub/sub system with multicast trees has few 
redundant events and little delivery latency, the major problem is the high overheads to 
maintain the multicast trees. As nodes join or leave freely, and subscribers subscribe or 
unsubscribe in the peer-to-peer environment, the multicast trees will be disrupted 
without continuously maintenance. To reduce the maintenance overheads of multicast 
trees, the reference [11] clusters the topics with the similar sets of subscribers into a 
topic-cluster, which is associated with a new multicast tree. A cost-benefit analysis is 
adopted to dynamically merge or split multicast groups. However, the cost-benefit 
analysis is nontrivial to compute although the cost function is simplified in the 
cost-benefit model. Meanwhile, the reference [12] proposes a probabilistic solution to 
deliver events to subscribers without maintaining multicast trees, however, variant of 
random walks for event delivery introduce redundant events and high delivery latency. 

In this paper, we propose a new topic-based publish-subscribe system based on 
Scribe, namely DRScribe (Dynamic Routing Scribe), to reduce the costs of event 
dissemination and multicast tree maintenance. The main contributions of DRScribe are 
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as follows: (1) A space-efficient probabilistic data structure, Bloom filter, is introduced 
to maintain the subscriptions of the successors for each DRScribe node. (2) Dynamic 
routing is adopted to choose the best next hop according to the subscriptions of the 
successors, and then the helper nodes of the multicast tree are minimized. (3) The 
maintenance interval is tuned according to the level of a node in the multicast tree. 
Specifically, the maintenance interval grows as the level of a node increases. (4) During 
each runtime of maintenance, the multicast tree is dynamically adjusted according to 
the new subscriptions of successors, and the multicast tree of DRScribe has less helper 
nodes than that of Scribe. Hence, the maintenance cost of multicast trees and the 
redundant event delivery to helper nodes will be both reduced.  

In the rest of the paper, Section 2 briefly describes the background. Section 3 
presents the design and implementation of DRScribe. Section 4 gives the performance 
evaluation and experimental results. Conclusions are given in Section 5. 

2   Background 

In this section, we first present a representative distributed hash table (DHT), namely 
Chord [8], and then introduce a classic topic-based pub/sub system, i.e., Scribe, which 
works on the DHT overlay.  

Chord provides the basic lookup/route operation lookup (key), which maps a key to 
the nodes responsible for the key. Firstly, each node and key are assigned an m-bit 
identifier arranged from 0 to 2m-1 using a consistent-hash function, denoted as hash, 
where m depends on the chosen consistent-hash function and the scale of peer-to-peer 
networks. Typically, m is set to be 64, 128 or 160. Suppose K is the m-bit identifier of 
key, i.e., K=hash (key). In the Chord circle, the nodes whose identifiers immediately 
follow K in a clockwise direction, namely successors of K, are responsible for K and the 
number of successors is generally set to be 16. Meanwhile, each node has one 
predecessor node, whose identifier immediately precedes the node. Each node, say n, 
maintains a routing table consisting of a finger table and a successor list. The finger table 
is composed of the IDs and IP addresses (and port numbers) of nodes that follow the 
node n at power-of-two distances in the identifier circle (i.e., 2i | 0≤i<m). The successor 
list contains all the successors of the node n.  

Algorithm lookup (key) works as follows: when a node n issues a lookup with a key 
k, the successor list of n is checked firstly. If the key k is in the interval [n.ID, 
n.lastsuccessor.ID], there must exist a successor si responsible for k. Otherwise, n looks 
up its finger table, and finds out a node fj whose ID most immediately precedes k, then 
asks fj for the node whose ID is closest to k. By repeating this process O(log N) times, the 
node n finally knows which node is closest to k and responsible for k.  

Scribe manages the operative layer using the APIs of the DHT overlay, such as Pastry 
[9]. Scribe uses Pastry to locate an active node that serves as the rendezvous node (also 
called the channel peer) with the key of the topic, and all the relevant nodes subscribe the 
topic to the rendezvous node. Subscribing a topic or joining a group will form a path 
from the subscriber to the rendezvous node. As a result, a distributed multicast tree 
rooted at the rendezvous node is formed, which consists of all the routing paths from the 
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subscribers to the rendezvous node. Besides the rendezvous node and subscribers, there 
exist helper nodes in the multicast tree. Helper nodes reside in the routing paths from the 
subscribers to the rendezvous node and assist in disseminating the topic events.  

In Scribe, multicast trees are created by the reverse path forwarding approach, and 
the heartbeat detection method is adopted to maintain the completeness of the multicast 
trees. The basic idea is as follows: each parent node periodically sends a heartbeat 
message to its children. If an active child node n detects its parent is faulty (i.e., n 
doesn’t receive the heartbeat message), n will get a new active parent by anew 
subscribing the topic. Thus, the broken multicast tree is repaired. 

3   System Design 

In this section, we mainly focus on the design and implementation of DRScribe. As 
mentioned above, event dissemination, subscription management and multicast tree 
maintenance are the critical issues in Scribe. In order to reduce the maintenance 
overheads and eliminate redundant event deliveries as far as possible, our solution takes 
advantage of dynamic routing and variable maintenance interval strategies.  

3.1   Subscription Installation and Management 

In this section, how a participant subscribes a topic is detailed. Firstly, we introduce 
Bloom filter to store the subscriptions of successors. Bloom filter is a space-efficient 
probabilistic data structure, which is used to check whether an element is a member of a 
set with a probabilistic misjudgment, i.e., false positive. A bloom filter is a fixed-size 
bit vector with a set of independent hash functions.  

In our proposed dynamic routing strategy, each node maintains a Bloom filter for 
local subscription and l Bloom filters for l successors' subscriptions, where l is the 
number of the successors, since each node needs to know about the subscriptions of its 
successors. In the following, Algorithm 1 and 2 detail the process of subscribing a topic 
(i.e., joining a group). For the presentation convenience, table 1 lists the items that each 
DRScribe node maintains, and table 2 lists the types of messages (not the published 
events) used in DRScribe system. 

Table 1. Items that a DRScribe node maintains 

Item Name Type (in C++ STL) Description 
subscriptions Set<Topic> The set of local subscriptions. 
localBloomfilter Bloomfilter The bloom filter that contains local subscriptions 
successorBFs Vector<Bloomfilter> the subscription records for each successor in the 

form of Bloom filter 
children Map<Topic,Set<IP>> The map of the topic to the IP Address set of the 

corresponding topic’s children. 
parents Map<Topic,IP> The map of the topic to the IP Address of its 

parent. i.e., cached IP addresses of the next hop. 
latestHeartbeat Map<Topic,Time> The timestamp of the latest received heartbeat for 

each topic 
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Table 2. The description of the message types in the algorithms 

Message Type Description 
SUBSCRIBE Request for joining the group/channel of the topic 
UNSUBSCRIBE Request for leaving the group/channel of the topic 
SUBSCRIBENOTIFY The subscriber notified its predecessors with new subscription 
PARENTADJUST A parent moves its children to one of its successors 
HEARTBEAT A parent periodically sends heartbeat messages to the children of 

related channel.  
EVENTDELIVERY A parent forwards an event to the children of related channel. 

 
Algorithm 1 details how a participant p1 subscribes a topic t (i.e., p1 joins group t). 

Firstly, p1 asks the underlay Chord to look up the rendezvous node of topic t, and then 
sends a SUBSCRIBE message to the first node p2 along the route created by the 
lookup() operation (i.e., p2 = nexthop (t), see line 1 – line 5), and then p1 notifies its 
predecessor node p3 to update the corresponding Bloom filter of p3 (by sending a 
SUBSCRIBENOTIFY message to p3)(see line 6 – line 8 ). At last, local records of p1 are 
updated (see line 9 – line 11). 

Algorithm 1. subscribe (Topic t) 
1. next= nexthop(t); 
2. msg.sender = me.ip; 
3. msg.type = SUBSCRIBE; 
4. msg.topic = t; 
5. send( msg, next.ip); 
6. msg.type = SUBSCRIBENOTIFY; 
7. msg.forwards = 0; 
8. send(msg, predecessor.ip ); 
9. subscriptions.insert( t ); 
10. parents[t] = next.ip; 
11. localBloomfilter.insert( t ); 

Once p2 (the next hop of p1) receives a SUBSCRIBE message or p3 (the predecessor 
of p1) receives a SUBSCRIBENOTIFY message from p1, Algorithm 2 is invoked by p2 
or p3 respectively. In the following, we focus on p2 firstly. When p2 receives the 
SUBSCRIBE message from p1, p2 checks whether p2 is currently a forwarder or not 
(see line 3 – line 7); if so, p1 is inserted into the corresponding children list of p2. 
Otherwise, p2 queries the Bloom filters of its successors to check whether a successor 
has subscribed the topic or not. If there exists such a successor, p2 sends a 
PARENTADJUST message to the successor (see line 8 – line 14). Otherwise, p2 creates 
a children entry for this topic and inserts p1 into this entry, and then sends a 
SUBSCRIBE message to the next hop and builds a link to the multicast tree (see line 15 
– line 20).  

Secondly, when p3 (the predecessor of p1) receives a SUBSCRIBENOTIFY from p1, 
p3 updates the corresponding Bloom filter and then forwards the SUBSCRIBENOTIFY 
message to its predecessor. This process repeats as above until all the nodes whose 
successors contain p1 get the SUBSCRIBENOTIFY message (see line 24 – line 28).  
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If a node pi receives a PARENTADJUST message from a node pj (such as p2 above), 
pi will replace pj as the new parent of the original child of pj, and notify the child to 
update its local records (see line 21 – line 23). 

The subscription strategy of DRScribe will decrease the size of multicast tree by 
avoiding helper nodes as far as possible, although our DRScribe strategy introduces 
some extra costs of the subscription installation. However, the extra costs are far less 
than the reduced costs of event dissemination and multicast tree maintenance, which is 
demonstrated in the section of experimental evaluation. 

Algorithm 2. messagehandler(Message m) 
1. switch (m.type){ 
2.  case SUBSCRIBE: 
3.   if ( children.contains(m.topic) ||         
4.            subscriptions.contains(m.topic) ) { 
5.    children[m.topic].insert( m.sender ); 
6.    exit(0); 
7.   } 
8.   foreach ( Bloom filter f in  successorBFs ){ 
9.    if (f.contains( m.topic ) ) { 
10.    m.type = PARENTADJUST; 
11.    send(m, ip of corresponding successor of f ); 
12.     exit(0); 
13.    } 
14.   } 
15.   next = nexthop(m.topic); 
16.   m.sender = me.ip; 
17.   send(m,next.ip ); 
18.   children.insert( m. topic); 
19.   children[m.topic].insert( m.sender ) 
20.   parents[m.topic] = next.ip; 
21.  case PARENTADJUST: 
22.   children[m.topic].insert( m.sender ); 
23.   Notify the child m.sender to update its parent; 
24.  case SUBSCRIBENOTIFY: 
25.     successorBFs[m.sender].insert( m.topic ); 
26.     if ( ++ m.fowards < CHORD_PARAM_SUCCESSORS ){ 
27.          send(m, predecessor.ip ); 
28.      } 
29. } 

Once a node has joined the peer-to-peer network, it immediately pulls successors' 
local Bloom filters over the successor links, and takes less cost than that in directly 
pulling successors’ subscriptions records. That is to say, Bloom filter is not only 
efficient in local storage but also efficient in bandwidth costs. A node updates the 
bloom filter of its successor after it receives a SUBSCRIBENOTIFY message (see line 
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24 – line 28 in Algorithm 2). If a node unsubscribes a topic, it should not only send a 
UNSUBSCRIBE to its corresponding parent (similar to that of Scribe), but also notify 
its predecessors to refresh their corresponding successor Bloom filters. 

3.2   Event Dissemination 

The event dissemination of DRScribe is similar to that of Scribe. To notify the 
subscribers on a topic update, the publisher node routes the topic to the rendezvous 
node of the topic’s multicast tree, and asks it to return its IP address. The publisher node 
caches this IP address to avoid repeated routings through Chord. If the rendezvous node 
changes or fails, the publisher node will find a new rendezvous node and refresh the 
cached IP address.  

The publisher sends the event to the rendezvous node. This event is then 
disseminated through the multicast tree. There is a single multicast tree for each topic 
and all multicast trees use the above way to multicast events to all subscribers [1]. 

3.3   Multicast Tree Maintenance 

The multicast tree maintenance has great influence on the overall cost of Scribe, 
especially when the event frequency is very low. Meanwhile, the cost of multicast tree 
maintenance depends on the adopted maintenance interval. For each topic, the 
maintenance for its underlying tree (i.e., multicast tree) is performed periodically in 
every Mt minutes, which is termed as the maintenance interval of the Scribe system. A 
selection of the maintenance interval with the best possible performance can be an 
intricate task. A short maintenance interval will induce a high maintenance cost of a 
multicast tree, while a long maintenance interval will result in that some failed nodes 
are not be repaired timely and their children might miss the following events. 

1) Variable Maintenance Interval 

In Scribe, FMI (fixed maintenance interval) model is adopted, where the maintenance 
interval is a fixed value for each node in the multicast tree. However, the invalid nodes 
in different levels have different effects on the event coverage. See the left part of Fig.1, 
if the node B fails, the nodes E, F, J, K, M, O and Q (notes that G, I and N are helper 
nodes) will miss the following events before repairing the tree next time. Meanwhile, if 
the node I fails, only the node M misses the following events. Obviously, the failed 
node on the upper level of the tree has more impact than that on the lower level does. 
Hence, we introduce Variable Maintenance Interval (VMI for short) model, where Mt, 
a fixed interval in FMI, is replaced by a function Mt(l), where l is the level of the node 
in the tree (Note that the level of the rendezvous node is 1), and Mt(l) increases with the 
growth of l. Let d denote the depth of the multicast tree. Suppose that Mt(1) < Mt, the 
inequality Mt(l) > Mt holds only if l > lb (1 ≤ lb < d), and Mt(1), Mt(2),…, Mt(d) is a 
linear or logarithmic growth progression. Here lb is a turning point, Note that, the value 
of lb depends on the scale of the network and the growth rate of the function Mt(l) 
depends on the event frequency of the topic. Because the invalid node in the upper level 
has more impact on the event coverage, and its maintenance interval is less than Mt, the 
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invalid node in the upper level will be repaired sooner. Therefore, the event coverage of 
VMI model is better than that of FMI model under the same scenarios. 

In the FMI model, the maintenance cost is directly proportional to the number of 
non-leaf nodes, and inversely proportional to the changeless Mt. However, in VMI 
model, the maintenance interval of the node increases with the growth of the level of 
the node. If the level of a node is upper than or equal to lb, the maintenance interval (i.e., 
Mt(l)) will be less than Mt (the fixed interval in FMI model) and the maintenance cost 
will be larger than that of FMI model. On the other hand, if the level of a node is lower 
than lb, the maintenance interval will be larger than Mt and the maintenance cost will be 
less than that of FMI model. Meanwhile, it is obvious that the lower the level, the more 
the non-leaf nodes at the level. Hence, the maintenance costs occurring at lower levels 
have more impact on the overall maintenance costs than that at the upper levels. The 
overall maintenance costs in VMI model are less than that in FMI model since the 
lower levels in VMI model have less maintenance costs than that in FMI model does. 

A node might reside in several multicast trees, and it adopts a separate maintenance 
interval for each tree according to its level in that tree. If a child has the same parent in 
different trees, the parent just need to send heartbeat to the child in one tree, not each of 
the trees. Such combination could reduce unnecessary costs. 

 

Fig. 1. The maintenance of a simple multicast tree of Scribe (left) and DRScribe(right) 

2) Dynamic adjustment of multicast tree 
During the maintenance of a multicast tree, new nodes might subscribe the topic and 
join the multicast tree at any time. As shown in Fig.1, suppose that the nodes J, O, H 
and P (L is a helper node) subscribe the topic in the last maintenance cycle, and J, O, H 
(and P) are the successors of I, N, G respectively, the multicast tree of the Scribe system 
is similar to the left of Fig.1. However, in DRScribe, the helper node I could find that its 
successor node J subscribes the topic by scanning its self-maintained Bloom filter, and 
make sure that I and J are at the same level of the multicast tree, and then I will notify 
the node M to re-subscribe to J. At last, I will quit the multicast tree, and the node N and 
G will quit the multicast tree similarly. Comparing Scribe (left in Fig.1) and DRScribe 
(right in Fig.1), the optimized multicast tree of DRScribe has less helper nodes than that 
of Scribe, and has less maintenance cost and reduces the event dissemination cost, since 
redundant event deliveries to helper nodes are minimized. 
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3.4   Additional Explanations 

At last, we emphasize the following three advantages of DRScribe: (1) DRScribe does 
not break the load balance of the multicast tree during the maintenance, since the 
adjustment only happens at the same level (e.g., in Fig.1, A->B->G->K is adjusted to 
A->D->H->K). That is, the depth and structure of the multicast tree in DRScribe have 
not been destroyed, and the balance will not be destroyed. On the contrary, if the node 
G notifies K to re-subscribe to P, not H (P and H are both the successors of G), the 
levels of the nodes K, O, Q and the depth of the tree will increase by 2, which might 
break the balance and increase the latency of the events delivered from the rendezvous 
node to the nodes K, O and Q. (2). The number of the children of a node can not grow 
unboundedly. We introduce a threshold to control the node congestion. (3) At last, the 
proposed DRScribe is adaptable to other DHTs, such as Pastry, which is essentially a 
prefix-based routing protocol. The main process of extending DRScribe into Pastry is 
as follows: the neighborhood set and the leaf set of a Pastry node will take the place of 
the successor nodes of a Chord, and assist DRScribe to route dynamically. The 
optimization of multicast trees is the same with that of Chord. 

4   Experimental Evaluation 

The proposed DRScribe approach was evaluated and compared with the Scribe in terms 
of bandwidth cost, and delivery success rate. We implemented the above two 
approaches and conducted extensive experiments. In the following, we summarized the 
configurations of experiments, and then gave experimental results. 

4.1   Experimental Setup 

We implemented Scribe and DRScribe approaches on top of sgaosim, which is a 
discrete-event packet/message level simulator developed by us. The simulator sgaosim 
consists of underlay layer, overlay layer and application layer. The underlay layer 
represents the network layer, where nodes manager, events manager, global observers 
are all located. The overlay layer adopts Chord protocol. Chord has a configuration 
named Proximity Neighbor Selection (PNS) to reduce the lookup latency, and the 
number of samples of the PNS fingers was fixed at 16. For the application layer, two 
Pub/Sub approaches, Scribe and DRScribe, were implemented respectively in our 
simulator. We adopted the E2EGraph as the network topology and the simulated 
network consisted of 1740 nodes, which were derived from the kingdata1. The average 
latency between each two nodes was 90 milliseconds. 

DRScribe was evaluated and compared with Scribe in terms of the following 
performance metrics: the bandwidth cost and the delivery success rate. The bandwidth 
cost is the network transmission cost to deliver events to all of their subscribers, 
including the bandwidth cost to subscriptions management and multicast trees 
 

                                                           
1 The kingdata is available on http://pdos.csail.mit.edu/p2psim/kingdata/mking-t 
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                       Fig. 2. Subscription costs                         Fig. 3. Event delivery costs 

maintenance. The delivery success rate is the rate of event coverage, which could be 
represented as the ratio of the number of the received events to the number of events 
expected to be received.  

4.2   Experimental Results 

In our experiments, we measured DRScribe and compared with Scribe under different 
scenarios in terms of the subscription management cost, event delivery cost and 
multicast tree maintenance cost and then evaluated the delivery success rate. 

Table 3. Configurations of the experiments 

Item Value Item Value 
the finger table base in Chord 2 the total number of topics 240 
the number of successors in 
Chord 

16 the size in bytes of the event (same size with 
a Twitter message) 

140 

The maintenance interval in 
Scribe 

1min. the size in bytes of the subscription 
installation message 

16 

total simulation time 2 hours the size in bytes of the heartbeat message 16 
node crash rate 25% node unsubscribe rate 20% 

 
Firstly, we evaluated DRScribe and Scribe in terms of bandwidth cost under 

different number of subscriptions (1K, 4K, 16K, 64K, or 256K) when the number of 
published events was fixed at 4K. Fig. 2 shows that the total cost of the subscription 
installation increased exponentially with the exponential growth of subscriptions. As 
mentioned in section 3.4, DRScribe incurred an extra cost of subscription installation 
compared with Scribe. However, the extra cost (about 106 bytes) was far less than the 
reduced costs (about 108 bytes) of event disseminations and multicast tree 
maintenances as shown in Fig. 3 and Fig. 4. 
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                         Fig. 4. Maintenance costs                          Fig. 5. CDF of events  

As shown in Fig. 3 and Fig. 4, the total event delivery cost and the total maintenance 
cost of multicast trees increased with the growth of subscriptions. When the number of 
subscriptions was larger than 16K, DRScribe had a lower event delivery cost and 
maintenance cost than those of Scribe. That is to say, the probability of a node 
successfully finding a subscriber from its successors list increased with the growth of 
subscriptions. Therefore, the multicast tree could be optimized soon, and the number of 
helper nodes of the multicast tree was minimized. Hence, the number of redundant 
event deliveries to helper nodes was reduced. 

Fig. 5 shows CDF (cumulative distribution function) of published events with 
respect to the success delivery rate. Most events (above 99.95%) had a success rate 
[0.999, 1], and more than 35% of events had a success rate of greater than 0.998. 
Meanwhile, the event coverage rates under DRScribe and Scribe were very similar, that 
is, DRScribe did not decrease the event coverage rates while reducing the bandwidth.  

5   Conclusions and Future Work 

In this paper, we propose DRScribe to reduce the maintenance overheads and eliminate 
redundant event deliveries as far as possible. DRScribe adopts Bloom filters to check 
the subscriptions of the neighbor nodes, and dynamically routes the next hop by means 
of the neighbors' subscriptions. Our preliminary experimental results are encouraging, 
which show that DRScribe has lower cost than Scribe. For future works, we shall 
further focus on the quantitative calculation of Variable Maintenance Interval and 
implemented DRScribe over other DHT overlays (such as Pastry). 
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Abstract. Recently, as a new computing infrastructure, cloud com-
puting is getting more and more attention. How to improve the data
management of cloud computing is becoming a research hot. Current
cloud computing systems only support key-value insert and lookup op-
erations. However, they can not effectively support complex queries and
the management of multi-dimensional data due to lack of efficient index
structures. Therefore, a scalable and reliable index structure is generally
needed. In this paper, a novel quad-tree based multi-dimensional index
structure is proposed for efficient data management and query process-
ing in cloud computing systems. A local quad-tree index is built on each
compute node to manage the data residing on the node. Then, the com-
pute nodes are organized in a Chord-based overlay network. A portion
of local indexes is selected from each compute node as a global index
and published based on the overlay routing protocol. The global index
with low maintenance cost can dramatically enhance the performance
of query processing in cloud computing systems. Experiments show that
the proposed index structure is scalable, efficient and reliable.

1 Introduction

With the rapid development of computer and Internet technology, cloud comput-
ing emerges as a new computing platform and draws more and more attention.
Recently, there has been an increasing interest in developing cloud computing
systems to provide scalable and reliable services for numerous end users. Exam-
ples of such systems contain Google’s MapReduce [1], Amazon’s Dynamo [2],
and so on. These cloud computing systems fully realize the power of cloud com-
puting: scalability, availability, reliability and easy maintenance. They store data
with easy key-value model and provide services according to the needs of end
users. However, current cloud computing systems only support key-value insert
and lookup operations, and they can not effectively support complex queries
and management of multi-dimensional data. For example, suppose a conven-
tional web shop built on top of a cloud computing system. In such a system,
we need to provide product search via keywords. Specifically, each product is
described as {c0,c1,...,cm,s0,s1,...,sn}, where ci represents its company informa-
tion (e.g. place, brand, scale, etc) and si describes the surface characteristics

H. Wang et al. (Eds.): WAIM 2011, LNCS 6897, pp. 238–250, 2011.
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of the product (e.g. color, texture, style, etc). Typical queries include searching
products with specific keywords in a given place or finding the company infor-
mation of a product about a specific surface characteristic. In order to support
the above queries, building more efficient index structure, e.g. multi-dimensional
index structure, is a pressing demand.

This paper presents an efficient quad-tree based multi-dimensional index struc-
ture, called QT-Chord, which integrates Chord-based [3] routing mechanism and
quad-tree based index scheme to support efficient multi-dimensional query pro-
cessing in a cloud computing system. Although the method of using a master
node to maintain the global index and send queries to relative slave nodes is
popular and useful, the bottleneck of the master node may happen by increasing
the number of compute nodes. Therefore, we use distributed index across the
compute nodes to release the workload of the master node. There are two levels
of our QT-Chord index structure, global index level and local index level. Numer-
ous compute nodes are organized in a cloud computing system to provide their
services to end users. The data of user are divided into data chunks and then
stored on different compute nodes. To realize efficient local multi-dimensional
data management, each compute node builds its local index by an improved
MX-CIF [4] quad-tree index structure, named IMX-CIF quad-tree. The global
index is built on top of the local indexes. Each compute node shares a part
of storage space for maintaining the global index. The global index is a set of
index entries composed of portions of IMX-CIF quad-trees from different com-
pute nodes. To distribute the global index, the compute nodes are organized in
an overlay network. We choose Chord as the overlay network only for routing
purpose. Other overlay networks, such as CAN [5], can also be used for our
research.

The main problem of designing QT-Chord index structure is the distribution
of global index to the compute nodes. In IMX-CIF quad-tree, our distributed
index structure is responsible for regions of space to the compute nodes in the
system. Each multi-dimensional data is indexed by IMX-CIF quad-tree struc-
ture. Each quad-tree block is uniquely identified by its code upon reaching the
terminal condition. Multi-dimensional data are expressed by their codes. We
pass the codes as DHT keys hashed to the compute nodes organized in Chord
overlay network. A mapping function is built to map a set of local IMX-CIF
quad-tree nodes to compute nodes. To process a query, the compute nodes first
locate the relative nodes by their global index. Then, the relative nodes process
the query in parallel and return the results to the clients.

The contributions of this paper are the followings:

– An improved MX-CIF quad-tree structure (IMX-CIF) is proposed to effec-
tively index the multi-dimensional data on each compute node.

– A multi-dimensional index structure, QT-Chord, is proposed to effectively
process complex queries about multi-dimensional data. Query processing
algorithms, such as point, range and KNN query processing, are presented.

– A series of experiments on several machine nodes with numerous data objects
demonstrate that QT-Chord is quite efficient and scalable.
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The rest of this paper is organized as follows: Section 2 introduces related
work. Section 3 proposes QT-Chord index structure. Section 4 presents the query
processing algorithms, including point, range and KNN query processing. Section
5 shows the experiment evaluation and the conclusions are given in Section 6.

2 Related Work

2.1 Data Management of Cloud Computing

The researches of cloud computing systems are developing at an astonishing
speed, such as Google’s GFS [6], Bigtable [7] and Amazon’s Dynamo which
store data by a key-value model. They can effectively process data insert and
keyword queries without supporting complex queries, such as range queries, KNN
queries. A general index framework of cloud computing systems is proposed
in [8]. The machine nodes are organized in a structured overlay network. Each
machine node builds its local index to accelerate data access. A global index is
constructed by selecting and publishing a portion of local indexes in the overlay
network. The framework of our research is based on [8]. An efficient approach to
build multi-dimensional index structure for cloud computing systems (EMINC)
is proposed in [9]. This index structure uses the combination of R-tree [10] and
KD-tree [11] to organize data, reaching quick query processing and efficient index
maintenance. However, in the relative nodes locating phase, EMINC chooses all
the slave nodes in the cluster as the candidates of the query since it doesn’t
have the information about the data distribution on each slave node, and thus
chooses all the possible slave nodes as the candidate set. RT-CAN is proposed in
[12], which introduces an efficient multi-dimensional index structure to support
complex queries in a cloud system based on the routing protocol of CAN and
R-tree indexing scheme. But, contrary to R-tree, the superiority of quad-tree
is that the decomposition is implicity known by all the compute nodes in the
system without any communications. In QT-Chord, we propose a new quad-tree
structure to manage the multi-dimensional data which can enhance the query
performance with low maintenance cost.

2.2 MX-CIF Quad-Tree

It is known that MX-CIF quad-tree structure is capable of facilitating spatial
data objects and queries. It starts with a big rectangle which contains all the data
objects. The rectangle is the root of MX-CIF quad-tree and is divided into four
congruent subrectangles by dividing each of its sides into two. The four congruent
rectangeles are the children of the original rectangle. In turn, each of these
rectangles is divided into four until it reaches the terminal condition of dividing
course. For each data object o, the dividing course stops encountering a block b
such that o overlaps at least two child blocks of b or upon reaching a maximum
level (dmax) of dividing course. We use an improved quad-tree structure of MX-
CIF (IMX-CIF) to index the multi-dimensional data of the compute nodes.
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3 QT-Chord Index

3.1 System Overview

Figure 1 shows the index structure and framework of QT-Chord in a cloud com-
puting system. The index structure of QT-Chord is shown in Figure 1(a), which
has two levels: global index level and local index level. Each compute node builds
a local index to manage its data and processes query requests. The global index
is built on top of the local indexes. Each compute node shares a portion of its
storage space and publishes a portion of its local index as the global index to
enhance the system performance. To distribute the global index, the compute
nodes are organized in an overlay network. The framework of QT-Chord is pre-
sented in Figure 1(b). The master node is only responsible for receiving and
sending query requests. The compute nodes are organized in a Chord overlay
structure designed for peer-to-peer systems. The overlay is set as a logical net-
work for partitioning data and routing queries. We consider the compute nodes
remaining online unless the hardware fails.

Global Index Level

Local Index of C1 Local Index of C2 Local Index of C8...

Compute node C1 Compute node C2 Compute node C8

(a) Index Structure of QT-Chord

Data Query Request
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Master Node

Compute Nodes

(b) Framework of
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Fig. 1. Index Structure and Framework of QT-Chord

In QT-Chord index structure, each compute node builds a local index us-
ing our IMX-CIF quad-tree structure, which will be introduced in Section 3.2,
to effectively manage its residing multi-dimensional data and process complex
queries. In IMX-CIF quad-tree, the codes of quad-tree blocks are used to express
the multi-dimensional data and set as the DHT keys hashed to the compute
nodes organized in the overlay network. We choose Chord as the overlay net-
work. Chord has high performance of scalability and availability to satisfy the
demands of cloud computing systems. Although CAN is capable of processing
multi-dimensional data, the average hops are higher than Chord when there are
thousands of compute nodes. The query processing has been divided into two
steps. In the first step, the query receiver finds all the relative nodes to the
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query by searching the global index and routes the query to them. In the second
step, those compute nodes relative to the query process the query in parallel and
return the results to the client at last.

3.2 IMX-CIF Quad-Tree Structure

In order to effectively express the multi-dimensional data, IMX-CIF quad-tree
structure is proposed. We recursively partition the data space until reaching
the terminal condition which is the same as MX-CIF quad-tree. However, a
single point of failure occurs if all the quad-tree operations begin at the root. In
addition, in distributed index structure, it is unnecessary to start the operations
at the root of quad-tree. Therefore, a concept of the minimum dividing level
(dmin) is proposed, where all data are stored and all query processing occur at
levels dmax ≥ l ≥ dmin. That is to say, there is no data storing at levels 0 ≤ l <
dmin. Figure 2 shows the structure of a local IMX-CIF quad-tree of a compute
node. As shown in Figure 2(a), the two-dimensional space is recursively divided
to index seven multi-dimensional data objects A to G. This dividing course
is known globally, which is essential to support distributed query processing.
The IMX-CIF quad-tree is shown in Figure 2(b). One multi-dimensional data
is distributed to several quad-tree blocks. Each internal node has four children.
Each tree node is labeled with a code. The root code is “0”. Each tree edge is also
labeled with the principle as follows. In each dividing course, the top right block
and its edge have the code “0”, the top left, lower left and lower right blocks
with the code “1”,“2” and “3” respectively. Then, the code of each internal node
or leaf node can be obtained by concatenating all codes on the path from the
root to the node itself. For example, data object A overlaps two child blocks of
its parent, so the codes of A are “00” and “03”. Data object F is divided into
the third level with the code from root node to itself is “0”, “2”, “1” and “0”,
so the code of data F is “0210”.

A
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E

C

(a)

A

F GG

2 3

0 3 0 3

0 3

0

1 2 21

1 2

BC CDB D

AE

10

E

(b)

Fig. 2. The Naming Function of QT-Chord
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3.3 The Mapping and Publishing Scheme of QT-Chord

In our cloud computing system, we choose Chord as the underlying structure. In
IMX-CIF quad-tree structure, each quad-tree block can be uniquely identified
by its codes. The size of local index is proportional to its data size. Therefore, to
reduce the index maintenance cost, we can not publish all the local index nodes
to the global index. A mapping scheme is necessary designed for mapping a set
of local index nodes to the compute nodes.

00

010 011 012 013

021

0210 0212 0213
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F GG

2 3

0 3 0 3

0 3

0

1 2 21

1 2
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Fig. 3. Mapping Function of QT-Chord

We can randomly choose a set of local index nodes to publish as the global
index, which however destroys data locality and impedes effective range query
processing. Instead, in QT-Chord, a new method is proposed to generate DHT
keys by the codes that preserves locality. Each compute node builds a local IMX-
CIF quad-tree index to manage the multi-dimensional data. A multi-dimensional
data is partitioned by its IMX-CIF quad-tree structure obtaining its codes. Si-
multaneously, with node labeling strategy, each leaf node obtains its code, where
the code of its ancestor is a prefix of its code. The meta-data of a published IMX-
CIF quad-tree node is that: (code, ip), where code is the code of the quad-tree
node and ip is the IP address of the corresponding compute node. The remaining
problem is how to map the quad-tree nodes to the compute nodes by a nam-
ing function to generate DHT keys, so that the ancestor nodes can be easily
located in query processing and the maintenance cost is reduced. For example,
each quad-tree node in Figure 3 has a code, where the IMX-CIF quad-tree is
the same as Figure 2. Figure 3 shows the naming function of a local IMX-CIF
quad-tree in QT-Chord. The naming function is recursively described as follows:

f2(b1b2...bi−1bi) =

{
f2(b1b2...bi−1) if bi = bi−1

b1b2...bi−1 otherwise

We take two-dimensional space as an example. Specifically, given a compute
node code or a query code, the function checks the last bit and the second
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last bit. If they are the same, the last bit is abandoned and this procedure is
repeated. Otherwise, the procedure is stopped after abandoning the last bit. The
dotted arrows in Figure 3 illustrate the corresponding relationships of the quad-
tree nodes by the naming function. For example, the node with code “011” is
mapped to the root node. The node with code “0212” is mapped to the node
with “021”. Similar naming method is used in [13], but it is different from us
that it names the space KD-trees for all the data and imports the virtual root
concept. We only use the naming function to generate DHT keys of storing data
of the quad-tree nodes. The DHT keys are published as the global index of
the compute nodes organized in Chord overlay network. In this way, a compute
node not only preserves its local index but also the global index consisting of
the meta-data of the nodes located in its region.

4 Query Processing

4.1 Point Query Processing

A point query is denoted as Q(point), where point = (v1, ..., vd), indicating a
d-dimensional point. In this paper, we set d as 2 to illustrate this situation.
When a user initiates a point query, the compute node which receives the query
first calculates the code of quad-tree block with the point for the query at the
dividing level dmin. Then it generates the DHT key of the query by the naming
function. The compute node looks up its part of global index and finds the
compute nodes which have the same prefix of the query DHT key. The query
messages are forward via Chord’s routing mechanism in parallel. Algorithm 1
shows the idea of point query processing. We first calculate the code c of the
query and its DHT key (line 1-2) and then the DHT key nodes route the query
by global index (line 3). From line 4 to 9, we filter the results set and return the
final results.

Algorithm 1. Point Query Processing
Input: Q(key)
Output: R(Si, ID)

1: calculate c;
2: DHTkey = f2(c);
3: add the DHT key nodes to Si by global index;
4: for ∀siεSi do
5: if si does not have the DHT key then
6: Si=Si-si;
7: end if
8: end for
9: return Si;

4.2 Range Query Processing

A range query is described as Q(range), where range=[l1, u1], ..., [ld, ud] is a
multi-dimensional hypercube. We take two-dimensional space as an example.
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The main idea of range query is the same as point query. Range query takes
queries or data objects as range space. When a user initiates a range query, the
compute node which receives the query first identifies the code list of the query
and then finds the DHT keys of the query by the naming function. After that,
the compute node routes the query messages to the relative nodes by the global
index. The range query algorithm is described in Algorithm 2. From line 1 to 7,
we find the DHT keys of the query and route them by the global index in line
8. From line 9 to 13, the results set is filtered and returned.

Algorithm 2. Range query Processing
Input: Query(Q)
Output: R(Si, ID)

1: code list G = ∅;
2: DHT key list K = ∅;
3: add c to G;
4: for ∀ciεG do
5: DHT key ki = f2(ci);
6: add ki to Ki;
7: end for
8: add K to Si by global index;
9: for ∀siεSi do

10: if si does not have the DHT key then
11: Si=Si-si;
12: end if
13: end for

4.3 KNN Query Processing

A KNN query is denoted as Q(key, k), which returns the k nearest data to the
key. To effectively process the KNN query, the idea is that the query starts at a
small range and enlarges the search space accordingly. In each search space, we
find the k nearest data to key and replace the temporary data with a nearer data
at all search space. The whole course stops when the IMX-CIF quad-tree reaches
the depth of dmin. The idea of KNN query processing is shown in Algorithm 3.
In each dividing course, a query region is generated with key as the center and
distance between key and the dividing center as radius to obtain the nearest k
results of the query.

5 Experiment Evaluation

We evaluate QT-Chord index structure in a small cloud computing system. Nine
machines are connected together to construct the cloud computing system. Each
machine has Intel Duo Core 4.00Hz CPU, 1TB memory, 250G Disk. One machine
is the master node and the others are organized in a Chord overlay network.
The eight compute nodes can provide 128 virtual nodes by the technology of
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Algorithm 3. KNN Query Processing
Input: Q(key,k)
Output: R(Si, ID)
di: the distance between key and the ith dividing center;
li: the dividing depth of key;
ci: the circle region with key as the center and di as the radius;

1: Si = ∅;
2: DHT key list K = ∅;
3: for di = li, di ≥ dmin,i−− do
4: get the k nearest distance DHT keys in ci;
5: Si= the k nodes of these DHT keys;
6: end for
7: return Si;

virtual machine. Each of the eight machines simulates 16 virtual nodes. Each
time 32 more virtual nodes are considered to be added into the cloud computing
system. The master node controls the behaviors of all the compute nodes, such as
partitioning the data of users and distributing queries continuously. A compute
node retrieves a new query from the master node after finishing its current query.

Two types of data sets are used to evaluate the performance of QT-Chord: the
uniform distribution data set and the skewed distribution data set. In the uniform
distribution data set, each node generates 500K data objects. The data object
has 2 to 5 attributes. These data objects follow the uniform distribution. So the
nodes hold nearly the same number of data objects. In the skewed distribution
data set, we use the zipf -like distribution to generate the skewed distribution
data set with the distribution parameter α as 0.8. Each compute node generates
100K data objects. QT-Chord is compared with the multi-dimensional index for
cloud data management EMINC and RT-CAN. EMINC index structure builds
an R-tree on the master nodes and a KD-tree on each slave node. RT-CAN index
scheme combines CAN based routing protocol and R-tree based index structure
to process multi-dimensional query requests in a cloud computing system.

5.1 Performance of Point Queries

Figure 4 shows the performance of the number of processed queries per-second
of point queries. When increasing the number of compute nodes, the number of
processed queries per-second of point queries increases almost linearly. The per-
formance of QT-Chord is better than RT-CAN and EMINC. QT-Chord chooses
the relative nodes to the query by the global index, but EMINC chooses all the
slave nodes in the system as the query candidate set. In addition, the master
nodes in EMINC build an R-tree index to increase the maintenance cost and
reduce query performance. In RT-CAN, each compute node uses an R-tree like
index structure to manage the local data by storing the range information of
R-tree, but our quad-tree decomposition is implicitly known by all the compute
nodes in the system.
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5.2 Performance of Range Queries

Figure 5 shows the performance of the number of processed queries per-second
of range queries by two kinds of data sets. By increasing the number of compute
nodes, the number of processed queries per-second of range queries also increases.
In the relative nodes locating phase of EMINC, although it builds a cube for each
compute node, it chooses all the slave nodes in the system as candidates of the
queries. Therefore, the performance of EMINC is lower than RT-CAN and QT-
Chord. In RT-CAN, the compute nodes are organized in a variant of CAN overlay
network. When processing a range query, the query is recursively forwarded to
all neighbors overlapped with the query, so the maintenance and communication
cost increases by increasing the number of nodes. However, QT-Chord index
structure effectively transforms the multi-dimensional range queries into several
code information then hashed to nodes of Chord. So, as shown in Figure 5,
the performance of QT-Chord is more efficient than RT-CAN and EMINC. The
performance of changing the zipf -like parameter is shown in Figure 6. The
performance decreases by enlarging the zipf -like parameter.

 0

 2000

 4000

 6000

 8000

 10000

 32  64  96  128

N
um

be
r 

of
 P

ro
ce

ss
ed

 Q
ue

ri
es

/s

Number of Compute Nodes

EMINC
RT-CAN

QT-Chord

(a) Uniform Distribution Data Set

 0

 2000

 4000

 6000

 8000

 10000

 32  64  96  128

N
um

be
r 

of
 P

ro
ce

ss
ed

 Q
ue

ri
es

/s

Number of Compute Nodes

EMINC
RT-CAN

QT-Chord

(b) Skewed Distribution Data Set

Fig. 4. The Performance of Point Queries

 0

 2000

 4000

 6000

 8000

 10000

 32  64  96  128

N
um

be
r 

of
 P

ro
ce

ss
ed

 Q
ue

ri
es

/s

Number of Compute Nodes

EMINC
RT-CAN

QT-Chord

(a) Uniform Distribution Data Set

 0

 2000

 4000

 6000

 8000

 10000

 32  64  96  128

M
um

be
r 

of
 P

ro
ce

ss
ed

 Q
ue

ri
es

/s

Number of Compute Nodes

EMINC
RT-CAN

QT-Chord

(b) Skewed Distribution Data Set

Fig. 5. The Performance of Range Queries



248 L. Ding et al.

5.3 Performance of KNN Queries

Figure 7 shows the KNN queries performance with k from 1 to 16 respectively
with uniform distribution data set and skewed distribution data set. Each com-
pute node has the number of data 100K. As shown in Figure 7, the KNN queries
performance decreases by the reason that the query space increases with k and
more index entries about the query. The performance of QT-Chord is better
than RT-CAN. EMINC does not give the KNN query algorithm.

5.4 Effect of Dimensionality

This experiment shows the performance of changing the dimensions in the uni-
form distribution data set. The skewed distribution data set is set to two-
dimensions. Figure 8 shows the performance of QT-Chord index structure in
different dimensions. The number of processed queries per-second decreases by
increasing the number of dimensions and the best one is two-dimensions. The
reason is that the range query overlapped with more index items by increasing
the dimensions.
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5.5 Effect of Changing dmin

We change the value of dmin to test the performance of QT-Chord. As shown
in Figure 9, the average number of messages increases by increasing dmin. This
phenomenon is due to increasing the initial dmin level messages per query and
hence due to losing the pruning capability of the distributed quad-tree index
structure when it becomes more and more like a regular grid structure.
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6 Conclusions

In this paper, we present QT-Chord, a novel multi-dimensional index structure
for cloud computing systems which has two levels: global index level and local
index level. Each compute node builds a local index to manage its data and
process query requests. Each compute node publishes a portion of its local index
as the global index to reduce the workload of master nodes and enhance the sys-
tem performance. The compute nodes are organized in a Chord overlay network.
The algorithms of point, range and KNN query processing, are proposed in this
paper. Experiments show that QT-Chord is effective, scalable and available.
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Abstract. Duplicate detection has been well recognized as a crucial task
to improve the quality of data. Related work on this problem mainly aims
to propose efficient approaches over a single machine. However, with in-
creasing volume of the data, the performance to identify duplicates is still
far from satisfactory. Hence, we try to handle the problem of duplicate
detection over MapReduce, a share-nothing paradigm. We argue the per-
formance of utilizing MapReduce to detect duplicates mainly depends on
the number of candidate record pairs. In this paper, we proposed a new
signature scheme with new pruning strategy over MapReduce to min-
imize the number of candidate record pairs. Our experimental results
over both real and synthetic datasets demonstrate that our proposed
signature based method is efficient and scalable.

Keywords: duplicate detection, MapReduce, Cloud.

1 Introduction

Duplicate detection is widely used in a variety of applications, including de-
duplication[1], data cleaning and record linkage [2][3]. Given a set of records1,
the objective of duplication detection is to identify records that refer to the
same real-world entity. Due to a variety of quality problems, such as typos, ab-
breviations, update anomalies and combination thereof, two records that do not
exactly match with each other may refer to the same entity. Two records whose
similarity is not less than a pre-defined threshold are considered as duplicates.
The straightforward approach to identify duplicates over a dataset requires the
comparison on each pair of strings. Obviously, the computational cost will be ex-
tremely high when the dataset is large scale. As such, instead of offering each pair
of strings as a candidate record pair, previous work mainly focuses on propos-
ing efficient approaches, including indexing techniques such as inverted index[4],
Trie Tree [5] and B+-Tree[6] to reduce the number of candidates pairs. However,
with increasing volume of data, the performance of these approaches is still far
from satisfactory especially when the dataset cannot be properly reside in the
main memory.
1 In this paper, for each record, we concatenate its attribute values into a single string.

H. Wang et al. (Eds.): WAIM 2011, LNCS 6897, pp. 251–263, 2011.
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Fig. 1. Overview of the MapReduce Execution

In order to alleviate the problem that incurred by the increasing scale of
datasets, we try to apply the MapReduce paradigm to detect the duplicates.
MapReduce is a programming paradigm for processing large-scale datasets over
a share-nothing parallel cluster. Fig.1 shows its execution overview. It consists
of two procedures: Map and Reduce. In this framework, key/value pairs are
sorted and shuffled based on their keys; the data items with the same key will be
grouped together. In case of duplicate detection by using MapReduce, the key
work is to assign the duplicate candidates the same key, here we say signature.
Then, the duplicate candidates can be shuffled into one group and sent to one
Reduce node for last verification. The signature can be defined as the common
characteristics of duplicates candidates. It must have discriminative power, that
is to say duplicate candidates must have same signature and records with differ-
ent signatures can not be duplicates. We argue that the performance of detecting
duplicates in MapReduce framework mainly depends on the number of candi-
date set size in each group. To achieve better performance, new proper signature
scheme and pruning strategy are proposed to decrease the pseudo duplicates in
each candidate set.

As the MapReduce program paradigm is a share-nothing framework. There
are two challenges need to be solved. One, we must apply proper signature
scheme for duplicate candidates, which has direct effect on duplicate candidate
size and the efficiency of verification. As the data is split and the task on different
nodes is done independently, there is no more global information can be used.
The other challenge is that we must devise new prune method to decrease the
pseudo duplicates as many as possible in new environment. Hence, in this paper,
we make the following contributions:

– We proposed solution for duplicate detection on cloud by using new signa-
ture scheme. The signature scheme can produce exact signatures for each
candidate record pairs.

– We proposed a new pruning strategy to minimize the pseudo candidates
number in each candidate set.

– Redundant comparisons for the same candidate record pairs are eliminated
in our solution.

The rest of the paper is organized as follows: Section 2 presents the problem
definitions and preliminaries. Section 3 describes our proposed signature scheme.
Next, duplicate detection using this signature scheme is illustrated in Section 4.
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Experiments study is given in Section 5.Related work is covered in Section 6 and
Section 7 concludes this paper.

2 Problem Definition and Preliminaries

2.1 Problem Definition

Definition 1. n-gram token set Let r be a string. A set of n-gram tokens of
r denoted as Gr= {gr

1, g
r
2, g

r
3 , ...},where gr

i is defined as follows. gr
i =r[i − n +

1, i− n + 2, ..., i], where r[s, ..., t] means the substring of r from sth to tth. If s
is less than 0 or t is greater than the length of r, then the blank is replaced by
special character. So, |Gr| = |r| + n− 1.

Example 1. For example, record “Jim Gray” can be tokenized as a set of 3-grams:
{ ##j, #Ji, Jim, im , m G, Gr, Gra, ray, ra$, a$$ }.
As there does not exist a similarity function can always perform the best than
other similarity functions in all application scenarios. In this paper, we explored
a widely used similarity function Jaccard. Unless otherwise specified, sim(ri, rj)
refers to simJaccard(ri, rj).

Definition 2. Similarity Given a record pair (r1, r2), let Gr1={gr1
1 , gr1

2 , ...},
Gr2={gr2

1 , gr2
2 , ...} be the n-gram token set of r1 and r2, repectively. The similar-

ity of record pair (r1, r2) is defined as simJaccard(r1,r2).

simJaccard(ri, rj) =
|Gri ∩Grj |
|Gri ∪Grj |

(1)

Using the defined similarity function to evaluate the similarity between any two
records,we can formally define the result of duplicate detection: {〈ri, rj〉|∀ri, rj ∈
R, sim(ri, rj) ≥ θ}, where θ is pre-assigned by users.

For the sake of brevity, we give some necessary symbols and their definitions
in Table 1 that will be used throughout this paper.

2.2 Properties of Jaccard Similarity Function

Definition 3. Global Ordering U is the universe of n-gram in data set R.

∀gi, gj ∈ U , if tfgi ≤ tfgj then gi � gj.

Definition 4. Prefix Tokens For record r, Gr= {gr
1, g

r
2 , ..., g

r
|Gr|}. The tokens

gr
i in Gr are sorted by global ordering. Its prefix token is denoted as Gp

r .

Gp
r={gi|gi ∈ Gr, 1 ≤ i ≤ |Gr| − �|Gr| ∗ θ�+ 1}.

Definition 5. θ Split Point The θ split point is the token that ranked at
�|ri| ∗ θ� − 1 to the rear of record’s sorted token list. The tokens that ranked
before this token are the candidates for signatures.
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Table 1. Symbols and their definitions

Symbol Definition

R collection of records

r record in R

U finite universe of n-grams

Gr sequence of n-grams for record r

|Gr| the number of n-grams in Gr

Gp
r the first p n-grams for record r

|Gp
r | the number of n-grams in Gp

r

g an n-gram of U

tfg term frequency of gram g

θ pre-assigned threshold

sim(ri, rj) the similarity between record ri, rj

� partial order

tokens oij jicidyiji94#loi094

term frequency 2 987543

434dyn

1313

c_3tme

2016

stm

20

343

21

…..
.…..
.

Fig. 2. Prefix Tokens

Example 2. Take the record r=“Advance duplicate address detect” for example
and set θ = 0.8. So,|Gr|=34 and |Gp

r |=34− �34 ∗ 0.8�+ 1 = 7. This is shown in
Fig.2.

When gram tokens in each record are sorted by global ordering, the Jaccard
similarity function has the property[7].

Property 1. ∀ri, rj ∈ R, let Gp
ri

and Gp
rj

be their prefix token set, respectively.
If sim(ri, rj) ≥ θ, then |Gp

ri
∩Gp

rj
| ≥ 1.

As the above property of Jaccard similarity, if two records are duplicates they
must have one common prefix token at least. If each of prefix tokens of the record
is used as its signature, the duplicate records can have the chance to be shuffled
into one group in MapReduce framework. Then, we can verify them.

3 Signature Scheme

The signature scheme can be considered as blocking or grouping process, in which
the duplicate candidates will be assigned the same signature. In MapReduce,
the signature is used as the key for duplicate candidate records,then they can be
shuffled into one group and sent to one Reduce node for the last verification. As
MapReduce is a share-nothing programming paradigm, there is no more global
information about records can be used as in traditional solution. The property of
Jaccard similaity function can be used to generate signature. The direct approach
is to use each prefix token as its signature in[8] and take each word as a token.
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Algorithm 1. SignatureGeneration

Map(key,value):1

newvalue ← key;2

foreach itemi ∈ value do3

select itemj from value using LengthPruning;4

newkey ← (itemi, itemj)(i > j);5

write(newkey,newvalue);6

Reduce(key,values):7

newvalue← values;8

TokenNumber ← the token number in newvalue;9

result← ReducePrune(key,TokenNumber);10

if result==true then11

write(key,newvalue);12

When using the n-gram based method for duplicates detection, it is not effective.
There are three causes:(1)One single prefix token may be also the prefix token
of many other records;(2)Many record pairs have more than one common prefix
token;(3)The number of gram tokens for the same record will be many times of
its word number. All these can be seen from the Example3.

Example 3. Take these two records r1 and r2 below for example.

– r1: Advanced duplicate address detect

– r2: Advance duplicate address detection

Both r1 and r2 contain 4 words, but will produce 35 and 37 3-gram to-
kens respectively. Given threshold 0.8, if taking each word as a token they will
produce only one prefix token, {Advanced} and {Advance} respectively[8]. If
they are used as signature, these two records can’t be shuffled into one group
as candidates. So, taking each word as a token is sensitive to many typo er-
rors. When split the record into 3-gram, their prefix tokens number are all
8. If each of gram in prefix tokens is used as the record’s signature, there
will be 8 signatures for each record. The common prefix tokens of them are
{dup, add, ddr, du, dre, upl, dva, Adv}. If using the signature as in [8], these two
records will be verified eight times. If just use single prefix token as signature,
many redundancies and redundant verifications will be imported. As each prefix
token of one record will be prefix token of many other records. Usually, many
records will have more than one common prefix tokens.

By thorough analysis we proposed a new signature scheme using the records
common prefix tokens. It is an exact signature scheme. During the signature
generation we applied two prune strategies using record’s properties.

3.1 Signature Generation

In order to produce the new signature we have to complete the works:(1)get a
global ordering of all tokens in the data set;(2)build the inverted list just for
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< tokeni1,3,5,7, …>
< tokenj1,3,5,6,7 …>
< tokenk1,3,7, …>
          …… .

Map

< 1,3 tokeni >
< 1,3 tokenj >
< 1,3 tokenk >
< 3,5 tokeni >
< 3,5 tokenj >
< 3,7 tokeni >
< 3,7 tokenj >
< 3,7 tokenk >

……

Reduce

< 1,3 tokeni, tokenj, tokenk >
< 3,5 tokeni, tokenj >
< 3,7 tokeni, tokenj,tokenk>

…...

common prefix  tokensinverted list of prefix token

prune1 prune2

Fig. 3. Data Flow for Signature Generation

each distinct prefix token using MapReduce. Each item in inverted list contains
the information about the record, such as record id, record length and its θ split
value(term frequency). The item in inverted list is sorted by the value of record
length in it; (3)get the maximum common tokens for each duplicate pair by
analyzing the inverted list using pruning strategies. As build the inverted index
is common place,we just give the details of signature generation.

This process is only based on the information of records, not the original
record. The details are given in Algorithm1 and the data flow in this MapRe-
duce procedure is shown in Fig.3, record length and θ split value information is
omitted for illustrating clearly. In this procedure, the inverted index files are also
split and processed by different Map. Each input key/value pair in the Map is an
sorted inverted list for one prefix token(line 1). To get the longest common prefix
tokens of each record pair, we set the input key to the newvalue(line2). Scan
the inverted list from start using the length pruning strategy(line 3-6) and write
out the two items that satisfy the pruning condition as newkey. In Reduce, the
prefix tokens with the same key are common prefix tokens of two records(line 8).
Then it apply the second pruning method(line 10). If it satisfies our requirement
the tokens in newvalue is their signature.

3.2 Pruning Method

In order to improve the efficiency of signature generation and decrease the number
of pseudo duplicates, we proposed two pruning methods used in Map and Reduce
respectively. The first pruning method is used for each input line in Map. That is
an length filtering method as shown in Algorithm 1(line 8). The second pruning
method is used in Reduce, as shown in Algorithm 1(line 19),ReducePrune. As
the length filtering is widely used,we don’t illustrate here[9]. Below, we give our
pruning strategy used in Reduce. It is just based on record length,common prefix
token number and θ split values. As all tokens in the data set are sorted by global
ordering, each token can be seen as a dot in the number axis. We use number
axis and set properties to prove its correctness. Assume their common token
number is K, spti and sptj are their θ split values. In Fig.4, we can see there
are two situations for these two records, spti <= sptj and spti > sptj .

Lemma 1. For spti <= sptj,the prune condition is:
K+�|Gri

|∗θ�−1

|Gri
|+|Grj

|−(K+�|Gri
|∗θ�−1)

≥ θ
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|token ri|=⌈|Gr | θ⌉-1

0

0

N

N|token rj|=⌈ |Grj | θ⌉-1

|token ri|=⌈|Gr | θ⌉-1

N

N|token rj|=⌈|Grj| θ⌉-1

0

0

ri

rj

ri

rj

spti

sptj

spti

sptj

Θ split point
the same point

(a) spti <=sptj 

(b) spti >sptj 

K same tokens

K same tokens

i

i

Fig. 4. Pruning Condition

Proof. The common tokens of these two records are come from two parts in the
number axis, one part is before their split point spti and sptj , the other part is
after these two split points as shown in Fig.4.

The signature is their common tokens that come from the first part, the num-
ber is K. The maximum number of common tokens that come from the other part
is determined by the length of two records and their θ split value. As spti ≤ sptj ,
the maximum number of common tokens from the last part is �|Gri | ∗ θ� − 1.
So,the maximum common tokens for these two records is K + �|Gri | ∗ θ� − 1. If
they are duplicates, the similarity of them can not less than the given θ. So the

pruning condition is:
K+�|Gri

|∗θ�−1

|Gri
|+|Grj

|−(K+�|Gri
|∗θ�−1)

≥ θ

Lemma 2. For spti > sptj,the prune condition is:

K+�Grj
∗θ�−1

|Gri
|+|Grj

|−(K+�Grj
∗θ�−1)

≥ θ

As the proof is the same to the last, we don’t give here for length limit of paper.

4 Duplicate Detection Processing

After the signature generation we have got the exact signatures for each dupli-
cate candidate pair. Using the exact signature, the duplicate detection can be
completed efficiently. The whole process is given in Algorithm 2. Before doing
duplicate detection we distributed the signature index file as distributed cache
file to each computing node[10]. In setup procedure, each computing node will
use this file to build signature structures in its local main memory. In order to
save space, each node just read in the related block of cache file about the pro-
cessed data split. In the Map, for each input record its signatures can be get from
signature structures that built in setup(line 3-6). The records are assigned their
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Algorithm 2. DuplicateDetection

Setup:1

read cache file and build signature information;2

Map(key,value):3

Signatures← GetSignatures(value);4

foreach sig ∈ signatures do5

write(sig,value);6

Reduce(key,values):7

foreach vali, valj ∈ values do8

sim← simjaccard(vali, valj);9

if sim ≥ θ then10

newvalue← (vali, valj);11

write(key,newvalue);12

signatures, then will be shuffled by their signatures and send to Reduce node for
last verification. In Reduce, each pair of records with the same signature will be
verified using similarity function simjaccard(ri, rj)(line 9-11).

Intuitively,when the token number in signature is more the records with this
signature is less. Using this signature scheme can remove redundant verifications
and can decrease candidate set size. We can prove the candidate set size produced
by using common prefix token is far less than using single prefix token. Lets the
candidates number of using single prefix token and using common prefix token
is N1,N2 respectively. We can prove N2 � N1.

Proof. For direct approach, ∀ri ∈ R, its prefix tokens is Gp
ri

. As, ∀gri ∈ Gp
ri

will
be considered as signature and assigned to the record. So, the total intermediate

records is N1 =
n∑

i=1

|Gp
ri
|. As some prefix tokens just occur in one record, so

N1 > 2
n∑

i=1

n∑
j>i

∣∣∣Gp
ri

⋂
Gp

rj

∣∣∣.
For our proposed new signature scheme, ∀ri, rj ∈ R, it takes Gp

ri

⋂
Gp

rj
as

their signature. If Gp
ri

⋂
Gp

rj
! = Φ(i �= j), the result will be assigned to the record

pair as signature, otherwise no signature is generated. The intermediate records
number is N2 = 2

∣∣∣{Gp
ri

⋂
Gp

rj

∣∣∣Gp
ri

⋂
Gp

rj
! = Φ(i �= j)

}∣∣∣. As many records in the
large scale data set have more than one common prefix tokens, N2 � N1.

5 Experimental Evaluation

5.1 Experiment Setup

We study the performance of duplicate detection using Hadoop platform over
nine computer nodes, among which one is set to the master and the others are
set to the slaves. Each node is equipped with 2 cores, 2G main memory, and the
operating system is Ubuntu. The maximum tasks of Map and Reduce are set
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Fig. 5. Comparison

to 40, the other configurations are their default values. For this evaluation, we
utilize three datasets (including two real datasets and one synthetic dataset):

– Titles: It consists of 1,772,301 titles that are extracted from DBLP2 and
CiteSeer3 with total size of 98M;

– Authors: It consists of 2,065,229 author names that are extracted from DBLP
and CiteSeer with total size of 43M;

– Synthetic: It consists of 1,349,955 strings that are produced by Febrl4 with
total size of 91M.

We use the following algorithms in the experiments.

– SPT serves as the baseline algorithm [8], where for each record r, every gram
in the prefix of Gr is taken as a signature. Hence, for every two records that
share multiple grams in their prefixes, multiple record pairs will be produced
as the candidates;

– CPT is our proposed algorithm, where for every two records ri, rj , the
longest common grams of Gri and Grj are offered as the signature. Hence,
for every two records that share multiple grams in their prefixes, only one
record pair is produced.

Unless otherwise specified, the threshold that we use to detect duplicates in this
paper is set to 0.9.

5.2 Signature Scheme Evaluation

In this section, we study the function of both CPT and SPT over the above
three datasets. We scale each dataset by copying every record for multiple times
that varies from 1× to 4×.

Fig.5 plots the cost of detecting duplicates using CPT and SPT that apply
different signature schemes. From Fig.5(b)(c), as expected, CPT outperforms
SPT. To better understand this point, we plot the distribution of longest common

2 http://www.informatik.uni-trier.de/∼ley/db
3 http://citeseerx.ist.psu.edu
4 http://sourceforge.net/projects/febrl



260 C. Rong et al.

 0

 50000

 100000

 150000

 200000

1 2 3 4 5 6 7 8 9 10

C
ou

nt

Common Prefix Token Number

title
author

synthetic

Fig. 6. Common Prefix Token Distribution

 0

 100

 200

 300

 400

 500

 600

 700

 800

title author synthetic

C
an

di
da

te
 S

et
 S

iz
e(

M
)

Date Set

CPT
SPT

Fig. 7. Candidate Set Size

 0

 200

 400

 600

 800

 1000

 1200

 1400

1.0 0.9 0.8 0.7

T
im

e 
C

os
t(

S
ec

)

theta

CPT
SPT

 0

 200

 400

 600

 800

 1000

 1200

 1400

 1600

 1800

1.0 0.9 0.8 0.7

T
im

e 
C

os
t(

S
ec

)

theta

CPT
SPT

 0

 200

 400

 600

 800

 1000

 1200

 1400

 1600

 1800

1.0 0.9 0.8 0.7

T
im

e 
C

os
t(

S
ec

)

theta

CPT
SPT

(a) author (b) title (c) synthetic

Fig. 8. Effect of threshold

prefix tokens of each candidate record pairs in Fig.6. As we can see that, over
each dataset, there exist a large number of record pairs that share more than
one common prefix tokens, redundant record pairs will be produced by applying
SPT method. Hence, these redundant record pairs will be shuffled and verified
meaninglessly. We show the size of candidate set for both SPT and CPT in Fig.7.
Statistic information that is shown in Fig.6 and Fig.7 is extracted from the 1×
dataset. Interestingly, SPT performs better than CPT over the author dataset
when the size is small. As the record length in author data is short, the common
prefix number for record pairs are almost between 2 to 3. So,when the data set
size is small the cost for SPT method is smaller than CPT. When scaling the
size of each dataset, the cost of both CPT and SPT increases. However, there is
an obvious trend that SPT increases significantly while CPT increases smoothly.

5.3 Effect of Threshold

In this section, the effect of threshold is evaluated on 1× datasets. When the
threshold decreases, prefix token number of each record and candidate pairs
increase.So, the time cost increases. Fig.8(b) and (c) show that when the thresh-
old decreases, the time cost of CPT increased smoothly, but the cost for SPT
increased significantly. As threshold decreases, more candidates pairs are pro-
duced using SPT than using CPT. The special situation occurs in Fig.8(a) can
be explained as in the last experiment.
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5.4 Effect of Node Number

The function of computing node number in the cluster is studied in this section.
As the slave nodes in our cluster are heterogeneous, we chose five slaves that
have same architecture to testify the function of node number. The 1× title and
synthetic datasets are used. We can see from Fig.9, the all time cost is decreased
when the nodes number is increased. In Fig.9(c), we give an figure about accel-
erate rate. It is to demonstrate the relative improvement of performance when
using more than one computing nodes contrast to using one node. We can see as
the node number increased the value is increased, but it is not linearly increased
as the data transfer cost is also increased. Overall, when the slave number is
increased the process performance is improved.

6 Related Work

The general duplicate detection problem has been also known as merge-purge[11],
record linkage[2][3], object matching, reference reconciliation[12],deduplication
and approximate string join, etc. All these works are the core of well-known
data cleaning primitives. In order to improve performance, existing approaches
usually have two phases: candidate generation and verification[13][14]. In differ-
ent work the candidate generation phase can be seen as signature assignment
process, its goal is to put the candidates into one group by using different strate-
gies, including BKV[3], SNN[15] and Hashing based strategy[16][17]. When used
in MapReduce to process large scale data, these methods are not effective as
used in one machine. The Hashing based signature scheme is used in[18][19]. In
[20], the prefix based signature scheme is proposed and used by[8] for similarity
join in MapReduce. It can be seen as an exact kind of signature method. It
used the token in one record with the smallest frequency as the signature, but
this method will cause many redundant candidates and verifications, especially
when the record is long. In [8], it takes words in record as tokens and uses single
prefix tokens as signature. It is sensitive to many typo errors. Further, when to-
kenized the record into n-gram tokens set, many redundant candidate pairs will
be produced. To address these problems, we proposed a new signature scheme
using common prefix tokens of each candidate pair and a new pruning strategy
to minimize the pseudo duplicates in MapReduce framework.
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7 Conclusions and Future Work

In this paper, the MapReduce framework is used for duplicate detection. New
signature scheme and pruning strategies are proposed. Experiments demonstrate
that they are effective to decrease the candidate set size and performance im-
provement. In the future, we will do further work on other signature schemes
and pruning strategies using different strategies.
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Abstract. Cloud Storage, which provides cost-efficient and scalable storage 
services, has emerged as a hot paradigm today. As promising as it is, Cloud 
Storage also brings forth security challenges. Sensitive data may be outsourced 
for sharing on cloud storage servers, which are not within the same trusted do-
main as the data owner (DO). To keep the data confidential against unauthor-
ized parties, cryptographic access control must be applied. Existing methods 
usually require the access policies be fully managed by the DO, which could 
lead to the DO-side bottleneck. This paper addressed the issue by implementing 
a cryptographic Role-Based Access Control via CP-ABE. The access policies 
are divided into two parts: Permission Assignments (PAs) and Role Assign-
ments (RAs), and we develop an approach called propagation to allow RAs to 
be handled effectively by users besides the DO. Since most of the dynamic 
policies in the Cloud are triggered by RAs, the bottleneck could be successfully 
avoided.  

Keywords: CP-ABE, RBAC, Cloud Computing, Cloud Storage. 

1   Introduction 

With the big trend of Cloud Computing, Cloud Storage has become one of the most 
popular storage solutions for IT Enterprise today. Cloud Storage Provider (CSP) com-
bines data centers and transfers them into pools of data storage services, offering users 
cost-efficient and hardware-independent interfaces. Currently there are many CSPs 
available, including Amazon S3, Google Docs and Microsoft Azure, etc. 

Despite of the flexibility of Cloud Storage, security concerns have risen upon the 
fact that the customers’ data no longer reside within their physical possession. Those 
data may contain sensitive information that should not be revealed to unauthorized 
parties. Such a security goal can be achieved by making a server-side access control 
in traditional storage systems, but in Cloud Storage, the CSP may not be trustworthy, 
thus server-side access control could not be relied upon.  
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Cryptographic access control has been widely researched to protect the data confi-
dentiality in the Cloud. Plutus [1] and SiRiUS [2] are the earliest ones, but their key 
assignment schemes do not scale well with the number of growing users. 
J.Bethencourt et.al [4] introduced the CP-ABE algorithm, where users are given pri-
vate keys according to their user attributes, and ciphertexts are attached with access 
trees. Only if the user’s private key has the satisfying attributes can he perform de-
cryption. KP-ABE [3] acts in a similar way except that its ciphertexts are attached 
with attributes, and private keys are associated with access trees. Both CP-ABE and 
KP-ABE integrate the access policies into cryptographic algorithms, and no further 
key distribution is needed after every one receives his private key, thus the complex-
ity of key assignment is greatly reduced. Quite a few researches [5, 6, 15] have been 
made to design cryptographic access control based on ABE algorithms. In the propos-
als of [5] and [15], permission revocations are partially delegated to the CSP, but it is 
not safe if the CSP cannot hold the secret. How to design a cost-efficient crypto-
graphic access control in untrusted Cloud Storage remains an open topic. 

The Role-based Access Control (RBAC) model [16] is widely adapted in tradi-
tional storage systems to simplify the policy administrations. Several researches [17, 
18] have been made to introduce RBAC to Cloud Storage, but they paid few atten-
tions to dynamic policies.  

In this work, we design and implement a cryptographic RBAC system upon Cloud 
Storage via CP-ABE. Our main contribution is that we deal with dynamic policies 
efficiently. The DO can appoint other users to modify the role-user assignments, 
which alleviate his administering burdens and avoid the bottleneck.  

2   Preliminaries  

2.1   RBAC  

In the Role-Based Access Control model, access permissions are assigned to roles 
rather than users, and users must activate a role to gain permissions [16]. Figure 1 
shows the basic components of role-based access control. 

 

Fig. 1. Components of RBAC 

For each user, the active role is the one that the user is currently using: 

( : ) {     }AR u user the active role for u=  
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One or more permissions may be assigned to each role: 

( : ) {    }PA r role permissions assigned to r=  

One or more roles may be assigned to each user: 

( : ) {    }RA u user roles assigned to u=  

Predicate permit(u,p) is used to denote whether user u has permission p: 

( : , : )     .permit u user p permission true iff s has p=  

Three basic rules are required: 

1) A user must select a role before receiving permission: 

: , : , ( ( , ) ( ) )u user p permission permit u p AR u φ∀ ⇒ ≠  

2) A user can only activate a role assigned to him: 

: , ( ( ) ( ))u user AR u RA u∀ ⊆  

3) A user has a permission only if the permission is authorized for the user’s active 
role: 

: , : , ( ( , ) ( ( )))u user p permission permit u p p PA AR u∀ ⇒ ∈  

RBAC divides security policies into PAs and RAs, and RAs can be modified without 
changing the underlying access structure of PAs. Thus the administration of security 
policies could be simplified. 

2.2   CP-ABE 

CP-ABE [4] is a public key cryptography primitive for one-to-many communications. 
In CP-ABE, a user’s private key is associated with a set of attributes, and the encryp-
tor encrypts the file with an access tree. The access tree is organized in a way that its 
interior nodes are threshold gates and its leaf nodes are associated with user attributes. 
The user is able to decrypt if and only if his attributes satisfy the access tree. An ex-
ample is shown in Figure 2. 

 

Fig. 2. Example of CP-ABE 

The CP-ABE scheme is composed of four algorithms which can be defined as  
follows: 
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• Setup: The setup algorithm chooses a bilinear group G0 of prime order p with 
generator g and the bilinear map function e: G0 * G0 -> G1, then it chooses two 
random exponents a,b∈Zp. The public key is published as: 

PK ={G0 , g, gb, e(g, g)a} 

The master key MK={b, ga} is kept only by the key generator. 
• Encrypt(PK,T,M): The encryption algorithm encrypts a message M under ac-

cess tree T . Each node n in the tree T (including the leaves) is associated with 
a polynomial qn(x). These polynomials are chosen in the following way: Let kn 
be the threshold value of node n (i.e., for “AND” gates, kn =2, for leaf nodes 
and “OR” gates, kn =1). The degree dn of the polynomial qn must satisfy dn = kn 
− 1. Starting with the root node R the algorithm chooses a random s∈Zp and 
choose polynomial qR(x) so that qR(0)=s. For any other node n, it choose poly-
nomial qn(x) so that qn(0)=qparent(n)(index(n)) in a top-down manner, where in-
dex(n) means the index of n among its siblings. Let Y be the set of leaf nodes 
in T, att(y) be the attribute associated with node y, the ciphertext can be con-
structed by computing  

CT = {T ,C~= Me(g, g)as, C= gbs, 
∀ y∈Y : Cy = gqy(0), C’

y=H(att(y))qy(0)}, 

where H is a hash function. 
• KeyGen(MK, S): The key generation algorithm will take as input a set of at-

tributes S and output a private key that identifies with that set. The algorithm 
first chooses a random r∈Zp, and then random rj∈Zp for each attribute j∈S. 
Then it computes the key as 

SK = {D = g(a+r)/b, ∀ j∈S : Dj = grH(j)rj , D’j=grj} 

• Decrypt(CT, SK): The decryption procedure is a long and recursive algorithm. 
The exact procedure can be found in [4]. Lacking of space, we write: 

Decrypt(CT, SK)=M; 

CP-ABE allows the fine-grained access policies to be integrated into the ciphertext, 
and is adapted in many researches on cryptographic Cloud Storages.  

3   Construction 

3.1   Security Assumption 

Quite a few related researches [5, 7, 8] are designed under the assumption that the 
server is “honest but curious”, but this assumption may be too optimistic to suit the 
Cloud. S.Yu et al. [5] and X.Tian et al. [7] take advantage of a CSP-side re-encryption 
to reduce the cost of revocation. But the re-encryption keys may be leaked by an un-
trusted CSP. S.D.C Vimercati et al. [8] introduced a two-layer encryption, but a re-
voked user who already knows the first layer keys may collude with an untrusted CSP 
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to get the second layer keys and keep accessing. Because of the reasons mentioned 
above, we have to propose a weaker security assumption. 

Definition 1. Non-Secrecy but Cooperative (NSC): The CSP will try the best in order 
to make the sensitive data visible with third parties, but it will act cooperatively as the 
DO required if the target cannot be reached (Uncooperative CSPs come down to the 
issues of Data Integrity and Data Availability, hence they are out of our topic).  

The NSC assumption is closer to the real Cloud, and our security goal is to achieve 
data confidentiality under NSC CSPs. 

3.2   System Setup 

We design a cryptographic access control system, implementing most of the features in 
RBAC. Its components are defined as follows:  

User: Users are subjects of the access control. Each user u is associated with an at-
tributes set Au that denotes his status. A unique user ID of u is included too. 

File: Each file f is encrypted with a symmetric key kf and stored in the storage of 
CSP. 

Permission:  There’re two kinds of permissions in our proposal: The ability to read 
and write files. We assume that the write permissions are given to the DO, and users 
other than the DO should receive read permissions only. Users with write permissions 
can be straightforwardly designed via signatures as described in [1], thus they are not 
discussed here for simplicity. In the rest paper we will use pf to denote the read per-
mission on file f. 

Role: Each role r is associated with an access tree Tr and a key set Sr.  
PA and RA are defined in the same way as described in Section II:  
( : ) {    }RA u user roles assigned to u=  ( : ) {    }PA r role permissions assigned to r=  

The following rules must be satisfied: 

Rule 1: : , : , ( ( ) )f f f rr role p permission p PA r k S∀ ∈ ⇒ ∈  

Rule 2: : , : , ( ( )   )
u r

u user r role r RA u A satisfies T∀ ∈ ⇒  

 

Fig. 3. PA and RA 

In order to implement the rules above, we introduce the notion of lockbox. Each role r 
is associated with a lockbox Lr, which is divided into two parts: The lockbox header 
Lrh, which stores the RA information, contains a symmetric key kr that is encrypted 
with Tr via CP-ABE. The lockbox body Lrc, which stores the PA information,  

     Role r Permission pf 

       Rule 2          Rule 1 

Sr ,Tr kf           RA          PA  
File f 

Cipher Au 

User 



A Secure and Efficient Role-Based Access Policy towards Cryptographic Cloud Storage 269 

 

contains a key set Sr that is encrypted by kr. With lockbox defined, we can describe 
the steps Key Assignment, File Upload and Role Create as follows. SymEnc() and 
SymDec() are used to denote any symmetric-key enc/dec algorithm. 

• Key Assignment: The DO first chooses a secret parameter SP as input and runs 
Setup to generate the public parameter PK and master key MK. The DO signs 
PK and sends PK along with the signature to the CSP, and keeps MK himself. 

The DO runs KeyGen so that each user of the Cloud is assigned a private 
key with his corresponding attributes. i.e., for user u with attribute set Au, the 
DO generate the private key sku=KeyGen(Au , MK), and sent sku to u via a se-
cure channel.  

• File Upload: Before uploading a file f, the DO generates a random symmetric 
key kf. Then he encrypts f with kf, signs the ciphertext, and uploads the signed 
ciphertext to the CSP. 

• Role Create: Creating a role r is implemented by creating its corresponding 
lockbox Lr. Whenever a role r with key set Sr and access tree Tr is to be cre-
ated, the DO generates a random symmetric key kr. He encrypts kr with Tr to 
generate the lockbox header Lrh, and encrypts Sr with kr to generate the lock-
box content Lrc. The lockbox Lr is created as follows and sent to the CSP: 
Lr={Lrh=Encrypt( PK, Tr, kr ), Lrc=SymEnc(kr , Sr)} 

3.3   Handling Dynamic Policies 

In this section we will describe how to deal with the dynamic policies, including PA 
modifications, RA modifications and file updates. Normally all of these operations 
have to be done by the DO, which may lead to a DO-side bottleneck. To solve the 
problem, we make improvements to the basic construction and introduce propagation. 

3.3.1   PA Modification 

PA Assignment  

If the DO wants to assign the permission of file f to r, he has to insert kf into Sr. The 
DO decrypts Lr via his private key to get Sr exactly the same as doing File Access, 
forms the new key set: S’r= Sr∪{kf} and generates the new L’r={ Lrh=Encrypt( PK, 
Tr, kr ), L’rc=SymEnc(kr , S’r)}. Then he sends L’

r to the CSP. 

PA Revocation  

To stop r from accessing f, normally a new symmetric key has to be used to re-
encrypt f. In order to improve the efficiency, we introduce lazy-re-encryption, which 
means the DO just flags f as “to-be-encrypted”, and will not re-encrypt f until a new 
version of f is uploaded. Since there’s no technical way to stop users from visiting the 
data they have visited before, lazy-re-encryption is reasonable. 

With lazy-re-encryption, the procedure of PA revocation can be described as fol-
lows: The DO decrypts Lr via his private key to get Sr, forms the new key set: Sr’= 
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Sr|{kf} and generates the new L’ r ={ L rh =Encrypt( PK, Tr, kr ), L’rc =SymEnc(kr , 
S’r)}. Then the DO flags f as “to-be-encrypted” and sends L’r to the CSP. 

3.3.2   RA Modification 

RA Assignment/Propagation  

As indicated in [16], it’s desirable to allow users besides the DO to make the RA as-
signments without giving them the authority to manage PA assignments. It has al-
ready been implemented in traditional database systems: the DBMS server defines a 
"Grant" permission, and enforces that only those who have the "Grant" permission 
could make the corresponding RA assignments. But in the Cloud scenarios, the server 
is not fully trusted, and the "Grant" permission could not be relied upon, thus we have 
to seek new solutions.  

In the following paragraph we design an approach called propagation to solve the 
problem. An example of propagation is given in Figure 4. 

 

 

Fig. 4. Propagation 

Given a role r and its access tree Tr, r can be propagated to user u in two steps: I. 
Construct a new access tree Tr’= Tr∨Tu, where Tu is the conjunctive form constructed 
by u’s attribute set. i.e, for Au={ID:Bob, Place:Home}, Tu=(ID:Bob)∧(Place:Home). 
II. Make a CP-ABE re-encryption, changing Lrh=Encrypt(PK, Tr, kr) into 
L’rh=Encrypt( PK, Tr’, kr).  

In order to allow the DO to control the "propagation" permission. We take further 
actions as follows: 

Let’s observe the difference between Lrh and L’rh: 

Lrh =Encrypt( PK, Tr, M )={ Tr , Me(g, g)as, gbs, ∀ y∈Y : gqy(0), H(att(y))qy(0)} 

L’rh =Encrypt( PK, Tr’, M )={ Tr�Tu , Me(g, g)as’ ,gbs’, ∀ y∈Y’ : gq’y(0), H(att(y))q’y(0)} 

If the access tree changes from Tr to Tr’, the root node of Tr (say R) will be the left 
child of the new root node (say R’). Thus the new polynomial of R must satisfy 

q’R(0)=q’parent(R)(index(R))= q’R’(0)=s’ 

As we know, qR(0)=s. This means if the security parameter s is not changed during  
the propagation, the polynomials related to the old tree R does not need to change. 

   And 

         Or 

ID:Alice Place:Home 

A propagation made by a 
SOHO worker Alice, allowing 
another SOHO worker Bob to 
activate role “staff”

          Or 

             Or 

 Place:Office 

Place:Home ID:Alice 

ID:Bob 
And 

          And 

The access tree of role “Staff”  The new access tree of role “Staff”  

Place:Office Place:Home 
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Thus the "propagation" permission can be controlled by distributing the security pa-
rameter s. If the DO wants to give user u the "propagation" permission for role r, he 
sends s to u via a secure channel (It’s obvious that knowing s involves the ability to 
decrypt Lr). If u is no longer allowed to propagate r, the DO will use a new parameter 
s’  to update Lr and send s’ to all the other propagators of r except u. 

Now the procedure of propagating r to v by u can be described: u generate poly-
nomials for Av without changing the CP-ABE security parameter s, and forms the new 
lockbox header:L’rh = { Tr∨ Tv , kre(g, g)as, gbs, ∀ y∈Y∪Av :Cy = gqy(0), 
C’

y=H(att(y))qy(0) }.With Lrc unchanged, p sends L’
r ={ L’rh , Lrc } to the CSP.  

Note that all the polynomials related to Tr do not need changes, thus our implemen-
tation of propagation also reduce the time cost of an RA assignment from O(|Y|+|Av|) 
to O(|Av|). 

RA Revocation  

Revoking user u from role r can be implemented by replacing Lrh=Encrypt(PK, Tr , kr) 
with L’rh=Encrypt(PK, Tr|Tu , kr), where we use Tr|Tu to denote the result of pruning Tu 
from Tr. Additionally, all of the symmetric keys in the key set Sr have to be updated to 
prevent u from further access. Similarly, there’s no need of instant operations, and 
those related data files will just be flagged as “to-be-encrypted”. 

3.3.3   File Update 
When the DO is about to update a data file f, he checks if f is flagged as “to-be-
encrypted”. If no: the symmetric key kf used does not change. Otherwise, the DO ran-
domly chooses a new symmetric key k’f to encrypt the new version of f, and uploads 
the ciphertext to the CSP. Additionally, for roles that have access to f, their lockboxes 
must be updated. i.e. for role r that  kf �Sr , its old lockbox is: 

Lr ={Lrh=Encrypt( PK, Tr, kr ), Lrc=SymEnc(kr , Sr)}. 

Firstly the DO has to check the validity of Lrh as described in the Propagation section, 
then he randomly chooses a new lockbox key k’r, modifies Sr to S’r= (Sr|{kf})∪{k’f}, 
generates 

L’r ={L’rh=Encrypt( PK, Tr, k’r ), L’rc=SymEnc(k’r , S’r)}, 

and send the CP-ABE security parameter s used in L’rh to all the valid propagators of r.  
A File Update may trigger more than one lockbox updates, but advantages are that 
after k’f is determined, the lockbox updates become independent with the file, and can 
be run in parallel with file encryption and file upload. 

4   Security Analysis 

Our scheme makes use of the CP-ABE and symmetric encryption algorithm in a 
straightforward way, except that the CP-ABE security parameter s used in the current 
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ciphertext is given away to the propagators. We will prove that the propagator benefits 
nothing more than to decrypt the current ciphertext and to propagate. It’s proved by 
giving security games as follows: 

Game 0: Security game of CP-ABE 

• Setup. The challenger runs the Setup algorithm and gives the public parame-
ters PK to the adversary. 

• Phase 1. The challenger runs KeyGen to generate private keys SK1,… SKq 
corresponding to sets of attributes A={A1,… Aq} and send them to the  
adversary. 

• Challenge. The adversary submits two equal length messages M0 and M1. In 
addition the adversary gives a challenge access tree T such that none of the 
sets A1,… Aq from Phase 1 satisfy T. The challenger flips a random coin b, 
and encrypts Mb under T. The ciphertext CT is given to the adversary. 

• Phase 2. Phase 1 is repeated and more private keys SKq+1,… SKn are sent to 
the adversary with the restriction that none of Aq+1,… An satisfy T.  

• Guess. The adversary outputs a guess b’ of b. The advantage of an adversary 
in this game is defined as Pr[b’ = b] -1/2. 

Game 1: Security game of our scheme 

In Game 1, the adversary has extra information about another ciphertext (let’s call 
CTN) that is independent of CT. Thus a new Phase 1 has to be designed as follows.  

• Phase 1. The challenger runs KeyGen to generate private keys SK1,… SKq 
corresponding to sets of attributes A1,… Aq and send them to the adversary. 
The adversary gives a challenge access tree T’ such that there exists an Ai∈A 
satisfy T’. The challenger encrypts a random message N under T’ with a ran-
dom security parameter s, and sends s and the ciphertext CTN to the adversary. 

The steps Setup, Challenge, Phase 2 and Guess are the same for Game 0 and Game 1. 
J.Bethencourt et al. [4] has proved that CP-ABE is secure under random oracles 

with Game 0. We can prove that if there is a polynomial time algorithm A that wins 
Game 1 with non-negligible advantage, it can be used to construct a polynomial time 
algorithm B to win Game 0. The construction is shown as follows. 
 
Algorithm A: 
Input:   

T; 
CTA=Encrypt( PKA, T, bA); 
PKA; 
{SKiA}:1<i<m; 
CTN=Encrypt( PKA, T’, N); 
s; /* s is used in CTN */ 

Output:  bA’, a guess of bA 
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Algorithm B: 
Input:   

A; 
 T; 

CTB=Encrypt( PKB, T, bB); 
PKB; 
{SKiB}:1<i<m; 

Output:  bB’ , a guess of bB  
1. random choose t from Zp; 
2. random choose a message M;  
3． choose an access tree T’ such that there exists an 

Ai∈A satisfy T’. 
4. compute the following ciphertext: 

CTM=Encrypt( PKB, T’, M )  
={T ,C~= Me(g, g)at, C= gbt, 
∀ y∈Y : Cy = g

qy(0), C’

y=H(att(y))
qy(0)}; 

5. return bB’=A(T, CTB, PKB, {SKiB}, CTM , t) 

As the construction shows, our scheme is equivalent in security to the CP-ABE 
scheme, thus we successfully achieve data confidentiality with NSC CSPs. 

5   Performance 

This section numerically evaluates the performance of our proposed scheme. We 
design the experiments based on the scenarios listed in Table 1. The test machine is 
an Intel Xeon 2.4 GHz client with 1GB memory running Red Hat Enterprise 5. The 
coding is based on the cpabe-0.10 library. 

Table 1. Cloud storage scenarios 

 Firm A Firm B Firm C 
Number of roles 10 50 100 
Number of users 100 1000 10,000 
Average number of roles 
assigned to each user 

2 5 10 

Number of files 10,000 100,000 1,000,000 
Average number of files 
assigned to each role 

1000 10,000 100,000 

5.1   Average Performance 

Table II presents the average client side overhead introduced per single operation. 
File Update is relatively slow here because there may be many roles with access to 
the file to update. As described in section 3, the lockbox updates in File Update can 
be done in parallel with file encryption and file upload, which is the key time-
consuming operation in most cases (depending on the size of file and network condi-
tion), thus we consider the overhead acceptable. 
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Table 2. Average overhead 

Time cost (in milliseconds) 
Operations 

Firm A Firm B Firm C 

RA  
assignment 

173 193 194 

RA  
revocation 

160 186 189 

PA  
assignment 

144 192 265 

PA revoca-
tion 

160 197 293 

File Update 417 1,870 4,200 

File Access 140 185 260 

5.2   Benefits from Propagation  

The NIST study [12] indicates that PA policies, unlike RA policies, tend to change 
relatively slowly. Thus propagation could make the DO’s task easier. Since the fre-
quency of policy changes is hard to be measured numerically, we evaluate the effect 
of propagation qualitatively in Table III. 

Table 3. Performance with & without propagation 

Without  
propagation 

With propagation 

Operations 
Time cost 

Must be 
done by 
DO? 

Time cost 
Must be 
done by 
DO? 

Fre-
quency 

PA  
assignment 

O(|A|)+ 
O(|S|) 

Yes 
O(|A|)+ 
O(|S|) 

Yes Low 

PA  
revocation 

O(|A|)+ 
O(|S|) 

Yes 
O(|A|)+ 
O(|S|) 

Yes Low 

RA  
assignment 

O(|Y|) Yes O(|A|) No High 

RA  
revocation 

O(|Y|) Yes O(|A|) No High 

* |S| denotes the average number of files available to a role, |Y| denotes the average number of leaf 
nodes of a role’s access tree, and |A| denotes the average size of a user’s attribute set. In most cases 
|Y|>>|A| 

As is shown, the administering overhead of DO could be greatly reduced, espe-
cially when the percentage of RA changes rise, thus the DO-side bottleneck could be 
successfully avoided. 

6   Conclusion 

RBAC was proposed to support complicated security policies and simplify authoriza-
tion administration. This primitive has been explored by researchers and well  
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implemented in traditional storage systems, but little work has been done to implement 
dynamic RBAC on untrusted Cloud Storage yet. We proposed a cryptographic RBAC 
policy to alleviate the DO’s administering task in the Cloud. Role propagation is intro-
duced, allowing the frequent user-role permission changes to be handled by users other 
than the DO. Our scheme is proven secure against CSP with Non-Secrecy, which 
represents a typical problem in the Cloud. Experiments show that we successfully 
avoid the DO side bottleneck, and the overall performance is acceptable. 
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Abstract. Automatic image tagging automatically label images with semantic 
tags, which significantly facilitate image search and organization. Existing tag-
ging methods often derive the probabilistic or co-occurring tags from the visu-
ally similar images, which based on the image level similarity between images. 
It may result in many noisy tags due to the problem of semantic gap. In this  
paper, we propose a novel automatic tagging algorithm. It represents each test 
image with a bag of visual words and a measure to estimate the correlation be-
tween visual words and tags is designed. Then, for each test image, its visual 
words are weighted based on their importance, and the more important visual 
word contributes more to tag the test image. To tag a test image, we select the 
tags which have strong correlation with the greatly weighted visual words. We 
conduct extensive experiments on the real-world image dataset downloaded 
from Flickr. The results confirm the effectiveness of our algorithm.  

Keywords: image retrieval, image tagging, feature correlation. 

1   Introduction 

Recently we have witnessed an explosion of web images available online (e.g. Flickr), 
which requires an effective image search technology. Although Content-based image 
search [1] has been researched for more than a decade, it still has several bottlenecks. 
First, the visually similar images aren’t always similar in semantic meaning, which is 
also the semantic gap problem. This is because current visual feature extraction tech-
niques are not effective enough in representing the semantics of an image. The second 
problem is computational expensiveness. Due to the high dimensionality of visual 
features, the efficiency and scalability of CBIR are usually very low. The problems 
are further exacerbated in the social media environment because of its’ huge volumes 
and the noise generated by users. Image tagging is the task that assigns an image with 
several descriptive keywords called tags. With the tags, images can be searched like 
web documents [16]. Thus, a set of quality image tags is very useful to alleviate with 
the problems existing in Content-based image search. There are already some existing 
web sites which allow users to upload personal images and also tag them manually. 
However, manually tagging images is intellectually expensive and time consuming. 
Furthermore, persons or community provided tags lack consistency and present nu-
merous irregularities (e.g. abbreviations and mistypes) [2].  
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Thus, automatic image tagging has recently attracted much attention [3], [4], [5], 
[6], [17], [18]. However, it remains a challenging problem to the image and video 
tagging due to unsatisfactory performance. There are several problems. First, many 
existing methods which tag the test image based on visual content often heavily rely 
on complicated machine learning algorithms. In general, the machine learning based 
methods boil down to learning a mapping between low level visual features and high-
level semantic concepts. Since the potentially vocabulary existing in social tagging is 
unlimited, only a very limited number of visual concepts can be modelled using 
small-scale datasets. The complexity of training and the significant diversity of visual 
appearance might make the learned models unreliable and hardly generalizable. Some 
other existing automatic tagging approaches suggest the most common tags derived 
from the visually similar images to users. However, the visually similar images aren’t 
always semantically similar. As a result, many noisy tags are assigned to the test im-
ages. In the other side, these approaches are usually based on the image level similar-
ity. Since a single image may contain several objects, the image level similarity can 
hardly reflect the truth. For example, when tag a test image which contains airplane 
only, the tags associated with the image which contains airplane and cloud may be 
ignored because the two images are less similar.  

In this paper, we propose a novel automatic tagging algorithm which represents 
each image with a bag of visual words, and the tags which are strongly correlative to 
the important visual words are assigned to the test image. In the training process, a 
measure to estimate the correlation between visual words and tags is designed based 
on their co-occurrence. Based on the assuming that the more important a visual word 
is the more it contributes to tag the test image, the visual words of the test image are 
ranked and weighted based on the visual word association graph. Then we select the 
tags which are most correlative to the greatly weighted visual words to tag the test 
images. Since an image can be reconstructed from the subspaces of other images, the 
correlation between visual words and tags is more informative than the correlation 
between images and tags. Then, by representing each image with a bag of visual 
words and exploring the correlation between visual words and tags, the tags which are 
most descriptive to the objects of the test images are selected, which can alleviate the 
problem existing in the image-level similarity based approaches. We conduct exten-
sive experiments on real-world datasets downloaded from Flickr. Results show that 
our method outperforms existing methods significantly.  

The rest of the paper is organized as follows. Section 2 reviews the related work. 
We introduce the estimation of correlation between visual words and tags in section 3, 
followed by visual words weighting in Section 4 and tagging the test image in Section 
5. Experimental results are reported in Section 6. We conclude the paper in Section 7. 

2   Related Works 

Image tagging has attracted more and more interests in recent years. The key problem 
is to decide which tag can be assigned to tag the query image. Some works use a su-
pervised machine learning method to tag the query images. For example, Lei et al. [6] 
proposes a multi-modality recommendation model based on both tag and visual corre-
lation of images. Rankboost algorithm is then applied to learn an optimal combination 
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of those ranking features from different modalities. Barnard et al. [7] develops a num-
ber of models for the joint distribution of image regions and words to tag the query 
images. Lei et al. [8] propose a novel probabilistic distance metric learning scheme 
that automatically derives constraints from the uncertain side information and effi-
ciently learns a distance metric from the derived constraints. To tag a query image, 
the proposed approach first retrieves k social images that share the largest visually 
similarity with the query image. The tags of the query image are then derived based 
on the tagging of the similar images. Geng et al. [9] model the concept affinity as a 
prior knowledge into the joint learning of multiple concept detectors, and then the 
concept detectors which also are classifiers are used to tag the query images. Wu et al. 
[19] formulate image tagging as multi-label image annotation which is treated as a 
regression model with a regularized penalty. However, these machine learning meth-
ods try to learning a mapping between low-level visual features and high-level seman-
tic concepts, which are not scalable to cover the potentially unlimited array of con-
cepts existing in social tagging. Moreover, uncontrolled visual content generated by 
users creates a broad domain environment which has a significant diversity in visual 
appearance, even for the same concept. 

Some other works use an example based on a training dataset to tag the query im-
ages. Timothée et al. [10] present a random walk graph-based scheme founded on the 
GCap method to perform automatic image tagging. It uses the canonical correlation 
analysis technique (CCA) to shorten the semantic gap in the image space and defines 
a new metric in the text space to correlate tags with content. Zhou et al. [3] uses a 
heuristic and iterative algorithm to estimate the probabilities that words are in the 
caption of an image by examining its surrounding text and region matching. Words 
with high probabilities are selected as tags. The approach in [4] first estimates initial 
relevance scores for the tags based on probability density estimation, and then per-
forms a random walk over a tag similarity graph to refine the relevance scores. There 
is also a learning of social tag relevance by neighbour voting [5], which learns tag 
relevance by accumulating votes from visual neighbours. However, these approaches 
usually assigned the tags which appear frequently in the visually similar images, and 
many noisy tags may be introduced due to the semantic gap problem. 

3   Correlation between Visual Words and Tags 

One of the most important parts of the image tagging is how to reduce the semantic 
gap between visual features and tags. This task is very difficult for computers to per-
form. In the next two sections we propose an algorithm to reduce the semantic gap by 
exploring the correlation between visual features and tags, and then learn the 
weighted visual features of the test image. By combining the weight of features and 
their correlation with tags, the tags which are most relative to the test image are as-
signed. In this section, we first generate the visual vocabulary and representing each 
training image as “Bag of Words”, and then we estimation the correlation between 
these visual words and tags. 
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3.1   Visual Word Vocabulary 

We represent each image using the bag-of-word model. In this model, the visual feature 
in image can be considered as “word” in document. On top of bag-of-word model, we 
further take into consideration the pattern of spatial distributions of these visual features. 
To represent an image by a bag of visual words, we first detect the feature points and 
their surrounding patches in this image, then represent each feature of the point by a 
feature descriptor. For each feature, a feature vector is extracted from an image patch 
surrounding this feature point within a specific scale. The well-known feature descrip-
tors SIFT [11] is applied to fulfill this task. Once the visual feature has been represented, 
a k-means algorithm is applied to cluster these extracted visual features to a fixed-size 
visual feature vocabulary, namely visual word vocabulary [12], [13]. The center of each 
cluster is regarded as a “visual word” that represents the specific local pattern shared by 
the patches around these key points. Thus, each word in the visual word vocabulary is 
the center of the corresponding cluster of visual features.  

The reason lies behind to form a visual word vocabulary is as follows. The correla-
tion between visual word and tag is more informative than the correlation between 
image and tag, and an image level similarity may be semantically different. Mean-
while, to weight the visual features of the batches from the test image, the image fea-
ture which is extracted directly from the image always slightly different from each 
other. Thus, it is hardly to estimate the relation between different visual features di-
rectly. Consequently, the image can be represented as a bag of word by replacing each 
image feature with the center of corresponding features cluster which is also a visual 
word. 

3.2   Correlation Estimation 

As each image can be represent by a bag of word and also contains a number of tags, 
the correlation between visual word and tags which will be denoted by word-to-tag 
correlation can be estimated by exploring their co-occurrence. The proposed estima-
tion of word-to-tag correlation is motivated by the observation that, if a visual word fi 
appear in both imge Ix and Iy, then the word fi is likely to contain the content for the 
tags share by image Ix and Iy. Moreover, the more number of image that fi and tag ti 
co-occur the more correlative they are. For example, Fig.2 shows an example, in 
which the three images share a tag “airplane” and a visual word fi. Thus, it is assumed 
that visual word fi has some correlation with tag “airplane”. We use the following 
formula to estimate the correlation score between visual word fi and tag ti: 

| ( ) ( ) |
( , )

log | ( ) ( ) ( ) ( ) |
i i

i i
i i i i

I f I t
Cor f t

I f I t I f I t

∩=
+ − ∩  

where ( ) ( )i iI f I t∩  is the set of images which contain both word fi and tag ti. To allevi-
ate the bias on frequent visual words and tags, we divide the correlation score by the 
log(.) value.  

To estimate the word-to-tag correlation, we index the training images by both vis-
ual words and tags, and the procedure to estimate the correlation matrix in the training 
process is detailed in Fig.2. When new images are added to the training dataset, it is 
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also easy to update the correlation matrix by just update the entries corresponding the 
words and tags associated with these new images. 

 

 

Fig. 1. Example of co-occurrence of visual word and tag 

Input: visual word vocabulary {fi : i=1, …, Nf} and the tag vocabulary {tj: j=1, …, Nt} 

Output: The word-to-tag correlation matrix CNf ×Nt 

1. for each tag tj; 

2.  I(tj)=set of images which indexed by tj; 

3.   for each visual word fi; 

4.     I(fi)=set of images which indexed by fi; 

5.     Cor(fi,tj)=|I(tj)∩I(fi)|; 

6.     Cor(fi,tj)= Cor(fi,tj)/(log| I(tj)|+log|I(fi)|- logCor(fi,tj)); 

7.     Cij= Cor(fi,tj); 

8. return C;  

Fig. 2. Procedure of word-to-tag correlation estimation 

4   Visual Word Weighting 

For the test image, some visual words may be more important than other visual words 
and these visual words will contribute more to tag the test image. In this section, we 
propose to identify the importance of visual words based on the visual word graph 
construct from a set of similar images, and the importance of a visual word is repre-
sented by a weight value. 

airplane, 
sky, 

aviation, 
lights 

… 

airplane, 
yellow 
cloud, 

sunset, 
... 

tag images visual word

word: fi

Shared tag: 
airplane 

airplane, 
clouds, 

norway, 
lights 

… 
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4.1   Visual Word Association Graph 

To weight the importance of each feature of the test image It, we first retrieve a set of 
similar images Sa of the test images from the training dataset, and then a visual word 
association graph G=<F, E, W> is constructed from the set of similar image St= Sa 
∪{It}. Finally, the visual words of the test image are ranked based on this visual word 
association graph G. As discussed in the previous section that each image in St can be 
represented by a bag of visual words, all these visual words and all the relationships 
between any two words form a graph G. The nodes of this graph represent the visual 
words of the set of similar images, and the weighted edges represent the relationships. 

The edges of the G are generated according to the conditional co-occurrence of two 
visual words. For example, if two visual words fi and fj conditionally co-occur in at 
least one image, an edge eij = (fi, fj) ∈E between them is generated; otherwise no edge 
is generated. The edges can either be undirected or directed, and we use the undi-
rected edge in this paper. Then the weight of edge is calculated by accumulating the 
sub weight of co-occurrence in each image: 

_ ( )
x t

ij ij x
I S

w Con co I
∈

= ∑
 

where the _ ( )ij xCon oc I  is the sub weight of conditionally co-occurrence of fi and fj in 
image Ix. Assume an image Ix∈ St contains ni number of instances of visual word fi 

and nj number of instances of visual word fj , then the sub weight _ ( )ij xCon oc I  in im-
age Ix in calculated as following: 
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where ϕ(.) is a delta function, and its value is 1 if the distance of fip and fiq is smaller 
than d and 0 else. fip denotes the pth instance of visual word fi and fjq denotes the qth 

instance of visual word fj. Mx is the total number of visual word instances in image Ix. 
d is an important parameter related to the constraint of co-occurrence. Since objects 
may have various scales in different images, the d should be properly computed to 
achieve scale invariance. The ideal constraint should limit the two features in the 
same object of interest, and d should vary with the object scale. However, it is im-
practical to computer an ideal constraint for all of the objects. Similar to [14] we sim-
ply calculate d with the following:   

*i dd scale P=  

where scalei is the scale of the interest point from which the instance of visual word fi 
is computed. Pd is a parameter which controls the constraint of co-occurrence, and we 
also set Pd with 4 in this paper. 

4.2   Visual Word Ranking and Weighting 

Existing image tagging algorithms usually set equal weight to different features. 
However, for each image there are some features which are important to describe the 
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main objects and some other features which are just used to describe the background. 
By ranking the visual words, the words which related with the background can be set 
with a small weight, which will alleviate the risk of assigning noisy tags to the test 
image.  

Inspired by random walk with restart (RWR) [15], we rank the visual word based 
on the weight propagation on the visual word association graph. Our ranking method 
based on the observation: given a set of similar images, there are some common ob-
jects and the background may different in each image. In other word, there are some 
visual words which relate to the common objects co-occur frequently in the set of 
similar images. Thus a visual word which co-occurs with significant visual words 
frequently is usually more important than the one co-occurs with a trivial feature. 

With the RWR, the important visual words with high co-occurrences are mutually 
enhanced, and the importances of visual words are propagated through the visual 
word association graph. To perform the RWR, we first construct a propagation matrix 
W|f|×|f| whose element wij is calculated in the above sub section, where |f| is the total 
number of visual words in the image set St. The sum of each column of W|f|×|f| is nor-
malized as 1.Then the initial probability to choose a visual word fi is set with P0(fi), 

and the normalized initial probability vector is 
0P

→
. The probability vector of the nth 

propagation is denotes by 
nP

→
.  Finally, the ranking of visual words with RWR is cal-

culated used the following formulas: 
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where tf(fi) is the frequency of visual word fi in the image set St, and α is the restart 
factor which indicates the portion of importance for propagation at each step. After a 
number of iteration, the visual words which have high co-occurrence have very high 
converged values. Since the nodes with strong edges are usually extracted at the 
multi-occurring semantic concept in several images, the nodes with high converged 
values can represent the most important local visual words of this image set. Finally, 
the converged values are considered as the weights of visual words. 

5   Image Tagging 

In this section we will introduce how to tag test image by combining the visual words 
weight and the correlation between visual words and tags. For a test image It=<f1, f2, 
…, fnt>, we first retrieve a set of visually similar image St and a set of tags Vt which 
are associated with these visually similar images. To efficiently search a set of visu-
ally similar image by content from a large scale image dataset, we divide the whole 
dataset into smaller subsets by the K-means clustering. Each subset is indexed by a 
cluster centre. For a test image, we find neighbours within fewer subsets whose cen-
tres are the closest to it.  
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Then, we rank the visual words of the test image based on the visual word associa-
tion graph constructed from the similar image set St. Usually it is not true that every 
retrieved image is semantically similar with the test image. However, since the set of 
retrieved images has a certain proportion of images which are semantically similar 
with the test image, the ranking algorithm can enhance the important visual words 
that are shared by the semantically similar images. The top ranked visual words com-
bined with their correlation to tags will contribute more to derive tags for the test 
image, and thus these visual words should be weighted greatly. This approach can 
alleviate the semantic gap problem which existing in the approaches based on image 
level similarity.  

After the ranking process, the converged vector tP
→

 of visual word weights is con-

structed for the test image It. For each tag ti in the tag set Vt, a vector 
iC

→
 of correlation 

scores is constructed with each element is the correlation scores of tag ti and a visual 
word fi of the test image It. Finally, the top tags which have the largest values calcu-
lated by the following formula are assigned to the test image. 

( , ) t
i t iPC t I P C

→ →
= ⋅  

The pseudo code of image tagging based on the weighted correlation between vis-
ual words and tags is described in Fig.3. 

 
Input: A test image It=<f1, f2, …, fnt>; 

Output: A tag set with n tags. 
1. retrieving a set of similar images St; 

2. set Vt= the set of tags associated with images in St ; 

3. performing the visual words ranking process; 

4. set tP
uur

=<Pn(fi), Pn(f2), … , Pn(fnt)>; 

5. for each tag ti in Vt 

6.   set iC
uur

=<Cor(f1,ti), Cor(f2,ti), …, Cor(fnt,ti)> 

7.   ( , ) t
i t iPC t I P C= ⋅

uur uur
 

8. return top n tags with the greatest PC(.) value;  

Fig. 3. Pseude code of image tagging 

6   Evaluation 

In the following experiments we compare our approach (named CorTag) with the 
neighbor voting based tagging algorithm (named NVTag) [5] and the canonical corre-
lation subspace based image tagging (named EGCap) [10].  

6.1   Dataset and Evaluation Metrics 

We have collected about 305,000 images and associated about 286,800 tags from 
Flickr as the training dataset. To alleviate the affection of noisy tags, we adopt filter-
ing method by removing the tags that appear less than 10 times and more than 10000 
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times in the collection. We split the dataset of image into two disjoint partitions: a 
training set with 200,000 images and a test set with the remaining images. 

We implement the Difference-of-Gaussian (DoG) [11] method to detect keypoints 
in the image dataset and 2,355,389 key points are found. We then these keypoints are 
grouped into 50000 clusters using the K-means algorithm. The key points are then 
assigned to the clusters with the nearest-neighbor principle. The center of each cluster 
is regarded as a “visual word” that represents the specific local pattern shared by the 
patches around the key points. After building the visual word list, an image can now 
be represented as a visual-word vector in which each component measures the ap-
pearance count of the corresponding visual word. 

We employ two standard criteria to evaluate the image tagging performance, i.e., 
average precision (Av_P) and average recall (Av_R), where Ntest is the total number of 
test images. With m result tags, the precision and recall are denoted by Av_P@m, 
Av_R@m. 
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where Ai is the set of tags assigned to the test image Ii by the automatic tagging algo-
rithm and Bi is the set of human-produced tags for the test image Ii. 

6.2   Experiment Results 

In these experiments, two parameters are evaluated first. One is the size K of Sa which 
indicates how many visually similar images are retrieved for the test image, and the 
other one is the restart parameter α used in visual words ranking. After the parameters 
were fixed, we compare the Av_P@m and Av_R@m of different tagging algorithms. 
   In the algorithm NVTag, K is also the size of retrieved visually similar images. So, 
K is a common and crucial parameter of the two algorithms NVTag and CorTag. To 
facilitate the further evaluations, K is first decided. All the two algorithms retrieve K 
images for each test image, and the number of tagging result is fixed to top 15 tags for 
all the algorithms. The average precision and recall are shown in Fig. 4 (a) and (b) 
with K varied from 50 to 500. It shows that the changes of these curves of different 
algorithms are similar though their peaks are different. The performance of NVTag is 
the best when K is 300. As the CorTag weight the visual words, its curves are more 
sooth after that they achieve their peaks. The performance of CorTag is similar when 
K is equal or larger than 200. Thus, we in the following experiments, K is set to be 
300 and 200 for NVTag and CorTag respectively. 

The other parameter to be evaluated is the restart parameter α. As the EGCap also 
use RWR to determinethe most relevant words, we will record the performance of 
EGCap and CorTag with α varied from 0.1 to 0.9. The number of result tags m is also 
set to be 15.  Fig.5 (a) and (b) show the average precision and recall of both algo-
rithms. It indicates that the change trends of both figures are similar, and both  
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precision and recall rates reach to the lowest value when α is 0.9 with m fixed. Both 
of the two algorithms achieve their best performances when α is set to be 0.3, There-
fore, in all of the following experiments, the parameter α is set to be 0.3 for EGCap 
and CorTag. 
 

(a)

0

0.04

0.08

0.12

0.16

0.2

0.24

50 100 150 200 300 400 500
Value of K

A
v_

P

CorTag NVtag (b)

0

0.04

0.08

0.12

0.16

0.2

0.24

50 100 150 200 300 400 500
Value of K

A
v_

R

CorTag NVTag

 

Fig. 4. (a), (b) Average precision and recall of different value of K 
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Fig. 5. (a), (b) Average precision and recall of different value of α 

Based on the aforementioned parameters evaluation, we compare the Av_P@m and 
Av_R@m of different algorithms in this experiment. Fig.6 (a) and (b) show the 
Av_P@m and Av_R@m with m varied from 1 to 15. According to these figures, Cor-
Tag consistently outperforms both NVTag and EGCap. There are several reasons. The 
first one is that we reduce the effect of noisy images by weighting the visual words. 
Second, the NVTag use the frequency of a tag minus its prior frequency to train the 
tags, which also consider less on the visually similarity and is not scalable. Though 
the EGCap use the correlation between image feature and tags, its weight of image-to-
tag has consideration on the test image. Our algorithm combines both the visual word 
weight and the correlation between visual words and tags to derive the tags. Fig.7 
shows the examples of image tagging using different approaches. 
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Fig. 6. (a), (b) Average top-m precision and recall of different algorithms 

 Ground 
truth 

CorTag EGCap NVTag 

airplane,  
sunset,  
landing,  

aircraft, sky,   
sun, lights,  
aeroplane, 

land, wheels. 

airpplane, 
sunset, rain, 
tree, lights, 

transportation, 
sky, sun, 

aeroplane, 
cloud. 

airpplane, 
sun, jet, tree, 
airport, sky, 

clounds, 
desert,  

aeroplane, 
boeing. 

airpplane, 
airport, sun, 

clounds, 
aircraft, 

boeing, airbus, 
sky, sunset, 
aeroplane. 

White, ocean, 
water, horse, 
sand, beach, 
sky, animal, 

island. 

horse, cloud, 
sea, ocean, pet, 

dog, surfing, 
animal, water. 

water, ocean, 
sea, road, sun, 
clound, girl, 

jumping, sand. 

beach, ocean, 
sea, sky, sun, 
clound, girl, 
runing, car. 

Ocean, beach, 
water, clouds, 

beautiful, 
travel, blue, 
sky, Clouds, 

week. 

Ocean, sky, 
beach, clouds, 
jumping, boat, 

water, sea, 
nature, boy. 

Water, ocean, 
beach, girl, 
sky, grass, 
jumping, 

island, boat, 
sunshine. 

Ocean, water, 
beach,  

running, blue, 
sea, mountain, 

tree, model, 
grass. 

Fig. 7. Examples of Image Tagging 

7   Conclusion  

In this paper, we present a automatic image tagging algorithm by exploring the 
weights of visual words and its correlation with tags. By taking the image as a bag of 
visual words, the image can be processed as a document. The correlation between 
visual words and tags can be estimated based on their co-occurrence, which is more 
informative than the correlation between images and tags. Also the visual words are 
ranked based on the visual word association graph constructed from a set of visually 
similar images, and the important visual words which appear in the multi-occurring 
semantic concept are set with great weights. Then, by combining the correlation and 
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visual words weight, the tags which have strong correlation with the greatly weighted 
visual words are assigned to the test image. Experimental results on real-world dataset 
downloaded from Flick show the effectiveness of our tagging algorithm. In the future 
works, we can improve the performance of image tagging by combining the semantic 
meaning of tags and the performance of image retrieval can also be improved by 
using the correlation. 
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Credibility-Oriented Ranking of Multimedia

News Based on a Material-Opinion Model

Ling Xu, Qiang Ma, and Masatoshi Yoshikawa

Graduate School of Informatics, Kyoto University,
Yoshida-Honmachi, Sakyo-ku, Kyoto 606-8501, Japan

Abstract. To detect subjective intentions in a multimedia news item
and help users avoid the misleading, we propose a Material-Opinion
model for ranking the multimedia news with a credibility score. In the
model, material is the visual description of the video news. Opinion con-
sists of the subjective words extracted from the surrounding text (or
closed captions) of that video news. After extracting materials and opin-
ions from multimedia news items, we compare any two news items to
compute their material and opinion dissimilarities, respectively. By con-
sidering the support relationship between material and opinion, we com-
pute a credibility score for each multimedia news item. Intuitively, the
credibility score of a video news item consists of material and opinion
credibility scores. In the event, material credibility score is computed
based on the idea that high credible material should be used in most
items and they support similar opinions. On the other hand, the idea of
computing opinion credibility score is that high credible opinion should
be claimed in most news items by using different materials. In this paper,
we also present the experiment results that validate our methods.

1 Introduction

With the rise of the Internet and the electronic signal television, video programs
have broken the constraints of time and space. Multimedia news is an indispens-
able part of daily life. However, multimedia news that evolved from traditional
textual news, is also facing the bias issue. More or less there exist subjective in-
tentions in multimedia news. What’s worse, the impression of rich visual content
which is supposed to be the advantage of multimedia news, plays a negative role
in encouraging audience to be conscious of perspectives. Well edited multimedia
news looks very believable even it is reported by one side.

To help user avoiding the effects from the subject intentions in the multime-
dia news, we study on the contents analysis in views of the relative credibility
in the event. Since event contents may have different meaning for different peo-
ple, either individual or system can estimate the objective extent or degree in
the absolute way. Our method is to evaluate multimedia news by comparing vi-
sual descriptions and textual descriptions respectively as well as considering the
relationship between them. To provide user the results easy to be understood,
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we rank the multimedia news in the event ordering by their relative credibil-
ity scores. In the event, news with higher credibility score would be the more
well-reported item and be suggested to the user.

Our analysis targets are the multimedia news consisting of video clips and
its surrounding texts (=closed captions in this paper). Since there are textual
description and visual description in the multimedia news, we compute the
credibility score of each multimedia news by considering both parts. We use
a Material-Opinion model to compare any two of the multimedia news report-
ing a same event and rank all the news in the event by their credibility. In the
model, material is the visual description of the video news. Opinion consists of
the subjective words extracted from the surrounding text of that video news.

Because the visual description and textual description always come to the
user synchronously, we think there is internal relationship between material and
opinion. Textual description in multimedia news has two common functions to
the user. 1) Declarative function: emphasis or complementarity of the visual
descriptions. 2) Argumentative function: conclusion or extension of the visual
descriptions. In both functions, textual description is presented closely connected
with visual description. Actually, the former depends on the latter. So does the
opinion on the material. Thus we think that for each multimedia news, there is
supporting relationship between its material and opinion, which would help the
credibility evaluation later.

By considering the supporting relationship between material and opinion,
we compute a credibility score for each multimedia news item. Intuitively, the
credibility score of a video news item consists of material and opinion credibility
scores. Material credibility score is computed based on the idea that high credible
material should be used in most items and they support similar opinions. On
the other hand, the idea to compute opinion credibility score is high credible
opinion should be claimed in many news items by using different materials.

As a simple realization of using Material-Opinion model evaluating the cred-
ibility, we use the stakeholder model representing the contents for comparing
materials and opinions respectively. Stakeholders are the important entities in
the event, whose descriptions are supposed to be the most valuable parts for
the comparison. Currently we focus on the person stakeholder only. We compute
the material dissimilarity by using their segment information consisting of the
stakeholder appearance and the duration. Opinion dissimilarity is computed by
comparing the sentiment polarities of the stakeholder-related textual descrip-
tions in the news. We also propose the method of computing a credibility score
of each multimedia news to determine its relative credibility in the event.

2 Related Work

There are lots of research on opinion mining and sentiment summarization of
evaluative text [8][4]. Semantic analysis has been widely used for analysing user
reviews on the products or detecting the opinion-rich resources. There is sub-
tle difference in opinion mining of news articles that the concern is a partic-
ular event instead of a particular product. For assisting reading news articles.
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NewsInEssence [2] and Columbia’s Newsblaster [7] summarize news articles from
multiple sources into one virtual news article. Ma et al. proposed a comparative
query generation method for cross-media search between text news and video
news [6]. They considered news of different media to be complementary and their
method is to search for complementary news.

These researches aimed at complementing differences between news articles.
Some others aimed at making users conscious of differences between news ar-
ticles. Nadamoto et al. focused on differences between news articles about the
same topic in different countries, and developed a bilingual comparative web
browser (B-CWB) [5]. Users can compare news articles in two countries and find
their differences of the content. Park et al. think that there are some bias in
news articles, and developed the system NewsCube to classify the news articles
by their aspects and present them to users [9].

Above researches summarize viewpoints in text, and explore characteristic
or offer essential functions to the audience. They are concerning more about
how to collect and classify the different views, whose study is limited with the
articles (text). Our analysis takes use of the different media types of contents in
the multimedia news. We use the composite consideration of textual and visual
descriptions to compare two news in a more detail way, and rank the multimedia
news in views of their credibility.

There are previous studies focused on the analysis of credibility. Y. Yamamoto
et al. proposed a method of judging the credibility of uncertain facts on the
Internet by comparing the uncertain fact with other facts that is replaced with
the subject or object of the clause [10]. ImageAlert [12] study on the credibility
f text-image pairs, and explore the typical image of a product name by using
supportive relations between text and image. Our proposal has the similar idea
of considering the supporting relations and the causality. Our methods focus on
the contents analysis of multimedia news items where item is often consisting of
more than one fact and the link of material and opinion (video and text in the
news) is less visible than the link of causality that can be detected by particular
verbs in the descriptions. In our methods, contents of the multimedia news items
reporting a same event can be presented as pairs of material and opinion. A news
item reported with credible material and credible opinion can be regarded as the
credible news item itself. Rather than focusing on the mainstream material or
opinion on the Internet (what is most published or admitted), we also consider
the diversity of the materials supporting the similar opinions and the diversity
of the opinions coming with the similar materials in the event.

3 Framework of Material-Opinion Model

To evaluating the relative credibility of multimedia news, we propose a Material-
Opinion model for the comparison. In the model, material is the visual descrip-
tion of each video that filmed by the camera as a reflection of the real world,
which is supposed to be believable despite the aggrandizement or forgery in films.
Opinion is extracted from the textual description of each news, consisting of the
sentiment words put forward by the news agency. For a multimedia news ck,
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ck = (Mk, Ok) (1)
Mk = {segp|segp ∈ Vk} (2)
Ok = {wordq |wordq ∈ Sk} (3)

where Vk is the visual description of ck; Sk are the sentences in the textual
descriptions. p is the number of segments. Mk and Ok are the material and
opinion of ck. segp is a segment in video of ck.

We think that material in news items play as objective description in the event
and opinions are expressed as the subjective description from the agencies. Ma-
terial and opinion in the same multimedia news interact with each other when
reporting a news. For example, in the event “summit conference between Obama
and Sarkozy on July 7, 2009”, one news item ck offers the video of “Obama and
Sarkozy entering the ceremony”, “Obama and Sarkozy talking with each other
in the hall”, “Obama speaking of the North Korea issue seriously”. The cor-
responding texts are “...They entered the ceremony together...”, “...they 110%
agree with each other on the North Korea issue...”, “...I strongly condemn their
reckless action...(by Obama)”1. Here, Vk of two presidents offer the visual de-
scriptions of activities that really occurred at that time, when the text supplies
the sightless parts such as “Obama and Sarkozy are close to each other” and
“Obama expressed strong feelings and emotions to North Korea”. In this multi-
media news, the opinion(s) supported by materials(s) sounds credible when the
visual description Vk and the textual description Sk appear together to the user
in the multimedia news.

However, with different perspectives, a news agency is free to determine the
priority of the materials and raise their own points of view. In the previous
event, there is another news c′k expressing the conclusion of “bad relationship”
because of “absence of dinner” and “appearing disengaged on the conference”.
Here, either “good relationship” or “bad relationship” is hard to be refuted.

To reveal such difference between multimedia news, we propose the Material-
Opinion model for comparing the objective descriptions and the subjective de-
scriptions respectively in the event. Because of the synchronism between video
and text in multimedia news, we think the opinions are expressed closely con-
nected with the materials. Considering that the textual descriptions always work
as the complementary or the conclusion of the visual descriptions, we think there
is supporting relationship between material and opinion.

Section 4 introduce the methods of computing credibility scores by using a
stakeholder model representing the contents for the comparison. When com-
paring two news items by using the Material-Opinion model, we extract the
segments for materials and descriptive words for opinions from the stakeholder-
related descriptions in the multimedia news. We use the stakeholder model pro-
posed in our previous work [11] to represent the textual and visual descriptions
for the further analysis. In most of the news items, there is at least one entity

1 Texts in English are translated from the Japanese news.
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in the contents, as a person, an organization, or a location. This feature makes
it possible to represent the contents by the descriptions on important entities as
the most valuable parts in the contents. We focus on the stakeholder-related de-
scriptions in the multimedia news for the comparison in material and in opinion.
Here, stakeholders are the main participants (persons, organizations, etc.) in the
news event. In one event, stakeholders are the important entities who appear
(or be mentioned) in video (or text) frequently in most of the news items. After
extracting the stakeholders in the event by computing the exposure degrees, we
compute material dissimilarities by using the segments with its stakeholder in-
formation, and compute the opinion dissimilarities by extracting the sentiment
words in the stakeholder mentioned sentences.

4 Credibility-Oriented Ranking of Multimedia News by
Using Stakeholder Model Representing the Contents

With an overview picture of evaluating a multimedia news, we evaluate the
credibility by considering both material and opinion. Obviously, a credible news
(than the others in the event) would be reported with credible material and
credible opinion.

As a implement of using Material-Opinion model for the comparison, we use
stakeholder model representing the contents for comparing the materials and
opinions in the event. We first extract the stakeholder(s) in the event by de-
tecting entities and clustering them by their exposure degrees in both text and
video [11]. Currently we focuses on the persons stakeholder only. Second we com-
pute the material dissimilarity and opinion dissimilarity between any two news
items. Materials are compared by using the segments labelled with stakeholder
appearance. Opinions are compared by using positive, negative and objective
polarities of each stakeholder extracted from the text. Then we cluster the items
in the same event with similar materials and similar opinions. According to the
clustering result, four factors to trace and analyse are the material majority,
material diversity, opinion majority and opinion diversity. We propose a notion
of credibility score Cre of each multimedia news by considering conditions as
follows. For each multimedia news ck,

1. Is there any (or lots of) other items agreed with ck’s opinions in the event.
2. Is there any (or lots of) other items using similar material in the event.
3. Is there any (or lots of) other videos supporting similar opinion of ck in the

event.
4. Is there any (or lots of) other news using similar material but raising different

views against ck in the event.

Here, the first and the second indicates opinion majority and material majority;
the third and the fourth indicates the diversity of all in opinion and the diversity
of all in material. Multimedia news with diverse supported opinions and signifi-
cant materials (supporting agminate opinions) are supposed to be more credible
than others.
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Fig. 1. Comparing Two Materials by Stakeholder-labelled Segments

4.1 Material Dissimilarity

The first question when comparing the material of two multimedia news item is
how to select and construct their features. Video clips in news items offer not
only the streams of the fix-sized pixel information but also the appearance of the
concepts (objects shown in the frames). Furthermore, there are also abundant
connotations included in the appearing patterns and particulars that make the
differences between two items. In our method, we compare the two news items
by using the visual descriptions presented related to the stakeholders (where at
least one stakeholder appears) to compute the material dissimilarity.

We think that both of the frequency (exposure degree) and appearing se-
quence in the video are important in the presentation. Different appearing pat-
terns indicate different enumerate and cause different effects. We also detected
the announcer-appearing segments because announcer always appears with brief
introduction in the beginning of the news. The announcer-appearing segments
require different treatment when comparing the materials.

Fig. 1 shows an example of comparing materials M1 and M2. According to
the duration of the stakeholder-labelled segments of M1 (material), c1 is more
concerning about Sarkozy. Moreover, considering the sequence, we create a char-
acter string for each news by using its stakeholder appearance and compare the
character strings by Edit Distance. Thus the comparison is sensitive to not only
the quantity but also the presenting emphasis. Material dissimilarity shows how
different are the two news items in choosing and presenting the visual descrip-
tions reporting the same event.

Our method of calculating material dissimilarity is as follows.

– For each segment in the video, we make a stakeholder set Sp consisting of
stakeholders(persons) extracted from the contents. p is the number of the
target segment. If there is no main stakeholder extracted, Sp = ∅.

– We transfer each video to a character string as a chain of the repeated Sidp.
Sid is an integer identify the different stakeholder set. Same stakeholder set
shares the same Sid in all the news items reporting a same event. If there
is no main stakeholder extracted in the segment p, Sidp = “N”. Because of
the announcer faces extracted in the segments are different from each other
because of the different post-casters, we define Sidp = “−” if in the segment
p there is no main stakeholder but an announcer making the introduction.
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The repeating counts rely on the frame amount of each segment with settled
time interval (plus 1 per 500ms in or current implement). The character
string of each video is the ordered chain of the repeated Sidp of the seg-
ments. Our comparison of two videos is actually the comparison of the two
transferred character strings.

– The material dissimilarity Dism(c1, c2) of items c1 and c2 is calculated as
follows.

Dism(c1, c2) =
|LCS(c1, c2)|

ll(c1, c2)
(4)

where LCS(c1, c2) is the Longest Common Subsequence [1] of multimedia
news c1 and c2. ll is the longest length of the character string of the two
videos. Respectively, 0 ≤ Dism(c1, c2) ≤ 1.

4.2 Opinion Dissimilarity

Similar with how we compute the material dissimilarity, opinion dissimilarity
is calculated by using the stakeholder-related descriptions in the contents. To
compute the opinion dissimilarity, we use a method of extracting descriptive po-
larities from stakeholder-related descriptions and make feature vectors by using
the sentiment polarities of stakeholder-related descriptions in the event.

First we use CaboCha [3] to build a grammar tree of each sentence in the
text. If any of the nodes in the tree contains the name of a stakeholder s, the
sub-tree started from this node’s parent would be the s-related phrase. For each
s-related phrase in the news item, we use a sentiment dictionary evaluating each
word with positive, negative and objective scores [13]. We multiply the score of
nodes in main clause (node where s exists, sibling nodes and parent node) with
coefficient = 1 and multiply the polarity of rest with coefficient = 0.5. After
adding the products up, for each multimedia news c, we can extract the polarity
scores as follows.

pls = (pol(s1, P ), pol(s1, N), pol(s1, O),
..., pol(sn, P ), pol(sn, N), pol(sn, O) (5)

where pol(s, P ), pol(s, N), pol(s, O) are the positive, negative and objective sum
of the textual description on the stakeholder in a multimedia news.

Because we compute the polarity scores of each stakeholder in item by adding
up the scores of the descriptive semantic words in the phrases, standardization
is required for the large scores caused by the long texts.

Table 1 shows an example of polarity scores in the event. There are two
stakeholders s1 (Obama) and s2 (Sarkozy) in the event. Rows of pls(c2)and
pls(c3) show that there is no opinion in the s2-related textual descriptions of
item c2 and c3. Even the four multimedia news are reporting the same event, c2

and c3 offer little descriptions on s2 (The agency concerned more about Obama
than Sarkozy). We compute the opinion dissimilarity Diso of item c1 and c2 as
follows.
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Table 1. Positive, Negative and Objective Polarity Scores of Stakeholders in the Event

pol(s1, P ) pol(s1, N) pol(s1, O) pol(s2, P ) pol(s2, N) pol(s2, O)

pls(c1) : 0.2 0.27 0.53 0.25 0.36 0.4
pls(c2) : 0.24 0.29 0.46 0 0 0
pls(c3) : 0.26 0.32 0.42 0 0 0
pls(c4) : 0.3 0.22 0.48 0.47 0.08 0.45

Diso(c1, c2) =

√
1− (pls(c1) · pls(c2))2

|pls(c1)|2|pls(c2)|2 (6)

where pls(c1) and pls(c2) are polarity value vectors of news items c1 and c2

respectively.

4.3 Clustering by Material Dissimilarities

We separate the items into groups by the method of aggregative hierarchical
clustering by using their material dissimilarities. Items in one group are shar-
ing similar materials. Material majority MajM and material diversity DivM of
multimedia news item c is as follows.

MajM (c) =
|GroupM

c |∑ |GroupM | (7)

DivM (c) =

∑
c′∈GroupM

c ,c′ �=c DisO(c, c′)

|GroupM
c |

(8)

where, GroupM
c is the group that item c belongs to by the clustering results

using material dissimilarities. For each item c, MajM (c) is the account ratio of
c’s group in all according to the clustering result. DivM (c) is the average opinion
dissimilarity between c and the other items in the same group GroupM

c .

4.4 Clustering by Opinion Dissimilarities

We separate the items into groups by the method of aggregative hierarchical
clustering by using their opinion dissimilarities. Items in one group are sharing
similar opinions. Opinion majority MajO and opinion diversity DivO of multi-
media news item c is as follows.

MajO(c) =
|GroupO

c |∑ |GroupO| (9)

DivO(c) =

∑
c′∈GroupO

c ,c′ �=c DisM (c, c′)

|GroupO
c |

(10)

where, GroupO
c is the group that item c belongs to by the clustering results

using opinion dissimilarities. For each item c, MajO(c) is the account ratio of
c’s group in all according to the clustering result. DivO(c) is the average material
dissimilarity between c and the other items in the same group GroupO

c .
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4.5 Computing Credibility Score

After computing the dissimilarities and clustering the multimedia news in the
event, we compute the credibility score of each news by using its material cred-
ibility score and its opinion credibility score. Material credibility score CreM is
computed based on the idea that high credible material should be used in most
items and they support similar opinions.

CreM (c) = MajM (c) · (1−DivM (c) + ε) (11)

In the case of Div = 0, we use an arbitrarily small positive quantity ε in the
computation.

Opinion credibility score CreO is computed based on the idea that high opin-
ion should be claimed in may news items by using different materials.

CreO(c) = MajO(c) · (DivO(c) + ε) (12)

Therefore, we compute the credibility score as follows.

Cre(c) = CreM (c) + CreO(c) (13)

Because of the relative comparison, we use credibility scores as the relative mea-
sures of ranking the credible news in the event. The absolute value of credibility
score is meaningless in the results.

5 Experiments

To validate the methods, we carried out three experiments:

1. Experiment of comparing materials.
2. Experiment of and comparing opinions.
3. Experiment of ranking multimedia news by their credibility scores.

Analysis targets are the news videos and their surrounding texts extracted from
the video news web sites2 in Japan. The surrounding texts can be seen the same
as the closed captions in the videos.

The system collects the multimedia news published on the Internet every day.
Videos (file in flv or wma) and the surrounding texts (can be seen as the closed
captions) are downloaded for the analysis. Multimedia news who are reported
within 24 hours and sharing similar titles in text are clustered into a same event.

In the experiments, we selected 6 events consisting of 35 news events published
from January 11, 2011 to January 20, 2011 when there are at least one person
stakeholder in the event. In addition, the selected events are consisting of at
least 3 news items from different broadcasters for the comparison. Videos of
the test data add up to more than 53 minutes and the average duration of the
multimedia news is about 92 seconds. We determined several pre-set parameters
for the appropriate performance of the clustering of multimedia news. We set
threshold of material Tmaterial = 0.4 and threshold of opinion Topinion = 0.4
after some preliminary experiments.
2 NTV: www.news24.jp; FNN: www.fnn-news.com: TBS: news.tbs.co.jp; ANN:

www.tv-asahi.co.jp/ann
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(a) Comparing Materials (b) Comparing Opinions

Fig. 2. Precision and Recall Ratios of Topmost Results

5.1 Experiment of Comparing Materials

To evaluate the method of comparing the materials of the multimedia news, we
compared the system results with user rating of material dissimilarities between
any two of the news items. After watching the videos of each individual news
items, user rated dissimilarity between any pairs of videos on five criteria: 0.2,
0.4, 0.6, 0.8, 1.0, where 0.2 indicates there is litter difference and 1.0 indicates
there is big difference.

We set the threshold of material dissimilarity ϑm = 0.5.If DisM > ϑm, there
is difference according to the system result. Fig. 2(a) shows the precision at
n P@n and the recall at n R@n where n is the count of the topmost results
(ordered by material dissimilarities). We also count the sample correlation coef-
ficient rM = 0.02. Reasons of the low sample correlation coefficient value are: 1)
The manual evaluation considers the videos as all. For manual evaluation, time
duration difference indicating increase or decrease of contents also performs high
dissimilarity between two materials. In our method, the factor of time duration
is isolated with the method of Edit Distance. Time duration is not statistically
irrelevant directly with material dissimilarity. 2) When two videos are common
in part but far different in another, it is hard to evaluate how dissimilar two
videos are.

5.2 Experiment of Comparing Opinions

To evaluate the method of comparing the opinions of the multimedia news, we
compared the system results with user rating of opinion dissimilarities between
any two of the news items. After reading surrounding text of each individual
news items, user rated dissimilarity between any pairs of closed captions on five
criteria: 0.2, 0.4, 0.6, 0.8, 1.0, where 0.2 indicates there is litter difference and
1.0 indicates there is big difference.

We set the threshold of opinion dissimilarity ϑo = 0.5. If DisO > ϑo, there is
difference according to the system result. We also count the sample correlation
coefficient rO = 0.24. Fig. 2(b) shows the precision at n P@n and the recall
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at n R@n where n is the count of the topmost results (ordered by opinion
dissimilarities).

According to the sample correlation coefficient and the precision ratios, opin-
ion comparison in multimedia news performs well with high precision.

5.3 Experiment of Ranking Multimedia News by Credibility Scores

To evaluate the method of evaluating the multimedia news by credibility scores,
we compared the system results with user rating of material and opinion dis-
similarities between news items. After reading closed captions and watching the
videos of each individual news items in the event, user rated the manual credi-
bility score rated on five criteria 1, 2, 3, 4 and 5 where 5 indicates a very credible
item and 1 indicate it is reported with bias evaluated by user. We count the sam-
ple correlation coefficient rC = 0.19, which indicates that the credibility-oriented
ranking of the multimedia news performs valid with the user understanding.

6 Conclusion

To the aim of detecting the bias and avoiding the misleading caused by the news
reports, we proposed a Material-Opinion model to compare multimedia news and
rank them by their relative credibility scores. In the model, visual descriptions
in the multimedia news are supposed to be the materials that supporting the
opinions raised in the text. In the implement of using Material-Opinion model
for the analysis, we compare the stakeholder-labelled segments of video to com-
pute the material dissimilarities; and compare the sentiment polarities of the
stakeholder-related phrases in the closed captions to compute the opinion dis-
similarities. By using the dissimilarities, we cluster the multimedia news and
compute the credibility score for ranking. Multimedia news item that reports
opinion similar to most of the others and such that opinion is supported by di-
verse visual descriptions in material will be signed with high credibility scores.
We also carried out some experiments validating our methods. Our future work
is to modify the Material-Opinion model for comparing the multimedia news.
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Abstract. We describe a framework for human action retrieval in still
web images by verb queries, for instance “phoning”. Firstly, we build
a group of visual discriminative instances for each action class, called
“Exemplarlets”. Thereafter we employ Multiple Kernel Learning (MKL)
to learn an optimal combination of histogram intersection kernels, each
of which captures a state-of-the-art feature channel. Our features include
the distribution of edges, dense visual words and feature descriptors at
different levels of spatial pyramid. For a new image we can detect the
hot-region using a sliding-window detector learnt via MKL. The hot-
region can imply latent actions in the image. After the hot-region has
been detected, we build a inverted index in the visual search path, which
we called Visual Inverted Index (VII). Finally, fusing the visual search
path and the text search path, we can get the accurate results either
relevant to text or to visual information. We show both the detection
and retrieval results on our newly collected dataset of six actions as well
as demonstrate improved performance over existing methods.

Keywords: Web image retrieval, action detection, multiple kernel learn-
ing, visual inverted index, exemplarlet.

1 Introduction and Motivation

Human actions represent essential content and elements of many web images, so
searching actions from still web images is useful and important. However, with
the advent of the digital camera and the popularity of internet photo sharing
sites, the size of digital image collection is increasing rapidly. Therefore, finding
the interesting human action images from this big scale image collection is a
significant and challenging work.

Human action retrieval in still images is an example of “semantic gap” prob-
lems. For instance, submit several actions (e.g. “phoning” and “playing guitar”)
as queries to text-based image search engines such as Google Image Search1,
Bing Image Search2 or Flickr3, we would get some result ranking lists. What
1 http://images.google.com/
2 http://images.bing.com/
3 http://www.flickr.com/

H. Wang et al. (Eds.): WAIM 2011, LNCS 6897, pp. 302–313, 2011.
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do you see? For most of us, these retrieval results are not as satisfactory as
we expect. The reason for this phenomenon is that the visual irrelevant images
contains the textual relevant information. Therefore we face a problem: how to
mining the satisfactory results relevant to both text and visual information when
submit an action query to a text-based image search engine?

Query:

Phoning

Text-based Image Retrieval

{I,L,(X,Y),B,S}

Build Exemplarlets Visual Inverted Index Retrieval via VII

Offline Computing Online Computing

+

w2

w1

Ranking

Fig. 1. Illustration of our proposed framework for human action retrieval in still web
images via text-based search

To address the aforementioned problem, we propose a novel framework for hu-
man action retrieval in still web images. The high-level idea of our approach can
be seen from Figure 1. Illumined by the idea of web image retrieval re-ranking
and action classification in still images, we divide our framework into two com-
ponents: online computing component and offline computing component. When
queries are submitted to the search system, the online computing component is
called to retrieval goal images via searching textual and Visual Inverted Index
(VII) respectively. Thereafter, results are combined using a weighted procedure
by parameter w. Finally, the results are listed in the order calculated by the
ranking function.

The offline computing component is implemented for the purpose of building
the visual inverted index for action queries. Firstly, we build a group of Ex-
emplarlets for each action query. Intuitively speaking, each exemplarlet is a
minimum sub-image (bounding box) to picture the action in global level. There-
after we employ Multiple Kernel Learning (MKL) [20] to learn some detectors
to detect Hot Regions in images and then the visual inverted index will be
builded. We will interpret our action retrieval framework specifically in Section
3. Specific experiments are designed and implemented for validating the per-
formance of action detection and retrieval on our newly collected dataset of
six actions, and significant improvement is reported in terms of accuracy and
precision.

The rest of this paper is organized as follows. It starts with a brief review of
related works in Section 2 while the novel model for action retrieval is proposed
in Section 3. The experimental results and discussions are provided in Section
4. Concluding remarks and future work directions are listed in Section 5.
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2 Related Work

In this section we firstly discuss the state-of-the-art re-ranking method in web
image retrieval, then we will review some research works on action detection and
classification.

2.1 Web Image Retrieval Re-ranking

Recently, some approaches are proposed for re-organizing text based search re-
sults by incorporating visual information [3,13,16,17].

M. Chi et al.[3] take a subset of images and segment all images into blobs.
When clustered, densities of blob clusters become directly proportional to the
relevancy of images in that cluster to the query. Using this idea, remaining images
are inserted to appropriate clusters and images are re-ranked. [13] proposes the
Inter-cluster rank and Intra-cluster rank to reorder the clusters and the images
in some clusters respectively. [16] introduces a lightweight re-ranking method
that compares each result to an external, contrastive class. Using a diversifica-
tion function ensures that different aspects of a query are presented to the user.
[17] presents an active re-ranking method to target the user’s intention, and also
proposes a local-global discriminative dimension reduction algorithm by trans-
ferring the local geometry and the discriminative information from the labeled
images to the whole (global) image database, to localize the user’s intention in
the visual feature space. Intuitively speaking, the online computing component
is adapted from the re-ranking methodology, i.e., re-organize text based search
results by incorporating visual information.

2.2 Action Detection and Classification

The visual inverted index is the most important data in online computing, and
it will be builded via action detection progress in offline computing. Most of
the work in this field focuses on recognizing actions from videos [11,14,15] us-
ing motion cues, and a significant amount of progress has been made in the
past few years. Action recognition from still images, on the other hand, has not
been widely studied with the exception of few related papers focused on specific
domains, such as sports actions [8,9,21,23] or, more recently, people playing mu-
sical instruments [22]. Learning from still images to recognize actions in video
was investigated in [10]. The proposed methods [8,9,21,23] have mainly used
the body pose as a cue for action recognition. While promising results have
been demonstrated on sports actions [8,9,21,23], typical action images such as
illustrated in Figure 1 often contain heavy occlusions and significant changes in
camera viewpoint, which are serious challenges for current body pose estima-
tion methods. Inspired by a more general methodology [5], to deal with various
types of actions in still images, we avoid explicit reasoning about body poses
and investigate more general classification methods.
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3 Framework

Follow the illustration of our approach in Figure 1, firstly, we will elaborate
on how to collect exemplarlets for each action query; thereafter, we employ
multiple kernel learning to refine discriminative exemplarlets and learn the action
detectors; then we will build the visual inverted index for each action query;
finally, we utilize a ranking function to re-organize the result list.

3.1 Defining Exemplarlet

An exemplarlet Λ is defined as the minimum sub-image (bounding box) which
contains enough visual information for us to identify the action. For instance,
the red bounding boxes in Figure 1 are examples of exemplarlets for “phoning”.
We just focus on the smallest region here, for the reason that small exemplar-
lets could speed up the learning and detection procedure. Moreover, exemplar-
let contains enough visual information and will not suppress the performance
seriously.

Let Y be the action label of exemplarlets. During implementation, Y is the
id set of all the action classes in the database. We denote Λ as Λ = {A, B, Y },
where A is the visual appearance and B describe the size of exemplarlets. B
is denoted by {b0, b1, · · · bK−1}, where K is the number of exemplarlets. The
configuration of the k-th exemplarlet bk is represented as bk = (hk, wk), where
(hk, wk) is the height and weight value of the k-th exemplarlet.

The exemplarlets selected and segmented from several web image collections
(Google, Bing, Flickr) manually are called “Seed Exemplarlets”, such as illus-
trated in Figure 2. To name a few, exemplarlets in first row of Figure 2 are the
visualization of action query “phoning”. Each action class is assigned about 60
seed exemplarlets.
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Fig. 2. Examples of seed exemplarlets we collected for actions of “phoning” “playing
guitar” “riding bike” “riding horse” “running” and “shooting”
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3.2 Refining Discriminative Exemplarlets

To recognize subtly different scenes, we would like to select a rich set of ex-
emplarlets that are not only highly characteristic of the action class, but also
highly discriminative compared to other classes. We propose a multiple kernel
learning algorithm for discovering discriminative exemplarlets. Exemplarlet Λ is
discriminative for class c means that Λ has larger score value for class c than
the other classes. In the rest of this section, we first describe how to compute
the score of an exemplarlet and then describe the method to select discrimina-
tive exemplarlets. Firstly, we make an important simplifying assumption that
we have a detector D obtained for each action class c. Then the score v of an
exemplarlet for class c is expressed as:

v =
∑
a∈Y

D(Λ, Y ; Θ) · 1a(Y ) (1)

where 1a(Y ) is an indictor that takes the value 1 if Y = a, and 0 otherwise. We
take the detectors learning procedure (we will elaborate on it in the next section)
as binary classification problem, then Y = {−1, +1}. We assume D(Λ, Y ; Θ)
takes the following form:

D(Λ, Y ; Θ) = D(A, B, Y ; Θ)
= ΘT Ψ(A, B, Y )
= αT φ(A, Y ) + βT ϕ(B, Y )

(2)

where D is parameterized by Θ, Ψ(A, B, Y ) is a feature vector observed from
the exemplarlet Λ. ΘT Ψ(A, B, Y ) can be defined as the sum of each potential
function αT φ(A) + βT ϕ(B), where A is the viusal appearance of exemplarlet Λ
and B is the size of Λ. The detector parameter Θ is simply the concatenation
of the parameters in all the potential functions, i.e. Θ = {α, β}. Given the
score value for each exemplarlet of class c, we could select the discriminative
exemplarlets with the largest v.

3.3 Learning Detectors via MKL

Given a set of N training examples {(Λ(n), Y (n))}N
n=1, we have to learn a dis-

criminative and efficient detector function D : X × Y → R over an exemplarlet
Λ and its class lable Y , where X denote the input space of exemplarlets and
Y = {−1, +1} is the set of class labels. D is parameterized by Θ and during
testing and detecting, we can predict the action type Y ∗ of an input exemplarlet
as:

Y ∗ = arg max
Y ∈Y

D(Λ, Y ; Θ) (3)

The detector function D(Λ, Y ; Θ) is learnt, along with the optimal combi-
nation of features and spatial pyramid levels, by using the Multiple Kernel
Learning (MKL) techniue proposed in [19,20]. In our work, we just focus on the
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visual appearance A of exemplarlets, and ignore the impact of size B. Therefore,
D(Λ, Y ; Θ) in Eq. (2) can be rewritten as:

D(Λ, Y ; Θ) =
N∑

i=1

yiΘiK(Λ, Λi)

=
N∑

i=1

yiαiK(A, Ai)
(4)

where Ai, i = 1, 2, · · ·N denote the feature descriptors of N training exemplar-
lets, selected as representative by the SVM, yi ∈ Y is their class labels, and K is
a positive definite kernel, obtained as a liner combination of histogram kernels
by η:

K(A, Ai) =
#A∑
k=1

ηkk(Ak, Ai
k)

#A∑
k=1

ηk = 1
(5)

where #A is the number of features to describe the appearance of exemplarlets,
in this paper #A = 2 for two kinds of features (Pyramid HOG and Pyramid
SIFT). MKL learns both the coefficient αi and the histogram combination weight
ηk ∈ [0, 1].

Many research work [12,22] have observed that the histogram intersection
kernel performs better than the other kernels. Therefore, we employ multiple
histogram intersection kernel in this paper:

k(A, Ai) =
N∑

i=1

min(A, Ai) (6)

3.4 Building Visual Inverted Index

Illumined by the idea of effectively and efficiently Inverted Index in textual infor-
mation retrieval, we establish a mapping between action queries (e.g. “phoning”
“riding bike”) and image visual information. We named this mapping “Visual
Inverted Index” and “VII” for short. The online computing component of our
framework (Figure 2) could finished in time via searching the VII only, and then
return the intermediate results list for ranking. After learnt the action detectors
D, VII can be builded easily in the detection procedure.

The goal of the detection procedure is to find the “hot region”. For an new
input image I, we zoom it into |L| scales at first, i.e., build the image pyramid.
Then we will run the detection algorithm on candidate regions via a sliding-
window at the different pyramid level L. A candidate region R, is a sub-image
(window) of the input image I. We can express R as:

(I, A, B, C, l, vc) (7)

where I is the parent image of R, A is the visual appearance, B is the size of R
(height ∗ width). C is the location of R on image I and we record the left-top
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corner of the window. l ∈ L is the pyramid level of image. vc is the likelihood
(score) of R for action class c, and can be computed via Eq. (4) as D(R, Y ; Θ).

The hot region R∗ of an image I for class c is the region that assigned the
maximal vc:

R∗ = arg max
R∈I

(vc) (8)

After finding the hot region R∗, the VII between image I and action query q
could be builded,

< q, {R∗
1, R

∗
2, · · · , R∗

r} > (9)

For instance, when comes to a query “running”, the online component will search
the VII for this keyword: <′ running′, {1, 4, 436, · · · , 3475} >, and find the hot
regions id {1, 4, 436, · · · , 3475}. Then the goal images will be linked via formula
(7). Finally, the results are submitted to the re-ranking function.

3.5 Retrieval

In this paper, we focus on tackling the “Semantic Gap” between action query
and visual information of images. Therefore, we treat the retrieval task as the
re-ranking work, i.e., re-organize the ranking list of text-based search engine
[13,18]. In the online computing component, we will fuse the results retrieved by
textual information and V II. For a query q and an image I, the final ranking
score is defined as:

rank(q, I) = ω × rankt + (1− ω)× rankv (10)

In this paper, we simply utilize the original rank value (e.g. GoogleRank, Bin-
gRank) of image I as rankt. rankv is the score of the hot region R∗ of image I.
Finally, return the results list order by rank(q, {I1, I2, · · · , Ii}). On a PC with
two 2.93GHz CPU, our framework can return the results below 1 second.

4 Experimental Setup

4.1 Dataset

We collect about 1200 images in total for six action queries: phoning, playing
guitar, riding bike, riding horse, running and shooting. Most of the images are
collected from Google Image, Bing and Flickr, and others are from PASCAL
VOC 2010 [6] and PPMI dataset [22]. Each action class contains about 200
images.

4.2 Appearance Descriptors

The appearance descriptors of the candidate regions R are constructed from a
number of different feature channels. These features are used in [4,7,12,20].

Dense SIFT words [12]. Rotationally invariant SIFT descriptors are extracted
on a regular grid each five pixels, at four multiple scales (10, 15, 20, 25 pixel
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radii), zeroing the low contrast ones. Descriptors are then quantized into 300
visual words.

Histogram of oriented edges [4]. The Canny edge detector is used to compute
an edge map. The orientation and weight of each edge pixel p is assigned by the
underlying image gradient. Then the orientation angle is quantized in eight bins
with soft linear assignment and a histogram is computed.

Spatial pyramid. For each feature channel a three-level pyramid of spatial
histograms is computed, similar to [12,20].

4.3 Implementation Details

In the exemplarlets refining procedure, we manually select about 100 exemplar-
lets for each action class c as positive training examples, and sample about 100
exemplarlets from other action classes as false positives (“hard examples”). Af-
ter running five times five-fold cross validation via multiple kernel SVM [20], we
calculate the mean score v for each exemplarlet and selected top 60 as the seed
exemplarlets for each action class.The size (height × width) of exemplarlet for
each class are 200×200, 200×200, 300×150, 200×200, 300×150 and 200×300.
Some examples of exemplarlets are listed in Figure 2.

In the training procedure, detectors D is performed with the SVM classifier
using the 1-vs-all scheme. We employ the Matlab package libsvm [2] as the
implement of SVM. Finally, we also valid the training procedure in a multiple
classification task. During the training and testing procedure, discriminative
exemplarlets were refined simultaneously.

We let L = 5 and ratio = 4 to zoom images into different scales in VII building
procedure. Take image I(h×w) for example, after zoom+ and zoom- processing,
we will obtain five new images in different scale: (5

4h× 5
4w), (4

4h× 4
4w), (3

4h× 3
4w),

(2
4h× 2

4w) and (1
4h× 1

4w).

5 Results

5.1 Analysis of MKL

Multiple kernel learning is the basic learning model in our framework, we must
make sure that the detectors learnt via MKL are effective and discriminative.
We compare the MKL method with the-state-of-art [12,22,23].

We show results on the datasets Yao and Fei Fei [22] in Figure 3(left). Both
BoW and SPM [12] use the histogram representation, while BoW does not con-
sider spatial information in image features and SPM accounts for some level
of coarse spatial information by building histograms in different regions of the
image. As shown in Figure 3(left), the MKL method outperforms the approach
of [22] and [12] by 1.44% to 8.71%.
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Fig. 3. Left: 7-class classification using the normalized PPMI+ images. Y-axis indicates
the classification accuracy of each method on the 7 classes. Middle and right: 6-class
classification using exemplarlets. Middle: the weight η for the kernel based on the SIFT
feature channel, we choose η = 0.7. right: Confusion matrix obtained by MKL.

5.2 The Discrimination of Exemplarlets

We treat analyzing the discrimination of exemplarlets and refining the exemplar-
lets as a six-classification problem and compute the mean accuracy of five times
five-fold cross validation. As shown in Figure 3(right), all the accuracy are greater
than 80% and the mean accuracy is 86.67%. We believe that the exemplarlets
for each action class are discriminative enough to train effective detectors. The
visualization of every action is shown in the last column of Figure 2.

5.3 The Detection Results

We use the detectors learnt via MKL to detect the candidate regions R from
all the test images, and employ KNN method for baseline. Then we get the
detection results as shown in Figure 4. The mean detection accuracy of MKL
detectors is 79.33%, however, only 30.67% for KNN method.
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Fig. 4. The mean detection accuracy of MKL detectors and KNN method for action
“phoning” “playing guitar” “riding bike” “riding horse” “running” and “shooting”
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5.4 The Retrieval Results

To evaluate the quality of a ranking for a set of test images, we use many
performance measures commonly used for information retrieval, all are briefed
as follows:

(1) P@n (Precision at Position n) [1]
For a given query, its precision of the top n results of the ranking list is defined

as Eq. (11):

P@n =
Nreln

n
(11)

where Nreln is the number of relevant images in top n results.
(2) MAP (Mean Average Precision) [1]
MAP is obtained as the mean of average precisions over a set of queries. Given

a query, its MAP is computed by Eq. (12), where Nrel is the number of relevant
images, N is the number of total retrieved images, rel(n) is a binary function
indicating whether the nth image is relevant, and P (n) is the precision at n.

AP =
1

Nrel

N∑
n=1

P (n)× rel(n) (12)

Moreover, we give a constraint condition that the overlap region between the
detected hot regions R∗ and the real hot region R∗

0 is over 50%, e.g.,

#(R∗ ∩R∗
0)

#R∗
0

≥ 1
2

(13)

For the reason that fuse the results of text-based search and VII based seach
together, the re-ranking results is improved significantly, here select fusion pa-
rameter w = 0.4. The precision at position 100 is shown in Figure 5.

MAP for MKL and KNN method is 66% and 39%.
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Fig. 5. The retrieval results P@100. MKL detectors and KNN method for action “phon-
ing” “playing guitar” “riding bike” “riding horse” “running” and “shooting”
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6 Conclusions

In this paper we describe a framework for human action retrieval in still web
images by verb queries. First we build a group of visual discriminative instances
for each action class, called “Exemplarlets”. Thereafter we employ Multiple Ker-
nel Learning (MKL) to learn an optimal combination of histogram intersection
kernels, each of which captures a state-of-the-art feature channel. Our features
include the distribution of edges, dense visual words and feature descriptors at
different levels of spatial pyramid. For a new image we can detect the hot-region
using a sliding-window detector learnt via MKL, and this hot-region can imply
the latent actions in the image. After the hot-region has been detected, we build
a inverted index in the visual search path, termed Visual Inverted Index (VII).
Finally, fusing the visual search path and the text search path, we can get the
accurate results, both relevant to text and visual information.

In the future we will study an effective and efficient model to selected exem-
plarlets from web automatically. Moreover, we will find a new way to mine the
discriminative visual descriptors for actions.
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Abstract. A user’s context in work environments, or work context, provides fine-
grained knowledge on the user’s skills, projects, and collaborators. Such work
context is valuable to personalize many web applications, such as search and
various recommendation tasks. In this paper, we explore the use of work contexts
derived from users’ various online social activities, such as tagging and blogging,
for personalization purposes. We describe a system for building user work context
profiles, including methods for cleaning source data, integrating information from
multiple sources, and performing semantic enrichment on user data. We have
evaluated the quality of the created work-context profiles through simulations on
personalizing two common web applications, namely tag recommendation and
search, using real-world data collected from large-scale social systems.

1 Introduction

People have various backgrounds. Knowledge on users’ backgrounds is highly valuable
to improve web applications through personalization. The problem of mining Internet
users’ backgrounds has attracted significant amount of interests in the research com-
munities. Mining user backgrounds from private information sources, such as search
history, emails, and desktop documents, has been widely studied in the literature [5,1].
With the growing popularity of social networks, more and more valuable information
can be retrieved from users’ online social activities. Researchers [7,4] have also re-
cently proposed to explore folksonomy from public social bookmarking systems, such
as Del.icio.us and Flickr, to create user interest profiles.

Most existing solutions on mining user backgrounds are designed for general In-
ternet users. Little attention has been paid to users in specific environments. Different
form the prior art, this paper studies mining user contexts in work environments. A
user’s work context contains work-related information, such as skills, projects, and col-
laborators. Users’ work contexts may be used by organizations to improve their internal
web applications. Many organizations, such as schools, government agencies, and large
companies, provide a variety of web applications to allow their employees to publish
information and manage resources in the intranets. Example applications include re-
source annotations, search, and news recommendation. Most of these applications may
benefit from personalization based on the work contexts of users.

While public social activities provide valuable information about users, there are
some known challenges in using such data to mine user contexts. First, the texts on
social systems are oftentimes informal and may even be broken. In particular, many
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compound words in users’ tags may be broken into individual words, (some not even in
right order), which change the semantics of the annotations. Furthermore, the texts on
many items may be short and the semantics of words may be unclear from their textual
content. For that, existing work [3] turns to outside source such as WordNet for help.

When mining user context from social activities in working environment, there are
additional challenges which make the existing approaches infeasible to use:

– Work context contains fine-grained knowledge about users. Many users in an
organization share similar backgrounds. For example, many employees in an IT
company have background in computer science. The information in users’ work
contexts needs to be fine-grained enough to distinguish different sub-fields in
a broad area. For instance, the acronym “SNA” has 16 possible meanings in
Wikipedia. Even if we only consider the entries related to computer science, the
word “SNA” may mean “system network architecture”, “social network analysis”,
and so on. To understand a query term “SNA” from a user, it does not suffice to
know that the user is a computer scientist; we need further knowledge on the spe-
cific areas in computer science which the user works on. Finer-grained knowledge
in work context imposes higher requirements on the semantics in user information.

– The semantics of words may differ from one work environment to another. Unlike
existing solutions for Internet users, one cannot turn to out outside sources, such
as Wikipedia or WordNet, for semantic information about words in a work envi-
ronment. For instance, “Koala” may be the name of some internal project in an
organization, but it has a different meaning in the outside world. We have to mine
the semantics of words from the available data in an organization.

We tackle the above challenges in our solution. Our contributions include: (1) We
design an approach to semantically model users’ work contexts from multiple pub-
lic social information sources that provide heterogeneous data. The words in a user’s
work-context profile are semantically enriched. We propose to mine the semantics of
the words through three aspects: co-occurrences on resources, co-occurrences on peo-
ple, and users’ social connections. (2) In order to show that our approach may gener-
ally benefit different types of web applications, we perform simulations by using work
contexts to personalize two popular applications: search and tag recommendation. Our
simulations are performed on real-world data collected from large-scale social systems.
Compared to existing user modeling approaches on social data, such as [10] and [2],
that are specifically designed to personalize a certain application, we demonstrate that
our solution is more general and may be use to enhance various applications.

2 Deriving User Context Profile from Online Social Activities

We learn about a user’s work context through her activities on multiple online social
systems in an organization. Potential social information sources include blogs, mini
blogs, social bookmarks, mutual tags (or people tagging), and so on. The major steps
and data flow of our approach are shown in Figure 1.
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Fig. 1. Steps and data flow for mining work context from multiple social information sources

2.1 Data Cleaning: Semantically Repairing Broken Tags

As a preparation step, our system performs cleaning on user data, especially free-form
tags. In particular, we observe that there exist compound words in tags that are broken
into multiple individual words. The broken-tag problem arises when a tagging system
misunderstands the tags entered by users. The user interface of many systems allows
a user to enter multiple tags at a time, assuming that different tags are separated by
spaces. If a tag is a compound word (e.g. “new york”), the user is supposed to connect
the components of the tag with connecting symbols (e.g. “new-york”). However, using
connecting symbols is not the usual way people write those words in everyday life.
Users, especially those new to tagging, often forget to apply the connecting symbols in
a compound word. When the connecting symbols are missing, a tagging system may
think that multiple individual tags, rather than one compound-word tag, are entered.
The misunderstanding results in breakup of the compound word. For instance, given
the input sequence “social network analysis”, the system will think that the user enters
three tags “social”, “network” and “analysis”.

The most important step in broken tag recovery is to identify the broken compound
words from a set of tags. Recognizing phrases in a sequence of words is well-studied [6].
A common solution on phrase recognition is to compare the word-level bigrams, tri-
grams, ..., n-grams in a word sequence with the compound words in a dictionary. Un-
fortunately, the assumption on correct word order does not hold in the context of broken
tag recovery, as many tagging systems may automatically rearrange the individual tags
in alphabetical order (see Figure 2 for a real-world example).

Next, we describe our TagFix algorithm on recovering broken tags. The algorithm
consists of a preparation phrase and a recovery phrase. See Figure 2 for example recov-
ery results by TagFix.

Preparation. TagFix creates a dictionary from the correctly-applied compound words
in existing tags. For each compound word w in the dictionary, TagFix computes the set
Sw of tags that frequently co-occur with w. The set Sw is recorded as the context of w
in the dictionary. For each t ∈ Sw, we store the probability p(w|t) that an item that is
annotated with t is also tagged with w.

Recovery. A tagging instance is represented as a tuple 〈I, X, u, T 〉, where I is an item,
X is the text of I , u is a user, and T is a set of tags. The instance indicates that u has
applied tags in T to I . When the instance is from social bookmarks, I is a web resource
and X is a snippet of I; when the instance is from mutual tags, I is a person and X is



Social Analytics for Personalization in Work Environments 317

Before Fixing

After Fixing

Fig. 2. Screenshots from Bookmarks in Lotus Connections. Note that the broken components of
the phrases “social network analysis” and “product development” are not in right order rendering
a simple n-gram type approach useless, but our algorithm recovers those broken phrases.

empty. TagFix examines tagging instances one by one. Given 〈I, X, u, T 〉, TagFix does
the followings to recover the potential broken tags in T .

First, we find a set Sc of candidate compound words in the dictionary, such that for
every w ∈ Sc, all the components of w appear as individual tags in T .

Second, we compute the set SI of contextual words of the item I . SI contains all the
tags that have been applied to I by any user in the system, including u. When the text
X of I is not empty, we also add the keywords in X to SI .

Third, for each candidate compound word w in Sc, we compute the probability that
I is (not) related to w as p(¬w|t1, . . . , tm) = p(¬w|t1)p(¬w|t2) . . . p(¬w|tm), where
t1, . . . , tm are the contextual words in SI , p(¬w|ti) = 1 − p(w|ti), and p(w|ti) is
the probability that an item that is annotated with ti is also tagged with w (recall that
p(w|ti) is computed and stored in the dictionary in the preparation phrase).

If p(¬w|t1, . . . , tm) is smaller than a threshold θ (say, 25%), we have high confi-
dence that w is semantically related to I . In this case, we should recover w for I . To
recover w, we connect its components with “-” and add it to T . We also remove the
individual tags that are components of w from T . This deletes the broken pieces and
adds back the recovered compound words.

2.2 Information Retrieval and Integration

We retrieve users’ information from multiple public social systems in an organiza-
tion. Given a user’s activities on a social system, we extract two vectors from her
activities: a topic-word vector and a social-connection vector. A topic-word vector
is represented as {(w1, c1), . . . , (wm, cm)}, where wi is a keyword and ci is a real-
number score of wi in the vector. Similarly, a social-connection vector is represented as
{(u1, c1), . . . , (un, cn)}, where ui is a user and ci is a real-number score of ui in the
vector. The approach on information retrieval depends on the information source. In the
following, we discuss three example sources.
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– Blogs: Each blog entry of a user ui is represented as a pair 〈Xj , Uj〉, where Xj is the
textual content of the blog entry and Uj is the set of people commented on the entry.
We extract the top k (say, k = 5) keywords from Xj; to do so, we may compute the
TF-IDF score of each word in Xj and take the k ones with the highest scores. The
topic-word vector V t

1 on ui’s blogs contains all the top k keywords extracted from
ui’s blog entries. For each item (wl, cl) in V t

1 , we have cl = log(Nw(wl) + 1),
where Nw(wl) is the number of ui’s blog entries that have wl as one of their top k
keywords. Similarly, the social-connection vector V c

1 on ui’s blogs contains all the
people who have commented on ui’s blog entries. For each item (ul, c

′
l) in V c

1 , we
have c′l = log(Nu(ul) + 1), where Nu(ul) is the number of ui’s blog entries that
have comments from ul.

– Social bookmarks: Each bookmark entry of a user ui is represented as a pair
〈Xj , Tj〉, where Xj is the textual content of the bookmark (usually the snippet
of the bookmarked webpage) and Tj is the set of tags ui applies on the bookmark.
The topic-word vector V t

2 on ui’s social bookmarks contains all the tags in ui’s
bookmark entries. For each item (tl, cl) in V t

2 , we have cl = log(Nt(tl) + 1),
where Nt(tl) is the number of times ui has applied tl as tag in her bookmarks. In
contrast, the social-connection vector on social bookmarks is always empty, since
social bookmarks do not directly indicate the connections among users.

– Mutual tags: Each mutual-tagging instance in the system is represented as
〈u1, u2, Tj〉, where u1 and u2 are users and Tj is a set of tags. The instance in-
dicates that u1 has applied tags in Tj on u2. In this case, the tags in Tj are among
the incoming tags of u2 and among the outgoing tags of u1. Note that even if a user
is not active on a mutual-tagging system, she may still have incoming tags, because
her friends or colleagues who are active may apply tags on her.

The topic-word vector V t
3 on ui’s mutual tags contains all of her incoming tags

and outgoing tags. For each item (tl, cl) in V t
3 , we have cl = log(Nin(tl) + 1) +

log(Nout(tl) + 1), where Nin(tl) and Nout(tl) are the numbers of times tl serves
as an incoming tag and an outgoing tag for ui, respectively. It is also possible to
place more weight on incoming tags or on outgoing tags when constructing V t

3 , but
this is not currently implemented so as to keep our solution simple.

Similarly, the social-connection vector V c
3 on ui’s mutual tags contains all the

people who have applied tags on ui or received tags from ui. For each item (ul, c
′
l)

in V c
3 , we have c′l = log(Np(ul, ui) +1)+ log(Np(ui, ul)+ 1), where Np(u1, u2)

is the number of tags u1 has applied on u2. Note that the computation of c′l favors
users who have mutual interactions with ui (i.e. both applied tags on ui and received
tags from ui).

Even though we retrieve user information from multiple online social systems, we do
not require a user to be active on every system to create a profile for her. If a user has
no activity on a certain system, her vectors corresponding to the system are empty.

A user’s work-context profile also contains a topic-word vector V t
all and a social-

connection vector V c
all. The topic-word vector V t

all is acquired by combining the topic-
word vectors from all the social information sources we consider. Let V t

1 , . . . , V t
n be the

topic-word vectors from those sources. V t
all contains all the keywords in V t

1 , . . . , V t
n .
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For each item (wl, cl) in V t
all, we have cl = Σn

i=1αi · c(V t
i , wl) , where c(V t

i , wl)
is the score of wl in vector V t

i and αi is the combination weight of the vector V t
i . For

simplicity, we set all the combination weights as one in the current implementation. De-
termining different combination weights for different types of information is interesting
future work. The social-connection vector in a work-context profile may be computed
similarly by combining the social-connection vectors from different sources.

2.3 Semantic Enrichment

So far, the topic-word vector in a user’s work-context profile contains only the words
appearing in the user’s public social activities. As stated in Section 1, the text associated
with an item on a social system is normally short. The meanings of words in a piece
of short text may be unclear. To acquire fine-grained knowledge about a user’s work
context, we need to semantically enrich the topic-word vector in her work-context pro-
file. More specifically, we would like to expand the words in the topic-word vector with
their domain-specific synonyms and closely related terms. Furthermore, the meanings
of words in work environments may be domain-specific. We mine information on syn-
onyms and related terms from the available data rather than turning to outside sources
such as Google and Wikipedia for semantic information. Our mining is based on the
words’ co-occurrences on resources as well as their co-occurrences on people.

Word co-occurrence on resources has been widely used in existing literature to mine
synonyms and related terms. Intuitively, the number of topics a resource has is very
limited; thus, if two words are often found to be on the same resources, they are likely
to be on the same topic. For any word w, let R(w) be the set of resources that contain
or are annotated with w. Also, let R(w1, w2) be the set of resources that contain or are
annotated with both w1 and w2. We compute the correlation degree of two words w1

and w2 with regards to resources as cohr(w1, w2) = |R(w1, w2)|/(|R(w1) ∪R(w2)|).
The words w1 and w2 are considered to be closely related if cohr(w1, w2) is larger than
a threshold δr, where δr ∈ (0, 1].

In addition to co-occurrence on resources, we also attempt to discover word seman-
tics from co-occurrence on people. For example, if we find that most people associated
with the project “Koala” have knowledge on “data mining”, we may infer that “Koala”
is related to “data mining”. Let U(w) be the set of users whose current topic-word vec-
tors contain w. We may compute the correlation degree cohp(w1, w2) of two words w1

and w2 with regards to people in a similar way as cohr(w1, w2). The words w1 and
w2 are considered to be closely related if cohp(w1, w2) is larger than a threshold δp.
Note that in most cases, the threshold δp should be greater than δr, because the num-
ber of topics a person has is usually greater than the number of topics a resource has.
We set a larger correlation threshold for co-occurrence on people so as to reduce the
false positive rate. By mining information from both co-occurrence on resources and
co-occurrence on people, we may acquire more comprehensive knowledge about the
domain-specific semantic information of words. To enrich a user’s work-context pro-
file, for every word w in the user’s topic-word vector, we add w’s closely related words
to the vector; the scores of those added related words may be a portion (say, 50%) of
the score of w in the vector so as to attach more importance to w.
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Finally, we may also enrich a user’s work-context profile using the profiles of her
most connected people. A user’s most connected people are those with the highest
scores in her social-connection vector. The intuition is that close friends or colleagues
usually have something in common. If a user does not have much information in her
work-context profile (because she is not an active social-web user), we may treat the
common context of her close connections’ as the user’s own work context. However,
we do not directly add the important topic words of a user’s closely connected people
to her profile. We refer to connected people’s topic-word vectors at runtime so as to
take advantage of people’s most up-to-date profiles. We will see examples on this in
Sections 3.1 and 3.2.

3 Evaluation

We have implemented our solution on deriving work context from users’ social activi-
ties and performed evaluation. In particular, we would like to answer the question: Are
the derived user contexts useful for personalizing various web applications?

In our evaluation, we perform simulations over a larger scale of user data. Our sim-
ulations aim to evaluate whether a work context profile may be used to personalize
different types of web application. The two applications we choose in our tests are tag
recommendation and web search. The reason we select these two applications is be-
cause they focus on very different aspects: tag recommendation assist users to input
information, while web search helps users to retrieve information. Information input
and retrieval are among the most fundamental services provided by web applications.
If both tag recommendation and web search can benefit from work contexts, it is likely
that many other common web applications in work environment, such as news filter-
ing, expertise finding, can also benefit from work contexts similarly. We design simple
approach to personalize these two applications using work-context profiles.

There exists a lot of other work on personalized tag recommendation [8,9] and per-
sonalized search [5,7,4]. Due to space limit, we are unable to discuss individual work
in detail. The solutions proposed in the existing work are specialized on a single ap-
plication. It is not clear whether or how a proposed solution may be generalized to
personalize applications other than the targeted one. We emphasize that our objective is
not to show that work contexts can perform better than the above specialized solutions.
Instead, we would like to test if work contexts can be generally and reasonably useful
to personalize different applications in simple ways.

3.1 Personalized Tag Recommendation

We describe a personalized tag recommendation algorithm that takes advantages of
users’ work-context profiles. The proposed personalized tag recommendation approach
will be evaluated using simulation over real-world data. Our goal is to determine
whether and how much tag recommendation may benefit from work-context profiles.

Personalized Tag Recommendation. Assume that we recommend tags to Alice on
resource R. As the first step, we retrieve three vectors. The first vector V1 is the keyword
vector of the textual content of R. V1 contains all the words in R and each word in V1 is
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associated with its TF-IDF weight in R. The second vector V2 is the topic-word vector
in Alice’ work-context profile. The third vector V3 is the union of the topic-word vectors
of Alice’s top k (say, k = 3) connected people, i.e. the k users with highest scores in
Alice’s social-connection vector. By taking V2 and V3 into account, our recommender
personalizes its suggestions for Alice, as different people will have different V2 and V3.

Next, we combine the three vectors to get a candidate-tag vector. The candidate-tag
vector contains all the words in V1, V2 and V3. Each candidate tag is associated with a
priority score; the higher the score, the higher the candidate tag is ranked. To compute
the priority scores, we first normalize the scores of words in V1, V2 and V3 so that the
average scores of their top x (say, x = 10) words are equivalent. Second, for each
candidate tag wi, its priority score p(wi) is computed as:

p(wi) = β1 · c(V1, wi) + β2 · c(V2, wi) + β3 · c(V3, wi)
where c(Vj , wi) is the score of wi in vector Vj and βj is the combination weight of
vector Vj . In the current implementation, we have β1 = 3, β2 = 2, and β3 = 1. In other
words, we attach most importance to the keywords in R; we also give heavier weights to
the words from Alice’s own work-context profile than those from her connected people.

Our tag-recommendation approach employs type-ahead recommendation: we only
recommend tags that start with the prefix that the user has entered and the list of recom-
mended tags changes as the user types. Type-ahead recommendation is widely used in
practice, such as Google’s recommendation on search keywords. Let pre be the prefix
Alice has entered. Our tag recommender selects all the candidate tags starting with pre
and ranks them based on their priority scores. In particular, when pre is empty, all can-
didate tags will be chosen. The top y selected candidate tags with the highest scores are
suggested to Alice, where y is the maximum number of suggestions that are allowed.

Keystroke-based Measurement. Almost all existing work on tag recommendation
evaluates their solutions using recall. However, most real-world tagging systems em-
ploy type-ahead recommendation. Recall, as a static measure, does not reflect the dy-
namic input process with type-ahead. Here, we propose a novel test method to evaluate
type-ahead tag recommendation. Our test method aims to measure the average amount
of effort a user makes to enter a tag with the help of a tag recommend approach. A user’s
effort is measured by the number of keystrokes. For example, to enter the tag “python”,
if a recommendation approach suggests the tag before the user types anything, the num-
ber of keystrokes is zero; if the approach recommends the tag after the user types two
characters (i.e. “py”), the number of keystrokes is two; in the worst case, the number of
keystrokes needed to enter “python” is six (i.e. length of the word).

In our test method, we simulate user input by gradually providing the prefix of a
tag to a type-ahead recommender until the tag is suggested by the recommender or
the entire tag has been entered. We compute the average number of keystrokes per tag
(ANKT) with regards to a user as a metric for tag recommenders. Assume that a user
u makes sum keystrokes to input m tags. The ANKT of u is a(u) = sum/m. While
ANKT is a straightforward measurement of user effort in tagging, it does not reveal
how much effort is saved with the help of a tag recommendation solution. We further
define the average percentage of keystrokes per tag (APKT) as another criterion. Let
p(u) denote the APKT for user u and T be the set of tags entered by u. We have p(u) =
1
|T |

∑
t∈T

kt

lt
, where lt is the length of the tag t, and kt is the number of keystrokes u
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made to enter t with the help of the tag recommender. As to the values of ANKT and
APKT, the smaller the better.

Even though recall is the most widely used criterion for tag recommendation, as we
will see from experimental results, the fact that a recommender has a higher recall than
another does not automatically imply that the former has a smaller ANKT or APKT than
the latter. The metrics ANKT and APKT we proposed complement recall as effective
evaluation criteria for type-ahead recommenders in the real world.

Baseline Algorithms. For convenience, we refer to our work-context-based tag algo-
rithm as WorkContext. We compare WorkContext with six baseline algorithms.
The six baseline algorithms implement three common tag recommendation strategies
and the combinations of them. All the six baseline algorithms provide type-ahead
recommendation. The three tag recommendation strategies are referred to as Self,
Keyword, and Popular, respectively. The three strategies differ in the choices of
vocabulary and the ways to rank candidate tags.

– Selfmakes recommendation based on the current user’s past tags. The more times
the user has used the tag t, the higher ranking score t has. The idea behind Self is
that users often repeat their favorite tags.

– Keyword suggests tags based on the keywords of the target webpage. The more
important a word is with regards to the webpage (e.g. higher TF-IDF weight), the
higher ranking score the word has.

– Popular makes recommendation based on the popularity of existing tags. The
more times a tag t is used in the tagging system, the higher ranking score t has.
Simple as it is, Popular is being used by many, including Amazon and IBM’s
Lotus Connections.

A hybrid algorithm may employ any two of the above three strategies. The three hybrid
algorithms we consider are referred to as Pop+Self, Key+Pop, and Key+Self, re-
spectively. Key+Pop, which combines the tags suggested by Keywordwith those rec-
ommended by Popular, is a common collaborative filtering algorithm. Key+Self
combines Keyword and Self, and is a simple personalized tag recommendation al-
gorithm that considers target resource’s textual content as well as the user’s past tags.

Data Sets. Our experimental data was collected from a real-word Lotus Connections
system in IBM. Lotus Connections is a large-scale work-oriented social computing sys-
tem that contains a blogging sub-system called Blogs, a social bookmarking system
called Bookmarks, and a people-tagging system called PeopleTags. Our data set from
Bookmarks consists of more than 420,000 bookmarks contributed by over 5,000 users.
In our PeopleTags data set, more than 54,000 users have been tagged with over 170,000
mutual tags. In our experiments, for each user, 25% of his/her bookmarks in Book-
marks were used in mining work context, while all the other 75% were used as test
cases. There is no overlap between the two sets of bookmarks so as to avoid bias.

Not every user is involved in all the three types of online social activities we con-
sidered. In our experiments, we chose those users who have written at least 10 blogs,
received no less than 10 people tags, and bookmarked 20 webpages or more. There
are 208 users in our data sets that meet our selection criteria. On average, each of the
selected user has 26 people tags, 129 blogs, and 391 bookmarks.
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Table 1. Experimental results on tag recommendation, comparing with baseline methods

Recommendation Methods Work Context Self Keyword Popular Key+Self Key+Pop Pop+Self

Recall
Top 5 Tags 0.23 0.15 0.19 0.04 0.19 0.13 0.09

Top 10 Tags 0.30 0.22 0.24 0.05 0.23 0.15 0.14

ANKT
Top 5 Tags 2.25 3.81 5.14 3.48 4.14 3.56 3.37

Top 10 Tags 1.96 3.64 5.02 3.09 3.98 3.12 3.01

APKT
Top 5 Tags 0.28 0.48 0.43 0.63 0.51 0.44 0.42

Top 10 Tags 0.24 0.46 0.61 0.38 0.48 0.39 0.37

Experimental Results. Our experiments were performed on a workstation with an
Intel Core 2 Duo Processor at 3GHz and 3GB of main memory. It took our system 651
seconds to create the work-context profiles for all the 208 selected users. The average
time to create a work-context profile for one user was 3.2 seconds. This did not include
retrieving user information from the three social systems. Depending on the amount of
information a user has, the time to retrieve a user’s information ranged from tens of
seconds to a few minutes. All improvements reported below are statistically significant
at 0.01 according to t-test.

First, we consider the recall of different recommenders. The results are shown in Ta-
ble 1. WorkContext had the highest recalls, 0.23@5 and 0.30@10. Keyword took
the second place in the tests. The performances of Key+Self and Self were close to
Keyword, while other baseline algorithms performed considerably worse. An interest-
ing observation is that Popular performed poorly in the tests with recalls lower than
0.1. This may not be very surprising as Popular considers neither the target document
nor the current user when it makes recommendation. But why many practical systems
still use Popular if it is so poor in suggesting what users want? As we will see next,
the real-world performance of Popular, when measured by ANKT and APKT, may
not be as poor as indicated by recall.

Second, we consider ANKT and APKT. WorkContext had the lowest ANKTs,
2.25@5 and 1.96@10. Its advantages over other recommenders were pretty large. The
average length of the tags in the experiments was 7.92. WorkContext’s APKTs were
0.28@5 and 0.24@10. This indicates that, with the help of WorkContext, a user
may find a tag by typing about a quarter of its length on average. This indicates that
WorkContext is highly effective in predicting user input. It is worth noting that, even
though Popular performed poorly in recall, it had a better performance than Self
and Keyword when it comes to ANKT/APKT. Popular’s simplicity and decent per-
formance in ANKT/APKT demonstrate that it is a usable approach in practice. Our
results indicate that a higher recall does not necessarily lead to a lower ANKT/APKT.
Therefore, measuring only recall is not sufficient in evaluating the performance of tag
recommenders in real world, where type-ahead is the mainstream.

In general, the fact that WorkContext outperforms other recommenders with re-
gards to all the three criteria (recall, ANKT, APKT) demonstrates the effectiveness of
our approach on mining users’ work contexts from their public online social activities.
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3.2 Personalized Search

We describe and evaluate a simple search personalization approach that makes use of
work contexts. Our solution employs result processing to perform search personaliza-
tion and may be used with most existing search engines.

First, upon receiving a search query from a user Alice, we forward the query to the
underlying search engine. The search engine will then return a list of webpages for the
query. The search engine will also associate a relevance score to each returned webpage,
such that webpages which are ranked higher (i.e. those considered to be more relevant
and important to the query) have higher relevance scores. The relevance scores will be
normalized into [0, 1].

Second, we retrieve the topic-word vector in Alice’s work-context profile. We also
retrieve the topic-word vectors of Alice’s top k (say, k = 3) connected people and
combine them with her topic-word vector into an overall vector. In the current implan-
tation, the weight of Alice’s topic-word vector is twice of the weights of those from her
connected people, i.e., we attach more importance to Alice’s own work context.

Third, for each of the webpages returned by the underlying search engine, we com-
pute an interest score based on how well the webpage matches Alice’s overall topic-
word vector. The interest score is computed as the cosine similarity between the word
vector of the webpage (or its snippet) and Alice’s overall topic-word vector.

Fourth, we compute a final ranking score for each of the webpages. Let gr(x), gi(x),
and gf (x) be the relevance score, the interest score, and the final ranking score of web-
page x, respectively. We have gf (x) = gr(x) × (1 − α) + gi(x) × α , where α is a
real-number in [0, 1]. The value of α determines to what extent the ranking of the search
results is affected by Alice’s work context. In our experiments, α was set to 0.25.

Finally, the webpages are re-ranked based on their final ranking scores, and the new
list of sorted results is returned to Alice.

Evaluation Method. We employ the evaluation method proposed in [7], which uses
people’s bookmarks and tags to represent their opinions. The intuition is that, if a user
u bookmarked a webpage and tagged the webpage with a word t, then u must consider
the webpage useful and relevant to t. We may issue a query consisting of the keyword
t on behalf of u, and then check whether those webpages tagged with t by u are ranked
among the top k results returned by the personalized search system. A drawback of
this evaluation method is the potentially high false negative rate: a webpage not being
tagged with t may still be considered useful by u. In spite of the drawback, this method
still allows us to get a pretty good idea on the performance of a personalized search
system. The same evaluation method is also used in other existing work [2].

The data set we used to test search personalization is the same as the one for tag
recommendation in Section 3.1. We tested the 208 chosen users one by one. For each
user, 25% of her bookmarks from Bookmarks together with her blogs and people tags
were used to create her work-context profile; the other 75% of the user’s bookmarked
webpages in Bookmarks (which do not overlap with the 25% bookmarks used in profile
building), together all the webpages bookmarked by other Bookmarks users, were used
as the testing corpus. For the ith user ui, we randomly selected 30 words ui has ap-
plied as tags on her bookmarks. For each of those 30 words, a search query consisting of
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Table 2. Experimental results on search

Search Methods Normal Work Context Mutual Tags Bookmarks Blogs

Recall
Top 10 Results 0.209 0.288 0.251 0.260 0.263
Top 20 Results 0.319 0.438 0.389 0.401 0.400

Improvement Rate
Top 10 Results 0 0.378 0.201 0.244 0.258
Top 20 Results 0 0.305 0.219 0.257 0.254

the word was issued on behalf of ui. We then compute the recall of the top k results
returned by the search algorithm.

Experimental Results. For convenience, we refer to our work-context-based search
approach as WorkContext and the underlying non-personalized search approach as
Normal. Our experimental results are given in Table 2. All improvements reported
below are statistically significant at 0.01 according to t-test.

In the first set of experiments, we test whether performing personalization using work
context improves the search quality. From Table 2, we can see that WorkContext
outperformedNormal. The recalls of WorkContextwere 0.288@10 and 0.438@20,
comparing to Normal’s 0.209@10 and 0.319@20. In other words, WorkContext
improved the recall of Normal by 37.8% and 30.5% when we consider top 5 and top
10 search results, respectively. The experimental results demonstrate that the created
work-context profiles are effective in prioritizing search results.

In the second set of experiments, we study whether using information from mul-
tiple social systems is superior to relying on information from a single source with
regards to mining users’ work contexts. We compare work-context profiles created
from three information sources with those built from a single information source only.
For convenience, we call search approaches that use the special versions of work-
context profiles created with only blogs, only social bookmarks, and only mutual tags,
Blogs, Bookmarks, and MutualTags, respectively. From Table 2, we can see that
WorkContext had higher recalls than all of its three special versions. Such a result,
together with our findings in Section 3.1, provide sufficient evidence that integrating
information from multiple social information sources does allow us to gain more com-
prehensive knowledge about a user. The results also show that our approach is effective
in such information integration.

4 Conclusion

We have proposed a general and lightweight end-to-end solution to mine users’ work
contexts from different types of public online social activities. As a data cleaning
step, we have designed an approach to semantically recover the broken words in the
folksonomy on social tagging systems. We have also described how to integrate and
semantically enrich the information we retrieve from heterogeneous data to create a
work-context profile for a user. Finally, we have evaluated the quality of the created
work-context profiles by using them to personalize two common web applications.
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Abstract. In our daily life, people usually want to find someone to collaborate 
with for the purpose of information sharing or work cooperation. Studies show 
social relationships play an important role in people’s collaborations. Therefore, 
when finding appropriate experts for a user, two aspects of an expert candidate 
should be considered: the expertise and the social relationship with the user. 
One basic model is to filter out expert candidates by one aspect and rank them 
by the other (FOM). Another basic model tries to combine them using linear 
combination method (LCM). Both models as baselines here fail to exploit the 
intrinsic characteristic of social relationships for the tradeoff between two 
above aspects. In this paper, we formally define two factors respectively (i.e., 
expert authority and closeness to user) and propose a novel model called friend 
recommendation model (FRM) which tightly combines both factors in a natural 
friend recommendation way and is formalized by probability and Markov 
Process theories. Experiments were carried out in a scenario that a user looks 
for coauthors in the academic domain. We systematically evaluated the perfor-
mances of these models. Experimental results show FRM outperforms other 
two basic models in finding appropriate experts. 

1  Introduction 

Expert finding is nowadays a very hot research topic in the Information Retrieval (IR) 
field. It aims to extract expert information (e.g., name, address, contact detail, etc.), 
and to return these information to users for further collaboration. 

For collaboration, it is important for users to get rapid response from those experts 
they referred to, and afterwards to communicate with them easily, smoothly and ef-
fectively. Even though previous expert finding models [1, 2, 7, 13] in the IR field 
return the precise ranked list of experts based on their authority on a given query, 
these experts may not be suitable for collaboration. Consider that you are looking for 
an expert to help you make investments. You turn to an expert finding system to look 
for those who are good at investing. System returns a ranked expert list to you, then 
you contact the top-ranked expert (probably Warren Buffett) and look forward to his 
response. Here comes the problem. These top-ranked experts may be too “far” for 
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users to reach, and their responses may not be in time to users. People are mostly 
more willing to interact with “familiar” persons than strangers. When we collaborate 
with others, it would be more effective if they are “close” to us. Moreover, users are 
likely to pay more attention to advice from those familiar and trusted experts. We can 
conclude that finding appropriate experts on some specific topic for collaboration is 
not only related to their authority on the topic, but also to their closeness to the user at 
least in three aspects: expert’s responsiveness, efficiency of communication, and the 
user’s choice for answers or advice. 

Hence, choosing an appropriate expert to collaborate with should include two as-
pects: (a) estimating the expertise of the expert candidate on some specific topic; and 
(b) measuring the responsiveness and efficiency of collaboration with the expert can-
didate. Studies have revealed the importance of the underlying social network struc-
ture for understanding the patterns of collaboration and information sharing [3, 6]. In 
the Computer-Supported-Cooperative-Work (CSCW) field, researchers have studied 
how to incorporate social relationships into finding an appropriate expert using users’ 
social networks. Nevertheless, to our best knowledge, previous work [10, 12, 14] only 
focused on the study of users’ behaviors and psychology. Regarding how to combine 
these two aspects to find appropriate experts, it has not been clearly defined, suffi-
ciently modeled and systematically evaluated. 

In this paper, to solve the problem of finding appropriate experts for collaboration, 
we first formally define the problem as well as two factors which should be consi-
dered simultaneously: (a) expert authority, representing the expert candidate’s know-
ledge on specific topic; and (b) closeness to a user, modeling the social distance  
between the user and the expert candidate. By taking both expert authority and close-
ness between the user and expert candidates into consideration, Filtering Out Model 
(FOM), Linear Combination Model (LCM) are presented here as baseline models, 
while Friend Recommendation Model (FRM) is proposed as a novel model. In these 
models, FOM filters out expert candidates by applying these factors step by step; 
LCM tries to combine factors using linear combination method; and FRM is moti-
vated by the procedure how we look for experts with some specific expertise in our 
daily life (see Sec. 3.3 for details). We carried out experiments on DBLP data set in a 
scenario that a user looks for coauthors on some specific topic. We systematically 
evaluated these models under different parameters settings. Experimental results 
show that FRM outperforms others in all measure metrics. 

The remainder of this paper is organized as follows. We give our definitions of the 
problem and two related factors in Section 2. Then, we describe three models, FOM, 
LCM and FRM in detail in Section 3. Section 4 presents our experimental evaluation 
setting using the DBLP data set including the assessment method and measure me-
trics. Next, in Section 5 we present the evaluation results and the discussions of our 
main findings. In Section 6, we briefly summarize the related work and we conclude 
the paper and discuss future work in Section 7. 

2  Problem Definition 

In this paper, we focus on solving the problem: Given a user’s topic query and her 
social network information, who is the most appropriate expert for collaboration? 
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Appropriate experts are defined as those experts with a certain level of expertise, 
as well as a high possibility of collaborating with the user. We consequently consider 
two factors of an expert candidate, i.e. expert authority and closeness to the user. We 
present detailed definitions of them in following subsections. 

2.1  Expert Authority 

Expert authority represents an expert’s knowledge on some specific topic, and is often 
estimated by mining related corpus or documents, which hold evidences of expert 
candidates’ expertise. In this paper, we use a generative probabilistic language model 
to calculate experts’ authority to a given query, i.e. we use probability (  | ) to 
represent the authority of an expert candidate  to a give topic query . According to 
Bayesian theorem, we have, (  | ) = ( | ) ( )( ) ,  (1)

where ( ) is the prior probability of a candidate being an expert. ( ) is the proba-
bility of query  to be emerged. (  | )  is the probability of generating query  
given an expert candidate . 

2.2  Closeness 

Closeness models the social distance between an expert candidate and the user. In 
different scenarios, it can be defined in various forms (e.g., friendship, similarity 
between people, even distance in geography, etc.).  

Here, we extract closeness from a user’s social network information. We define a 
user’s global social network by using the “small world phenomenon” theory in social 
network analysis [15]. User 0 is the center of the social graph, and her personal 
network composes the level-1 network. Friend nodes of level-1 nodes are added to 
form the level-2 nodes. We extend a user’s network to level-6 to obtain ’s global 
social network. A directed graph  = ,  represents user ’s global social 
network.  denotes an individual node in the social network, and suppose | | = . Edge  is the connection from node  to  .  denotes the 
weighted value on edge  indicating how close nodes  and  are.  can be 
estimated using various formulations in different scenarios. Let function ,   
represent the degree of closeness between the nodes  and ; ( ) is the set of 
nodes neighbor to node . We define , =  ,            ( )  0 ,                      ( )  , ,  is normalized so that ∑ , = 1. 

To further represent the degree of closeness between any node in ’s global net-
work and , we estimate the closeness score by using the Random Walk with Restart 
(RWR) model [16]. Previous work [10, 12, 14] in the CSCW field used traditional 
social network analysis techniques (e.g., shortest path, social radius, maximum flow, 
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etc.) to model the closeness among people. These models neglected the global  
structure of the social graph and multi-facet relationship between two nodes. In con-
trast, the relevance score defined by RWR not only captures the global structure of the 
graph [9] but also captures the multi-facet relationship between nodes [17]. The detail 
of calculating closeness score using RWR is presented in Sec. 4.4. Here, let  denote 
closeness score between  and user  . 

3  Models 

We present two baseline models, i.e. FOM and LCM, and our proposed model FRM 
in this section. These models combine the above two factors in three different ways. 
Let  represent the nodes list ranked by Eq. 1 to query ; and  the nodes list 
ranked by , the closeness score to user . 

3.1  Filtering Out Model (FOM) 

A naive approach to combine these two factors is to consider them step by step. We 
propose two sub-models applying different sequences of considering expert authority 
factor (A) and closeness factor (C). 

Filtering Out Model I (C-A). We first select top  individual nodes in  as expert 
candidates, then rank them using the probabilistic language model of expert finding. 
We denote this model as FOM I. 
Filtering Out Model II (A-C). Correspondingly, we can also select top  users in  as expert candidates at first, then rank them according to their closeness scores to 
the user. We denote this model as FOM II. 

Note that filtering out model FOM I is similar to those models used by researchers 
in the CSCW filed, while FOM II is a complementary method to FOM I. 
3.2  Linear Combination Model (LCM) 

Another basic approach is to use linear combination. We treat these two different 
factors as separate scores, i.e. expert score and closeness score. To avoid the potential 
bias to either score, we simply use the inverse of ranks [8] of each candidate  in 
nodes set  and  instead, ( , ) =    1 ( ) (1  )  1 ( )  , 
where  is a weighting parameter which describes to what extent we bias towards the 
closeness between expert candidates and the user in the expert finding process. ( ) denotes the rank position of  in the set , while ( )  the 

rank position of  in set . 
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3.3  Friend Recommendation Model (FRM) 

The basic idea of FRM is to model the behavior how we utilize our social networks to 
find experts on some topic in our daily life. When looking for someone who has ex-
pertise on some specific topic for collaboration, people usually turn to their social 
networks (e.g., friendship, colleagueship, etc.). A typical process is like: we first con-
sider our “friends” in our personal networks as candidates, or further inquire them 
“who is an expert on topic X?” to get expert recommendations from them. Then our 
“friends” would consider their “friends” who might have expertise on this topic in 
their personal networks and recommend them to us. This recommendation process 
would be recursive, which means the query would pass along from our “friends” to 
“friends of friends” and on. The individual nodes in the network will recommend 
experts based on their own knowledge of their friend nodes. This knowledge consists 
of: (a) the knowledge of their friends’ expertise on the specific topic; and (b) the 
knowledge of how close their friend nodes are to them. In this paper, these two types 
of knowledge can be represented as two factors accordingly. Thus, the policy of each 
node to recommend her friends as experts is a combination of these two factors of her 
friend nodes in her personal network. 

We thus formalize this model into two steps. In the first step, we model when a 
node in one’s global social network receives a query, how this node recommends ex-
perts based on her personal social network, which we name local recommendation 
policy. In the second step, we treat the recommendation process for experts in one’s 
global network as a Markov recommendation process, which is based on the local 
recommendation policy of each node in user’s global social network obtained in step 1. 
We describe them in detail in the following subsections respectively. 

Local Recommendation Policy 

Our proposed expert finding model is based on the recommendations of friend nodes 
in one’s social network. We model this problem in a natural and heuristic way within 
probabilistic framework. The problem can be stated as: Given a topic query  and a 
being queried node  , what is the probability of an expert candidate  (( )) within ’s personal social network being recommended by  . For each 
expert candidate  ( ( )), we estimate ( | , ), supposing that query  
and node  are independent, ( | , ) ( | ) ( | ) , (2)( | ) can be calculated using Eq. 1. ( | ) represents the probability to what 
extent one person will recommend her “friends” based on the closeness between 
them. We simply define,   =  ,∑ ,   .  
To a certain node , for a specific query , we attain a local recommendation policy 
by calculating the probability of each neighbor friend node ( ).  
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Markov Recommendation Process 

As for user , the recommendation process will start from her neighbor friend nodes 
(level-1) and pass to her extended social network (level-2 to 6). We view this process 
as a Markov Process. FRM models friend recommendations as a stochastic process by 
treating each node’s recommendation as a state transition in Markov Chain. Each 
recommendation can be viewed as a state transition, which leads from one node to 
another with a certain probability. We use the Random Walk with Restart (RWR) to 
model the recommendation process occurred in user’s global social network. RWR is 
a technique that can be utilized to estimate the relevance score between two nodes in a 
weighted graph [16]. It is defined as  = (1 ) ,  (3)

where  is a   1 ranking vector,  is the relevance score of node  with re-
spect to node .  is an irreducible and aperiodic stochastic matrix which guarantees 
the convergence of random walk and get a stationary distribution.  (0 1) is a 
restart probability which controls to what extent after each iteration the computation 
bias towards user .  is a   1 personalized vector in which ith element is 1 
and others are 0. The  in final solution  to Eq. 3 means the steady state probabili-
ty of reaching node  from node .  

The transition probability distribution of every node in the social graph is its local 
recommendation policy distribution. For each node  in the global social network of 
user , it can get a local recommendation policy using Eq. 2 in step 1. Thus, we have 
a  transition probability matrix . For  , let   =  ( | , ) . 

 is normalized so that ∑ = 1 and augmented to attain an irreducible and aperi-

odic matrix , = (1 ) , 
where  is  (  is a column vector of all 1’s) and thus  is a  square matrix 
of all 1’s. 1/  is the probability of randomly recommending to a particular node in 
the global social network.  is the total number of nodes in the social network graph. 

 is the damping factor which we fix to 0.95 in the remaining experiments. We subs-
titute  into Eq. 3, after  recommendation we get, = (1 ) , (4)

where 0 = 00, 01, … , 0 1  is the initial probability distribution with respect to 0. 0 is a   1 personalized vector whose 0  element is 1 and others are 0. 

To attain the solution vector 0 of Eq. 4, we use the power iteration method which 
produces the principal eigenvector with the eigenvalue of 1. FRM ranks expert candi-

date  by 0 . 
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4  Experiment Settings 

4.1  Scenario and Data Set 

Scenario: In the academic field, researcher often has an information need for know-
ing who is an authority on some research field, and similarly, she also often looks for 
some experts as coauthors for her next paper.  

Coauthoring is one kind of collaboration. If we only consider the absolute expert 
authority of expert candidates, it would make the coauthoring cooperation hard to 
execute. Hence, we use this scenario as an experiment setting to evaluate our models 
and see how they work. 

Data Set: DBLP1 (Digital Bibliography & Library Project) is a computer science 
bibliography website. One disadvantage of DBLP data is that it only provides the title 
of each article without the abstract and index terms, which lead to the shortage of 
evidences for expert candidates’ expertise. Therefore, we also fetched abstracts from 
other digital libraries (e.g., ACM, IEEE, Springer, etc.), when we crawled articles 
from DBLP, to expand the article information so as to provide abundant evidences for 
experts’ expertise. For building a more concentrative social network of a researcher, 
we only crawled those articles published in conferences WWW, SIGIR, SIGKDD and 
CIKM, which are regarded as devoting to the same research fields, during years 
2004~2009. We split them into two parts respectively: (a) training data (articles pub-
lished during years 2004~2008), including 3180 articles and 5647 expert candidates, 
used for constructing users’ social networks, extracting evidences for experts’ exper-
tise and calculating expert score for each expert candidate; and (b) testing data (ar-
ticles published in year 2009), including 640 articles and 1673 expert candidates, used 
for extracting the information of testing users and providing the ground truth of coau-
thors selected by users in order to test the models’ performances. For all articles in 
training and testing data sets, we remove stop words and perform stemming for all 
words for further experiments. We denote the training set and testing set with  
and  respectively. 

4.2  Modeling Authority 

We use the second probabilistic model proposed by Balog et al. [1] to estimate a can-
didate’s probability to be an expert on a given query. For a given topic query  and 
an expert candidate , we estimate (  | ) by using the following formula, (  | ) ( ((1 ) ( | ) ( )) ( , ))  ( , ) , (5)

where  represents a term, and the query is represented by a set of terms. ( , )  is 
the number of times  occurs in .  is a smoothing parameter, set to 0.5 in the fol-
lowing experimental evaluations. ( , ) is the association of document  and ex-
pert candidate . In our approach, let , , , … ,  denote the 

                                                           
1 http://www.informatik.uni-trier.de/~ley/db/ 
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author signatures order of paper . Expert scores of corresponding authors are defined 
as 5, 3, 2, … , 1 . The scores of other authors are all set to 1. We define ( , ) as 
follow, ( , ) =  ( ( )) ∑ ( ( )) , 
where ( ) stands for the place of  of in the author signatures order in paper  d . Function   represents the expert score of author in the specific place 
(e.g.  = 5). 

4.3  Modeling Closeness 

We extract the user’s co-authorship network from  and define closeness be-
tween authors according to the history of their co-authorship. We use the number of 
papers they coauthored and their appearance orders in author signatures as features, 
and empirically define the relation score between two authors as ,  =,  = 5; ,  = ,  = 3. Other scores are all 
set to 1. After iterating all the papers in , we obtain a closeness score between 
any two authors  and . Hence, we define,  

, = ∑ ( ( ), ( )) ∑ ∑ ( ( ), ( ))  ,     ( )0 ,                                                                ( ) . 
We use RWR to calculate the closeness score between any node in 0’s global social 
network and 0. For  , let = r , . After iterations by using Eq. 4, we 
get the stationary closeness score vector 0 with respect to . Let = 0  denote 
the closeness score between user  and 0. For the comparisons of three models, the 
parameters of RWR here are set to the same as those in FRM. 

4.4  Evaluation Method and Metrics 

An automatic method is used to evaluate our approaches in this paper. We group 
papers in  by authors and evaluate models’ performances by simulating how a 
user inquires some queries. We treat the title of each paper that user authors in  
as a topic query, and the coauthors appearing in the same paper as the ground truth 
that whom the user has chosen as coauthors. We prepare a subset from   for 
testing, i.e., we select top 200 users who have most published papers in . In this 
case, an author has more sufficient information for providing expertise and building 
her personal network. There are totally 338 queries generated by these 200 users. We 
denote this subset as . We adopt two metrics to evaluate the performances of 
above models, @ , measuring the relevance of top n results in the recommendation 
list to a given query and @ , measuring the models’ ranking performances. 
For  , the relevance grades for authors in , , , … ,  
are 5, 3, 2, … , 1  and those of other authors are all set to 1. The average number of 
authors in  is about 3.2, so we consider @1, @3 and @5 as the precision 
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measure metrics. And @2 and @5 are chosen respectively to evaluate 
the quality of recommended expert list. 

5  Experimental Results 

In this section, we first inspect the performance of the traditional expert finding model 
(EM) using Eq. 5 for comparison and show the results in Table 1. The experimental 
results shown in this section are average results for all queries. 

5.1  Filtering Out Model 

For FOM, we present evaluation results for FOM I and FOM II. We respectively set  
(described in Sec. 3.1) to 20, 50, 100, 150 and 200. The performances of these two 
models in @3 and @3 are drawn in Fig. 1. From Fig. 1, for FOM I we wit-
ness as the value of  increases, the performance decreases. FOM I performs best 
when  =  20, which means that researchers seem to choose those coauthors they 
are familiar with, while for FOM II the performance gets better when  value in-
creases and reaches its best when  =  200. It seems that although some experts 
have less expertise, they are still good coauthors for users to collaborate with as long 
as they are close to users. As the value of  becomes larger, with more expert candi-
dates involved in consideration, FOM I  tends to bias toward those authoritative  
experts while FOM II becomes to favor those candidates close to users. The perfor-
mances of FOM I and FOM II when  =  200 also state that closeness is playing a 
more important part in this choosing coauthors scenario. 

The results of FOM I and FOM II in all measure metrics when we set their best  
values, respectively 20 and 200, are presented in Table 1. It is obvious that FOM I 
and FOM II outperform the pure expert finding model EM in all metrics, which con-
firms that social network information is helpful in finding appropriate experts for 
collaboration. 

 

Fig. 1. The performances of FOM I  and FOM II varying K value 
Fig. 2. The performance of LCM varying λ 
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5.2   Linear Combination Model 

For LCM, we respectively evaluate the performance of the model by changing the 
value of closeness weighting parameter  from 0.0 to 1.0 with increment of 0.1. Fig. 
2 shows the performance of LCM when  value varies. 

From Fig. 2, we note that when  value is low which indicates expert authority factor 
dominates, the performance of LCM  is poor. As   value increases, LCM  performs 
better and reaches its best performance when = 0.8, which is consistent with previous 
finding in Sec. 5.1, that is when choosing coauthors, people are more likely to pick 
those candidates who are closer to them. For the remaining comparisons, we empirically 
set = 0.8. We present evaluation results in all metrics in Table 1. It shows that al-
though LCM  outperforms  EM , it is dominated by FOM I and  FOM II. Compared to 
others, LCM seems not suit this scenario. Although other models are more heuristic, 
filtering out technique is suitable in finding appropriate experts for collaboration. 

5.3  Friend Recommendation Model 

We first inspect the influence of the iteration number to the performance of FRM and 
when the model comes to converge. We tune the iteration number by fixing the restart 
parameter = 0.2. The results are shown in Fig. 3. Note that when the iteration num-
ber reaches to 2, the performance of FRM improves significantly. Since friend  
recommendation is modeled as a Markov Process, one iteration can be viewed as a 
propagation along the network to the next level. So, we can tell that only relying on 
the recommendations of friends in one’s personal network is not sufficient. As the 
iteration number increases, precision metric is slightly improved while  obtains 
more improvement. This indicates that when the recommendation process involves 
more nodes in the user’s global social network, FRM can generate a more accurate 
ranked expert list for the user. The global structure of social networks benefits finding 
appropriate experts for collaboration. 

 

Fig. 3. The performance of FRM  varying iteration number 
Fig. 4. The performance of FRM  varying α value 
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Then we evaluate the influence of restart parameter  to our model by changing it 
from 0.0 to 1.0 with increment of 0.1. The iteration number is fixed to 15. Fig. 4 
shows the results of @3 and @3. We observe that the performance of FRM 
increases as the  value increases. When = 1.0, performance drops down steeply 
to 0, which can be explained by the fact that after each iteration 0 is reset to  then 
only the user herself is recommended. We further increase  from 0.90 to 0.99 with 
increment of 0.01 and witness that the performance of FRM still increases. Note that 
restart parameter  means the probability of returning to the user. A larger  value 
means FRM favors more to those nodes close to the user, resulting in a higher perso-
nalization for the user. In finding coauthors scenario, it shows that people prefer those 
nodes near them, especially those in their personal networks. However, we should 
keep in mind that the best  value might be different in other scenarios on other types 
of data sets, which we leave as future work. 

The results of FRM in all measure metrics are presented in Table 1 by setting itera-
tion number to 15 and  value to 0.9. Table 1 shows the experimental results of all 
models while they are in their almost best performances. With a quick scan of Table 
1, we can note that for all metrics, FRM outperforms other models.  

Table 1. Experimental results for all models using  200 

 @1 @3 @5 @3 @5 EM 0.0503 0.0503 0.0379 0.0828 0.0949 FOM I 0.2012 0.1736 0.1420 0.3333 0.3749 FOM II 0.2041 0.1824 0.1450 0.4011 0.4197 LCM 0.1183 0.1322 0.1166 0.3188 0.3569 FRM 0.2574 0.2032 0.1509 0.4181 0.4366 

6  Related Work 

Many researches have been conducted in integrating social network information into 
expert finding. In the IR field, researchers utilize social networks as extra information 
sources to improve the authority of experts. Campbell et al. [5] have investigated the 
issue of expert finding in an email network. Link structure-based algorithms, such as 
PageRank [4] and HITS [11], can be used to analyze the relationships in a social net-
work, which can improve the performance of expert finding. Jing Zhang et al. [18] 
proposed a propagation based approach in order to improve the accuracy of expert 
finding by taking relationship of each candidate into consideration. In the CSCW 
field, by using measurements of social distance in traditional social network analysis 
(e.g., shortest path, social radius, etc.), researchers took social relationships into the 
process of finding appropriate experts. ReferralWeb [10] constrained expert candi-
dates in the user’s social network by social radius and ranked them by their expertise 
on some query. Expertise Recommender [14] utilized the user’s social network in-
formation to filter out those experts not in her social network. SmallBlue [12] reached 
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out to the user’s social network within six degree to find and access expertise and 
information, and showed the user the shortest social path from her to those experts. 
Although research work in the CSCW field considered how to combine these two 
factors to find appropriate experts, their proposed approaches modeled closeness and 
combined related factors in simple ways as basic models FOM and LCM. 

7  Conclusion and Future Work 

This paper focuses on solving the problem of finding appropriate experts for user to 
efficiently collaborate with. We formally define two related factors in this task, i.e. 
expert authority and closeness to the user. And we consequently presented two base-
line models, FOM and LCM and a novel model FRM. Evaluations of these models 
were performed on DBLP data set in a scenario that a user looks for coauthors in 
academic domain. By systematically evaluating these three models and through the 
comparisons, we found that: (a) closeness factor is important in choosing appropriate 
experts for collaboration; (b) RWR can effectively model friend recommendation 
process; and (c) the novel model FRM outperforms baseline models on all measure 
metrics in this experimental setting. In the future, we want to explore different types 
of closeness definitions by other social networks information (e.g., Facebook, Linke-
dIn, Twitter, etc.), and inspect these models further to find out how the closeness 
factor affects users when choosing appropriate experts for different kinds of collabo-
rations, especially how FRM will perform. 
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Abstract. Location privacy receives considerable attentions in emerg-
ing location based services. Most current practice however fails to incor-
porate users’ preferences. In this paper, we propose a privacy protection
solution to allow users’ preferences in the fundamental query of k near-
est neighbors. Particularly, users are permitted to choose privacy prefer-
ences by specifying minimum inferred region. By leveraging Hilbert curve
based transformation, the additional workload from users’ preferences is
alleviated. What’s more, this transformation reduces time-expensive re-
gion queries in two dimensional space to range ones in one dimensional
space. Therefore, the time efficiency, as well as communication efficiency,
is greatly improved due to clustering properties of Hilbert curve. The em-
pirical studies demonstrate our implementation delivers both flexibility
for users’ preferences and scalability for time and communication costs.

1 Introduction

Location-based services(LBS in short) in parallel with various applications of
location-aware devices(e.g.,GPS devices) have gained tremendous popularity,
spanning a wide spectrum from sensor networks [1] over online mapping ser-
vices [2] to geospatial information systems [3], to name a few. Queries in LBS
usually include enquiring locations and other information pertaining to so called
points-of-interest(POI in short). Most of these spatial queries involve the query
of the k nearest neighbors(kNN in short) such as the k nearest restaurants for a
traveller [4]. While LBS enables a wide spectrum of location-based applications,
they indeed threaten users’ privacy as they force users to disclose their locations.
For example, the query of the nearest gas station by a traveller on his trip de-
mands the disclosure of his current location. Such location leakage may hinder
applications susceptible to users’ privacy. In this sense, queries over public data
introduce additional challenges when users’ privacy protection is concerned.

Existing solutions to avoiding location exposure fall into three categories,
namely, spatial cloaking [6][7][8], space transformation [9][10] or location ob-
struction [11]. The common of these schemes trade-off among query performance,
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protection strength and query accuracy. Nevertheless, they in common fail to in-
corporate users’ preferences into consideration in face of system’s efficiency and
scalability; different users with different concerns are imposed on the same pri-
vacy protection strength. Considering the same query of the nearest gas station
initiated by Bob in two different scenarios where Bob is located near a univer-
sity and where near a betting office, Bob prefers to be more protected when he
dislikes someone to infer the possibility of his appearance in the betting office,
while allowing weak protection strength even with the possibility of being in-
ferred that he is near the university. This requirement motivates us to emphasize
the importance of users’ preferences.

Given the requirement that users’ locations are not exposed to the server,
the server delimits a region, denoted as RCA, that contains queried POIs for
users and that guarantees users’ privacy [6]. To state briefly, except the users’
locations, all other information, including the RCA and its creation procedure,
is public to attackers. This exposure leaves attackers the clues of bounding the
range of the users’ possible locations [6][11]. The minimum bound of the range
derived by attackers is called the minimum inferred region, referred to as MIR
in most work [7]. In this paper, we follow existing work to use MIR as the
measurement of privacy strength. Meanwhile, we denote users’ preferences using
MIR and allow users to specify their preferences in queries. As a result, the
two-fold roles of RCA due to its strong relation with user-specified MIR at user
end invalidate existing solutions to creating RCA at server end where MIR
is prior fixed at server end for all kinds of users, let alone heavy burden at
the server end. In this paper, we propose a strategy, called HilAnchor, in a
users’ preferences-driven fashion, while alleviating server’s burden. In particular,
the RCA is created at client end by initiating a false query, promising user
specified MIR; the overhead workload from RCA determined at client end can
be alleviated efficiently by specialized data compression.

HilAnchor, while sharing the implementation of false query in location ob-
struction based solutions, makes itself distinguishable in taking users’ preferences
into account by permitting the user to choose the MIR. A query in HilAnchor
consists of two rounds; at the first round, it generates a square from the returned
answers to cover both the targeted POIs and the users’ preferred inferred region;
at the second round, users resend the square and receive all POIs in it. The tar-
geted POIs are immediately pinpointed at client end. Paralleling with spatial
transformation, the overhead workload from transmitting and processing square
is alleviated by leveraging Hilbert curve to transform two dimensional space to
one dimensional space. The clustering properties of Hilbert curve enable to en-
code the square into discrete ranges at client sides so that the communication
between two ends is compressed. Meanwhile, the time-expensive region query is
converted into range query at the server and B+-tree index structure further
improves the time-efficiency. Our contributions are summarized as follows.

1. HilAnchor permits users to specify their preferred minimum inferred region.
The answer is pinpointed from the candidates generated in terms of the
specified MIR.
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2. The location-based service does not compromise on its scalability when it pro-
vides privacy protection. The enhanced version HilAnchor+ of HilAnchor
enables a thin server by pushing most workload down to client ends via
Hilbert coding.

3. HilAnchor+ delivers accurate answers, excluding false locations included in
traditional transformation-based methods.

1.1 Prior Work

Motivated by the privacy threats of location-detection devices, there have been a
plethora of techniques to deal with these kinds of location-based privacy protec-
tion such as location obstruction [11], space transformation [10][12] and spatial
cloaking [6][7][13]. In location obstruction [11], a query along with a false location
is first sent to the database server, and the database server keeps sending back
the list of nearest objects to the reported false location until the received ob-
jects satisfies privacy and quality requirements. The lengthy interaction between
two ends makes it difficult to allow users’ preferences. In space transformation
[10][12], the locations of both data and queries are converted into another space
through a trusted third party. The transformation maintains the spatial rela-
tionship among the data and queries to provide accuracy. This kind of solutions
always have at least one of the following shortcomings: (1) Fall short in offering
accuracy guarantee. Query result may contain false hints. (2) User’s location
privacy relies wholly on the security of transformation key and does not afford
user’s preference at all. In spatial cloaking [6][7][13], a privacy-aware query pro-
cessor is embedded in the database server side to deal with the cloaked spatial
area received either from a querying user [13] or from a trusted third party [6][7].
Cloaking based solutions provide user preference to location privacy by trans-
mitting a user defined profile including user location and expected minimum
inferred area to the anonymizor. Anonymizor then expands user location into a
cloaked region with expected area to act as finial MIR, and sends the region
to the server for retrieving candidate answers. In this way, complex server-side
query processing is needed to determine RCA in terms of the given minimum
inferred region, which affects system’s performance seriously. It provides user
preference in a brute-force way at cost of complex server-side query processing
and poor scalability.

The rest of the paper is organized as follows. Section 2 discusses the user’s
option-driven framework HilAnchor. The thin-server enhanced version
HilAnchor+ based on Hilbert transformation is presented in Section 3. Sec-
tion 4 covers the experimental results of HilAnchor and HilAnchor+. Finally,
Section 5 concludes and identifies research directions.

2 HilAnchor

We next start with the framework of HilAnchor to illustrate how HilAnchor
works and then show the details of creating RCA as the key step of HilAnchor
framework.
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2.1 Framework of HilAnchor

HilAnchor processes a kNN query in two rounds, detailed in Fig. 1. In the first
round, a user sends a false point p′ of point p, called an anchor of point p, to
server and receives k nearest neighbor answers, denoted as NN(p′), in terms of
p′. In the second round, the client sends back RCA created from the returned
answers. The server returns all POIs located inside the RCA. Finally, the actual
result is pinpointed at the client end.

During these two rounds, RCA needs to meet two-fold requirements. First, it
forces the server to return all POIs within it, including the target POIs. Second,
it promises users’ preferences to MIR. The difficulty of RCA creation stems
from the latter requirement; it is possible for adversaries to shrink the inferred
region within a big RCA, invalidating its privacy protection. This observation
contradicts usual institutions of enlarging RCA in a brute-force way, let alone
the increasing cost with large RCA. Therefore, the realization of HilAnchor
framework becomes difficult when it aims to allow for user-specified MIR.

2.2 RCA Creation

For clarity reason of description, the two dimensional space we discuss is defined
with Euclidean distance d(.) and the data set T contains all POIs at server.
Recall the client end creates the RCA from the returned POIs for the anchor
point. The creation is detailed into two phases as shown in Fig. 2. At the first
phase, an initial region of a circle is created to cover the target POIs. At the
second phase, the initial region is blurred to meet the MIR requirement.

Initial Region Creation. For given point p, p′ is its anchor. Point o ∈ NN(p′)
is the farthest POI returned by the server to p. The client builds the initial
region by creating a circle CC(p, p′) shown in Fig. 2, centered at point p with
radius from the center to the point o.

Theorem 1. Given p, the area of the initial region is the minimum area that
covers the k nearest POIs to p for any data set T .

Proof. From the process of CC(p, p′) creation, it can be deduced that the initial
region CC(p, p′) must cover NN(p) and the maximum distance between p and
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LBS Server

RCA

candidate
answers
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Fig. 1. Framework of HilAnchor
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POIs in NN(p) is d(p, o). Assume o′ ∈ T is an element in NN(p) located outside
the initial region CC(p, p′). For o locates just on the boundary of the circle
denoted in Fig. 2, it must have d(p, o′) > d(p, o), which contradicts with the
assumption that o′ belongs to the POI set NN(p) �

Theorem 1 indicates that any RCA must contain the initial region CC(p, p′) such
that the target POIs are returned to users in the second round. It is naturally
assumed that point o and the creation of RCA are public to adversaries. This
assumption facilitates the inference of user’s location p, i.e., user’s location p
is determined at the center of CC(p, p′). Hence, initial region CC(p, p′) fails to
guarantee the specified MIR if it directly serves as RCA. Our strategy is to
expand CC(p, p′) to a square, denoted as BSC(p, p′) in Fig. 2. To be precisely,
o is set as the center of the square that covers the initial circle CC(p, p′). For
BSC(p, p′), the following lemma is immediately obtained without proof.

Lemma 1. Given the exposure of BSC(p, p′) and its creation algorithm, there
are infinite number of CC(p, p′) that correspond to the BSC(p, p′), i.e., the prob-
ability of inferring CC(p, p′) for a query in a random way is zero.

Further, the following theorem shows how BSC(p, p′) leads to MIR guarantee.

Theorem 2. For a specified area s, if the side length of BSC(p, p′) is no less
than �min = max{2.391

√
s, (
√

2 + 2)d(p, o)}, the area of MIR is no less than s.

Proof. As shown in Lemma 1 that given point o on the boundary of circle
CC(p, p′), there are infinite number of circles centered at point p and containing
o. It can be inferred that the centers for these possible circles must have equidis-
tance from p to o and from p to the side of the concentric square inscribed to
the circle within BSC(p, p′). For a given side, these centers form a parabola
with point o as its focus and the side as an alignment. MIR must be embod-
ied by four parabolas w.r.t four sides of BSC(p, p′), respectively, as the shaded
shown in Fig. 2. The parabolic equations can be normalized as y2 = �x, � is the
side length of BSC(p, p′). The inferred region of the shaded can be calculated,

ψ = 8
∫ 3−2

√
2

4 �

0

√
�xdx+(

√
2− 1)

2
�2 ≈ 0.175�2. It requires that ψ ≥s for location

privacy guarantee. Thus, we have � ≥ 2.391
√

s. Meanwhile, to guarantee that
BSC(p, p′) covers the initial region CC(p, p′), it requires � ≥ (

√
2 + 2)d(p, o)

therefore �min = max{2.391
√

s, (
√

2 + 2)d(p, o)}. �

Algorithm 1. HilAnchor-Client(p, s)
//p is the user location and s the area of MIR

1: create the initial region CC;
2: expand CC to BSC; //the side length of BSC satisfies Theorem 2
3: send BSC back to the server;
4: pinpoint answers from the returned;

The Algorithm 1 running at client ends presents details of process of our model
at client. The square BSC(p, p′) serves as RCA and is sent back to the server



Location Privacy Protection in the Presence of Users’ Preferences 345

in line 3. The server returns all POIs inside BSC(p, p′) as candidate answers.
Finally, the answers are pinpointed at client side.

The correctness of Algorithm 1 is guaranteed by Theorem 2. The users’ pref-
erences for protection strength are realized by parameter s. The problem arises
that it is possible that the area of BSC created by HilAnchor-Client(p, s) is not
just closely larger than that of the initial region. The number of candidate POIs
within the expanded BSC may be large, introducing heavy time cost overhead
especially in two dimensional space at server side, as well as communication cost
when they are sent back to client ends. To tackle this problem, we leverage the
clustering property of Hilbert curve to devise the enhanced version HilAnchor+

of HilAnchor in the following section.

3 HilAnchor+

Before delving into the details of how Hilbert curve enhances the power of
HilAnchor, we sketch the paradigm of HilAnchor+. The main differences be-
tween the two versions are: 1) the POIs at the server are encoded into Hilbert
indexes( a.k.a. Hilbert cells) and 2) all queries to the server are correspond-
ingly encoded into Hilbert indexes and all returns from server are decoded at
client ends. Further, methods of processing encoded queries on encoded data are
presented.

3.1 Hilbert Encoding under Privacy Constraint

To alleviate the overhead workload due to users’ preferences, we explore Hilbert
curve. In particular, a square, say BSC(p, p′) for example, in 2-D space is trans-
formed to Hilbert indexes. Through this transformation, the time-expensive re-
gion query in 2-D space can be converted into range query in 1-D space. The
Hilbert curve is used under privacy constraint. Both the service provider and
the client users do not know parameters of the curve for privacy protection rea-
son. The encoding and decoding functions at the users’ ends are embedded in
tamper-resistant devices without the third party’s intervene.

Similar to work in [10], our enhancement requires an offline space encoding
phase carried by a trusted third party. The curve parameters of SDK is deter-
mined and the whole space  is encoded into 22N Hilbert cells by the specified
Hilbert curve HN

2 . As a result, all POIs are encoded into corresponding Hilbert
values and stored in a look-up table LUT .

Correspondingly, the client submits the Hilbert encode h̄(p′) of the anchor p′

to the server rather than anchor p′ itself. The server returns the k nearest Hilbert
values for POIs to h̄(p′). Subsequently, the client decodes the returned values of
corresponding POIs and generates BSC(p, p′). Now, the problem boils down to
encoding BSC of a square via Hilbert curve. For square S under Hilbert curve
HN

2 , its Hilbert closure HC(S) is the minimum set of Hilbert cells that cover S.
It is time and communication prohibitive to directly represent BSC of square

with its Hilbert closure. Therefore, we resort to compressing the Hilbert
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closure of a square. The intuition is to partition the cells in a Hilbert closure
into consecutive ranges. These ranges include all Hilbert cells in HC(S).

For the square S, let BC(S) ⊂ HC(S), containing all cells located at the
boundary of square S. Further, the cells in BC(S) can be partition into three
types, namely called in-cells, out-cells and inner-cells.

Definition 1. For square S, cell u ∈ BC(S) is called an in-cell of S if the
Hilbert curve enters S via u. Conversely, u is called an out-cell of S if the Hilbert
curve leaves S via u.

Definition 2. Hilbert Closure Range. For given square S, sort its in-cells and
out-cells in ascending order, resulting in a sequence of interleaved in-cells and
out-cells. Each pair of two adjacent in-cell and out-cell forms a Hilbert range.
The set of such ranges is called the Hilbert closure range of square S, denoted as
HCR(S).

Theorem 3. Given point q ∈  , q belongs to square S if and only if there is a
Hilbert range (Ii,Oi) in HCR(S) such that Ii ≤ h̄(q) ≤ Oi.

Proof. The curve HN
2 traverses each cell once and only once and encodes the cell

on the way consecutively [18]. For S ⊂  , the curve inside S must be partitioned
into a series of continuous curve segment, which starts from an in-cell of S and
ends at an out-cell of S. These curve segments correspond to HCR(S). Thus,
Hilbert index of any cell in HC(S) must be included by one of ranges in HCR(S).
For q belongs to square S, it must be indexed by some cell in HC(S). Therefore,
h̄(q) must be included by a range in HCR(S). �

Theorem 3 verifies that Hilbert closure range of BSC(p, p′) must include all
Hilbert indexes of target POIs w.r.t p. Therefore, the client can retrieve Hilbert
indexes of target POIs by transmitting HCR(BSC(p, p′)) instead of all cells in
HC(BSC(p, p′)). This would greatly reduce the query workload at server side
and the communication cost.

Algorithm 2. HeC(S)
1: collect the Hilbert indexes of boundary cells into BC;
2: identify in-cells and out-cells in BC; //By Theorem 4
3: return all values of in-cells and out-cells in ascending order as HCR(S);

While with unknown Hilbert curve due to the protection of privacy, it is non-
trivial to decide the type of a cell in BC(S), even when its Hilbert index is
obtained. This application constraint makes the computation of HCR(S) con-
siderably difficult. A brute-force way is to calculate all Hilbert indexes of cells
in HC(S) to determine the ranges at client. Although the client can encode 2-D
coordinates into its Hilbert index within several steps, to deal with so many
cells is time-consuming. Fortunately, the following Lemma enables to decide the
types of cells efficiently.
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Theorem 4. For given square S, cell u ∈ BC(S) and its outward adjacent cell
u’, if the indexes of u and u’ are consecutive, u must be in-cell or out-cell of S.
Specifically, the index of u is larger than that of u’, u is an in-cell, otherwise it
is an out-cell.

Proof. For the curve HN
2 traverses the whole space  and encodes each cell on

the way in an incrementally consecutive way. Cell u is the boundary cell of S, if
the curve leaves S from u, the next cell the curve visits must be just the outward
adjacent cell of u. Similar conclusion can be drawn for in-cells. �

Therefore, only those indexes of cells in BC(S) and their outward adjacencies
need computing. By now, based on Theorem 4, we can present the algorithms to
compress the Hilbert encode of a square. The details are presented in algorithm
HeC(S).

3.2 Algorithm HilAnchor+

This Section presents the client-side and server-side processing of HilAnchor+.

Client-side Processing. Algorithm 3 summarizes the client-side process of
HilAnchor+ for a user to initiate a kNN query. In Line 1, the initial re-
gion is created by one handshake with the server accompanying encoding and

Algorithm 3. HilAnchor+-Client(p,s)
p is the user location and s the area of MIR

1: create the initial region CC;
2: expand CC to BSC;
3: compress BSC to HCR;
4: send HCR back to the server;
5: pinpoint answers from the returned from the server;

decoding operations at client. Subsequently, HCR(BSC) is determined by an-
alyzing BC(BSC) following Theorem 4. Line 3 sends HCR(BSC) back as the
encoded RCA to the server. The server returns all values in LUT inside ranges
of HCR. Finally, the client can pinpoint answers from returned Hilbert indexes
by decoding these indexes and comparing them with p. Differing from traditional
transformation-based solutions, false-hints originating by Hilbert curve transfor-
mation will not appear in HilAnchor+ for the predefinition of candidate answer
region. The Hilbert value indexing accurate answer can be pinpointed at client in
Line 4. In our solution, function h̄−1() returns the 2-D coordinates of the input
Hilbert cell’s center, therefore the distance between query answer and original
2-D coordinates of targeted POI will not exceed

√
2

2 times of the Hilbert cell
extent.

Server-side Processing. In our framework HilAnchor+, two handshakes exist
between client and server. First, client sendsHilbert value of the anchor point to the
server for retrieving k nearest Hilbert values of POIs to that of the anchor. Second,
the client sends the generated Hilbert candidate ranges to the server and retrieves
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all POIs whose Hilbert values locate inside the ranges. Both of these queries are
carried on the 1-D table LUT , and belong to 1-D range query. To improve time-
efficiency at server side, a B+-tree index is constructed on the LUT table to accel-
erate range queries. Therefore, the time efficiency of such range query is O(logn

2 ),
the symbol n denotes the total number of POIs at the server.

4 Empirical Evaluation

We compare HilAnchor+ with spatial cloaking approach , denoted as Casper
[6] and the location obstruction method, denoted as SpaceTwist [11]. We imple-
mented all algorithms using C++ on Intel Xeon 2.4GHz machine. The synthetic
data sets were uniformly generated with 2000 to 30000 points and real data sets
NE1 with 3000 points. The coordinates of each points are normalized to the
square 2D space with extent 100000 meters. The auxiliary structures R-tree and
B+-tree with 1KB page size are optional. As for the location parameter p′, we
choose it in two steps. The first step is to decide on an anchor distance d(p, p′)
incorporating user’s preference. In a second step, the anchor p′ is set to a random
location at distance d(p, p′) from p.

Scalability performance of each method is evaluated by submitting queries
from a series of clients simultaneously to the same server. In each experiment,
we use a workload with M query points generated randomly from different clients
and measure the value of the following performance metrics: 1) average commu-
nication cost of M queries, in numbers of TCP/IP packets as adopted in [11];
2) total time cost at server side and 3) average time cost at client side.

4.1 Comparing with Casper

Spatial cloaking based solutions commonly adopt k-anonymity based location
model. Our privacy model does not require the knowledge of all users’ real-
time location distribution, which is hard to grasp for mobile users and snapshot
query scenarios. Hence, k-anonymity based solution Casper and our solution
work in different settings and offer different kinds of privacy guarantees. For
comparison purpose, we implement solution Casper that generates the cloaked
region, making its area the same to the area of MIR setting in HilAnchor+.

Fig. 3 depicts the scalability of Casper vs. HilAnchor+. Their performances
w.r.t. the number M of querying users are detailed in Fig.3(a). With increasing
M , Casper consumes much more time. What’s more, HilAnchor+ is a clear
winner in terms of time cost shown in Fig. 3(b) at server side and communication
overhead shown in Fig. 3(c). Since the anchor distance is fixed, the RCA and
HCR are insensitive to the data size, HilAnchor+ is scalable to the data size.

When parameter k varies, HilAnchor+ shows its advantage in the time cost
shown in Fig. 4(a) on real dataset NE. Due to the fact that the compression
1-D structure HCR leads to the scalability to the extent of RCA, the cost of
HilAnchor+ is nearly independent of k. Fig. 4(b) and 4(c) show the comparisons
1 Data source, http://www.rtreeportal.org
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of the server-side processing and communication cost in terms of MIR. The
costs of both Casper and HilAnchor+ increase with enlarging extent of MIR.
However, even for large MIR, the server-side processing time of HilAnchor+

increases quite more slowly than that of Casper. The underlying reason is that
Casper falls short of allowing for constraints between RCA and MIR, and its
region of RCA determined at server side expands sharply with increasing MIR.

From the above experiments, we conclude that HilAnchor+ exhibits high
scalability with data size and the number of users with constraints of specified
MIR.

4.2 Comparing with SpaceTwist

In this Section, we proceed to investigate the scalability of HilAnchor+ against
SpaceTwist. SpaceTwist explores granular search strategy to retrieve data
points from the server with a user-specified cell extent ε√

2
. It improves its ef-

ficiency at cost of query accuracy with error bound ε. We set ε to
√

2
2 times

of Hilbert cell extent in HilAnchor+ so that they are compared with the same
accuracy.

In Fig. 5(a) and Fig. 5(b), HilAnchor+ shows obvious advantage in terms of
processing time for varying M , which is similar to the case of the comparison
with Casper. Because of expensive queries in 2-D space other than 1-D query in
HilAnchor+, SpaceTwist takes more time. Although the client-side process of
HilAnchor+ is heavy, HilAnchor+ exploits only two-round handshakes rather
than multi-rounds handshakes in SpaceTwist, which can effectively reduce the
time at client waiting for response. Therefore, HilAnchor+ achieves both low
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server-side cost and low average client-side cost for a broad range of M , especially
for larger M . Fig. 5(c) depict the performance with respect to parameter k.
Due to its insensitivity to parameter k, HilAnchor+ behaves approximately
unchanged with increasing k.

Our solution shares strategies of the implementation of false query in lo-
cation obstruction with SpaceTwist. Observe that these two solutions behave
similarly in terms of client-side cost and communication overhead as shown in
Fig. 6. Although a larger anchor distance in common promises a large RCA in
HilAnchor+ or a larger supply space in SpaceTwist, encoding structure HCR
of HilAnchor+ can compress RCA sharply. Thus, the performance gap between
them is enlarged gradually with increasing anchor distance. As for server-side
overhead, SpaceTwist remains increasing much faster than HilAnchor+. Fi-
nally, we compare the two solutions with respect to data size using synthetic UI
datasets. As shown in Fig. 7, HilAnchor+ scales well.
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5 Conclusion

This paper concerns the preference support for location-based service while guar-
anteeing user-defined minimum inferred region. Moreover, we propose a good
tradeoff among location privacy preference, query accuracy and scalability per-
formance by leveraging Hilbert curve based compression. Empirical studies with
real-world and synthetic datasets demonstrate HilAnchor+ can provide flexible
location privacy preference as well as accurate query results and light load on
server end. It is expected to extend our propose to incorporate the influence of
some non-reachable regions’ existence and to support continuous queries.
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pp. 185–199. Springer, Heidelberg (2005)

6. Mokbel, M.F., Chow, C.-Y., Aref, W.G.: The new casper: Query processing for
location services without compromising privacy. In: VLDB, pp. 763–774 (2006)

7. Kalnis, P., Ghinita, G., Papadias, D.: Preventing location-based identity inference
in anonymous spatial queries. In: IEEE TKDE, pp. 1719–1733 (2007)

8. Ghinita, G., Kalnis, P., Skiadopoulos, S.: PRIVE: anonymous location-based
queries in distributed mobile systems. In: Proc. of Int. Conference on World Wide
Web (WWW), pp. 371–380 (2007)

9. Indyk, P., Woodruff, D.: Polylogarithmic private approximations and efficient
matching. In: Halevi, S., Rabin, T. (eds.) TCC 2006. LNCS, vol. 3876, pp. 245–264.
Springer, Heidelberg (2006)

10. Khoshgozaran, A., Shahabi, C.: Blind evaluation of nearest neighbor queries using
space transformation to preserve location privacy. In: Papadias, D., Zhang, D.,
Kollios, G. (eds.) SSTD 2007. LNCS, vol. 4605, pp. 239–257. Springer, Heidelberg
(2007)

11. Yiu, M.L., Jensen, C.S., Huang, X., Lu, C.: SpaceTwist: Managing the trade-offs
among location privacy, query performance, and query accuracyin mobile services.
In: ICDE, pp. 366–375 (2008)

12. Ghinita, G., Kalnis, P., Khoshgozaran, A., Shahabi, C., Tan, K.-L.: Private queries
in location based services: Anonymizers are not necessary. In: Proc. of the ACM
International Conference on Management of Data, SIGMOD (2008)

13. Cheng, R., Zhang, Y., Bertino, E., Prabhakar, S.: Preserving user location pri-
vacy in mobile data management infrastructures. In: Proc. of Privacy Enhancing
Technology Workshop (2006)



352 W. Ni et al.

14. Wang, T., Liu, L.: Privacy-Aware Mobile Services over Road Networks.
PVLDB 2(1), 1042–1053 (2009)

15. Wang, S., Agrawal, D., Abbadi, A.E.: Generalizing pir for practical private retrieval
of public data. Technical Report 2009-16, Department of Computer Science, UCSB
(2009)

16. Ghinita, G., Vicente, C.R., Shang, N., Bertino, E.: Privacy-preserving matching
of spatial datasets with protection against background knowledge. In: Proceedings
of the 18th SIGSPATIAL International Conference on Advances in Geographic
Information Systems, San Jose, California, November 02-05 (2010)

17. Papadopoulos, S., Bakiras, S., Papadias, D.: Nearest neighbor search with strong
location privacy. In: VLDB (2010)

18. Moon, B., Jagadish, H.v., Faloutsos, C., Saltz, J.H.: Analysis of the clustering
properties of the Hilbert Space-Filling Curve. TKDE, 124–141 (2001)



H. Wang et al. (Eds.): WAIM 2011, LNCS 6897, pp. 353–365, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Layered Graph Data Model for Data Management of 
DataSpace Support Platform 

Dan Yang1,2, Derong Shen1, Tiezheng Nie1, Ge Yu1, and Yue Kou1 

1 School of information Science&Engineering,  
Northeastern University, Shenyang, 110004, China 

2 School of Software, University of Science and Technology,  
LiaoNing, Anshan, 114051, China 

asyangdan@163.com, 
{shenderong,nietiezheng,yuge,kouyue}@ise.neu.edu.cn 

Abstract. In order to effective management of heterogeneous data sources in 
dataspace and provide more high quality services, proposing a unified data 
model to represent all kinds of data in a simple and powerful way is the founda-
tion of DataSpace Support Platform (DSSP). So we propose a novel layered 
graph Data Model (called lgDM) which includes Entity Data Graph (GD) and 
Entity Schema Graph (GS) to capture both associations among entities and as-
sociations among entity classes. Moreover we also propose an association min-
ing strategy to try to incrementally find associations with less manual effort. We 
conduct experiments to evaluate the efficiency and effectiveness of our pro-
posed data model.  

Keywords: layered graph, data model, association, dataspace. 

1   Introduction 

Researches of dataspace [1, 2] receive considerable attention recently which is the ex-
tension of database management technique. A dataspace may contain all of the infor-
mation relevant to a particular organization regardless of its format and location, and 
model a rich collection of relationships between data repositories. Dataspaces offer a 
pay-as-you-go approach to data management. Users (or administrators) of the system 
decide where and when it is worthwhile to invest more effort in identifying semantic 
relationships [4]. Currently one of the main challenges dataspace faces is to propose a 
data model which can satisfy the data management requirements, break the semantic 
barrier among data sources and lead to high-effective usage of data sources. Our goal is 
to provide a data model which can describes heterogeneous data sources and effec-
tively capture their relationships in the dataspace environment. We propose a layered 
graph Data Model (lgDM) to capture both associations among entities and associations 
among entity classes entity association.  

The main contributions of this paper are four-fold: 

 We propose a layered graph Data Model (lgDM) which includes Entity Data 
Graph (GD) and Entity Schema Graph (GS). Then we give the algorithm of ob-
taining GS from GD . 
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 We propose a lifecycle of association building process and introduce the 
mechanism of Associations Constraints Validation (ACV) to improve effi-
ciency and precision of association mining.  

 We propose a novel three steps gradual refining association mining strategy 
which includes clustering entities, candidate entities generating and induction 
&reasoning based on heuristic&reasoning rules leveraging semantic reposi-
tory and Knowledge Base.  

 We present experiment evaluation to demonstrate the efficiency and effec-
tiveness of our proposed data model.  

The remainder of this paper is organized as follows. Section 2 introduces related 
work. In Section 3 our layered graph model is given. Section 4 gives association min-
ing strategy in detail. Section 5 describes the experimental setup and the results. Sec-
tion 6 summarizes the main contributions of the paper and our future work. 

2   Related Work 

The problem of data model is researched in many fields. For example entity-
relationship (ER) graphs in relational databases are graph based knowledge representa-
tions. And knowledge base and ontology in RDF also adopt graph based data model. 
Data model in dataspace system faces many new challenges such as heterogonous of 
data; co-exist of structured, semi-structured and unstructured data; short of schema 
information and no mediated schema etc. Currently existing data model mostly are in 
Personal Dataspace System (PDS) such as iMeMex [6] and SEMEX [13]. iMeMex 
proposed iDM [12] data model for personal information management. iDM allows for 
the unified representation of all personal information like XML, relational data, file 
content, folder hierarchies, email, data streams and RSS feeds inside a single data 
model. But iDM is emphasis on describing structure aspect of data sources but pay less 
attention to semantic associations between data sources. SEMEX modeled the data 
from different data sources universally as a set of triples referred to triple base. Each 
triple is the form (instance, attribute, value) or (instance, association, instance).Thus a 
triple base describes a set of instances and associations. Though it captured the associa-
tions of data sources but it was in PDS environment and can not apply seamless to 
dataspace environment. [10] was related work in data Web integration which proposed 
a general graph-based data model and close to that of RDF(S) for web data sources. 
Our proposed data model is a general dataspace data model and capture semantic asso-
ciations among data sources. Moreover it is a layered data model and provides the user 
with logical view on different level.  

With respect to the association/relationship mining, the related works are mainly 
on two fields: social network analysis such as [7, 8] and in dataspaces such as [3, 5, 9, 
14]. Arnetminer [7] proposed heap-based Dijkstra algorithm to find people associa-
tions. But currently only two object relations are pre-defined. [8] developed an unsu-
pervised model to estimate relationship strength from interaction activity and user 
similarity. But associations in dataspace are more complex and more diversified than 
people associations in social network. [3, 5] advocated a declarative approach to 
specifying associations among data items and each set of associations be defined by 
an association trail. But the association trail need be predefined by the system or 
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users. [9] proposed a concept KnownBy to model basic relationship between data 
items and users in Personal Dataspace. [14] adopted Apriori algorithm by mining the 
frequent item sets with association rules to discover the relationships among data re-
sources in dataspace. Our association mining strategy is not confined in Personal 
Dataspace and combines induction based on heuristic&reasoning rules and data min-
ing technique. 

3   Overview of the Layered Graph Data Model 

We treat the Entity (Object) as the smallest data unit to build our data model in datas-
pace. The layered graph Data Model (lgDM) is graph based and includes Entity Data 
Graph (denoted as GD) and Entity Schema Graph (denoted as GS ). The GD describes 
entities and captures associations among Entities; the GS describes meta information of 
entity classes and captures associations among Entity classes. Both graphs exhibits 
semantics-bearing labels for nodes and edges and can thus be seen as a semantic graph, 
with nodes corresponding to entities and edge weights capturing the strengths of  
semantic relationships. Because data sources in dataspace are short of schema informa-
tion or schema-less at first. The approach of dataspace is to build schema in a pay-as-
you-go way. Our data model adopts the principle of pay-as-you-go to build schema 
information of Entity Class. We can get GS from existing GD. lgDM provides a layered 
logical view for the data in dataspace which captures both schema and data-level fea-
tures of heterogeneous data sources in dataspace. It’s useful for entity-relationship-
oriented semantic keyword search, the searching results can be lists of entities or entity 
pairs instead of documents for users to extract relative information or facts. 

3.1   Definitions 

Firstly we give the following definitions used in our data model: 

Definition 1. Entity is composed of a set of <attribute, value> pairs to describe a real 
world object. Where the value can be an atomic value (e.g., string, int etc.) or compos-
ite value and it has domain range e.g. age of a person can’t be a negative integer. We 
allow a same attribute to appear several times (e.g. one person has more than one email 
address). An Entity example is as follows: Tom= {<name, ‘Tom’>, <email, 
‘tom@yahoo.com’>, … < affiliation, ‘Google’ >}.  

Definition 2. Entity Class is a primitive concept. It is type or class to which Entity 
instance belong. For example entity class from the academic domain contains four 
classes: {Person, Author}, {Paper, Article}, {Conference, Meeting}, {Journal, Maga-
zine} from academic domain. Entity Class is composed of Entities instances. 

Definition 3. Association is directional binary relation between two Entities or two 

Entity Classes. In the paper we use symbol ‘ ⎯⎯⎯⎯⎯ →⎯ nNameassociatio
’ (a directed arrowed 

line with label of association name) to represents Association. Association between 

two entities is bidirectional namely if e1 ⎯→⎯ e2 then accordingly e2 ⎯→⎯ e1. For ex-
ample co-author association between two persons, sameTopic association between 
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two articles. authorOf association between Entity Class Person and Article. beAu-
thoredOf association between Entity Class Article and Person. 

3.2    Entity Data Graph (GD) 

GD (ND, ED, LD) is a directed graph with labels corresponding to associations of enti-
ties, where ND is nodes set, ED is edges set and LD is labels set. Nodes in ND are: (a) 
Entities, labeled with instance ID or unique access address (e.g. document file path); 
(b) Attributes Values, labeled with value of attribute. Edges in ED are: (a) Attribute 
Edges, labeled with attributes of entity; (b) Association Edges, labeled with association 
between two instances. The triple format descriptions of them are as follows: <Entity, 
attribute, value>, <Entity, Association, Entity>. Labels in LD are: (a) association labels 
on association edges. (b) Attribute Labels on attribute edges. We model each associa-
tion as two edges: a forward edge and backward edge. Note that the number of associa-
tion edges between two nodes maybe more than one to describe different associations 
between two entities. Fore example association between two persons maybe co-author, 
couple etc. Associations between two articles maybe are citedBy and sameTopic. An 
example of GD with three persons entities (p1~p3), five article entities (a1~a5), two 
conference entities (c1~c2) and one journal entity (j1) from four Entity Classes is 
showed in Fig.1 (we omissions the backward association edges for simplicity reason). 
Where ellipses nodes represent entities, rectangles nodes represent attribute values, 
unidirectional edges represent attributes, and directional edges represent associations. 
And the edges of dotted line are associations mined from the existed associations (see 
section 4.2). 
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Fig. 1. Example of data graph GD 

3.3    Entity Schema Graph (GS) 

GS (Ns, Es, Ls) is a directed labeled graph to describe meta information of Entity 
classes and capture associations of Entity Classes, where NS is nodes set, ES is edges 
set and LS is labels set. Nodes in NS are Entity Classes with Entity Class name and its 
meta information; Edges in ES are Association Edges labeled with association between 
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two entity classes. And the triple format of association edge is <Entity Class, associa-
tion, Entity Class>. Labels in LS are association labels on association edges. Schema 
graph summarizes the information contained in a data graph GS. Fig. 2 shows the cor-
responding GS of GD in Fig. 1. Where node represents Entity Class and directional 
edges represent associations between entity classes. In the schema graph we add some 
dimensions of meta knowledge to facilitate user’s querying for provenance, trust, tem-
poral in dataspace. We define meta knowledge of each Entity Class as a triple <source, 
certainty degree, timestamp> which describes the facts have been extracted from  
different sources, at different time-points, and with different degrees of extraction con-
fidence. For example Entity Class person <source=www.dblp.com; certainty  
degree=0.8; timestamp=3/1/2011>. 

We can obtain GS from existing GD. We construct GS from GD as the following 
steps: Step 1. For each node n∈GD, the attribute values and their unidirectional edges 
are removed. Step 2. for each node n∈GD, add entity class label for each node n in 
GD. For each edge e (ei, ej)∈GD, add to GS an edge with same label from each entity 
class to associated entity class. Step 3. if ei and ej are from the same entity class then 
merges them to keep only one node, and add association label to the entity class itself. 
The algorithm is given in Algorithm 1. 

 
Algorithm 1. GD To GS（GD）  
Input: GD (ND，ED，LD)  
Output: GS(NS，ES，LS）   
1. Begin 
2. DFS or BFS of GD //Deep-first Search or Breadth-first Search of GD 
3. for each node∈ ND do 
4.   If ∀ node∈ Entities then  
5.   Add Entity Class label to the node; 
6.   End If 
7.   If ∀ node∈ Attriute values then //remove the nodes and conneted attribute edges 
8.   Remove node;  
9.   Remove connected Attribut egde;  
10.  End If 
11. for each edge<ni,nj>∈ Association edge  
12.  If (Entity Class(ni)=Entity Class(nj)) then  
13.    merge ni,nj  
14.    add association edge to ni/nj itself 
15.  End If 
16.End for 
17.End 
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Fig. 2. Example of schema Graph GS 



358 D. Yang et al. 

4   Associations Building Process  

In real world scenario there exist all kinds of associations among entities which are 
foundations of our semantic keyword query. And associations or relations among enti-
ties (objects) are also useful in solving other problems such as entity resolution (refer-
ence reconciliation). The challenge in this process is how to build and complete asso-
ciations accurately with less manual effort. We define the lifecycle of associations 
building process as the following four phases:  

1) Preprocess phase. In this phase some data cleaning jobs such as synonyms or ab-
breviations, data format heterogeneous problem and attribute structure heteroge-
neous problems and even the entity resolution problem are done. For example 
“conference” or “meeting” or “proceeding” are synonyms and have the same 
meaning. “SIGMOD” is the abbreviation of “Special Interest Group on Man-
agement of Data”. For example person’s name may be “name” or maybe “first 
Name” combine “last name”, in our data model we use a unique description  
and assume there is no such structure heterogeneous problems when mining  
associations.  

2) Initial phase. We try to get associations automatically from multiple types of 
data sources. In initial phase associations can be obtained from the following 
ways. Firstly, some associations are pre-defined by some domain experts. Sec-
ondly, some associations are obtained from particular programs such as address 
book of emails or excel files etc. Thirdly, we can use some tools to extract asso-
ciations from author part of text/ PDF files such as papers and thesis. Fourthly, 
associations can induced from relations of relational tables or deep Web tables 
directly. Fifthly, associations can extract from existing digital library such as 
DBLP for computer scientists, IMDB for movies. Finally associations can be ex-
tracted from semi-structured or unstructured data such as XML/HTML web 
page using wrappers. 

3) Complete phase. In complete phase, more associations can be derived or mined 
from existing ones. The challenge is to incrementally find and build meaningful 
associations between entities. The detail of association mining strategy is pre-
sented in section 4.2. 

4) Maintenance phase. When new data sources are added or new entities and 
associaitons between entities are added, GD and GS need to be updated 
accordingly to make them keep consistency. We refer to the process of updat-
ing the graphs’ nodes and associations as graph maintenance. We can get inspi-
ration from [11] which automatically incorporating new sources in keyword 
search-based data integration. Details of graph maintenance are beyond the 
scope of this paper. 

4.1   Association Constraint Validation  

Associations Constraints Validation (ACV) is a powerful building block for high-
precision harvesting of associations. Sometimes the associations extracted in initial 
phase or mined in complete phase maybe have errors due to many reasons (e.g. dirty 
data source or manual fault or false positive). For example an article is published in 
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one proceeding (e.g. SIGMOD 2010) and it can not be published in another proceeding 
(e.g. VLDB 2010) at the same time. So we introduce the mechanism of ACV in the 
lifecycle of associations building process. By doing ACV, many incorrect hypotheses 
or intermediate results can be excluded early to improve efficiency and precision. 

Here we distinguish the following kinds of ACV. 

1) Type checking (Entity Class checking). Binary association has an accordingly 

type signature. For example, Mary ⎯⎯⎯⎯ →⎯ erhasAlmaMat Paris can be immediately 
falsified because Paris is a city and not a university, and thus violates the type 
condition.  

2) Temporal Consistency checking. For assessing and cleaning temporal hypothe-
ses in an association repository, consistency checking plays a key role. For ex-
ample, marriages of the same person must not overlap in time. Constraints may 
refer to the relative ordering of facts: if person p1 is doctoral advisor of person 
p2, then p1 must have graduated before p2 in time sequence. When reasoning 
about the validity of facts in the presence of such constraints, both base facts and 
temporal scopes need to be considered together. For example two articles pub-
lisher in the same conference can not have the citedBy association. 

3) Monotonous (acyclic) consistency checking. Some associations among entities 
(the number of entity 3≥ ) can’t form a cycle such as associations with monoto-

nous semantic such as ⎯⎯⎯ →⎯lessThan , ⎯⎯⎯⎯ →⎯moreThan . For example if articles a1, a2 and a3 

have the associations a1 ⎯⎯⎯ →⎯citedBy a2, a2 ⎯⎯⎯ →⎯citedBy a3 and a3 ⎯⎯⎯ →⎯citedBy  a1, it’s wrong 
because the citedBy associations form a cycle and it’s impossible and wrong in 
logic.  

4.2   Associations Mining Strategy 

We propose a three-step gradual refining association mining strategy which includes 
clustering entities, candidate entities generating and induction & reasoning based on 
heuristic & reasoning rules leveraging semantic repository and Knowledge Base which 
is showed in Fig. 3. The availability and leverage of Knowledge Base that know  
Entities Classes and many facts about them can boost the effectiveness of association 
mining. Relations of Entity Classes such as subclass/superclass connections-inclusion 
dependencies and hyponymy/hypernymy relations are stored in Knowledge Base. For 
example, “China chairman” is a subclass of “politicians”. In our approach we distin-
guish entities as Heterogeneous Entities and Homogeneous Entities, and distinguish 
associations as kernel association and expanded association. 

Definition 4. Homogeneous Entities (denoted as HomoEs) is set of entities of same 
Entity Class. For example Entity p1 and Entity p2 are HomoEs because they both are 
Entity Class person. 

Definition 5. Heterogeneous Entities (denoted as HeterEs) is set of entities of differ-
ent Entity Class. For example Entity p1 and Entity a1 are HeterEs because p1 is Entity 
Class person and a1 is Entity Class article. 
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Definition 6. Kernel Association is predefined by some domain experts or obtained 
from the extracted information which is stored in association repository. For example 

kernel associations in academic domain may include: Paper ⎯⎯ →⎯citedBy
Paper, Per-

son ⎯⎯⎯ →⎯authorOf
Paper, Paper ⎯⎯⎯⎯ →⎯ npublishedI

Journal and Paper ⎯⎯⎯⎯ →⎯ npublishedI
Conference. 

Definition 7. Expanded Association is derived from kernel association by data analyz-
ing and mining kernel associations of entities. For example co-author, co-organization 
association of persons, sameTopic of articles. There are two kinds of expanded asso-
ciations: one kind is associations among HomoEs. Another kind is associations among 
HeterEs. 
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Fig. 3. Strategy of associations mining 

Step 1. Clustering entities. In this step we adopt different clustering algorithms of 
data mining to cluster HomoEs and HeterEs. 

Clustering of HomoEs. We use k-means clustering algorithm to cluster HomoEs 
based on their values on one attribute, and entities in each cluster have same or simi-
lar attribute values (based on edit distance or semantic distance) on one attribute, then 
any pair of entities in the same cluster have the sameAttribute association. For exam-
ple in Fig. 1, given a cluster number k=2, clustering result of paper entity a1, a2, a3, 
a4 and a5 based on value of attribute title is Cluster1 {a1, a2, a3, a5}, Cluster2 {a4}. 
Article entities in cluster C1 are similar on value (e.g., dataspace) of title attribute and 

have sameTopic association each other: a1 ⎯⎯⎯⎯ →⎯sameTopic  a2, a3 ⎯⎯⎯⎯ →⎯sameTopic  a2, 

a1 ⎯⎯⎯⎯ →⎯sameTopic  a3. 

Clustering of HeterEs. We use k-medoids clustering algorithm to cluster HeterEs by 
transfering it into clustering problem of HomoEs records. The center entity of each 
cluster is called medoid, then any pair of entities in the same cluster have some 
association related with the medoid of the cluster. For example entities in Fig.1,given 
a cluster number k=2 and entity class of medoid is Conference, then the clustering 
result may be Cluster1{ c2, p2, a3, a4} and Cluster2{ c1, p1, a1, a2, p3, j1,a5}, so the 
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HeterEs in Cluster1 are related to conference c2 and the HeterEs in Cluster2 are all 
related to conference c1. Another example, given a cluster number k=3 and entity 
class of medoid is Person, the clustering reslut may be Cluster1{ p1, j1, a1, a5}, 
Cluster2{ p3, a2, c1},Cluster3{ p2, a4, a3, c2}, so the HeterEs in Cluster1 are all 
related to person p1, likewise for Cluster2 and Cluster3.  

Step 2. Candidate entity pairs generating. We traverse graph to generate candidate 
entities for induction&reasoning of next step from the reslut clusters of step 1. 
Because if two enitity classes are less related in semantic then the strength of 
association between two entities of them maybe is very weak or the assocaiton is 
useless, so we only focus on finding the most ‘goodness’ expanded associations 
which satisfy structure cost and semantic cost at the same time. First given a walk 
length L, the two Entities ei and ej are reachable in the data graph (i.e., there is a path 
between ei and ej in graph and the length of the path is less than L). Second semantic 
support of the two entities in Knowlege Base or semanic repository are bigger than a 
threshold θ  (defined by user or system). For example in Fig.1 , given L=3, then a5 
and c1 is not candidate entities because the path length from a5 to c1 is 4 which not 
satisfy the first condition. the semantic distance between two entities which is defined 
as the association strength between ei and ej. 

Step 3. Induction & reasoning based on Heuristic&Reasoning Rules. We give 
some useful Heuristic rules from observations and intuition to mine expanded asso-
ciations aiming at the candidate entities.  

Heuristic rule 1. Same source rule. Given Entities e1, e2, e3 and their associations: if 

e1 ⎯→⎯X
e3 and e2 ⎯→⎯X

e3, where X is some association, then usually there is 

e1 ⎯⎯⎯⎯⎯ →⎯ ationsomeAssoci
e2. For example p1 ⎯⎯⎯ →⎯authorOf

a1, and p2 ⎯⎯⎯ →⎯authorOf
a1, then p1 and p2 

have co-author association namely p1 ⎯⎯⎯ →⎯ −authorco
p2. 

Heuristic rule 2. Same target rule. Given Entities e1, e2, e3 and their associations: if 

e1 ⎯→⎯X
e2 and e1 ⎯→⎯X

e3, where X is some association, then usually there is 

e2 ⎯⎯⎯⎯⎯ →⎯ atonsomeAssoci
e3. For example, if the known associations are p2 ⎯⎯⎯ →⎯authorOf

a1 and 

p2 ⎯⎯⎯ →⎯authorOf
a3, then a1 and a3 have sameTopic or similarTopic association with high 

probability because it’s written by the same person. 

Heuristic rule 3. Transitive rule. Given Entities e1, e2, e3 and their associations: if 

e1 ⎯→⎯X
e2 and e2 ⎯→⎯Y

e3, where X, Y are associations (X =Y or X ≠ Y), then there 

must be e2 ⎯⎯⎯⎯⎯ →⎯ atonsomeAssoci
e3. For example in Fig.1, p3 ⎯⎯⎯ →⎯authorOf

a2 and 

a2 ⎯⎯⎯⎯ →⎯ npublishedI c1, then p3 ⎯⎯⎯⎯⎯⎯ →⎯ InkerisSpea.g.e  c1, here X ≠ Y. Another example with 

X=Y, given three person entities p1, p2, p3 and their associations p1 ⎯⎯⎯ →⎯ fisParanetO
p2, 

p2 ⎯⎯⎯ →⎯isParentOf
p3, then p1 ⎯⎯⎯⎯⎯ →⎯ entOfisGrandpar

p3. 
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Heuristic rule 4. Same attribute rule. Given Entity e1{(attribute1,value1),…,(attributen 
valuen) }and e2{(attribute1,value1),…(attributen, valuen)}, where e1∈  Entity class C and 
e2∈  Entity class C, if both of them have the same or similar values(based on edit dis-
tance or semantic distance) on attributei : e1(valuei) ≈  e2(valuei) (symbol’ ≈ ’ denotes 

same or similar) , then there must be e1 ⎯⎯⎯⎯ →⎯ utesameAttrib e2. For example from Fig.1, 
article a1{(title, ‘dataspace technique’)… } and article a2{(title, ‘dataspace overview’)…}, 

then a1 ⎯⎯⎯ →⎯sameTopic
a2. Another example from Fig.1, person p1{(affiliation, Google)…} 

and person p3{(affiliation, Google)…}, then p1 ⎯⎯⎯⎯ →⎯colleague p3. 
Associations are not existed dependently but are related to each other in some de-

gree such as hierarchy relationships and other semantic relationships. So we define 
some reasoning rules to mine expanded associations leveraging semantic repository 
and Knowledge Base (KB). We use symbol ‘⇒ semantic’ to denote the semantic rela-
tionship between associations and symbol ‘⇒ hierarchy’ to denote the concept hierarchy 
relationship between associations. Currently we consider the following hierarchy rela-
tionships: subclassOf, subPropertyOf. 

Reasoning rule 1. Semantic reasoning. Given two associations X and Y, if X⇒ semantic 

Y and entities e1 ⎯→⎯X
e2 are known, then e1 ⎯→⎯Y

e2. For example, given citedBy, 
sameTopic associations have the relationship citedBy⇒ semantic similarTopic, and article 

a1, a2 have the association a1 ⎯⎯ →⎯citedBy
a2, then it is with high probability that a1 and a2 

have sameTopic association namely a1 ⎯⎯⎯⎯⎯ →⎯ icsimilarTop a2.  

Reasoning rule 2. Hierarchy reasoning. Given two associations X and Y, if X⇒ hierar-

chy Y and entities e1 ⎯→⎯X
e2 are known, then e1 ⎯→⎯Y

e2. For example, given  
isFatherOf, isParentOf associations have the relationship isFatherOf⇒ hierarchy isPar-
entOf (because isFatherOf is subClassOf isParentOf) and person p1, p2 have the asso-

ciation p1 ⎯⎯⎯⎯ →⎯isFatherOf p2, then p1 and p2 have isParentOf association namely 

a1 ⎯⎯⎯⎯ →⎯isParentOf a2. 

Reasoning rule 3. Transitive reasoning. Known three entities e1, e2, e3 and their as-

sociations e1 ⎯→⎯X e2 and e2 ⎯→⎯X e3, where X ∈ {sameAS semantic e.g. sameTopic, 

sameConference } then there is e1 ⎯→⎯X e3. For example in Fig. 1 there are associations 

a1 ⎯⎯⎯⎯ →⎯sameTopic a2 and a2 ⎯⎯⎯⎯ →⎯sameTopic a3, then there is a1 ⎯⎯⎯⎯ →⎯sameTopic a3. 

5   Experiments 

First we design two experiments to evaluate our data model. One is from the effi-
ciency facet and one is from the effectiveness facet. Then we conduct experiments to 
compare precision of different association mining strategies. 
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5.1   Data Set 

Our experiments use data from the DBLP data set. The data set contains 10532 entities 
(articles, persons, conferences, research organizations and journals). We conduct the 
experiments on a 3.16 GHz Pentium 4 machine with 4GB RAM and 500GB of disk.  

5.2   Efficiency and Effectiveness Evaluation  

We consider index lookup time and query response time to evaluate lgDM. To sup-
port keyword query we build two indexes: structure index that indexes attributes of 
entity and associations; value index that indexes attribute values of entities. From the 
above data set we select keywords randomly and the number of keywords is varied 
from 2 to 5 denoted as N2~N5. For each kind of N2~N5, we build 100 queries ran-
domly. The average index lookup time and query response time is shown in Fig. 4. 

We conduct experiments to find the effectiveness of associations to keyword query 
which showed in Fig. 5. The X-axis indicates the number of associations; the Y-axis 
indicates the number of entities returned from the keyword query. From Fig. 5 we can 
know that the result number increases with the number of associations. Experiment 
results show that association mining is key and important to semantic keyword query. 
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5.3   Comparison of Association Mining Strategies  

We compare the precision of the following two association mining strategies:  

 Strategy 1: only adopts two steps including clustering entities and induction 
& reasoning without step 2. 

 Our strategy: three steps gradual refining strategy which includes clustering 
entities, candidate entities generating and induction&reasoning. 

The experiment result is showed in Fig. 6. We can know from the Fig. 6 that our 
strategy is better than strategy 1 in precision, and the trend is obvious when the kernel 
associations are more. 
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Fig. 6. Performance comparison of association mining strategies 

6   Conclusion and Future Work 

We propose a layered graph Data Model (lgDM ) which introduces a layered logical 
view on top of the data sources that provides physical and logical abstract of dataspace 
information independently. lgDM can be extend and maintenance easily. And we also 
propose a lifecycle of association building process and introduced the concept of  
association constraint validation (ACV) and we propose a novel three steps gradual 
refining association mining strategy. We do experiments to evaluate effectiveness and 
efficiency of our data model and we also do experiments to compare different associa-
tion mining strategies. Our next work will consider mining the associations or relation-
ships among clusters (homogenous clusters and heterogeneous clusters) to satisfy key-
word query of potential use.  
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Abstract. RDF has gained great interest in both academia and indus-
try as an important language to describe graph data. Several approaches
have been proposed for storing and querying RDF data efficiently; each
works best under certain circumstances, e.g. certain types of data and/or
queries. However, there was lack of a thorough understanding of exactly
what these circumstances are, as different data-sets and query sets are
used in the empirical evaluations in the literature to highlight their pro-
posed techniques. In this work, we capture the characteristics of data
and queries that are critical to the RDF storage and query evaluation
efficiency and provide a thorough analysis of the existing storage, index-
ing and query evaluation techniques based on these characteristics. We
believe that our study not only can be used in evaluating both existing
and emerging RDF data management techniques, but also lays the foun-
dations for designing RDF benchmarks for more in-depth performance
analysis of RDF data management systems.

Keywords: RDF, SPARQL, Storage, Index, Query Evaluation.

1 Introduction

Resource Description Framework (RDF) [3] which is a World Wide Web Con-
sortium (W3C) recommended standard, represents data entities and their rela-
tionships in the Semantic Web. In RDF, each data entity has a Unique Resource
Identifier (URI) and each relationship between two data entities is described
via a triple within which the items take the roles of subject(S), predicate (or
property)(P) and object(O). RDF Schema (RDFS) [6] further extends RDF to
describe the semantic and structure of the data by introducing classes.

A B C

D
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E

foaf foaf

coauthor

foaf

si
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typetype

type type

type A: Amy
B: Bob
C: Chris
D: Dan
E: Ellen
P: People

K

DBMS Concept

like

na
m

e

Fig. 1. Example RDF data

Fig. 1 shows a graph representa-
tion of a sample RDF data and its
schema that describes people, books
and their relationship in social net-
works. The arch “Amy type Person”
indicates that Amy is an instance of
the class named “Person”.

SPARQL [9] is an RDF query
language recommended by W3C to
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facilitate users to retrieve meaningful information from RDF data. A SPARQL
query consists of graph pattern(s) that can identify the nodes/edges of interest
through graph pattern matching against the RDF data. The following query
retrieves a person who is a friend of A, and his/her relationship with B is the
same as D’s relationship with E.

SELECT ?person WHERE {?person foaf A . ?person ?p B. D ?p E}
To keep pace with the ever-increasing volume of semantic web data and the needs
of answering complicated queries on such data, various RDF storage methods
were proposed to improve the RDF data storage and query evaluation efficiency.
Majority of these approaches rely on existing relational database (RDB) man-
agement systems, among which the most notable techniques are Triple Store [7],
Vertical Partitioning [4] and Property Table [19]. Indexing methods were also
investigated, including MAP [10], Hexastore [18] and TripleT [8].

It is the general wisdom that engineering designs all have their advantages
and drawbacks; they are superb for certain circumstances but less so for others.
Benchmarks, which consist of both data set and query set, are designed to help
users determine the strength and limitations of a data management system or a
specific data management technique. In the context of RDF, many efforts [14,15]
have been made in this regard. However the question “what characteristics of
data and query highlight the advantages and drawbacks of a storage method” is
yet to be answered, as existing benchmarks are not yet covering key character-
istics of RDF data and queries, especially those that bring challenges to RDF
storage and query evaluation techniques.

We set out to conduct such a thorough analysis, focusing on the type of
data and queries that are not well covered (e.g. the sample query above) by the
existing benchmarks and studies. In particular,

– We introduce and analyze a set of key characteristics of RDF data for ana-
lyzing the space efficiency of RDF storage methods.

– We classify SPARQL queries based on roles of the variables, and identify the
challenges brought by data storage and query evaluation techniques.

– We design extensive empirical study to investigate and compare existing
RDF data management techniques, and prove that the data and query char-
acteristics we identified are indeed critical.

– We analyze existing RDF benchmarks based on the data and query charac-
teristics we propose, and suggest improvement in RDF benchmark designing.

2 Storage Efficiency

In this section, we study the space efficiency, i.e. the amount of space required for
storing RDF data, of different RDB-based RDF data storage methods, specifi-
cally nonindex-based and index-based methods.

Definition 1. Given an RDF document D in triple format, and a data storage
or indexing method M that is designed to store D, the storage efficiency of M
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with respect to document D is SED
M = SM(D)

S(D) , where S(D) represents the size of
the text document D in triple format, and SM(D) represents the space required
for storing D using method M.

Obviously, the smaller the value of SED
M, the better method M is for stor-

ing/indexing document D. In the rest of this section, we study the most promi-
nent RDF data storage and indexing techniques in the literature, identify key
characteristics of RDF data that determine the storage requirement, and propose
formulas for calculating SM(D) for each method. Then, we will report the result
of our impartial study on the storage efficiency of these techniques, w.r.t. RDF
documents with various combinational configurations on the key characteristics.

2.1 RDF Data Storage Methods

The most prominent RDF data storage methods are Triple Store (TS) [7], Ver-
tical Partitioning (VP) [4] and Property Table (PT) [19]. Fig. 2 illustrates how
these three methods store some fragments of the RDF data whose graph repre-
sentation was shown in Fig. 1.

Subject Predicate Object
A type P Subject Object Subject Object Subject Name foaf
D type P A P A D A "Amy" D
K type Book D P D "Dan" Null
A foaf D K Book
K name "DBMS�Concepts" Subject Object
A name "Amy" K "DBMS�Concepts" Subject
D name "Dan" A "Amy" K

D "Dan"

Triple�Store
Type foaf

name

Vertical�Partitioning Property�Table

Name
"DBMS�Concepts"

Book

P�

Fig. 2. The Sample Data Stored in TS, VP and PT

Data Schema Overhead
TS 3×|D|×L OT S

VP 2×|D|×L |pred(D)|×OV P

PT (|D|-|lft(D)|)×L +3×|lft(D)|×L |cls(D)|×OPT +OT S

The space requirements
of these storage methods
are shown in the table on
the right. We use |D| to rep-
resent the total number of triples in D and L the average size of all values in D,
while the other data characteristics and how they impact the storage efficiency
of a data storage method will be discussed in details next.

In Triple Store [7], all triples are stored in a single table with three columns
(S, P, O). Therefore, the space requirement is determined by the number of
tuples in that table, e.g. the number of triples in the RDF data (|D|), and the
size of each value to be stored. The only overhead (OTS) is for storing the schema
of the triple store table in the system catalog.

In Vertical Partitioning [4], a separate table is created for each distinct
predicate to store all triples that feature this predicate. As all triples in each
table share the same predicate, the predicate is omitted and only the values
of the subject and object roles are stored. Therefore, the space requirement is
determined by the number of tuples in these tables, as well as the number of
tables, which is the number of unique predicates in the RDF data (|pred(D)|).
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The overhead (OV P ) is incurred by storing the schema of each VP table, which
increases as |pred(D)| increases.

In Property Table [19], RDF data are stored in traditional relational tables
whose schema carry the semantics of the residential data. There are two types of
PTs that provide distinct ways in shredding RDF triples into tables: (1) Clustered
Property Table, in which RDF triples with the subjects sharing the same set of
predicates are clustered into a property table, generated manually, or using a
dynamic lattice based method [17]; and (2) Property-class Table, in which a
table is created for each class and stores information about all members of that
class, with the attributes being the single-value predicates of these members. In
both implementations, a leftover table with three columns (S, P, O) is created
for storing the triples not belonging to any other tables. In the former method,
the schema of the property tables highly depends on the clustering algorithms,
which varies based on the implementations. Thus we focus on the latter method
in which the property tables are determined once the schema information is
given. In the rest of the paper, when we refer to Property Table method, we
are indeed referring to the property-class table method. In contrast to vertical
partitioning and triple store, it is not straightforward to decide the schema of
the tables used for storing RDF data in property tables.

The space requirement for PT method consists of two parts: the space required
for storing the property tables and the space required for storing the leftover
table, each of which, similar to our discussion of the TS and VP methods, consists
of a data component and a schema component. The number of property tables
is the number of classes (|cls(D)|). |lft(D)| represents the number of triples that
cannot be placed in any property table but have to be placed in the leftover table.
The overhead for each property table is denoted by OPT , while the overhead of
the leftover table is the same as a triple store table, OTS .

OT S = O + 3 × C

OV p = O + 2 × C

OP T = O + (avgPred(D) + 1) × C

Assuming the space required for storing
the information of each attribute in the sys-
tem catalog is the same, denoted C, and the
overhead for storing the information of a ta-
ble is the same, denoted O, then, the over-
head for storing the schema information, referred to as OTS , OV P and OPT in
the table above, can be further depicted using the formula on the right. Here,
avgPred(D) represents the average number of single-value predicates of each
class. Note that in the PT method, besides the attributes that correspond to
the single-value predicates of each class, an additional attribute is introduced to
store the URIs of the subjects.

2.2 Index-Based Storage Methods

To facilitate efficient query answering, multiple indexing techniques were pro-
posed, including MAP [10], Hexastore [18] and TripleT [8], whose structures are
illustrated in Fig. 3. Indeed the index-based methods proposed are not merely
designs of indices but alternative ways for storing RDF data for efficient data
accessing based on indexing techniques. Hence, we call them index-based storage
methods.
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Fig. 3. RDF Indices [8]

Before we discuss the
space requirement of the
index-based storage meth-
ods, we review the space
requirement of a tradi-
tional clustered B+-tree in-
dex. Given the number of
unique values of the index
key Nk, the data size of the
index key Sk, the size of a
pointer Sptr, and the size a page SP (assume that Sptr and SP are fixed), the

space requirements of the B+-tree is SBT (Nk, Sk) = SP ×
logf Nk∑

i=1

f i, where the

fan-out f is computed as f = SP

Sk+Sptr
.

The space requirement of each index-based storage method consists of two
parts: (1) the space requirement of the clustered B+-tree indices; and(2) the
space requirement of the payload pointed by the leaf nodes in B+-tree indices.
We summarize these in the table below.

Payload Index
MAP 0 6× SBT (|D|, 3 × L)

Hexastore
∑

role={S,P,O}
|πroleD| × L 6×

∑
role={SP,SO,P O}

SBT (|πroleD|, 2 × L)

TripleT 3 × |val(D)| × L SBT (|val(D)|, L)

MAP [10] builds six clustered B+-tree indices on six RDF triple store tables,
each clustered on one permutation of S, P and O, i.e. SPO, SOP, PSO, POS,
OSP, OPS. As a result, all RDF triples are stored six times on the leaf nodes of
these indices. On each such replication a B+-tree index is built, with Nk=|D| and
Sk=3× L. Please note that there is no additional payload as all three roles are
indexed. More recently, MAP method was enhanced by indexing over aggregated
functions and by using index compression techniques [13].

Hexastore [18] improves the storage efficiency of MAP by reducing the space
requirement of the index part and the duplication of the RDF data. Instead of
indexing all three roles, Hexastore builds six clustered B+-tree indices on two
out of three roles of RDF triples, i.e. SP, PS, SO, OS, PO, OP, while the two
indices on symmetric roles, e.g. SP and PS, share the same payload that contains
the distinct values of the other role, in this case O. In the worst case, the RDF
triples are duplicated five times.

Rather than creating six B+-tree indices, TripleT [8] uses only one B+-tree
to index all distinct values in an RDF document, across all roles. Each leaf node
in this B+-tree has a payload that is split into three buckets, S, P and O, and
each bucket holds the list of related atoms for the other two roles. Therefore
the space requirement of TripleT is the sum of (1) the overall payload, in which
each triple in the RDF data is stored 3 times, one under its subject’s value, one
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under its predicate’s value, and one under its object’s value; and (2) the size of
a single B+-tree index.

2.3 RDF Data Characteristics

Based on the analysis above, we identify the following as key factors that can
be used to describe the characteristics of an RDF data D and to evaluate and
measure the space efficiency of RDF data storage and indexing techniques.

1. |D|: the total number of triples in D;
2. |pred(D)|: the number of unique properties in D;
3. |val(D)|: the number of unique values in D;
4. |cls(D)|: the number of classes in D;
5. avgPred(D): the average number of properties belonging to the same class

in D; and
6. |lft(D)|: the number of triples whose subjects do not belong to any class or

whose predicates are multi-value predicates.

As the values of (2), (3), (4) and (6) partially depend on the value of (1), indeed,
it is the ratio of these values to |D| that truly describes the data distribution of
an RDF data. Also note that there is correlation between |D|, |pred(D)|, |cls(D)|
and avgPred(D). Even though there is no direct functional relationship between
them, but given three, a tight up/lower bound is set on the value the forth can
taken.

2.4 Data Characteristics in RDF Benchmarks

We have identified 6 key factors of RDF data that have significant impact on
the storage efficiency of RDF data storage and indexing techniques. We believe
insightful comparison of such techniques should be conducted on data-sets in
which all the key factors vary.

Benchmark |pred(D)| |val(D)| |D| Used in
Barton [5] 285 19M 50M [4,11,15,18]
LUBM [2] 18 1M 7M [18]
Yago [16] 93 34M 40M [11]

LibraryThing [1] 338824 9M 36M [11]

The data characteristics that
are covered by the existing
benchmarks that are used in the
research work of RDF data stor-
age and indexing is summarized in the table on the right. As the schema infor-
mation is frequently absent from these benchmarks, we do not summarize the
schema related data characteristics, namely |cls(D)|, avgPred(D) and |lft(D)|,
in the table.

2.5 Empirical Analysis

To provide a thorough understanding of the storage methods, and answer the
question about exactly what type of RDF data each storage method is best/worst
at, we generate and conduct experiments on synthetic data sets, big and small,
with various combination on the key factors we identified in Sec. 2.3. The trend
we observe are the same. In this section, we present our results on the comparison
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based on multiple data sets with a fixed number of triples (100,000 triples to be
specific), but vary on other characteristics.

In order to better understand the correlation between |pred(D)| and storage
efficiency of RDF repository that highlights the advantage and drawback of the
PT method, we design our RDF data set such that all triples fit in property
tables and the leftover table is empty. Since a leftover table is nothing but a
triple store table of the residential RDF triples, the storage efficiency of the PT
methods on data that yield non-empty leftover table can be easily estimated by
integrating the analysis and observations of both PT and TS methods.

We use MySQL to implement the storage methods discussed in Sec. 2.1 and
Sec. 2.2. Specifically, we use relational tables and B+-tree indices to implement
the three index-based storage methods discussed in Sec. 2.2, by storing the RDF
triples in their proper clustering order in relational tables and create B+-tree
indices on top of these tables, hence the key concepts and features of the original
methods are loyally preserved.
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Fig. 4. Space Efficiency Comparison:
Data Storage Methods

Data Storage Methods. The im-
pact of the number of unique predicates
(|pred(D)|) on the space efficiency of the
data storage methods is shown in Fig. 4. As
the value of |pred(D)| is strongly correlated
to the number of triples in an RDF docu-
ment, we use the ratio, |pred(D)|

|D| as the pa-
rameter. Please note that logarithmic scale
is used on the y-axis, due to the large dif-
ference exhibited by different methods.

Reflecting our analysis presented in Sec. 2.1, TS is indifferent to |pred(D)|.
SED

V P is heavily affected by |pred(D)| because the larger |pred(D)| is, the
greater the overhead for storing the schema info of the tables would be. VP,
originally designed to improve the space efficiency of TS, can end up to be not
efficient, even very inefficient, when the overhead is driven up by large number
of unique predicates, cancelling out the saving of not storing the predicate value
in those tables.

Fig. 5. Storage Efficiency Analysis: Property Table

The impact of
|pred(D)| varies
on PT, in which
other factors play
more important
roles on the space
efficiency. In Fig. 4,
PT (Max), PT (Avg)
and PT (Min) represent the maximum, average and minimum storage efficiency
we obtained on various RDF data sets that share the same |pred(D)|. We then
investigate the impact of other factors, including the number of classes (|cls(D)|)
and average number of predicates per class (avgPred(D)), on PT method.

As seen in Fig. 5(a), indeed |pred(D)| does not have any direct impact on
SED

PT . It only defines what the values of avgPred(D) and |cls(D)| may be.
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For RDF documents with the same |pred(D)|, SED
V P are different when

avgPred(D) and |cls(D)| are different. When |D| and |cls(D)| are fixed, the
direct impact of avgPred(D) on SED

PT is illustrated in Fig. 5(b). The curve
reflects the trade-off between the save in data storage by introducing wider
property tables and the overhead in storing the schema info of all the columns
in the wider tables.

Fig. 6. Storage Efficiency
Comparison: Indexing

Index-based Storage Methods. We store RDF
data of various |val(D)|/|D| ratio using the three
index-based storage methods. Our experimental re-
sults, as shown in Fig. 6, confirm our analysis. As
summarized in Sec. 2.2, space efficiency wise, the dif-
ference between MAP and Hexastore lies in the size
of the index tree and index leaf nodes. Hence, Hexas-
tore is always more space efficient than MAP. TripleT
distinguishes itself from MAP and Hexastore by in-
dexing only unique values. Therefore, the unique number of values in the RDF
data is the dominating factor of the space efficiency of TripleT. In addition, as it
stores each triple only three times, in most cases it is more efficient than MAP
and Hexastore. However, it becomes less efficient when the number of unique
values increases.

3 Query Evaluation

As a matter of fact, data storage and indexing techniques are invented to facil-
itate efficient query evaluation. Hence, besides space efficiency, query efficiency
is of ultimate importance.

3.1 Query Patterns

SPARQL [9],recommended by W3C, is the de facto standard RDF query lan-
guage. A SPARQL query consists of one or more graph patterns, the evaluation
of which is based on graph pattern matching against the RDF data graph. Let
L be a finite set of literals, U a finite set of URIs and V a finite set of variables.
Then an RDF triple is in the set U × U × (U ∪ L) and a simple triple pattern
(STP) in a SPARQL query is in the set (U ∪V)× (U ∪V)× (U ∪ V ∪L). Please
note that a variable can appear in the role of subject, predicate, or object.

s,type, ?o s, p, ?o s, ?p, o ?s, p, o ?s, type, o

?s,type,?o ?s, p, ?o ?s, ?p, o s, ?p, ?o ?s, ?p, ?o

We list 10 different simple
triple patterns based on the
number and roles of variables in
a pattern. Specifically we distinguish “type” from other predicates, because
matching the pattern (?s, type, o) is very different from (?s, p, o) in Property
Table as the knowledge of the class that ?s belongs to can determine the prop-
erty table to search in, while the knowledge of the constant p can not have the
same filtering effect on the optimization process.

A graph pattern (GP) is a non-empty set of STPs. We define a connected
graph pattern recursively as follows.
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Definition 2. A graph pattern with single STP is connected. If two connected
graph patterns, g1 and g2, share a common variable or URI, we say that the
graph pattern g3 = g1 ∪ g2 is also connected.

Please note that our classifications of whether a graph pattern is connected
merely depends on whether the STPs share variables or URIs, not whether the
graph pattern, when represented as a graph, is a connected graph. For instance,
in our classification, {s1,?p,o1. s2, ?p, o2} is a connected graph pattern.

Join type Example

S-S ?s p1 o1. ?s p2 o2

O-P s1 p1 ?x. s2 ?x o2

O-O s1 p1 ?o. s2 p2 ?o

P-P s1 ?p o1. s2 ?p o2

S-O ?x p1 o1. s2 p2 ?x

S-P ?x p1 o1. s2 ?x o2

We call a connected graph pattern single joint
graph pattern (SJGP) if it has exactly two STPs.
Based on the roles that the shared variable takes in
these STPs, we can identify six types of joins.

Definition 3. Given a SJGP, g = {stp1, stp2},
where stp1 = (s1, p1, o1) and stp2 = (s2, p2, o2).
We say that g is formed by S-S join if s1, s2 ∈ V
and s1 = s2. Similarly we can define O-O, S-O, P-P, S-P, and O-P joins.

A graph pattern may consist of multiple STPs, multiple variables and multiple
types of joins. We call them Complex Join Patterns (CJP). To better understand
how CJPs can be evaluated by different storage methods, it would be beneficial
to first understand how many types of CJPs there are.

[12] defined chain shape patterns (CSP) as a set of STPs linked together via
S-O joins and star shape pattern (SSP) as a set of STPs linked together via S-S
joins. They proved that all data storage approaches do not favor queries with
CSP and PT favors queries with SSP.

However, CSP and SSP as defined in [12] represent only a very small fragment
of SPARQL queries. In this paper we propose a more sophisticated classification
based on the positions of variables in a graph pattern, which extends the concepts
of CSP and SSP by (1) considering all positions of variables, i.e. S, P and O; and
(2) considering all types of joins besides S-S join in SSP and S-O join in CSP.

Definition 4. Given a connected graph pattern gp that consists of more than
two STPS, we say that gp is:
– an Extended Chain-shaped Pattern(ECP) if no more than two STPs in gp

share a common variable;
– an Extended Star-shaped Pattern (ESP) if all STPs in gp share at least one

common variable;
– a Hybrid Pattern (HP) if gp does not fall into the above categories.

The graph pattern in the query we presented in Sec. 1, {?person foaf A .
?person ?p ?person. D ?p E }, is an ECP, featuring a S-S join and a P-P join.

3.2 Query Patterns in Benchmarks

The design of the query set in a benchmark plays a critical role in testing how
efficiently a data management system can handle various types of queries. We
summarize the query patterns (STP, SJP and CJP) that are covered by existing
benchmarks.
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Benchmark STP SJP CJP Used in
Barton [5] ?s type o, ?s type ?o, S-S, S-O SSP, CSP [4,11,15,18]

?s p o, ?s p ?o, ?s ?p ?o
LUBM [2] ?s p o, ?s p ?o S-O, O-O None [18]
Yago [16] ?s type o, ?s p o, S-S, S-O, O-O SSP, CSP [11]

?s p ?o, ?s ?p ?o
LibraryThing [1] ?s p o, ?s p ?o S-S, S-O, O-O SSP [11]

Our obser-
vations are:
(1) Queries
with variables
in the predi-
cate role are
not well ex-
plored. When the lone query with ?p in Barton was used, it was applied to
an RDF data with only 28 unique predicates [4]. (2) The queries in each bench-
mark cover at most three different SJPs, and none of them feature any join that
involves a variable in the predicate role. (3) The queries in these benchmarks are
as complex as SSP and CSP, but none of the benchmark features any extended
join patterns we defined, which, as shown in our motivating example in Sec. 1 is
a typical query that appear in real life applications.

3.3 Empirical Study

To better understand how the RDF data storage and index-based storage tech-
niques proposed in the literature stand up to the challenges of the important
types of query patterns, we designed a set of queries to stress the systems.

|D| |pred(D)| |val(D)| |cls(D)| avgPred(D) |lft(D)|
10M 900 1.7M 100 10 0

The data characteristics of our
synthesized data-set is shown on
the right. This data set is chosen
as it does not favor one data storage and/or index-based storage method over
another, in terms of space efficiency. |lft(D)| is 0, in order to weed out the
impact of the leftover table when we evaluate the query evaluation performance
of PT.

Query Pattern |Result|
STP1 ?s p o 1K
STP2 ?s type o 1K
STP3 s ?p o 1K
STP4 s ?p o 22
STP5 ?s ?p o 1K
SJP1 ?x p1 o1. ?x p2 o2 1K
SJP2 s1 p1 ?x. s2 ?x o1 1K
ESP1 s1 ?x o1. s2 ?x o2. s3 ?x o3 100
ECP1 s1 p1 ?x. ?x ?y o1 . s2 ?y o2 100

We have tested on large number
of queries, STPs, SJPs, and CJPs, of
various value/join selectivity and re-
sult cardinality. We pick the queries
on the right to illustrate our analysis
and observations. The class a query
belongs to is reflected in its name.
Query patterns and the result cardi-
nalities of these queries are also provided.

Fig. 7. STP - Data Storage Methods

Simple Triple
Patterns (STP).
We first study how
different data stor-
age methods fair
answering STP
queries. We focus
on the missing
pieces in the
literature and
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investigate the impact of the certainty of the values in the predicate role on
the evaluation of STPs. As shown in Fig. 7(a), for STP1, VP outperforms TS
and PT, since in VP, the search is limited to only the table corresponding to the
given predicate, while the search in TS involves the full TS table, and the search
in PT involves multiple tables, corresponding to classes that feature the given
predicate. In comparison, PT performs better when only one property table can
be identified, i.e. STP2, with the combination of “type” in the predicate role and
a constant in the object role, as shown in Fig. 7(b). This impact is magnified
when a variable is on the predicate role, i.e. STP3, as illustrated in Fig. 7(c). For
this type of queries, TS outperforms VP and PT thanks to its simple schema,
as in both VP and PT, all tables have to be searched to answer the query.

Fig. 8. STP - Index-Based Storage Methods

We then study
how the indices
facilitate the
evaluation of STP
queries. TripleT is
penalized when it
evaluates STPs with
constants on two
roles, i.e. STP3, as
it only indexes on one value, rendering many pointers to follow into its compli-
cated payload after searching in the B+-tree structure, while MAP and Hexastore
are both capable of immediately locate the query results. The dramatic differ-
ence is shown in Fig. 8(a). When the constants given in the STP are rare, i.e.
STP4, the benefit of the light-weight B+-tree index of TripleT ensures that it
outperforms both MAP and Hexastore, as shown in Fig. 8(b). The penalty is
not as severe when there is only one constant, no matter what role it takes in
the STP, i.e. STP5, as shown in Fig. 8(c).

Fig. 9. Query Performance: SJP

Simple Join Pat-
terns (SJP). For
SJP queries, when
there are no other
variables in the
STPs, the domi-
nating factors for
query efficiency are

indeed those which dictate the efficiency for answering each single STP query, as
can be observed from the comparison between the evaluation of SJP1 (Fig. 9(a)),
which features an S-S join, and SJP2 (Fig. 9(b)), which features a P-O join.
Index-based storage methods are critical for improving the performance of SJP
queries, as MAP, Hexastore and TripleT are all indifferent to the role of the vari-
able in an STP and INLJ (index nested loop join) is frequently a good choice
when indices are available. The improvement can be seen by comparing Fig. 9(a)
and Fig. 9(c) (please note the difference in the scales on the y-axis).
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Fig. 10. Query Performance: CJP

Complex Join Patterns (CJP).
As to the CJP queries, we focus on
the extended star and chain shaped
patterns (ESP and ECP) we iden-
tified, especially the patterns that
were not studied in the literature be-
fore, for example, ESP1, a star pat-
tern that join on predicate role, and
ECP2, a chain shaped pattern involving a P-P join.

As can be observed from Fig. 10(a), on ESP1, VP outperforms TS and PT.
The reason is that when the predicate is unknown, in both TS and PT, all data
has to be searched then joined. However, in VP, to yield the final results, triples
in one table only need to join with other triples in the same table. In other
words, the vertical partitioning serves as a pre-hashing. As it could be seen in
Fig. 10(b), VP and PT slightly outperform TS, as they both take advantage of
the known predicate to narrow down the search in evaluating one STP. However,
due to the uncertainty introduced by the variable in the predicate roles, their
advantage over TS is not as obvious as if the query is a CSP with features only
S-O joins. As the index-based storage methods are indifferent to the the roles
of the variable, adding more STPs and more joins only intensify what we have
observed in the SJP cases.

4 Conclusion

Based on the in-depth study of the RDB-based RDF data storage and index-
ing methods, we introduce a set of key data characteristics based on which we
compare the storage efficiency of these methods. We study SPARQL queries,
introduce new ways to classify patterns based on the locations of the variables,
and compare and analyze the query evaluation efficiency of the storage methods,
focusing on the query patterns that were not in the RDF benchmarks and not
reported in the literature.

Our empirical evaluation testify the law of engineering design: there is no one-
size-fit-all method — each method is superb only for certain types of data and
certain types of queries. Our study also illustrates the insufficiency of existing
RDF benchmarks for providing thorough and in-depth measurement of RDF
data management and query evaluation techniques. We believe that our anal-
ysis and findings presented in this paper will serve as a guideline for designing
better RDF benchmarks, which is indeed what we plan to pursue in the wake of
completing this project.
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Abstract. A typical real-time data warehouse continually receives read-
only queries from users and write-only updates from a variety of external
sources. Queries may conflict with updates due to the resource compe-
tition and high loads. Moreover, users expect short response time for
queries and low staleness for the query results. This makes it challenging
to satisfy the two requirements simultaneously. This paper proposes a
requirement-based querying and updating scheduling algorithm (RQUS)
which allows users to express their real needs for their queries by specify-
ing the acceptable response time delay and the acceptable result staleness
when queries are submitted. RQUS dynamically adjusts the work mode
of the system according to the changing requirements of users in order
to allocate system resource to queries or updates and then prioritizes
the query or update queue according to the work mode. And a freshness
monitor is adopted to monitor the execution state of updating tasks in
order to maintain the global table incrementally. Experimental results
show that RQUS algorithm performs better than the three traditional
scheduling algorithms with the changing user requirements overall.

1 Introduction

Real-time data warehouses, RTDWH for short, emerge due to the requirements
of up-to-date data in enterprises for real-time decision support. RTDWH uses
the push-based data integration. That is to say, it is automatically captured,
transformed into unified format, and then loaded into RTDWH whenever new
data is produced by OLTP from a variety of external sources. Thus, continuous
flow of read-only queries and write-only updates may conflict with each other.
Moreover, in the applications of RTDWH, users except short response time for
their queries and low staleness. However, it may be extremely difficult to meet
the two criterion simultaneously especially in the period of high load. But, we
have observed that some users can accept response time delay to obtain lower
result staleness and others can accept result staleness in order to get result faster.
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User preferences have been discussed in [1,2]. In [1], users need to assign the
profit values to express their preferences. But the profit is hard to be decided.
Users are allowed to express their relative preferences instead of real needs about
Quality of Service and Quality of Data and the sum of Quality of Service and
Quality of Data is one [2]. Thus, these can’t reflect the real needs about response
time and staleness. In RTDWH, query tasks consist of short and long ones. In
[3], the deadline is not considered. [4] proposes and discusses several distributed
query scheduling policies that directly consider the available cache contents by
employing distributed multidimensional indexing structures and an exponential
moving average approach to predicting cache contents, but not considers the
updating. These give raise to a big problem of how to schedule the two kinds of
tasks reasonably that compete for resources and address the scheduling between
long and short query tasks in order to satisfy the real requirements of users well.
This is exactly the problem we study in this paper.

The main contributions of our work can be summarized as follows:

(1) We introduce the concepts of acceptable response time delay and acceptable
result staleness in order to allow users express their real needs about the
query tasks they submitted.

(2) We use the freshness monitor to monitor the execution state of update tasks
and to modify the partition freshness of the global table when an update task
on a partition is executed completely in order to reduce the complexity of
recalculating the partition freshness.

(3) We develop a two-level scheduling algorithm with the real requirements of
users. It not only solves the problem of prioritizing the scheduling query
and update tasks, but also uses absolute deadline to schedule short and long
query task to reduce the deadline miss ratio effectively.

To evaluate the performance of RQUS, we conducted a set of experiments using
TPC-DS schema. Then we compare RQUS to three traditional scheduling al-
gorithms according to four metrics. The three traditional scheduling algorithms
include: First in Fist out (FIFO), FIFO Update High (FIFO-UH) and FIFO
Query High (FIFO-QH).

The paper is organized as follows. Section 2 discusses the related work. We de-
scribe the system model in Section 3. The two-level scheduling algorithm RQUS
is introduced in detail in Section 4. Then, in Section 5, we describe experimental
setup and present our experimental results. Finally, we conclude the paper in
Section 6.

2 Related Work

The topic of scheduling algorithms has been discussed extensively in the research
community and a variety of works exist. Scheduling algorithms include query
scheduling, update scheduling as well as query and update scheduling. And Qu
et al. [1,5] proposed an adaptive algorithm called QUTS in data-intensive web
applications. QUTS allows users to express their references for the expected
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QoS and QoD of their queries by assigning the potential economic benefit and
the number of unapplied updates. But it is hard for users who lack economic
approaches to assign right profit for queries. Although unapplied updates exist
corresponding to a query, they don’t lead to staleness if they aren’t in the range
of query results. However, RQUS we propose in this paper refer to the two-level
scheduling structure of QUTS.

Thiele et al. proposed a workload scheduling WINE in RTDWH, where the
user requirements were specified for each query according to a simple vote in
[2]. It simply considered the demand trend of users about the two transactions
instead of the real needs of users. So, in fact, it can’t meet the requirements of
the users well.

The importance of query and update tasks is considered by PBBS, which is a
priority-based balance scheduling, proposed by Shi et al. [6]. PBBS sets priorities
to query and update tasks separately, that is, the importance of the two types
of tasks isn’t related to each other. However, in real-time data warehouses, the
priority of an update task is determined by query tasks due to the quality of
query results is affected by unapplied updates that belong to a table the query
accesses. In this paper, we set the priorities of update tasks according to the
related priorities of query tasks.

There are a lot of researches that discuss scheduling of queries or updates
[3,7,8]. However, in RTDWH, the scheduling of queries and updates both need to
be considered because users demand on the response time and result staleness.
Hard real-time scheduling is studied extensively [9], but it isn’t suitable for
RTDWH because tasks that miss deadlines can’t be discarded.

3 System Model

In this paper, we consider a real-time data warehouse that receives write-only
update tasks and read-only query tasks. Fig.1 illustrates the system model of

Fig. 1. System model
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our proposed requirement-based query and update scheduling algorithm called
for RQUS. The system consists of five kinds of components: two task queues
(update queue and query queue), a first-level balance scheduler, two second-
level schedulers, a freshness monitor, and a global table.

3.1 System Components

The two task queues receive write-only update tasks and read-only query tasks
respectively. The update queue is denoted as UQ and the query queue is denoted
as QQ. The position of the head task of each queue is 0. The first-level balance
scheduler is responsible for deciding the execution mode of the current system.
According to the result of the first-level balance scheduling, system enters the
second-level scheduling stage. If the system mode is query, the query scheduler
will run. It schedules the head query task to execute because query queue is
sorted when new query task arrives. If the system mode is update, the update
scheduler will run. It prioritizes, sorts the update queue and then schedules the
head update task to execute. The global table stores the freshness information of
each partition. The freshness monitor is used to monitor the execution of update
tasks and modify the global table when update tasks are processed completely
in order to avoid recalculating the freshness of the partition.

3.2 Task Model

In our system, there are two kinds of tasks: update tasks and query tasks. Update
and query tasks are submitted to the system respectively and then enter the
update queue and query queue separately. A task will be deleted when it is
executed completely.

To represent the arrival time, each update task comes with a timestamp
(ta(ui)) and each query task is associated with a timestamp (ta(qi)), too. In
our system, in order to allow users to express their real needs, each query task is
provided with two parameters, acceptable response time delay Δtrl and accept-
able result staleness Δs, when it is submitted by users. Then our system can
schedule tasks according to these parameters so that it can satisfy the require-
ments of users well.

3.3 Performance Metrics

In order to measure the performance of our scheduling algorithm, we assume a
set of update tasks and query tasks in a period of time and the performance is
measured during the execution of tasks. Furthermore, we introduce three metrics
for it. They can be classified into two classes: Quality of Service (QoS) metric
and Quality of Data (QoD) metric. They are described as follows.

1) QoS metric
a) Deadline miss ratio (DMR)
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DMR denotes the ratio of the number of query tasks that miss their deadlines
to the number of query tasks that have already been executed. The calculation
formula is as follows:

DMR =
|Qdm|
|Qe| (1)

Where, Qdm is the set of query tasks that miss their deadlines, Qe represents
the set of query tasks that have already been executed, |Qdm| is the number of
Qdm and |Qe| is the number of Qe.

2) QoD metric
a) Unacceptable result staleness ratio (URSR)

To describe the satisfaction degree of the result staleness, we introduce the URSR
metric. It is the ratio of the number of queries of which the result staleness is
unacceptable to the number of queries that have already been executed. The
calculation formula is as follows:

URSR =
|Qurs|
|Qe| (2)

Where, Qurs is the set of query tasks of which the result staleness is unacceptable,
Qe represents the set of query tasks that have already been executed, |Qurs| is
the number of Qurs and |Qe| is the number of Qe.

b) Average Staleness (AS)

We firstly give the definition of freshness of the partition pi as the maximum
timestamp of all records in pi denoted as F (pi) (similar definition has appeared
in the real-time stream warehouse literature [7]). In our paper, we calculate data
staleness according to the partition unit. We define the staleness of a partition
pi as the difference between the maximum arrival timestamp of each unapplied
update on pi and the freshness of pi:

S(pi) = max(ta(uj), pi)− F (pi) (3)

Where, S(pi) is the staleness of the partition pi and max(ta(uj), pi) is the max-
imum arrival timestamp of each unapplied update on pi. Because a query only
concerns about the update tasks that arrive before it, so the staleness of a par-
tition pi related to a query q is changed as follows:

S(pi, q) = max
ta(uj)≤ta(pi)

(ta(uj), pi)− F (pi) (4)

For a query task q, the staleness S(q) is the maximum staleness of all partitions
pq that affect query results:

S(q) = max
pi∈pq

(S(pi, q)) (5)
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We use the average staleness of query results AS in current system to describe
the impact of our scheduling algorithm. Let Qe be the set of already processed
query tasks in the system and |Qe| be the number of Qe. AS is calculated as
follows:

AS =
∑

qi∈Qe

S(qi)
|Qe| (6)

4 Scheduling Algorithm

In this section, we will illustrate our scheduling algorithm RQUS. It consists
of the first-level scheduling that is to support fair schema according to the user
requirements and the second-level scheduling that schedule tasks to execute after
a set of prioritizing and sorting. In the second-level scheduling, the head query
task will be scheduled to execute due to a sorted query queue if the mode is
query and if the mode is update, update queue will be prioritized and sorted
and then scheduling the head task to be processed according to the result of the
first-level scheduling. In the application of real-time data warehouses, users may
change their requirements with the time going, that is, they have different needs
for their queries about the response time delay and result staleness at different
times. RQUS can perform very well in this context of changing user requirements
due to the adjustability.

4.1 First-Level Scheduling

The purpose of the first-level scheduling is to determine the execution mode of
current system. More precisely, system is in the state of update or query. As
previously motioned, users express their requirements according to assigning the
acceptable response time delay Δtrl and acceptable result staleness of the queries
Δs they submitted. In the first-level scheduling, we use response delay ratio Rrl

and result staleness ratio RS to show that which kind of tasks deviates from the
user to a larger extent. The system will enter query scheduling if RS ≤ Rrl or
update scheduling if RS > Rrl. Moreover, RS and Rrl are recalculated whenever
an update or query task is processed completely. Then we introduce response
delay ratio and result staleness ratio respectively.

1) Response delay ratio (Rrl)

The response delay ratio denotes the sum of ratios between real response time
delay trl and acceptable response time delay Δtrl. In this paper, we assume that
the smallest time unit is 1. Due to the acceptable zero latency, we should add 1
to denominator. Then Rrl is

Rrl =
∑

qi∈Qe

trl(qi)
Δtrl(qi) + 1

(7)
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In the above formula, trl(qi) is the difference between the scheduled time ts(qi)
and the arrival time ta(qi) of a query qi. Then more detailed computation method
of Rrl is

Rrl =
∑

qi∈Qe

ts(qi)− ta(qi)
Δtrl(qi) + 1

(8)

2) Result staleness ratio (RS)

The result staleness ratio is the sum of ratios between the real result staleness
s and the acceptable result staleness Δs. Similar to acceptable zero latency,
acceptable zero result staleness may also exists. The calculation formula is

Rs =
∑

qi∈Qe

s(qi)
Δs(qi) + 1

(9)

4.2 Second-Level Scheduling

According to the result of the first-level scheduling, the execution mode of the
current system is determined. The system schedules query queue or update
queue.

1) Query Scheduling

The priority is determined by the distance between the current moment and the
deadline in EDF. EDF uses relative deadline and doesn’t consider the execution
time of tasks. A task meets its deadline once it is scheduled to be executed before
its deadline.

However, in real-time date warehouses, short and long query tasks exist at
the same time. If a long query task with higher priority before several short
query tasks with lower priorities is scheduled, the short query tasks may miss
their deadline that the users specify. In our query scheduling algorithm, we use
absolute deadline (AD) to determine the priorities of tasks. This scheduling
algorithm can effectively solve the scheduling problem between short and long
queries with deadline and get a lower DMR than EDF. For a query qi with
execution time te(qi), AD is calculated as follows:

AD(qi) = ta(qi) + Δtrl(qi) + te(qi) (10)

With AD, the task misses its deadline if the difference between the time that
the task is processed completely and its AD is greater than zero. Our query
scheduling algorithm avoids starvation effectively because the AD of each query
is a period of finite time. Before a new query task enters the query queue, system
firstly computes the AD in order to get the priority and then inserts it into
the right position in the order of the priority. The relative order of query tasks
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doesn’t change only when a new query task is inserted. Thus our query scheduling
algorithm not only gets low DMR, but also reduces the complexity effectively.

2) Update Scheduling

The priority of an update task is related to two parameters: the acceptable result
staleness and the locations of the queries that are affected by the update task.
As mentioned before, an update task has correlation with a query task if the
partitions that the update task affects and the partitions that the query task
accesses have a same partition at least.

There are many update tasks influencing the query result. But every update
affects the query to a different degree. Due to the acceptable result staleness
assigned by users, some unapplied update tasks are accepted by users. As a
result, the update tasks with large timestamps have higher priorities. Thus the
order of the execution of update tasks on a partition is deviated from their arrival
timestamps. Therefore, the priorities of update tasks are calculated according
to the partition unit. Update tasks on a partition have the same priority and is
scheduled in the increasing order of the arrival timestamps. In a word, update
tasks are scheduled in decreasing order of priorities and in increasing order of
arrival timestamps. To define the priority of a partition, we introduce the concept
of staleness distance dis between the partition pj and qi:

dis(pj , qi) = s(pj)−Δs(qi) (11)

Next, we give the definition of dis penalty function.

Mi =
{

0 , dis ≤ 0
dis , dis > 0 (12)

That is, the freshness of a partition satisfies the user requirements if dis ≤ 0
and the freshness of a partition does not satisfy the user requirements if dis > 0.
Now, the priority of a partition p is calculated as follows:

P (p) =
∑

(pqi
∩p�=Ø)∩(qi∈Qp)

Mi

locqi + 1
(13)

Where, Qp is the set of query tasks accessing the partition p and locqi is the
location of a query task qi which belongs to Qp.

In a word, we firstly calculate the priority of each partition to get the priority
of each update task, and then sort update queue by the priority and arrival
timestamp of each update task in our update scheduling algorithm.

5 Experiments

We have done a set of experiments to compare the performance of our pro-
posed requirement-based query and update scheduling algorithm RQUS to the
performance of others scheduling algorithms mentioned before, including FIFO,
FIFO-UH, FIFO-QH. Results show that RQUS outperforms all baseline algo-
rithms in the entire spectrum of user requirements and tasks.
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5.1 Experimental Setup

All experiments are carried out on a 3.16GHz Intel(R) Core(TM)2 Duo CPU
with 4GB RAM under Windows XP and ORACLE 11g DBMS. We implemented
RQUS and the FIFO, FIFO-UH, FIFO-QH scheduling algorithms using Java 1.6.
Query and update SQL statements is from TPC-DS decision support benchmark
(TPC-DS) [10]. We generate a set of 200 queries and 200 updates and they are
rewritten due to using partitions in this paper. Query execution time ranges
from 100 to 1,000 milliseconds and update execution time ranges from 20 to 50
milliseconds. The acceptable response time delay ranges from 100 to 1500 mil-
liseconds and the acceptable result staleness ranges from 10 to 100 milliseconds.
We use the real execution time for queries. The system includes three loads:
high, medium and low. The arrival numbers of queries in a second under high,
medium and low loads are two, five and ten, respectively. The arrival numbers
of updates in a second under high, medium and low loads are five, eight and
twelve, respectively.

5.2 Performance Comparison

In Fig.2, we compare the four scheduling algorithms using the deadline miss
ratio (DMR) metric. We see that RQUS performs better than others under
different workloads. It is easily to understand that RQUS outperforms FIFO and
FIFO-UH. Although FIFO-QH favors queries than updates, it doesn’t consider
that long and short queries exist simultaneously and queries are with deadlines.
RQUS considers both. Moreover, the execution time of an update is so much
shorter than that of a query. RQUS performs a little better than FIFO-QH
under different loads.

Fig. 3 illustrates the AS metrics of the four algorithms under different loads.
The AS of FIFO-UH is zero because it favors updates than queries all the time.
That is to say, there are no updates when a query task is being scheduled to

Fig. 2. DMR performance
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Fig. 3. AS performance

be executed. The AS of RQUS is second only to that of FIFO-UH. FIFO per-
forms as well as RQUS under the low load. But FIFO performs much worse
than RQUS under medium and high loads because FIFO doesn’t consider the
acceptable query result staleness of users. RQUS will execute update tasks when
the acceptable query result staleness is being unsatisfied. The AS of FIFO-QH is
bigger and bigger and FIFO-QH performs worst than others with the increasing
load. It can be seen that RQUS can improve the satisfaction of users with the
result staleness effectively.

Fig.4 shows the URSR metrics for all the four scheduling algorithms under
different loads. It is similar to Fig.2. FIFO-UH is always performing better than
others due to the inherent characteristic. The URSR metric of RQUS is performs
a little better than that of FIFO under the low load. However, with the increasing
load, RQUS outperforms FIFO greatly and FIFO is stale. RQUS performs a little
worse than FIFO-UH and RQUS is stale when the load is to an extent.

Fig. 4. URSR performance
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From the above, we can conclude that RQUS reduce the DMR and URSR of
queries effectively. That is to say, RQUS can balance the two metric (QoS and
QoD) under all kinds of loads. RQUS performs a little better than FIFO-QH
with the QoS metric and a little worse than FIFO-UH with the QoD metric.
RQUS performs much better than FIFO that doesn’t favor any kind of tasks.

6 Conclusions

In this paper we propose a requirement-based query and update scheduling algo-
rithm RQUS which allows users to specify the real needs about the query tasks
by assign acceptable response time delay and acceptable result staleness. RQUS
uses a global table to store the freshness of each partition and modifies it every
time. An update task is executed completely in order to reduce the complexity of
recalculating the freshness of every partition. The priorities of update tasks are
calculated according to the partition unit so that update tasks in one partition are
scheduled in FCFS mode. We use four metrics to compare RQUS to the three com-
peting scheduling algorithms. The results show that RQUS outperforms others in
the overall performance. Moreover,RQUS not only adjusts itself with the changing
requirements of users and satisfies the requirements of users very well.
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Abstract. Recently, subgraph queries over large graph-structured data have at-
tracted lots of attentions. Most of the recent algorithms proposed to solve this
problem apply the structural features of graphs to construct the index, such as
path, tree and subgraph. However, there is no a solid theory foundation of which
structure is the best one to construct the index. What is more, the cost of mining
these structures is rather expensive. In this paper, we present a high performance
graph query algorithm, SMS, based on the simple yet effective neighborhood
structure. To further improve the query performance, a graph partition solution
is proposed and the efficient codes of vertices and blocks are carefully designed.
Extensive experimental studies demonstrate the effectiveness and scalability of
our algorithm in the issue of subgraph queries on large graph-structured data.

1 Introduction

In the era of Web data explosion, it is very important to organize and manage mas-
sive data efficiently. Well-established relational databases work well in the areas they
are designed for, such as Enterprise Resourse Planning (ERP) and Management in-
formation system (MIS), but they have a serious shortcoming, that is “schema before
data”. Furthermore, it is quite expensive for RDBMS-based systems to handle updates
over schemas. However, in Web data management, such as social network analysis, the
schema is always changing. In this case, graph is a good model to solve this problem,
because graph is powerful in expression with its structural features. Furthermore, also
due to its flexibility, graph provides a good solution for Web data mashup. Thus, graph
data management has attracted lots of attentions in different areas, such as bioinfor-
matics, social networks, and semantic data management. It is a key problem to develop
efficient and effective techniques to manage, process, and analyze graph data. Among
these techniques, subgraph query is an interesting, fundamental, and important task.

Recently, many techniques processing subgraph query over large graph databases
have been proposed [16,17,2,21]. There are two scenarios of subgraph queries, one of
which is searching a query graph over a large number of small graphs, and the other
one is searching a query graph over a large graph. Note that, this work focuses on the
latter scenario.

Many subgraph isomorphism algorithms have been proposed, such as Ullmann [15]
and VF2 algorithm [3]. However, these algorithms cannot work well in large graph
databases. As we know, subgraph isomorphism is a classical NP-complete problem. In
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order to improve the query performance, most of existing works adopt the “filter-and-
refine” framework. Specifically, some indexes are built in offline processing. At run
time, based on these indexes, an efficient filtering algorithm is used to reduce the search
space. Finally, subgraph isomorphism algorithm is used to find final answers.

Most index-based solutions propose to utilize some frequent structural features, such
as paths, trees or subgraphs, to construct the indexes [14,16,17,2,6,5,21]. However, this
kind of methods lose their advantages in large graphs, since frequent structural pattern
mining over a large graph is still an open question in data mining community. In order to
address this issue, some neighborhood-based solutions have been proposed. For exam-
ple, Zhao and Han propose SPath algorithm [20], which utilizes shortest paths around
the vertex as basic index units. A key problem of SPath lies in the inefficiency of offline
processing. Furthermore, it is quite expensive to perform updates over these indexes.

In this paper, for each vertex, we propose a simple yet effective strategy to encode the
neighborhood structure around the vertex. Specifically, we consider the labels and the
degrees of the neighbors. Based on the codes, we combine the filtering and verification
together to speed up query processing. Furthermore, in order to address the scalability
of our method, we propose a graph partition solution. We partition a large graph G into
n blocks Gi, i = 1, ..., n. For each block Gi, we also design a code, based on which,
many blocks can be filtered out safely. In order to find matches across multi-blocks, we
build some carefully-designed indexes.

To summarize, in this work, we make the following contributions:

1. Based on the neighborhood of one vertex, we propose a simple yet effective code
for each vertex.

2. We propose an efficient subgraph search algorithm, which combines the filtering
and refining process together.

3. In order to answer a subgraph query over a very large graph, we propose a graph
partition-based solution.

4. Extensive experiments confirm the superiority over existing algorithms.

The rest of the paper is organized as follows. Section 2 introduces the related work. Sec-
tion 3 defines the problem definition. Section 4 introduces the subgraph query algorithm
SMS. The improved algorithm SMSP based on graph partition is proposed in Section 5.
Section 6 reports the experimental results on real and synthetic datasets. Finally Section
7 gives the conclusion.

2 Related Work

There are mainly two embranchments of subgraph query. One of them is exact sub-
graph query, which means all the vertices and edges are matched exactly. The other one
is approximate subgraph query, which usually concerns the structure information and
allows some of the vertices or edges not be matched exactly[19,4,8,11]. However, we
focus on the exact subgraph query in this paper.

In the exact subgraph query, there are two categories of related techniques: non-
feature-based index and feature-based index. The algorithm Ullmann [15] to solve the
problem of subgraph isomorphism is in the first branch. However, it is very expensive
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when the graph is large. Some other algorithms were proposed [3,10], of which VF2
[3] is relatively efficient. The first step in VF2 algorithm is to compute the candidate set
P(s) of vertices. In this step, only the edge information is considered, thus the size of
P(s) is too large. In the verification phase, the feasibility rules are not efficient enough
to verify the candidates either. The authors of Closure-tree [7] propose pseudo subgraph
isomorphism using the strategy of checking the existence of semi-perfect matching be-
tween the query graph and database graphs. Noticed that the task of finding semi-perfect
matching is very cost. So this algorithm will not work effectively for a large graph.

Recently, many index-based subgraph query algorithms have been proposed. Most of
these algorithms utilize the paths, trees or subgraphs to construct the indexes
[18,13,22,20]. Haichuan Shang develops an algorithm QuickSI [13] to test subgraph
isomorphism. In the filtering phase, the features of prefix tree are considered to accom-
modate this algorithm. Shijie Zhang proposes the algorithm GADDI [18] based on the
idea of frequent substructures. The authors of NOVA [22] construct the indexes based
on the neighborhood label distribution of vertices. Peixiang Zhao investigates the SPath
[20] algorithm, which utilizes shortest paths around the vertex as basic index units. Due
to the complicated indexes, the index building cost of GADDI, Nova and SPath are all
very expensive.

3 Problem Definition

In this section, we formally define our problem in this paper.

Definition 1. A labeled graph G is defined as G = {V, E,
∑

V ,
∑

E , FG}, where V is
the set of vertices, E is the set of edges,

∑
V is the set of vertex labels,

∑
E is the set

of edge label, and FG is the mapping function that maps the vertices and edges to their
labels respectively.

Definition 2. A graph G = {V, E,
∑

V ,
∑

E , FG} is isomorphic to another graph
G′ = {V ′, E′,

∑′
V ,

∑′
E , F ′

G}, denoted by G ≈ G′, if and only if there exists a bi-
jection function g : V (G) → V ′(G′) s.t.

1)∀v ∈ V (G), FG(v) = F ′
G(g(v)); 2)∀v1, v2 ∈ V (G),−−→v1v2 ∈ E ⇔ −−−−−−−→

g(v1)g(v2) ∈ E′

Given two graphs Q and G, Q is subgraph isomorphic to G, denoted as Q ⊆ G, if Q is
isomorphic to at least one subgraph G′ of G, and G′ is a match of Q in G.

Definition 3. (Problem Statement) Given a large data graph G and a query graph Q,
where |V (Q)| � |V (G)|, the problem that we conduct in this paper is defined as to
find all matches of Q in G, where matches are defined in Definition 2.

For example, in Figure 1, Q is a query graph, and G is a database graph. One match of
Q in G is denoted as dotted lines in Figure 1. In this paper, we develop an algorithm
to find all the subgraph matches of Q in G. For the purposes of presentation, we only
discuss our method in undirected vertex-labeled graphs. Note that, it is very easy to
extend our methods to directed and weighted labeled graph without a loss of generality.
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3

3

Fig. 1. An example of matching between Q and G

4 Subgraph Search Algorithm

In this section, based on the neighborhood structure, we first introduce a simple yet
effective vertex code for each vertex. Based on the codes, we then propose a novel
subgraph isomorphism algorithm.

4.1 Vertex Codes

As we know, subgraph isomorphism is a NP-complete problem. The key problem is the
large search space. Let us recall Ullmann algorithm. Initially, a vertex v in query Q can
match to any vertex u with the same label in graph G. Based on the neighborhood’s
structure around the vertex, some vertices u can be pruned, even though they have the
same labels as v in Q. Although SPath also proposes to use shortest paths around one
vertex as basic index units [20], it is very expensive to build the index. Furthermore,
the index has to be re-built, if any update happens to graph G. Thus, in this work, we
propose to use some simple yet effective structures to encode each vertex.

Definition 4. Vertex Code. Given a vertex u in graph G, its vertex code is defined as
C(u) = [L(u), NLS(u) = {[li, (di1, ..., dim)]}], where L(u) is the label of vertex u, li
is a kind of label of neighbor vertices of u, di1, ..., dim is the degree list of u′ neighbor
vertices with label li and di1 ≥ di2 ≥ ... ≥ dim.

Definition 5. PreSequence. Given two sequences of numbers in decreasing order, S =
{s1, s2, s3, . . . sm} and T = {t1, t2, t3, . . . tn}, where si (1 ≤ i ≤ m) and tj (1 ≤ j ≤
n) are both integers. S is called a PreSequence of T if and only if 1) n ≤ m; and 2)
∀si ∈ S, |{tj |tj ≥ si}| ≥ i.

Definition 6. Subnode.Given two vertices v and u in query Q and graph G, respec-
tively. v is a subnode of u if and only if 1) L(v) = L(u); and 2) ∀ li ∈ NLS(v), ∃
lj ∈ NLS(u) and li = lj and the degree list {di1, ..., dim} is PreSecquence of the
degree list {dj1, ..., djn}.

If v is a subnode of u, we can also say u is supernode of v, which is denoted as v " u.

Based on Vertex Code, the indexes of graph G (denoted as LV G) is constructed as
follows: the id and vertex code of each vertex.

For example, in Figure 2, the index structures for G are: LV G = {[1, a, [a, (3); b, (3);
c, (4, 2)]]; [2, c, [a, (4); c, (4)]]; [3, c, [a, (4, 3); b, (3); (c, 2)]]; [4, a, [a, (4); b, (2); c, (4)]];
[5, b, [a, (4, 3)]]; [6, a, [a, (4, 3); b, (3, 2)]]; [7, b, [a, (4, 4); c, (4)]]}.

Similarly, we can also encode vertices by vertex codes into LV Q. For example,
given a query Q in Figure 2, LV Q = {[1, c, [a, (3); b, (2); c, (2)]]; [2, c, [a, (3); c, (3)]];
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Fig. 2. A query graph Q and a database graph G

[3, a, [b, (2); c, (3, 2)]]; [4, b, [a, (3); c, (3)]]}. Based on the indexes, we can easy find
that u1 is the supernode of v3.

Lemma 1. Given two graphs Q and G, if there is a subgraph G′ (in G) that matches
to Q, ∀ v ∈ V (Q), ∃u ∈ V (G), v " u.

Proof. Based on the problem definition, it is obviously proved.

With the vertex codes, it is easy to test whether a vertex v is a Subnode of another vertex
u. For example, u1 is the supernode of v3 but u4 and u6 not, so the candidate vertex of
v3 in G is only u1.

4.2 Framework of the Algorithm

With the proper filtering approach introduced in the former subsection, the framework
of our algorithm is presented as follows: first,encode the database graph G and query
graph Q based on 4. Then traverse each vertex v of Q in breadth first search and filter
the vertices of G to get the candidate vertex set of v. During the process of traversing
vertices in Q, the operation of verification in the depth first search is conducted. That is
also to say, the filter-and-refine is combined together, which will be presented in details
in the following subsection.

4.3 Subgraph Query Algorithm

Definition 7. Match Sequence. Given two graphs Q and G, match sequence between
Q and G is a sequence of matched vertex pairs MS(n)={(vi1, uj1), . . . , (vin , ujn)},
where ujk

(1 ≤ k ≤ n)is the vertex in G that matches with the vertex vik
in Q. If the

size of MS is equal to the size of Q, Q is a subgraph of G.

In the query Algorithm 1 , the vertex pairs of Match Sequence are stored in two vectors,
which are denoted as SMQ and SMG respectively. The first step in query process is
to select a vertex as shown in Algorithm 1. If we select a vertex whose supernode set
is least in size the outer loop decreases, especially when the size of the other candidate
sets is larger. Similarly, to put the neighbors of current vertex into the match vector
SMQ, the vertex v whose degree is least should be chosen first, and then select the
vertex whose degree is least in the rest neighbor vertices. At last, all the vertices will be
selected.
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Algorithm 1. Subgraph Match preSequency (SMS) Algorithm
Require: Input: LVG, LVQ, G and Q.

Output: Matches of Q over G
1: Select the id of 1st vertex in LVQ into SMQ, push its neighbors′ ids into the vector.
2: for each v ∈ SMQ do
3: compute the candidate vertices C(v) for v.
4: for each u ∈ C(v) do
5: quickly verify the current match.
6: if u matches v then
7: push u into SMG.
8: for each v′ ∈ neighbors of v do
9: if v′ does not exist in SMQ then

10: put v′ into SMQ.
11: SMS(LVG, LVQ, G,Q).

Definition 8. Prior Vertex. In the matching sequence, the prior vertex of v is the earli-
est selected vertex in the neighbor vertices of v.

In the matching sequence, each vertex except the first one has a prior vertex. In the
matching process, to get all the candidate vertices of v, first we find all the supernodes,
which are denoted as set S1. Then find the vertex matched with the prior vertex of v,
and get its neighbor vertices denoted as set S2. Last the candidate vertices of v is the
intersection of S1 and S2.

Noticed that no matter how effective the filtering ability is, it is unavoidable to con-
duct the verification operation. So designing an effective and efficient verification ap-
proach is rather important and necessary.

If Q is subgraph isomorphic to G, for each subgraph of Q must be subgraph isomor-
phic to the corresponding subgraph of G. This is similar to the Apriori property in the
frequent pattern mining[1]. That is also to say, If Q is subgraph isomorphic to G, there
must be a match sequence at least. For each subset vertices of the match sequence, the
vertex in Q must be subnode of the corresponding vertex in G. This has been proved in
Lemma1. However, there is another important theorem as presented in Lemma 2.

Definition 9. Sequence Number Set. Given two graphs Q and G, as to the match se-
quence MS(n), Sequence Number Set of the next vertex v to be matched is a set of
number, denoted as SNS(v) , and its size is equal to the degree of v. For each neigh-
bor v′ of the vertex v, if v′ is in the MS(n), the sequence number of v′ in the MS(n) is
pushed into SNS(v), or the value (n+j+1) is pushed into SNS(v), where j is the number
of neighbors of v that are not in MS(n) currently.

Lemma 2. In the process of finding the match sequences between Q and G, the pair of
new vertices to be matched are v and v′ in Q and G respectively. If SNS(v) � SNS(v′),
v′ does not match v in the sequence, or they will match.

Proof. If current match sequence MS(k)={ (vt, us), (vt+1, us+1) . . . (vt+k, us+k)}.
When trying to find next match pair, the next candidate vertex in Q is vk+1 , and
the next candidate vertex in G is uk+1. If SNS(vk+1) � SNS(uk+1), there must be
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Fig. 3. SNS of current vertices in Q and G

some numbers which are not in SNS(uk+1). Supposing the corresponding vertices are
{vm1, vm2 . . . vmp} , then the edges (vm1, vk+1), (vm2, vk+1) . . . (vmp, vk+1) cannot
be matched in G, so vk+1 is not matched with uk+1.

Lemma 3. For each pair of vertices in each subsequence of a sequence S of vertices
between Q and G, if the vertex in Q is a subnode of the vertex in G, the sequence S is
a match sequence of Q and G.

Proof. If each subsequence of S could succeed, we can assign a sequence from 1 to the
length of S, and this sequence assigned must succeed. Then Lemma3 is deduced. Since
Lemma2 could be proved, so does Lemma 3.

For example, in Figure 3 supposing that two vertices have been matched currently,
MS(2)={(v3, u1), (v2, u2)}, if the next vertex to be matched in Q is v1, a candidate
vertex of v1 in G is u3. As is shown in Figure 3, SNS(v1)={1,2,3}, SNS(u3)={1,2,3,4},
SNS(v1) is a subset of SNS(u3), so v1 can match u3 temporarily.

If all the vertices in Q are included in the MS, the match sequence is a solution. In
the match process, if the degree of a vertex is larger, the more edges will be test at a
time. That is also to say graph-at-a-time is more cost-effective than traditional edge-at-
a-time query processing.So this verification is rather efficient and effective for the good
properties.

5 Subgraph Query Based on Partition

Considering the problem of subgraph isomorphism is NP-Complete, isomorphism test
will be costly and inefficient in time and space cost if the size of database graph is very
large. However, if the size of the graph is small or the graph is sparse, isomorphism test
will be much easier.

Intuitively, we can partition the database graph into some small subgraphs. However,
there are two major challenges: what the number of the partitioned subgraphs is better
and dealing with matches crossing in multi-blocks.

5.1 Offline Processing

First, we partition the database graph into N blocks with METIS[9]. Noticed that if the
size of each block is too small, the number of subgraphs and crossing edges are both
increasing. Based on our experiments, when the size of the subgraph is 10 to 100 times
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as large as the query graph, the query performance is better. In order to improve the
query performance, we propose the block codes for each block to filter out some blocks
that do not contain any subgraph that matches the query graph Q.

Definition 10. Block Codes. GivenablockBofG, itsblockcodeisdefinedasLLB =
{l1, m1, (d1, d2, . . . dm1); . . . ; ln, mn, (d1, d2, . . . dmn)}, where l is the label, m is the
number of vertices with label l and di is the degree of ith node which has the label l.

The same code LLQ is also used for Q.

Lemma 4. Given two graphs Q and G, if Q is a subgraph of G if and only if ∀l ∈
LLQ,∃l ∈ LLG and the corresponding degree list LLQ must be the PreSequence of
that in LLG, where PreSequence if defined in Definition 5.

Proof. It is easy to be proved according to the definition of the subgraph isomorphism.

In figure 4, the database graph is partitioned into three blocks (P1, P2, P3).LLQ =
{a, 1, (2); b, 1, (2); c, 2, (3, 3)}, LLP1 = {a, 1, (3); b, 1, (3); c, 2, (4, 3); d, 1, (3)},
LLP2 = {a, 2, (3, 2); b, 1, (3); c, 1, (4); e, 1, (4)}, LLP3 = {a, 1, (4); b, 1, (2); c, 2,
(3, 2); e, 1, (3)}. To find the matches without this strategy, we have to try to traverse
every partitioned subgraph. For example, when traversing P1, one candidate match se-
quence is “u4-u3-u2”, in that case the algorithm does not return until after trying to
match the last vertex with label “c” in Q. However, if employing Lemma 4, we can
filter P2 and P3 safely. So before dropping into recursion deeply, we can conclude that
Q cannot match any subgraph in P2 and P3. Undoubtedly, this will make our algorithm
more efficient and effective.

There is another big challenge that dealing with the possible matches crossing several
blocks. It is easy to get the idea that extending every block over x hops so that every
two blocks have a overlap. However, the real database graph is dense, so the extended
blocks will be as large as the database graph due to the “Six Degrees of Separation”[12].

To reduce the crossing edges, the algorithm of “Min-Cut” is employed as mentioned
before. Noticed that after partition,if we only consider the crossing edges, the graph
will be sparse as shown in Figure 7. Thus each partition edge with two labels can be
viewed as a special “vertex”. The inverse index “LVE” similar to the previous LVG( or
LVQ) can be constructed.

Fig. 4. The partitioned graph G and the query graph Q



398 W. Zheng, L. Zou, and D. Zhao

Definition 11. Given a crossing edge “u1u2”, its crossing edge code is defined as
LVE=[(l1,l2){u1,u2,NLS(u1),NLS(u2) }],where l1 and l2 are the corresponding labels
of u1 and u2 ,NLS(u1)and NLS(u2)are the neighbor degree lists of u1 and u2 respec-
tively,which are the same as that in definition 4.

For example, the “LVE” of crossing edge “u6u11” is [(a, c){u6, u1, [b(2), c(2, 2), e(3)]
, [a(4), b(4), d(3), e(5)]}]. It is obvious that the prune ability of LVE will be much more
evident, because it stores more information. What is more, if a database graph contain
100,000 vertices,500,000 edges and 200 different labels, the size of candidate set of
each kind vertex label is 500 on average. But if we combine two vertices as a special
“vertex” and the the number of crossing edges is 300,000, the size of candidate set of
each kind “vertex”label is 7.5 on average. Undoubtedly, the search space be reduced
greatly.

5.2 Online Query Based On Partition

With the indexes constructed in former subsection,we conduct the match process in this
subsection.The framework of improved algorithm with partition is shown in
Algorithm 2.

First, we find the matches in each block, the process of which is the same as that in
SMS. What need to be noted is that the size of the “G” is much smaller relatively. So
the time consumed in this phase is far less than that in the whole database graph.

Algorithm 2. Subgraph Match preSequency Based on Partition (SMSP) Algorithm
1: For each block calls Algorithm 1.
2: for each edge e ∈ Q do
3: find the crossing edges that match e in G.
4: put the two vertices of e into SMQ.
5: call Algorithm 1.

Second, we find the possible matches through the crossing edges. In order to avoid
traversing a possible match many times, a lexicographic order should be assigned. The
match process is similar to SMS. The main difference lies in the match sequence of
Q. Here, the match spreads in two directions in the first step. For each edge e in Q,we
select a edge e′ from crossing edges which matches e and push their vertices into SMQ
and SMG respectively. And then the neighbors of vertices of e are pushed into SMQ.
The rest process is the same as SMS.

6 Experimental Evaluation

In this section, we evaluate the query performance of our algorithms SMS and SMSP
over both synthetic and real data sets, which prove that our approaches outperform some
state-of-the-art algorithms well by more than one order of magnitude.
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6.1 Experiment Preparation

The codes of GADDI[18] and Nova[22] are provided by authors. Furthermore, we im-
plemented another algorithm SPath according to [20]. In our algorithm, we use the
software metis to partition the database graph. All these algorithms compared were
implemented using standard C++. The experiments are conducted on a P4 2.0GHz ma-
chine with 2Gbytes RAM running Linux.

Synthetic Data Sets. We construct two data sets using two classical random graph
models, Erdos Renyi model and Scale-Free model. The two data sets are denoted as ER
and SF respectively. The number of vertices in ER and SF both vary from 10K to 100K.
And the number of vertex labels of all the database graphs is 250.

Real Data Sets. We use a human protein interaction network(HPRD) and a RDF
data(Yago) as the real data sets. HPRD consists of 9, 460 vertices,37, 000 edges and
307 generated vertex labels with the GO term description.Actually, Yago is a RDF
graph consists of 368, 587 vertices, 543, 815 edges and 45, 450 vertex labels, where
vertices, edges and labels corresponds to subjects(or objects), properties and the classes
of subjects(or objects) respectively. The edge labels and direction are ignored in our
experiments.

6.2 Experimental Results

In this sub-section, we compare our algorithm SMS with GADDI [18], Nova [22] and
SPath [20]. And then study the query performance of SMSP.

Experiment 1. Performance of SMS versus |V (G)|. Figure 5(a) and Figure 5(b) sum-
marize the time consumed by the four methods,where the corresponding query graph is
10-vertex graph and size of the data graph of ER and SF varies from 10k to 100k. Noted
that the query respond time of SMS is less than 1 second even though the size of G is
100k. What is more,the index construction time of our algorithm is also less than the
other three algorithms as shown in Figure 6(a) and Figure 6(b). Undoubtedly,it proves
our algorithm has a good scalability as |V (G)| increasing.
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Fig. 7. Performance VS. |V (Q)| Over SF100K, HPRD, Yago

Experiment 2. Performance of SMS versus |V (Q)|. To further study the scalability
and efficiency of our methods,we fix the database graph to be SF100k, HPRD, Yago
respectively. And then, vary the the size of query graph. The corresponding results are
shown in Figure 7(a),Figure 7(b) and Figure 7(c).
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Fig. 8. Performance SMSP VS. SMS

In HPRD data set, SMS takes 0.25 seconds to construct the index.To finish the index
construction Nova and GADDI need about 20 seconds and 600 seconds respectively. In
Yago data set, SMS takes about 4.22 seconds to finish the index process, which is also
far faster than SPath.

Experiment 3. Performance of SMSP versus partition number. In this experiment, we
use the data set of Yago and vary the number of partition blockes from 100 to 3000. The
query response time is shown in Figure 8, where Pn means partition the database graph
into n parts. Specially,P0 means no partition,namely SMS.

Noted that, when the query graph is small(such as the size of Q is 10,20 or 30),
the SMS is faster than SMSP no matter how many parts the database graph partitioned
into. While when the size of the query graph is larger relatively, the superiority of SMSP
appears, but it is very difficult to determine how many blocks the database graph parti-
tioned into is best.

To sum up, it is obvious that the algorithm shows high efficiency and good scalability
in all these data sets. Generally speaking, our algorithm is orders of magnitude faster than
the compared existing three algorithms. When the query graph is larger, SMSP outper-
forms SMS well, but the optimal number of blocks needs to be studied in further step.

7 Conclusions
In this paper, we consider the query graph problem on large graph-structured data. Most
the of the recent algorithms construct the index based on the structure information of
the graph, which are expensive due to the mining of the structure feature. We carefully
design vertex code based on the information of each vertex and its neighbors. What
is more, we propose the strategy of partitioning the large graph to improve the query
performance. No matter what the index is constructed based on and how effective the
pruning method is, the efficient verification strategy is important and critical. The algo-
rithm presented in this paper is very effective and efficient both in time and memory for
its simple index.
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Abstract. With the tremendous amount of research publications, recommending
relevant papers to researchers to fulfill their information need becomes a signifi-
cant problem. The major challenge to be tackled by our work is that given a target
paper, how to effectively recommend a set of relevant papers from an existing ci-
tation network. In this paper, we propose a novel method to address the problem
by incorporating various citation relations for a proper set of papers, which are
more relevant but with a very limited size. The proposed method has two unique
properties. Firstly, a metric called Local Relation Strength is defined to measure
the dependency between cited and citing papers. Secondly, a model called Global
Relation Strength is proposed to capture the relevance between two papers in the
whole citation graph. We evaluate our proposed model on a real-world publica-
tion dataset and conduct an extensive comparison with the state-of-the-art base-
line methods. The experimental results demonstrate that our method can have a
promising improvement over the state-of-the-art techniques.

Keywords: Paper Relevance, Citation Relation, Citation Network.

1 Introduction

Since the overwhelming number of publications makes researchers difficult to survey
all possibly relevant papers in a field, paper recommendation systems are developed to
identify relevant information or knowledge that meets the demands of individual users.
For example, when beginning to work in a new research problem, researchers are usu-
ally interested in quickly understanding existing literatures related to that problem, in-
cluding finding relevant papers. Paper recommendation systems aim at recommending
relevant papers to researchers with respect to their individual demands. In this paper,
we deal with the problem of finding relevant papers related to a given paper.

In order to make proper recommendations, one important problem is how to mea-
sure the relevance among papers. Content analysis (e.g. text similarity computation),
social network (e.g. coauthorship), citation analysis (e.g. citation count, cocitation1,

1 Cocitation indicates that two papers are jointly cited in one or more subsequent papers.

H. Wang et al. (Eds.): WAIM 2011, LNCS 6897, pp. 403–414, 2011.
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cocoupling2), or some combinations of them have been adopted. [12] shows that simple
content analysis did not perform well in paper recommendation, however, citation fea-
ture played a major role in finding relevant papers with high quality. There exist some
drawbacks in finding relevant papers by using traditional techniques, e.g. cocitation and
cocoupling. For example, since some recently published papers receive few citations, it
is difficult to find relevant papers by using cocitation. Similarly, cocoupling is incapable
of finding relevant papers published in the early stages of the development of a research
topic, because these papers only share a small number of references in common with
others. Liben-Nowell et al. took advantage of the global graph structure in terms of
Katz graph distance [6] to measure the relevance between nodes in a graph. However, a
link in a citation graph is more than just a “simple link”, and the underlying semantics
among links should be taken into account in measuring the relevance among papers. In
our model, semantics among links in the citation graph are captured by their specific
citation relations.

Generally speaking, there are three main cases of relevant papers: (1) Some relevant
papers are recent and topically related, e.g. focusing on dealing with a similar research
problem. (2) Some relevant papers are seminal works or survey articles. Even though
these papers share a weaker topical similarity, they provide the context and background
knowledge about the field to researchers. (3) Some relevant papers are related to some
basic algorithms and standard methods, which can provide fundamental theory and tools
which are helpful for researchers to solve their particular research problems. In order
to find relevant papers that can cover the above cases, we incorporate various citation
relations in our recommendation mechanism, since the cases of relevance are similar to
the motivations for citations which can be indicated by citation relations. To the best of
our knowledge, this is the first attempt to tackle the problem of finding relevant papers
in this manner.

Our contributions in this work include the following:

– We propose a model to capture the dependencies between cited and citing papers
by incorporating the three types of citation relations.

– We develop a method by using graph distance and weight of links to measure the
relevance between two papers in a citation graph.

– We conduct experiment of studies with a real-world publication dataset, the results
of which show that our proposed method outperforms the state-of-the-art methods
for finding relevant papers.

The rest of this paper is organized as follows: Section 2 reviews some related literatures.
We formalize our model and proposed method in Section 3. In Section 4, we conduct
an extensive experiment with a real-world publication dataset, and then present and an-
alyze the experimental results conducted on both offline and expert evaluation. Finally,
we conclude our work in Section 5.

2 Cocoupling indicates that two papers share one or more of the same cited papers in their
reference lists.
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2 Related Work

2.1 Paper Relatedness in Citation Graph

Citation information has been used to compute the relatedness among academic pa-
pers. As known to all, traditional link-based methods measure the relevance by focus-
ing on neighbors. For example, two noteworthy methods utilizing the direct cited and
citing papers are co-citation [11] and bibliographic coupling (or called cocoupling) [3].
Lawrence et al. [4] proposed a similarity measure called Common Citation × Inverse
Document Frequency (CCIDF) which was based on common citations to measure the
relatedness between papers. Lu et al. [7] proposed a metric called HITS Vector-based
which took advantage of local neighborhoods of nodes in the citation graph to quantify
similarity of papers. Liben-Nowell et al. [6] proposed to use Katz distance to measure
the proximity among nodes. Lu et al. in [7] pointed out that, since CCIDF focuses on di-
rect references and citations alone, CCIDF inherits the drawbacks from co-citation and
co-coupling. A citation link is more than just a “simple link”, yet HITS Vector-based
and Katz distance ignore the link semantics behind the citation link, which nevertheless
can be useful to measure paper relevance.

2.2 Paper Recommendation

Since collaboration filtering (CF) is a popular technique in recommendation system,
McNee et al. [8] proposed two algorithms User-Item CF and Item-Item CF by inte-
grating CF into the domain of research papers. They adopted several ways to map the
citation graph onto a collaborative filtering user-item rating matrix. In particular, there
are two ways of mapping, described as follows: (1) a paper would represent a ‘user’
in the matrix and a citation would represent an ‘item’ and each paper would vote for
its reference papers. (2) both the ‘users’ and ‘items’ in the rating matrix are citations
and a rating between two papers would be some measure of cocitation. On one hand,
User-Item CF [8] is based on the first way of mapping and makes recommendations
by comparing the similarity of reference papers related the target paper and candidate
paper. On the other hand, Item-Item CF [8] is based on the second way of mapping
and makes recommendations by comparing the similarity of cited papers related to the
target paper and candidate paper. It can be easy to find that User-Item CF depends on
cocoupling metric [3] while Item-Item CF depends on cocitation metric [11]. In other
words, the two CF methods proposed in [8] have the similar drawback with cocitation
and cocoupling in nature.

Ekstrand et al. [1] proposed several methods for augmenting CF and content-based
filtering algorithms with measures of the influence of a paper within the web of cita-
tions to recommend relevant papers to users. But the major difference between their
work and ours is that, Ekstrand et al. focus on recommending a reading list to a target
user who is interested in a particular topic, while our focus is put on recommending a list
of papers which are relevant to a given paper. Similar to [1], Sugiyama et al. [13] also
aimed at recommending papers to a user based on the user’s recent research interest.
Ratprasartporn et al. [10] proposed a framework by incorporating ontology hierarchy
as contexts to estimate relatedness between two papers. However, their proposed frame-
work is highly dependent on domain-specific ontology hierarchy (i.e. Gene Ontology).
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Strohman et al. [12] discovered that Katz graph distance measure [6] was good at find-
ing relevant academic papers. However, Katz ignore the weight in the link in terms of
the dependency between the cited and citing papers, yet utilizing the dependency in the
citation graph can contribute to finding closely related papers.

3 Problem Formulation

3.1 Preliminary

In this section, we introduce a few important notations and concepts related to our prob-
lem of finding relevant papers. A paper p includes the time stamp of p (denoted by Tp),
a set of reference papers cited by p (denoted by Rp), and another set of papers citing p
(denoted by Qp). For a reference pi in Rp, we denote “p cites pi with a citation rela-
tion3 (denoted by τ )” as p

τ−→ pi. Several existing works have already discussed how
to make use of the citation context4 to automatically categorize such citation relations
[9,14,15]. In this work, we adopt the technique from [9] to classify the citation relations
into three major categories, named as Based-on, Comparable and General. For conve-
nience, a pair of cited paper and citing paper are always denoted as pcitee and pciter in
the rest of this paper.

In the following, we shortly describe these three kinds of citation relation as fol-
lows. A Based-on relation is a relation when pciter is based on pcitee to some extent.
For example, the technique proposed in pciter is based on the technique proposed in
pcitee. A Comparable relation is a relation when pcitee has been compared to pciter

in terms of differences or resemblances. For example, pciter and pcitee are solving a
similar research problem but basically use different methods. The last type of citation
relation, General, is neither Based-on nor Comparable. For example, pciter introduces
some background information about its research problem by citing pcitee. More detailed
descriptions of these three types of citation relations can be found from [9].

3.2 Citation Link

Strohman et al. in [12] pointed out that, to find relevant papers with high quality, using
the property of graph structure plays a more important role than simply incorporating
text similarity. In this paper, we not only utilize graph structure but also different kinds
of citation relations for the task of finding relevant papers. A citation graph is an acyclic
directed graph, G = 〈V, E〉, where V is a set of papers, and E is a set of citation
links(see in Definition 1).

Definition 1 (Citation Link). A citation link ε = 〈pciter , pcitee, τ〉, while τ is the cita-
tion relation. In this paper, the categories of citation relation τ include τB (Based-on),
τC (Comparable) and τG (General).

3 In this paper, we assume that a pair of cited and citing papers only contains one kind of citation
relation.

4 Citation context is a bag of words surrounding the citation position.



Finding Relevant Papers Based on Citation Relations 407

We consider that there exists some “dependency” between the cited and citing papers
while Tang et al. [14] believe that if two papers describe a similar content, then they may
have a high dependency. However, some pairs of cited and citing papers which vary a
lot in content may still have high dependency. For example, some key parts of a solution
proposed in the citing paper are based on the cited paper. Furthermore, different types
of citation relations help to quantify the dependency between a pair of cited and citing
papers [2]. Given a paper p and its reference papers Rp, it can be considered that p has
some dependency on pi (pi ∈ Rp ) in some sense. In this paper, we define a model
called Local Relation Strength (LRS) (to be discussed in Section 3.3) to quantify the
dependency between pciter and pcitee , denoted as LRS(pciter → pcitee).

3.3 Local Relation Strength

Our proposed model LRS estimating dependency between a pair of citing and cited
papers is based on the categories of citation relations and the surrounding citation en-
vironment. As mentioned in [2,9], some particular types of citation relations are more
important than others. For example, in [9], Comparable relation is considered as more
important than the other two types of relations. Besides following the above assump-
tion, in this work, we further assume Based-on relation carries more importance than
General relation. We use a predefined parameter wτ to represent the importance of the
three types of citation relations. The conditions upon these three parameters of citation
relations are listed bellow: {

wC + wB + wG = 1
wC > wB > wG

(1)

where wC , wB and wG are corresponding to Comparable, Based-on and General re-
spectively. Our experiment results suggest that treating Comparable and Based-on as
more important than General (i.e setting more weight to wC and wB) is more effective
and efficient to find relevant papers.

Given a citation link ε with pciter
τ−→ pcitee, intuitively, the corresponding citation

environment with respect to ε can be reflected by Rpciter and Qpcitee . Furthermore,
if the types of citation relation are taken into account, then the citation environment
also includes the papers which cite pcitee with τ (denoted by Qτ

pcitee
). However, the

papers which are cited by pciter with τ are not taken into consideration for measuring
the dependency between pciter and pcitee, because the numbers of references vary a lot
in different papers. For example, due to the space constraint, the authors may cut some
references, while more space becomes available, the authors may add more references.
In other words, we should eliminate the unsuitable effect in terms of the insignificant
addition/deletion of references on dependency measurement. pcitee may be cited by
more than one papers with the same citation relation τ (i.e. Qτ

pcitee
), but not all the

citing papers in Qτ
pcitee

have the same dependency with pcitee. In a word, two citation
links in different surrounding citation environment may carry different dependency even
though they are related to the same type of citation relation.

We adopt the following criteria to determine LRS: (i) the larger ratio of papers which
cite pcitee with τ , the higher LRS is; (ii) the closer the timestamp between pciter and
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pcitee, the higher LRS is. The assumptions behind these criteria are as follows: (i) A
citation relation type can reflect a specific citing purpose of pciter when citing pcitee

(in this paper, for simplicity, we assume that each type of citation relations is related to
one specific citing purpose). For a particular purpose, e.g. pciter cites both pcitee1 and
pcitee2 with the same τ , if pcitee1 has a larger ratio of citations for that citing purpose
than pcitee2 does, then pciter have a stronger dependency with pcitee1 than pcitee2. The
reason for using ratio instead of count is that some recent published papers may receive
a small number of citations, which leads |Qτ

pcitee
| to become small as well. (ii) Authors

are in general selective in citing relevant papers, e.g. to prefer citing recently published
papers. We assume that a pair of citing and cited papers with a closer timestamp have
a stronger dependency than those with a farther timestamp. We use d(Tpciter , Tpcitee)
to denote the temporal distance between two papers and adopt the time decay function
e−d(·) in the dependency computation. As mentioned the category of citation relation
can affect on measuring dependency, so wτ representing the importance of τ is adopted
in the calculation of LRS. Finally, we define LRS as follows:

LRS(pciter → pcitee) = wτ ∗
|Qτ

pcitee
|

|Qpcitee |
∗ e

− d(Tpciter
,Tpcitee

)
dM (2)

where dM denotes the largest temporal distance among all pairs of pciter and pcitee.

3.4 Paper Relevance Measurement

To recommend related papers of p, only using direct citation relations for recommenda-
tion may miss some highly related papers. For example, some “indirectly cited papers”
of p, such as papers not directly cited by p but cited by papers in Rp, can be suitable
candidates for recommendation as well. In order to retrieve such “indirectly cited” pa-
pers, the Katz graph distance measure can be used to fulfill this task [12]. Given a graph,
Katz [6] defines the relevance between two nodes x and y as follows:

relevance(x, y) =
∞∑

l=1

ηl · |θ<l>
x,y | (3)

where η is a decay parameter between 0 and 1, |θ<l>
x,y | is the set of all l-hops paths from

x to y. Since Katz measures the relevance between nodes by considering the number of
paths between x and y, and the number of hops in each path, Eq. 3 can be equivalently
defined as follows [5]:

relevance(x, y) =
∑
θi∈ϑ

η|θi| (4)

where ϑ is a set of all paths between x and y. Given two nodes, there may be many paths
between them in a graph. We consider that it is enough to use short paths to find relevant
nodes, because long paths contribute less weights than short paths in measuring the
relevance, and longer paths may even bring in noise. Therefore, we constrain the length
of path to be 3. However, Katz treats every link as equally important in the graph, which
means that it ignores the existing dependency in a citation link. In our work, we use LRS
to represent the dependency (denoted as λxy) in a citation link between a pair of citing
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and cited papers x and y. Finally, we propose a model called Global Relation Strength
(GRS) that measures the relevance between any two papers by combining Katz graph
distance and the dependency in a citation link, defined as follows:

GRS(p1 #→ p2) =
∑
θi∈ϑ

[η|θi| ·
∑

emn∈θi
λmn

|θi| ] (5)

From Eq.4 and Eq.5, we can see that Katz is a special case of GRS where the weights
in all edges are treated as 1. When incorporating dependency in relevance computation,
we opt to use the average weight rather than product of weight because if we use the
later choice, the path length will penalize the score twice, i.e. being penalized by η and
λ since both η and λ are in the range of (0, 1).

3.5 Extracting Relevant Candidates

Based on our proposed GRS as a new metric to measure the relatedness between two
papers, we now move on to the task of extracting relevant candidates for a target pa-
per p. First, we use depth-first-search (DFS) technique to extract a set of papers (de-
noted as Dprior) whose distance is less than K-hop5 from the source node p. Since
in a citation link, the timestamp of cited paper is earlier than timestamp of citing pa-
per, ∀pi ∈ Dprior, Tpi is earlier than Tp. However, since not all the timestamps of
related papers should be earlier than the timestamp of the input paper, recommending
Dprior alone is incomplete. Hence, again, we use DFS to extract another set of papers
(Dposterior) whose distance is less than K to the target node p. Finally, we combine
D = Dprior

⋃
Dposterior , rank D by GRS, and then return top-M results as the candi-

dates.

4 Experiment

4.1 Experimental Setup

The dataset used to evaluate our proposed model is a collection of journal, conference
and workshop articles from ACL Anthology Network6 (AAN). The AAN dataset con-
sists of 12409 papers and 61527 citation links where these papers are published between
1965 and 2009. References to papers not in AAN dataset were ignored in the citation
graph construction. The reason for choosing AAN in our experiment is that, to the best
of our knowledge, the public AAN dataset provides both the citation structure and cita-
tion context information which helps to classify the citation relations by using [9].

In order to find a set of relevant papers related to a given paper p, a scoring function
is used to estimate the relevance between p and other papers. The top-M relevant pa-
pers are returned as recommendations according to the scoring function. As mentioned
in [12] that citation features play a significant role in finding relevant papers, the base-
lines used to compare with our proposed method mainly focus on citation features. In

5 In our experiment, we set K to 3.
6 http://clair.si.umich.edu/clair/anthology/index.cgi
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particular, in our experiment, the scoring functions related to the five different baselines
include the following: (1) Cocitation [11]; (2) Cocoupling [3]; (3) CCIDF [4]; (4)
HITS Vector-based [7]; (5) Katz[6].

We conduct our evaluations in two different frameworks (i.e. offline evaluation and
expert evaluation) to evaluate the performance of our proposed method as well as the
above baselines. In the offline evaluation, we evaluate the ability of our method to rec-
ommend papers known to be related to a selected paper. In the expert evaluation, we
use human subjects to evaluate the effectiveness of our proposed method for retrieving
relevant papers.

4.2 Offline Evaluation

Metrics

Following [8,12], we adopt a popular technique called All-But-One as our offline eval-
uation method. In particular, given an input paper p, first we extract the adjacent papers
Ap (including Rp and Qp) around p. Then we randomly choose 1/10 papers in Ap as
test nodes denoted as Tp (Tp ⊂ Ap), and remove the citation links between p and each
node in Tp, and use the remaining papers for training. We evaluate the performance
by examining how many test nodes occur in the result list after removing the citation
links. In our experiments, three evaluation metrics are used, i.e., F1-score , normalized
discounted cumulative gain (NDCG) and mean reciprocal rank (MRR). In our exper-
iment, given a retrieved result list D (with M returned papers), how to calculate the
F1-score, NDCG and MRR can be referred in [5]. We select the papers published be-
tween 2003 and 2004 (about 1700 papers) as a test set and evaluate the recommendation
performance based on this test set.

Evaluation Results

Following [6], the decay parameter η is set to 0.005. We first tune different combi-
nations of the three citation relation weights in the following experiment. Following
[9], Comparable is treated as the most important among the citation relations, and we
further assume Based-on carries more importance than General. Due to the space limi-
tation, we do not show the details of tuning results here and interested readers can refer
to [5]. According to the experiment results in [5], we can find that when wC = 0.65,
wB = 0.2, wG = 0.15, GRS has the best performance in terms of F@10 (0.1011). In
the following experiments, we set wC = 0.65, wB = 0.2 and wG = 0.15.

The result of F@10, NDCG@10 and MRR related to the baselines as well as ours
are shown in Table 1. From Table 1, we can see that HITS Vector-based, Katz and GRS
which incorporate path distances can achieve better performance than other baselines
that focus on neighbor structure alone. The reason is that cocitation, cocoupling and
CCIDF only focus on a “narrow region” (i.e. neighbors around nodes) while HITS
Vector-based, Katz and GRS look into a “broad region” (i.e. global path structure
among nodes). Comparing GRS with Katz, GRS achieves 62.0% of F@10, 45.4% of
NDCG@10, and of 29.6% MRR improvement. The results suggest that using link se-
mantics in terms of citation relations and dependency contribute to finding relevant
papers.
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Table 1. Top-10 Results of F1, NDCG and MRR

Approach F@10 NDCG@10 MRR
cocitation 0.02808 0.08460 0.1155

cocoupling 0.02286 0.07115 0.08039
CCIDF 0.02691 0.08684 0.09822

HITS Vector-based 0.03010 0.1057 0.09297
Katz 0.06240 0.1770 0.1485
GRS 0.1011 0.2574 0.1925

(a) F@M (b) NDCG@M

Fig. 1. Top-M Results

We further examine the performances of F1-score and NDCG when other results
are returned. Figure 1 shows the result of F@M and NDCG@M (M = 5, 10, 20, 30)
related to all the methods. From Figure 1, we can find that Katz and GRS perform better
than cocitation, cocoupling, CCIDF and HITS Vector-based. In addition, comparing
GRS with Katz, GRS not only achieves 42.4% of F@5, 62.0% of F@10, 50.1% of
F@20 and 36.5% of F@30 improvement, but also achieves of 30.7% of NDCG@5,
45.4% of NDCG@10, 40.7% of NDCG@20 and 33.7% of NDCG@30 improvement.
These results suggest that our method can significantly improve top-M (e.g. from 5 to
30) recommendation performance over the baselines.

Effect of Dependency

As introduced in Section 3.3, our proposed model LRS captures the dependency be-
tween a pair of cited and citing papers by considering three components, i.e. (i) the
importance of a citation relation, (ii) the surrounding citation environment, and (iii)
the temporal distance. In the following experiments, we test the performances of de-
pendency represented by four different cases as follows: (1) LRS: this is our proposed
model that all the three components are taken into account; (2) Uniform citation relation
(UCR): this is similar to LRS except that the three types of citation relation are forced
to carry the same weight of importance in terms of seting wC = wB = wG = 1/3;
(3) Random citation relation (RCR): this is similar to LRS except that the three types
of citation relation are forced to carry a random weight of importance between 0 and 1,
and in the meantime, the summation of them keeps to 1; (4) TD: temporal distance is
adopted to measure dependency alone. We combine these four dependency representa-
tions with our proposed GRS model for testing.
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Table 2. Four Cases of Dependency

F@10 NDCG@10 MRR
UCR 0.09077 0.2302 0.1761
TD 0.06468 0.1807 0.1494

RCR 0.08163 0.2153 0.1731
LRS 0.1011 0.2574 0.1925

From the results in terms of F@10, NDCG@10 and MRR shown in Table 2, it can
be found that LRS performs best among the four dependency models. In particular,

– LRS vs. TD: LRS improves the recommendation performance with 56.3% of F@10,
42.4% of NDCG@10 and 28.9% of MRR. These results suggest that considering
the temporal distance alone as well as ignoring the underlying citation relation se-
mantics do not success in finding relevant papers;

– LRS vs. UCR, RCR: Compared to UCR, LRS improves the performance with
11.4% of F@10, 11.8% of NDCG@10 and 9, 3% of MRR; compared to RCR, LRS
obtains the improvement with 23.9% of F@10, 19.5% of NDCG@10 and 11.2%
of MRR. These results suggest that further distinguishing the importance related to
the three different citation relations in terms of putting more weight to Comparable
and Based-on relation contributes to finding relevant papers.

4.3 Expert Evaluation

In the following experiment, we ask annotators7 to evaluate our proposed method. In
particular, we randomly select 20 papers (a subset of test papers used in offline evalu-
ation) whose topic is mainly about classification. For a test paper p, a set of candidate
papers are returned by adopting different methods, and then annotators will make a bi-
nary decision to judge whether a candidate paper is relevant to p or not. Based on the
offline experiment, wC = 0.65, wB = 0.2, wG = 0.15 are set for GRS. The top-5
experiment results in terms of precision and NDCG are presented in Table 3(a). From
the results, we can find that GRS outperforms the baselines. Specifically, GRS achieves
(i) about 0.657 of precision, which suggests that our proposed method is able to accu-
rately find relevant papers in the top-5 result list; (ii) 0.848 of NDCG, suggesting that
our proposed method is capable of efficiently finding relevant papers in the top-5 result
list.

Since some “indirect cited” or “indirect citing” papers can be considered as relevant
papers, in the following experiments, we examine the capability of our method whether
it can recommend these relevant papers. Particularly, given a test paper p, we first ex-
tract its neighbors (Rp and Qp), then we remove those papers in Rp or Qp from the
returned results, and evaluate the recommendation performance from the remaining re-
sults. According to the results as shown in Table 3(b), we can find that our proposed
GRS is able to better find more relevant papers even though they do not directly cite or
are not cited by p.

7 Five annotators took part in the expert evaluation, and they are all Ph.D students whose reser-
ach interests focus on information retrieval and data mining.
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Table 3. Top-5 Results

(a) Include Neighbors

Approach precision NDCG
cocitation 0.4571 0.7471

cocoupling 0.4095 0.6481
CCIDF 0.5429 0.7637

HITS Vector-based 0.3429 0.6100
Katz 0.6095 0.8337
GRS 0.6571 0.8481

(b) Remove Neighbors

Approach precision NDCG
cocitation 0.4000 0.6982
cocoupling 0.3429 0.5899

CCIDF 0.4762 0.7355
HITS Vector-based 0.2857 0.5200

Katz 0.6571 0.8415
GRS 0.7333 0.8951

Table 4. LRS vs. UCR, TD

(a) Include Neighbors

precision NDCG
LRS 0.6571 0.8481
UCR 0.6371 0.8296
RCR 0.6 0.8269
TD 0.6286 0.8240

(b) Remove Neighbors

precision NDCG
LRS 0.7333 0.8951
UCR 0.6571 0.8830
RCR 0.5810 0.8224
TD 0.6571 0.8529

In the following experiments, we also compare the performance related to different
dependency representations, i.e. LRS, UCR and TD (mentioned in Section 4.2). We
also follow two cases to evaluate the results (i.e. whether direct neighbors are included
or not). From the results shown in Table 4, we can find that LRS outperforms UCR
and TD in both cases, suggesting that (1) incorporating citation relation semantics con-
tributes to improving the performance of paper recommendation; (2) further distinguish
the importance of three citation relations (i.e. setting more weight to Comparable and
Based-on relation) can help learners to find relevant papers efficiently.

5 Conclusions

Finding relevant papers is becoming increasingly important especially with the ever-
growing number of publications every year. In this paper, we have advocated an ap-
proach to use the underlying link semantics to find relevant papers related to a given
paper. To solve the problem, first, we have proposed to use three different types of cita-
tion relations to quantify the dependency between a pair of cited and citing papers. Sec-
ond, we have proposed the Global Relation Strength model by incorporating the graph
distance and the dependency of the citation links to capture the relevance between two
papers in a citation graph. Experimental results conducted by both off-line and expert
evaluation show that our proposed approach is more effective than the state-of-the-art
methods for finding relevant papers.
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Program of State Key Laboratory for Novel Software Technology (KFKT2011B24).
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Abstract. Pervasive web applications increasingly require a measure of simi-
larity among objects. Penetrating-Rank (P-Rank) has been one of the promising
link-based similarity metrics as it provides a comprehensive way of jointly encod-
ing both incoming and outgoing links into computation for emerging applications.
In this paper, we investigate P-Rank efficiency problem that encompasses its ac-
curacy, stability and computational time. (1) We provide an accuracy estimate for
iteratively computing P-Rank. A symmetric problem is to find the iteration num-
ber K needed for achieving a given accuracy ε. (2) We also analyze the stability
of P-Rank, by showing that small choices of the damping factors would make
P-Rank more stable and well-conditioned. (3) For undirected graphs, we also
explicitly characterize the P-Rank solution in terms of matrices. This results in a
novel non-iterative algorithm, termed ASAP , for efficiently computing P-Rank,
which improves the CPU time from O(n4) to O

(
n3

)
. Using real and synthetic

data, we empirically verify the effectiveness and efficiency of our approaches.

1 Introduction

The study of quantifying structural similarity between vertices in ubiquitous networks
has attracted considerable attention over the past decade. Typical structural similar-
ity metrics include Google PageRank, Hyperlink-Induced Topic Search (HITS), Co-
citation, Bibliographic Coupling, SimRank and SimFusion (e.g., [1,2,3,4,5,6]).

P-Rank (Penetrating-Rank) is a new similarity measure of this kind, which was ini-
tially proposed by Zhao et al. [7]. The similarity scores flowing from in-link neighbors
of entities are penetrated through their out-link neighbors. Emerging real-world applica-
tions of P-Rank include biological networks, collaborative filtering, graph classification,
web document ranking, and outlier detection (e.g., [8,9,4,10,5,6]).

In contrast to other similarity measures, P-Rank has become one of the important
metrics owing to the following two reasons. (i) P-Rank provides a comprehensive way
to jointly explore both in- and out-link relationships with semantic completeness. In
comparison, other similarity measures, say SimRank, have the “limited information
problem” [5], in which only in-link relationships can be partially exploited. (ii) P-Rank
transcends other similarity measures in its most general form. Other measures such as
SimRank [5], Amsler [1] can be regarded as just special cases of P-Rank [7].

H. Wang et al. (Eds.): WAIM 2011, LNCS 6897, pp. 415–429, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Unfortunately, previous work on P-Rank suffers from the following limitations. (i)
P-Rank solution is known to converge [7], but a precise accuracy estimation of P-Rank
is not given. (ii) No prior work has well studied the P-Rank condition number, which
indeed has played a paramount role in measuring how much the web graph can change
in proportion to small changes in the P-Rank scoring results. (iii) The P-Rank time
complexity in [7] retains quartic in the worst case for both digraphs and undirected
graphs. To the best of our knowledge, there is no efficient P-Rank algorithm specially
designed for undirected graphs. These practical needs call for an in-depth investigation
of P-Rank and its efficiency.

Contributions. This paper studies the P-Rank problems regarding its accuracy, stabil-
ity and computational efficiency. Our main results are summarized below.

1. We provide an accuracy estimation for P-Rank iteration (Section 3). We find that the
number of iterations K = �log ε/log (λ · Cin + (1− λ) · Cout)� suffices to acquire
a desired accuracy of ε, where λ is a weighting factor, and Cin and Cout are in- and
out-link damping factors, respectively.

2. We introduce the notion of P-Rank condition number κ∞ to investigate the stability
issue of P-Rank (Section 4). We show that P-Rank is well-conditioned for small
choices of the damping factors, by providing a tight stability bound for κ∞.

3. We propose a novel non-iterative O(n3)-time algorithm (ASAP) for efficiently com-
puting similarities over undirected graphs (Section 5). We explicitly couch the P-
Rank solution w.r.t. matrix products in connection with its eigen-problem.

4. We experimentally verify the efficiency of our methods on real and synthetic data
(Section 6). We find that P-Rank exponentially converges w.r.t. the iteration number.
The stability of P-Rank is determined by the damping factors and weighting factors.
The ASAP algorithm outperforms baseline algorithms on undirected graphs.

2 Preliminaries

In this section, we first give a brief overview of the P-Rank model. We then present
notations and formulations of the P-Rank similarity.

2.1 An Overview of P-Rank

The basic essence of the P-Rank similarity model is distilled from the standard concept
of SimRank metric [5]. Concretely, the theme of P-Rank involves three facets below:

1. Two distinct objects are similar if they are referenced by similar objects. (in-link
recursion)

2. Two distinct objects are similar if they reference similar objects. (out-link recursion)
3. Every object is maximally similar to itself. (a base case)

Based on these facets, P-Rank scores, as described in its name, flowing from the
incoming neighbors of objects are able to penetrate the outgoing neighbors. The concise
elegance of the P-Rank intuition makes it one of the useful and cutting-edge structural
metrics in the link-based analysis of information networks.
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2.2 Notations

symbol designation symbol designation

G information network s(a, b) P-Rank score between vertices a and b
I (a) in-neighbors of vertex a Cin / Cout in-link / out-link damping factor
O (a) out-neighbors of vertex a λ weighting factor
n number of vertices in G A adjacency matrix of G
m number of edges in G S P-Rank similarity matrix of G
K number of iterations I identity matrix

2.3 Formulation of P-Rank Model

We first define the network graph, and then introduce the P-Rank formulation.

Network Graph. A network is a labeled graph G = (V , E ,A; l), in which (i) V is
a finite set of vertices. A partition of V is formed by dividing V into N disjointed
domain-specific parts Vi (i = 1, · · · , N) s.t. V =

⋃N
i=1 Vi and Vi ∩ Vj = ∅ if i �= j;

(ii) E ⊆ V × V is an edge set, and each vertex-pair (u, v) ∈ E denotes an edge from
vertex u to v; (iii) A is a finite alphabet set, with a labeling function l : V → A.

Based on the network graph, P-Rank model can be formulated as follows:

P-Rank Similarity. Given a network G, for any two distinct vertices u, v ∈ V , we
define a scoring function s(u, v) ∈ [0, 1] as follows:

s(u, u)=1; (1)

s (u, v)=
λ · Cin

|I (u)| |I (v)|
|I(u)|∑

i=1

|I(v)|∑
j=1

s (Ii (u) , Ij (v))

︸ ︷︷ ︸
in-link part

+
(1 − λ) · Cout

|O (u)| |O (v)|
|O(u)|∑

i=1

|O(v)|∑
j=1

s (Oi (u) ,Oj (v))

︸ ︷︷ ︸
out-link part

.(2)

where (i) λ ∈ [0, 1] balances the contributions of in- and out-links, (ii) Cin and Cout ∈
(0, 1) are the damping factors for in- and out-link directions, respectively, (iii) Ii (u)
andOi (u) are the individual members of I (u) andO (u), respectively, and (iv) |I (u)|
and |O (u)| are the cardinalities of I (u) andO (u), respectively.

It is worth noting that to avoid s(u, v) = ∞ when |I (·)| or |O (·)| = 0, we define:
(a) the in-link part of Eq.(2)= 0 if I (u)∪I (v) = ∅; (b) the out-link part of Eq.(2)= 0
if O (u) ∪ O (v) = ∅; (c) s (u, v) = 0, if (I (u) ∪ I (v)) ∩ (O (u) ∪O (v)) = ∅.

P-Rank Iterative Paradigm. To compute the P-Rank similarity s(u, v) of Eq.(2), the
conventional approach is to construct an iterative paradigm as follows:

s(0)(u, v) =
{

0, if u �= v;
1, if u = v.

(3)
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For each k = 0, 1, 2, · · · , the (k + 1)-th iterate s(k+1) (·, ·) can be computed as

s(k+1) (u, u) = 1.

s(k+1) (u, v) = λ·Cin
|I(u)||I(v)|

|I(u)|∑
i=1

|I(v)|∑
j=1

s(k) (Ii (u) , Ij (v))

+ (1−λ)·Cout

|O(u)||O(v)|
|O(u)|∑

i=1

|O(v)|∑
j=1

s(k) (Oi (u) ,Oj (v)).

s(k+1) (u, v) = the in-link part of Eq.(4), if O (u) ∪ O (v) = ∅,

s(k+1) (u, v) = the out-link part of Eq.(4), if I (u) ∪ I (v) = ∅.

(4)

where s(k) (u, v) is the k-th iterative P-Rank score between vertices u and v. It has
been proved in [7] that the exact similarity s (u, v) is the supremum of {s(k) (u, v)}∞k=0,
denoted by supk{s(k) (u, v)}, i.e.,

lim
k→∞

s(k) (u, v) = sup
k≥0
{s(k) (u, v)} = s (u, v) (∀u, v ∈ V). (5)

3 Accuracy Estimate on P-Rank Iteration

Based on Eq.(4), the iterative P-Rank similarity sequence {s(k) (·, ·)}∞k=0 was known
to converge monotonically [7]. However, the gap between the k-th iterative similarity
s(k) (·, ·) and the exact similarity s (·, ·) still remains unknown. Practically, quantifying
this gap is very important in estimating the accuracy of iteratively computing P-Rank.
For instance, given a tolerated error ε > 0, one may naturally ask “What is the number
of P-Rank iterations needed for achieving such an accuracy?”.

This motivates us to study the P-Rank accuracy estimate problem. Given a network
G, for any iteration number k = 1, 2, · · · , it is to find an upper bound εk of the gap
between the k-th iterative similarity s(k) (·, ·) and the exact s (·, ·), s.t. |s(k) (u, v) −
s (u, v) | ≤ εk for any vertices u and v in G.

The main result of this section is the following.

Theorem 1. The P-Rank accuracy estimate problem has a tight upper bound

εk = (λCin + (1 − λ)Cout)
k+1

such that

|s(k) (u, v)− s (u, v) | ≤ εk. (∀k = 0, 1, · · · , ∀u, v ∈ V) (6)

A detailed proof of Theorem 1 can be found in [11] due to space limitations.
Theorem 1 provides an a-priori estimate for the gap between iterative and exact

P-Rank similarity scores, which solely hinges on the weighing factor λ, the in- and out-
link damping factors Cin and Cout, and the number k of iterations. To ensure more accu-
rate P-Rank estimation results, it can be discerned from εk = (λCin + (1− λ)Cout)

k+1

= (λ(Cin − Cout) + Cout)
k+1 that the smaller choices of Cin and Cout (i) with a smaller

λ if Cin > Cout, or (ii) with a larger λ if Cin < Cout, are more preferable.

Example 1. Setting Cin = 0.6, Cout = 0.4, λ = 0.3, k = 5 will produce the following
hight accuracy :

εk = (0.3× 0.6 + (1− 0.3)× 0.4)5+1 = 0.0095. �
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a

b

...u v ......
G0

Fig. 1. “=”
of Eq.(6) is
attainable

Notice that the upper bound in Eq.(6) is attainable. Consider the
networkG0 depicted in Figure 1. It is apparent that s(0)(u, v) = 0. For
k = 1, 2, · · · , it can be easily obtained that s(k)(u, v) = λCin + (1−
λ)Cout, which implies that s(u, v) = λCin + (1 − λ)Cout. Hence, in
the case of k = 0, |s(u, v) − s(k)(u, v)| = (λCin + (1− λ)Cout)

0+1

gives the precise upper bound in Eq.(6).
Moreover, in the special case of λ = 1, Eq.(6) can be simplified

to the SimRank accuracy estimate problem given in [8]. From this
perspective, P-Rank accuracy estimate problem is the extension of Proposition 1 in [8]
by jointly considering both in- and out-links of similarity computation.

Conversely, the exponential P-Rank convergence rate in Theorem 1 also implies that
the number k of P-Rank iterations needed for attaining a desired accuracy ε amounts to

k = �log ε/ log (λ · Cin + (1− λ) · Cout)� .

4 Stability Analysis of P-Rank Model

In this section, we investigate the important issues of P-Rank sensitivity and stability.
We first reformulate the P-Rank formulae in matrix notations (Subsect. 4.1). Using this
representation, we then give a rigorous bound of the P-Rank conditional number for its
stability analysis (Subsect. 4.2).

4.1 P-Rank Matrix Representation

We start by introducing the following symbols used throughout this section.
For a network G with n vertices, we denote by (i) A = (ai,j) ∈ Rn×n the adjacency

matrix of G whose entry ai,j equals 1, if there exists an edge from vertex i to j; or 0,
otherwise, (ii) S = (si,j) ∈ Rn×n the P-Rank similarity matrix whose entry si,j is
equal to P-Rank score s(i, j), and (iii) Q = (qi,j) ∈ Rn×n and P = (pi,j) ∈ Rn×n the
one-step backward and forward transition probability matrix of G, respectively, whose
entries defined as follows:

qi,j �
{

aj,i/
∑n

j=1 aj,i, if I(i) �= ∅;
0, if I(i) = ∅.

pi,j �
{

ai,j/
∑n

j=1 ai,j , if O(i) �= ∅;
0, if O(i) = ∅.

(7)
With the above notations, the P-Rank formulae (1) and (2) can be rewritten as1

S = λCin ·Q ·S ·QT + (1− λ)Cout ·P ·S ·PT + (1− λCin − (1− λ)Cout) · In, (8)

Also, dividing both sides of Eq.(8) by (1− λCin − (1− λ)Cout) results in

S′ = λCin ·Q · S′ ·QT + (1− λ)Cout ·P · S′ ·PT + In, and (9)

1 Although in this case the diagonal entries of S are not equal to 1, S still remains diagonally
dominant, which ensures that “every vertex is maximally similar to itself”. Li et al. [12] has
showed that this revision for SimRank matrix representation is reasonable, which can be ap-
plied in the similar way to P-Rank.
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S = (1− λCin − (1− λ)Cout) · S′.

Comparing Eq.(8) with Eq.(9), we see that the coefficient (1 − λCin − (1 − λ)Cout)
of In in Eq.(8) merely contributes an overall multiplicative factor to P-Rank similarity.
Hence, setting the coefficient to 1 in Eq.(8) still preserves the relative magnitude of the
P-Rank score though the diagonal entries of S in this scenario might not equal 12.

4.2 Conditional Number of P-Rank

Using the P-Rank matrix model of Eq.(9), we next theoretically analyze the stability of
P-Rank, by determining its conditional number κ∞(·) in the infinity norm sense, which
has important implications for the sensitivity of P-Rank computation. One complicated
factor in P-Rank stability analyses is to bound the conditional number κ∞(·).

Before giving a formal definition of κ∞(·), we first introduce the following notations:
(i) We denote by vec(X) ∈ Rn2

the vectorization of the matrix X ∈ Rn×n formed by
stacking the columns of X into a single column vector, and (ii) the operator ⊗ the
Kronecker product of two matrices.

Taking vec(·) on both sides of Eq.(9) and applying the Kronecker property of (BT ⊗
A)vec(X) = vec(AXB) [13], we have

vec(S) = λCin(Q⊗Q)vec(S) + (1− λ)Cout(P⊗P)vec(S) + vec(In).

Rearranging terms in the above equation produces

(In2 − λCin(Q⊗Q)− (1 − λ)Cout(P⊗P))︸ ︷︷ ︸
�M

· vec(S)︸ ︷︷ ︸
�s

= vec(In)︸ ︷︷ ︸
�b

. (10)

Notice that Eq.(10) is a linear system of n2 equations in terms of si,j in nature as it can
be reduced in the form of M · s = b, as illustrated in Eq.(10).

Based on Eq.(10), we now give a formal definition of P-Rank conditional number.

Definition 1 (P-Rank conditional number). For a network G, let Q and P be the one-
step backward and forward transition probability matrix of G, respectively, defined by
Eq.(7), and let

M � In2 − λCin(Q⊗Q)− (1 − λ)Cout(P⊗P). (11)

The P-Rank conditional number of G, denoted by κ∞(G), is defined as

κ∞(G) � ‖M‖∞ · ‖M−1‖∞, (12)

where ‖·‖∞ is the∞-norm that returns the maximum absolute row sum of the matrix.

The conditional number is introduced for being applied to P-Rank stability analysis.

Theorem 2. Given the network G, for any weighting factor λ ∈ [0, 1] and in- and out-
link damping factors Cin, Cout ∈ (0, 1), the P-Rank problem has the following tight
bound of conditional number

κ∞ (G) ≤ 1 + λ · Cin + (1− λ) · Cout

1− λ · Cin − (1− λ) · Cout
. (13)

2 In what follows, we shall base our techniques on the P-Rank matrix form of Eq.(9).
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For the interest of space, please refer to [11] for a detailed proof of Theorem 2.
Theorem 2 provides a tight upper bound of the P-Rank conditional number κ∞(G).

Intuitively, the value of κ∞(G) measures how stable the P-Rank similarity score is to
the changes either in the link structure of the network G (by inserting or deleting vertices
or edges), or in the damping and weighting factors of Cin, Cout and λ.

To get a feel for how κ∞(G) affects P-Rank sensitivity, we denote by ΔA the updates
in G to the adjacency matrix A, ΔM (resp. Δs) the changes (caused by ΔA) to M
(resp. s) defined in Eq.(10). As Eq.(10) is a linear equation, it is known that

‖Δs‖∞
‖s‖∞

≤ κ∞ (G) · ‖ΔM‖∞
‖M‖∞

≤ 1 + λ · Cin + (1− λ) · Cout

1− λ · Cin − (1− λ) · Cout
· ‖ΔM‖∞
‖M‖∞

. (14)

This tells that the small κ∞ (G) (i.e., small choices for Cin and Cout) would make P-
Rank stable, implying that a small change ΔM in the link structure to M may not cause
a large change Δs in P-Rank scores. Conversely, the large value of κ∞ (G) would make
P-Rank ill-conditioned.

To see how the weighting factor λ affects κ∞ (G), we compute the partial derivatives
of the bound for κ∞ (G) w.r.t. λ to get

∂

∂λ

(
1 + λ · Cin + (1− λ) · Cout

1− λ · Cin − (1− λ) · Cout

)
=

2 (Cin − Cout)
(1− λ · Cin − (1− λ) · Cout)

2 , (15)

which implies that when Cin > Cout (resp. Cin < Cout), for the increasing λ, a small
change in G may result in a large (resp. small) change in P-Rank, which makes P-Rank
an ill-conditioned (resp. a well-conditioned) problem; when Cin = Cout, the value of
κ∞ (G) is independent of λ.

5 An Efficient Algorithm for P-Rank Estimating on Undirected
Graphs

In this section, we study the P-Rank optimization problem over undirected networks.
The key idea in our optimization is to maximally use the adjacency matrix A to

characterize the P-Rank similarity S as a power series in a function form like S =∑+∞
k=0 f(Ak). The rationale behind this is that A = AT for undirected networks, im-

plying that there exists a diagonal matrix D such that Q = P = D ·A in Eq.(8). Hence,
computing S boils down to solving

∑+∞
k=0 f(Ak). For computing f(Ak), it is far less

costly to first diagonalize A into Λ via eigen-decomposition than to compute Ak in a
brute-force way. Then calculating f(Ak) reduces to computing the function on each
eigenvalue for A.

More specifically, the main result of this section is the following.

Theorem 3. For undirected networks, the P-Rank similarity problem of Eq.(8) can be
solvable in O(n3) worst-case time.

It is worth noting that SimRank over undirected graphs is a special case of the more
general P-Rank when λ = 1 and Cin = Cout. In contrast to the O(n3 + Kn2)-time of
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Algorithm 1. ASAP (G, λ, Cin, Cout)

Input : a labeled undirected network G = (V, E ,A; l), the weighting factor λ,
and in- and out-link damping factors Cin and Cout.

Output: similarity matrix S = (si,j)n×n with si,j denoting P-Rank score between
vertices i and j.

initialize the adjacency matrix A of G ;1

compute the diagonal matrix D = diag(d1,1, d2,2, · · · , dn,n)2

with its entry di,i = (
∑n

j=1 ai,j)
−1, if

∑n
j=1 ai,j �= 0; and di,i = 0, otherwise;

compute the auxiliary matrix T = D1/2 ·A ·D1/23

decompose T into the diagonal matrix Λ = diag(Λ1,1, Λ2,2, · · · , Λn,n) and the4

orthogonal U
via QR factorization s.t. T = U ·Λ ·UT ;
compute the auxiliary matrix Γ = (Γi,j)n×n = UT ·D−1 ·U and V = D1/2 ·U5

and the constant C = λCin + (1− λ)Cout ;
compute the matrix Ψ = (ψi,j)n×n whose entry ψi,j = Γi,j/(1− C · Λi,i · Λj,j) ;6

compute the P-Rank similarity matrix S = (1−C) ·V ·Ψ ·VT ;7

return S ;8

SimRank optimization over undirected graphs in our early work [14], this work further
optimizes P-Rank time in O(n3) with no need for iteration.

To show Theorem 3, we first characterize P-Rank elegantly on undirected graphs.

Theorem 4. For the undirected network G with n vertices, let (i) A = (ai,j) ∈ Rn×n

be the adjacency matrix of G, (ii) D ∈ Rn×n is a diagonal matrix3.

D = diag((
n∑

j=1

a1,j)
−1, · · · , (

n∑
j=1

an,j)
−1), (16)

and (iii) U and Λ the eigen-decomposition results of the matrix D1/2AD1/2, in which
U ∈ Rn×n is an orthogonal matrix whose columns are all eigenvectors of D1/2AD1/2,
and Λ = (Λi,j) ∈ Rn×n is an diagonal matrix with its diagonal entries being all
eigenvalues of D1/2AD1/2.

Then the P-Rank similarity matrix S′ of Eq.(9) can be explicitly computed as4.

S′ = D1/2U ·Ψ ·UT D1/2, (17)

where

Ψ = (Ψi,j)n×n =

(
[UT D−1U]i,j

1− (λ · Cin + (1− λ) · Cout)Λi,iΛj,j

)
n×n

, and (18)

[UTD−1U]i,j denotes the (i, j)-entry of the matrix UT D−1U.

Due to space limitations, a detailed proof of this theorem can be found in [11].
We next prove Theorem 3 by providing an algorithm for P-Rank computation over

undirected networks.
3 We define 1

0
� 0, thereby avoiding division by zero when the column/row sum of A equals 0.

4 D1/2 is a diagonal matrix whose diagonal entries are the principal square root of those of D.
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a b

V2G2

cd

V1

➀=⇒

A =⎛⎜⎜⎜⎜⎝
0 0 1 1
0 0 1 0
1 1 0 1
1 0 1 0

⎞⎟⎟⎟⎟⎠
➁=⇒

D = {Using (16)} =⎛⎜⎜⎜⎜⎝
.5 0

1
.333

0 .5

⎞⎟⎟⎟⎟⎠
➂=⇒

Q = P = DA =⎛⎜⎜⎜⎜⎝
0 0 .5 .5
0 0 1 0

.333 .333 0 .333
.5 0 .5 0

⎞⎟⎟⎟⎟⎠
➃=⇒

Λ = eigval(D1/2AD1/2) =⎛⎜⎜⎜⎜⎝
−.729 0

−.5
.229

0 1

⎞⎟⎟⎟⎟⎠
U = eigvec(D1/2AD1/2) =⎛⎜⎜⎜⎜⎝
−.244 .707 .436 .5
−.583 0 −.732 .354
.736 0 −.290 .612
−.244 −.707 .436 .5

⎞⎟⎟⎟⎟⎠
➄=⇒

Γ � UT D−1U =⎛⎜⎜⎜⎜⎝
2.201 0 −.640 .656

0 2 0 0
−.640 0 1.549 .081
.656 0 .081 2.25

⎞⎟⎟⎟⎟⎠
➅=⇒

Ψ = {Using Eq.(18)} =⎛⎜⎜⎜⎜⎝
3.231 0 −.582 .457

0 2.353 0 0
−.582 0 1.599 .094
.457 0 .094 5.625

⎞⎟⎟⎟⎟⎠
➆=⇒

S = {Using Eq.(17)} =⎛⎜⎜⎜⎜⎝
.627 .225 .134 .156
.225 .770 .067 .225
.134 .067 .615 .134
.156 .225 .134 .627

⎞⎟⎟⎟⎟⎠
Fig. 2. An example of computing P-Rank over undirected network G2 via non-iterative method

Algorithm. The algorithm, referred to as ASAP , is shown in Algorithm 1. It takes as
input a labeled undirected network G, a weighting factor λ, and in- and out-link damping
factors Cin and Cout; and it returns the P-Rank similarity matrix S = (si,j)n×n of all
vertex-pairs in G.

The algorithm ASAP works as follows. It first initializes the adjacency matrix A
of the network G (line 1). Using A, it then compute the auxiliary diagonal matrix D
whose (i, i)-entry equals the reciprocal of the i-th column sum of A, if this recip-
rocal exists; or 0, otherwise (line 1). ASAP then uses QR eigen-decomposition [13]
to factorize D1/2AD1/2 as UΛUT , in which all columns of U are the eigenvectors
of D1/2AD1/2, and all diagonal entries of Λ are the corresponding eigenvalues of
D1/2AD1/2 (lines 1-1). Utilizing U and Λ, it calculates Ψ (lines 1-1) to obtain the
similarity matrix S (lines 1-1), which can be justified by Eqs.(17) and (18).

We now give a running example to show how ASAP computes the P-Rank similarity
matrix S for a given network.

Example 2. Consider a labeled undirected network G2 with 4 vertices V = V1 ∪ V2 =
{a, c, d} ∪ {b} and 4 edges E = {(a, c), (a, d), (c, d), (b, c)}. Figure 2 depicts the de-
tailed process of computing S step by step with no need for any iteration. ASAP returns
S as the P-Rank matrix, which is exactly the solution to the P-Rank formula of Eq.(8).

To complete the proof of Theorem 3, we next show that algorithm ASAP has cubic-time
complexity bound in the number of vertices.

Complexity. (i) In lines 1-1, computing the diagonal D and T = D1/2AD1/2 takes
O(m) and O(n2) time, respectively, with n and m being the number of vertices and
edges in G respectively. (ii) In line 1, QR factorization of T into the orthogonal U
and the diagonal Λ requires O(n3) worse-case time. (iii) In lines 1-1, computing the
auxiliary matrices Γ,V,Ψ and the similarity matrix S yields O(n3), O(n2), O(n2) and
O(n3), respectively, which can be bounded by O(n3). Combining (i), (ii) and (iii), the
total time of ASAP is in O(n3).

6 Experimental Evaluation

We next present an experimental study of our P-Rank estimating methods. Using real-
life and synthetic data, we conducted two sets of experiments to evaluate the accuracy,
stability, computational efficiency of our approaches for similarity estimation v.s. (a)
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the conventional pruning P-Rank iterative paradigm [7] and (b) the memoization-based
P-Rank algorithm [8,7].

Experimental setting. We used real-life data and synthetic data.

(1) Real-life data. The real-life data was taken from DBLP 5. We extracted the 10-
year (from 1998 to 2007) author-paper information from the entire DBLP dataset.
We picked up papers published on 6 major conferences (“ICDE”, “VLDB”, “SIG-
MOD”,“WWW”, “SIGIR” and “KDD”). Every two years made a time step. For
each time step, we built a co-authorship network incrementally from the one of
previous time step. We chose the relationship that there is an edge between authors
if one author wrote a paper with another. The sizes of these DBLP networks are as
follows:

DBLP Data 1998-1999 1998-2001 1998-2003 1998-2005 1998-2007

n 1,525 3,208 5,307 7,984 10,682

m 5,929 13,441 24,762 39,399 54,844

(2) Synthetic data. We also used a C++ boost generator to produce graphs, controlled
by two parameters: the number n of vertices, and the number m of edges. We then
produced a set of 5 networks (undirected RAND data) by increasing the vertex size
n from 100K to 1M with edges randomly chosen.

(3) Algorithms. We have implemented the following algorithms in C++: (a) our al-
gorithm ASAP ; (b) the conventional P-Rank iterative algorithm Iter [7] with the
radius-based pruning technique; (c) the memoization-based algorithm Memo [8]
applied on P-Rank; (d) SimRank optimized algorithm AUG [14] over undirected
graphs.

The experiments were run on a machine with a Pentium(R) Dual-Core (2.0GHz) CPU
and 4GB RAM, using Windows Vista. Each experiment was repeated 5 times and the
average is reported here.

For ease and fairness of comparison, the following parameters were used as default
values (unless otherwise specified). We set the in-link damping factor Cin = 0.8, the
out-link damping factor Cout = 0.6, the weighting factor λ = 0.5, the total iteration
number k = 10, the desired accuracy ε = 0.001.

Experimental Results. We now present our findings.

Exp-1: Accuracy. In the first set of experiments, we evaluated the accuracy of P-Rank
iteration in Eq.(6) using synthetic and real data. We also investigated the impact of in-
and out-link damping factors on P-Rank accuracy, using synthetic data.

We considered various weighting factors λ from 0 to 1 for 5 RAND networks. For
each RAND data with vertex size ranged from 0.2M to 1M, fixing the damping factors
Cin = 0.8 and Cout = 0.6, we varied the number k of P-Rank iterations in Eq.(4)
ranged from 2 to 20 for each vertex-pair. Due to space limitations, Figure 3(a) only
reports the results over the RAND network (with 1M vertices), which visualizes the P-
Rank accuracy w.r.t. the number of iterations performed. Here, the accuracy is measured

5 http://www.informatik.uni-trier.de/˜ley/db/
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by the absolute difference between the iterative P-Rank and the exact solution6. Note
that the logarithmic scale is chosen across the y-axis in Figure 3(a) to provide a more
illustrative look for the asymptotic rate of P-Rank convergence. For each fixed λ, the
downward lines for P-Rank iterations reveal an exponential accuracy as k increases, as
expected in Theorem 1. We also observe that the larger λ may dramatically increase
the slope of a line, which tells that increasing the weighting factor decreases the rate of
convergence for P-Rank iteration.

Using the same RAND , we fixed the desired accuracy ε = 0.001 and varied damping
factors by increasing Cin and Cout from 0.1 to 0.9. Fixing Cout = 0.6, the result of
varying Cin is reported in Figure 3(b) (for space constraints, a similar result of varying
Cout is omitted), in which the x-axis represents the value of in-link damping factor, and
y-axis gives the number of iterations needed for attaining the given accuracy ε. When
λ = 0, the curve in Figure (b) visually approaches a horizontal line. This is because
in this case, P-Rank boils down to an iterative form of the reversed SimRank with no
in-link similarity considered, which makes Cin insensitive to the final P-Rank score.
When 0 < λ ≤ 1, k shows a general increased tendency as Cin is growing. This tells us
that small choices of damping factors may reduce the number of iterations required for
a fixed accuracy, and hence, improves the efficiency of P-Rank, as expected.

To evaluate the impact of both Cin and Cout w.r.t. the accuracy, we used the real
DBLP data. We only report the result on DBLP 1998-2007 data in Figure 3(c), which
shows a 3D shaded surface from the average of accuracy value for all vertex-pairs on
z-axis when we fixed k = 10 and λ = 0.5, and varied Cin and Cout in x-axis and y-axis,
respectively. It can be seen that the residual becomes huge only when Cin and Cout are
both increasing to 1; and the iterative P-Rank is accurate when Cin and Cout < 0.6. This
explains why small choices of damping factors are suggested in P-Rank iteration.
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Fig. 3. Experimental Results on P-Rank Accuracy

Exp-2: Stability. We evaluated P-Rank stability using synthetic data and DBLP .
Fixing the value of out-link damping factor Cout = 0.6, we varied the values of Cin

from 0.2 to 0.8. The result over RAND 1M data is reported in Figure 4(a), in which
x-axis indicates various weighting factors λ with their sizes ranged from 0 to 1. Ac-
cordingly, varying λ from 0 and 1, Figure 4(b) visualizes the impact of in-link damping
factor Cin on P-Rank stability when Cout = 0.6 is fixed.

6 To select the P-Rank “exact” solution s(·, ·), we used the Cauchy’s criterion for conver-
gence and regarded the 100th iterative s(100)(·, ·) score as the “exact” one s.t. |s(100)(·, ·) −
s(101)(·, ·)| � 1× 10−10.
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Fig. 4. Experimental Results on P-Rank Stability and Time Efficiency

The results in Figures 4(a) and 4(b) both show that increasing weighting factor λ
induces a large P-Rank conditional number when Cin > 0.6. Notice that for different
Cin, there is one common point (λ, κ∞) = (0, 4) of intersection of all curves in Figure
4(a); correspondingly, in the extreme case of λ = 0, the curve in Figure 4(b) approaches
to a horizontal line. These indicate that varying Cin when λ = 0 has no effect on the
stability κ∞ of P-Rank, for in this case only the contribution of out-links is considered
for computing P-Rank similarity. When Cin < 0.6, however, κ∞(G) is decreased as λ
grows. This tells that small quantities of weighting factor and damping factors yield
small P-Rank conditional numbers, and thus make the P-Rank well-conditioned, as
expected in Theorem 2.

For real-life datasets, Figure 4(c) comprehensively depicts in 3D view the impacts of
both Cin and Cout on P-Rank stability over DBLP 1M data, in which x- and y-axis rep-
resent in- and out-link damping factors respectively, and z-axis stands for the P-Rank
conditional number. The result demonstrates that P-Rank is comparatively stable when
both Cin and Cout are small (less than 0.6). However, when Cin and Cout are approaching
to 1, P-Rank is ill-conditioned and not very useful since small perturbations in similarity
computation may cause P-Rank scores drastically altered, which carries the risk of pro-
ducing nonsensical similarity results. In light of this, small choices of damping factors
are preferable.

Exp-3: Time Efficiency over Undirected Networks. In the third set of experiments,
we used synthetic RAND and the real DBLP data to evaluate the benefits of the time-
efficient algorithm ASAP . Figure 4(d) compares the performance of ASAP with those
of Memo and Iter on both datasets. We use the logarithmic scale on the CPU time
(y-axis). The iteration number for Iter and Memo is set to 10. Note that different time
unit is chosen across the vertical axis in the two plots of Fig.4(d) to provide a clear
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look for each bar shape. (i) Varying the number of vertices from 200K to 1M, the
result on RAND indicates that ASAP outperformed Memo and Iter ; the computational
time of ASAP has almost one order of magnitude faster than Iter , i.e., computing P-
Rank similarity from the explicit characterization of its solution is efficient. In most
cases, there are a considerable amount of repeated iterations for Iter and Memo to
reach a fixed-point of P-Rank scores, and these impede their time efficiency in P-Rank
computation. (ii) The result on DBLP also shows the running time with respect to the
number of nodes for P-Rank estimation when the sizes of DBLP data increased from
1.5K to 10K. In all cases, ASAP performed the best, by taking advantage of its non-
iterative paradigm.

To compare the performances of ASAP and AUG , we applied them to compute Sim-
Rank similarities over synthetic RAND data, by setting λ = 1 for ASAP (a special case
of P-Rank without out-links consideration). Figure 4(e) reports the result over synthetic
RAND data. It can be seen that ASAP runs approx. 3 times faster than AUG though the
CPU time of the ASAP and AUG are of the same order of magnitude. The reason is that
after eigen-decomposition,AUG still requires extra iterations to be performed in thesmall
eigen-subspace, which takes a significant amount of time, whereas ASAP can straight-
forwardly compute similarities in terms of eigenvectors with no need for iterations.

7 Related Work

There has been a surge of studies (e.g., [2,15,3,9,4,5,16,6]) on link-based analysis over
information networks in recent years. PageRank became popular since the famous result
of Page et al. [6] was used by the Google search engine for ranking web sites based
on link structures. Since then, a host of new ranking algorithms for web pages have
been developed. The famous results include the HITS algorithm [2] proposed by Jon
et al. (now used www.ask.com), SimRank [17,10,5], SimFusion [15,4] and P-Rank
algorithm [7].

SimRank [5] is a recursive structural similarity measure based on the intuition that
“two objects are similar if they are related to similar objects ”, which extends the Bib-
liometric Coupling and Co-citation [3,1] beyond the local neighborhood so that the
information of the entire network can be exploited globally. A naive iterative approach
was initially proposed in [5] to compute the SimRank score with a pruning mechanism,
which is in quartic worst-case time. Several optimization problems were investigated
for SimRank estimation, including the pair-wise iterative methods [5,8], matrix-based
approaches [8,12,17,14] and probabilistic algorithms [18].

More recently, Zhao et al. [7] presented a new P-Rank model when noticing the
limited information problem of SimRank —the similarity scores are only determined
by their in-link relationships. P-Rank measure refines SimRank by jointly considering
both in- and out-links of entity pairs. The conventional algorithm for computing P-
Rank is based on iterative techniques, which still requires quartic time complexity. To
optimize its computational time, a similar memoization approach in [8] can be applied
to P-Rank, which reduces its time to be cubic in the worst case. In comparison, our
work focuses on the problems of P-Rank accuracy, stability and computational time
over undirected graphs.



428 X. Li et al.

Closer to this work are [14,8]. A time-efficient algorithm AUG for SimRank com-
putation was proposed on undirected graphs in [14], which is in O(n3 + kn2) time. In
contrast, we further improve [14] (i) by providing a non-iterative O(n3)-time algorithm
that explicitly characterizes the similarity solution, and (ii) by extending SimRank to the
general P-Rank measure. An accuracy estimation for SimRank was addressed in [8], it
differs from this work in that our focus is on P-Rank estimation, in which the accuracy
depends on both in- and out-link damping factors rather than the in-link damping factor
alone.

8 Conclusions

In this study, several P-Rank problems were investigated. First, we have proposed an
accuracy estimate for the P-Rank iteration, by finding out the exact number of iterations
needed to attain a given accuracy. Second, we have introduced the notion of P-Rank
conditional number based on the matrix representation of P-Rank. A tight bound of P-
Rank conditional number has been provided to show how the weighting factor and the
damping factors affect the stability of P-Rank. Finally, we have also devised an O(n3)-
time algorithm to deal with the P-Rank optimization problem over undirected networks.
Our empirical results have verified the accuracy, stability and computational efficiency
of our approaches.
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Abstract. In digital libraries, ambiguous author names occur due to
the existence of multiple authors with the same name or different name
variations for the same person. Most of the previous works to solve this
issue also known as name disambiguation often employ hierarchal clus-
tering approaches based on information inside the citation records, e.g.
co-authors and publication titles. In this paper, we propose an approach
that can effectively identify and retrieve information from web pages and
use the information to disambiguate authors. Initially, we implement a
web pages identification model by using a neural network classifier and
traffic rank. Considering those records can not be found directly in per-
sonal pages, we then enhance the model to handle such case during the
clustering process with performance improvement. We examine our ap-
proach on a subset of digital library records and the result is reasonable
effective.

1 Introduction

Name disambiguation in digital libraries refers to the task of attributing the ci-
tation records to the proper authors[13]. It is very common that several authors
share the same name in a typical digital library. In general, there are two kinds
of methods to resolve this issue, supervised learning [1,2,3,11] and unsupervised
learning [2,10,12,15] also known as clustering. Supervised learning methods re-
quire heavy human labeling and expensive training time, which is unfeasible for
large-scale digital libraries. Unsupervised learning methods also called clustering
and do not need any data for training. The quality of clustering strongly depends
on the quality of features and similarity measurements while features should be
chosen wisely so that they are symptomatic for the different clusters.

Existing approaches based on these two methods have not gained sound results
due to only limited information is used, such as author names and paper titles. In
order to enrich the information, an alternative way is to find personal information
from the web, personal homepages for instance. The information in these resource
is extremely useful to disambiguate authors. One hypothesis of this work is that

H. Wang et al. (Eds.): WAIM 2011, LNCS 6897, pp. 430–441, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



Efficient Name Disambiguation in Digital Libraries 431

we can find such pages by submitting composite queries to a web search engine.
The challenge here is to identify which web pages address a single author because
some pages return from the search engine might be public pages, e.g. DBLP.
Additionally, we also need to consider those records can not be found in any
web pages.

In this paper, we propose an approach that uses the web pages identified by a
neural network classifier as a source of additional information. This model uses
the information by leveraging a traditional hierarchical clustering method with
re-clustering mechanism that deeply processes those citation records can not
be found in the web pages to disambiguate authors and groups those citations
records refer to one person into a group. In addition, we enhance our approach
by involving traffic rank analysis in order to reduce the web information extrac-
tion cost and also minimize the risk of records being merged incorrectly. This
approach is not only suitable for name disambiguation in digital libraries but
also can be applied to other name ambiguity related issues.

The rest of this paper is organized as follows. In Section 2, we discuss related
work in name disambiguation, especially the use of the web for similar name
disambiguation tasks. In Section 3, we describe details of our approach including
the web pages identification model and enhancement. In Section 4, we describe
our experiments, evaluation metrics, and results. We also conclude this study in
Section 5.

2 Related Work

Han et al.[4] proposed an unsupervised learning approach using K-way spectral
clustering to solve the name disambiguation problem. Although this method is
fast but it depends heavily on the initial partition and the order of processing
each data point. Furthermore, this clustering method may not work well when
there are many ambiguous authors in the dataset. They also proposed a super-
vised learning framework (by using SVM and Naive Bayes) to solve the name
disambiguation problem [3]. Although the accuracy of this method is high but it
relies heavily on the quality of the training data, which is difficult to obtain. In
addition, this method will assemble multiple attributes into a training network
without any logical order, which may deteriorate the overall performance of the
framework.

Yin et al.[18] proposed a semi-supervised learning method which uses SVM
to train different linkage weights in order to distinguish objects with identical
names. In general, this approach may obtain sound results. Yet, it is quite diffi-
cult to generate appropriate linkage weights if the linkages are shared by many
different authors. Song et al.[15] used a topic-based model to solve the name
disambiguation problem. Two hierarchical Bayesian text models, Probabilistic
Latent Semantic Analysis (PLSA) and Latent Dirichlet Allocation (LDA), are
used. In general, it achieves better experimental results over the other
approaches. Unfortunately, this approach is difficult to implement because it
requires too much labor intensive preprocessing and relies on some special as-
sumptions. Their work have been extended further with web information in [17].
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In addition, an approach had been proposed in [6] that analyzes not only features
but also inter relationships among each object in a graph format to improve the
disambiguation quality. Based on their ideas, authors in [21] proposed a tax-
onomy based clustering model that can enrich the information among citation
records. Besides basic metadata, some approaches used additional information
obtained from the web in order to improve the accuracy of clustering results.

Kang et al.[7] explored the net effects of coauthorship on author name disam-
biguation and used a web-assisted technique of acquiring implicit coauthors of
the target author to be disambiguated. Pairs of names are submitted as queries to
search engines to retrieve documents that contain both author names, and these
documents are scanned to extract new author names as coauthors of the origi-
nal pair. However, their work can not identify which pages are personal pages.
Tan et al.[16] presented an approach that analyzes the results of automatically-
crafted web searches and proposed a model called Inverse Host Frequency (IHF).
They used the URLs returned from search engine as feature to disambiguate au-
thor names. They did not exploit the content of the documents returned by the
queries, what may mislead the results since many returned URLs do not refer to
pages containing publications or the pages are not of a single author. In order to
solve these issues, Pereira et al[14] proposed a model to exploit the content of the
web to identify if the web page is a personal page. Their approach only use the
text in the <title> tag or the first 20 lines of the pages to identify pages which
are not sufficient bcause some authors might put their emails on the bottom of
the pages.

3 Our Approach

Given a list of citations C, where each citation ci ∈ C is a bibliographic ref-
erence containing at least a list of author names Ai = a1, a2, ..., an, a work
title ti, and publication year yi. The goal of our approach is to find out the set
U = u1, u2, ..., uk of unique authors and attribute each citation record ci to the
corresponding author uj ∈ U . Initially, the dataset is a set of citation records
that have the same author name, each citation record will be put into a single
cluster. The steps to achieve the goal are summarized as below:

1) Firstly, we perform pre-clustering for these records by using co-authorship
with hierarchal agglomerative clustering method because co-authorship is
a strong evidence to disambiguate records as used by many previous ap-
proaches. Our clustering criterion is any citation records in the same group
must have at least two co-authors are the same as at least one of other
records in the group. For other records that can not be grouped, we leave
each of them into a single cluster.

2) We query records to the search engine ordered by the publication year from
the dataset generated in step 1) because the later publications the higher
possibility listed by author’ home page or captured by search engine.

3) For the list of pages returned from search engine, we implement a model to
identify if the page is a personal page for each of them. If a record can be
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found in a personal page, we should also be able to find some other records
in the same page and they should belong to one person.

4) After step 3), it might have some records do not belong to any groups because
these records can not be found from any web pages. We implement a re-
clustering model to handle these records and group them each other or with
other groups if possible. In the output dataset, each cluster is expected to
represent a distinct author.

From the above steps, we know the key components of our approach are the web
pages identification in step 3) and the re-clustering model in step 4). The details
about these two components are discussed in the following sections.

3.1 Web Pages Identification

According to our observation, there are two types of web pages returned from
search engine if we use the author name plus the publication title as keyword,
personal home pages and public pages like DBLP. Obviously, we are only inter-
ested in the former type of web pages because it is more sufficient to identify
authors if multiple entries are found in a personal page.

Therefore, the first challenge is to identify which pages are personal pages. We
implement a web pages identification model by using Neural Network(NN) based
on the idea in [8]. Neural Network is a massively parallel distributed processor
that has a natural propensity for storing experiential knowledge and making it
available for use [5].

Since we only have two target categories, personal pages and non-personal
pages, we decide to develop a single classifier with multiple target categories
rather than a separate classifier for each target category because it requires less
training. We use an open source package Neuroph1 to implement the Neural
Network and decide the network is multi-layer perceptron as our problem is not
linearly separable. We use the back propagation to figure out how to adjust the
weights of edges coming from the input layer. Due to the size limitation and
key contribution of this paper, we are not going to discuss the details here. The
technical details include feature selection and parameter optimization can be
found in [8,9].

The NN model we propose above requires to read the page contents and
then determined by the classifier. It will produce very high cost when there are
millions of entries need to be identified and each page associated with the entry
might contain megabyte size information. Therefore, we propose a traffic rank
(TR) model to perform web pages identification without going inside each page
in our earlier work[20].

Assume there are a list of citation records C that have the same author name,
and given a list of web pages W associated to each record c, c ∈ C. For each
page w, w ∈W , we query them in Alexa2. Alexa is a web information company
which provides web site information like traffic rank and keywords for web pages.
1 http://neuroph.sourceforge.net/
2 http://www.alexa.com/
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Because its web site information pages are very well organized, we can get the
traffic rank and keywords for each page easily. We also set up a traffic rank range
threshold β, which is generated according to the traffic rank of top 10 digital
libraries, e.g. DBLP. If the page we query has the same or higher level of traffic
rank to β, then our model takes this page as a public page, otherwise, the page
will be treated a personal page.

However, some personal pages under the host of famous affiliations, e.g. Stan-
ford University, have even higher traffic than public pages because Alexa cal-
culates the traffic against the host. In order to solve this issue, we construct a
taxonomy based on an existing education taxonomy3 which contains terms like
”University” by using the method in[21] for those high traffic ranking pages. We
propose a decision function f(w) = Nt

K according to the taxonomy, where w is
a web page, Nt is the number of keywords associated with w and can be found
in the taxonomy, and K is the total number of the keywords of w. If f(w) > θ
where θ is a threshold value, then this page is a personal page.

3.2 Mixed Model

As described in Section 3.1, there are some records can not be found in any
web pages but in fact they might be able to group with other records. For
example, some authors might only list those publications which published in
famous conferences or journals in their homepages or some authors do not even
have a homepage.

To solve this issue, we implement a mixed model that combined NN and
TR models with topic information into a graph. The TR model will be used to
quickly identify web pages in the first step so that smaller portion of records will
be passed to NN model. The dataset has two parts after being processed and
clustered according to co-authorship and the information in those personal pages
identified by TR model and NN model. The first part is those citation records
have been clustered, we called them D1. The second part is those records can
not be found with any citation records in web pages and do not have enough
same co-authors with others, we called them D2.

The records in D1 have at least two co-authors are the same as one of other
records in the group or they are found in the same page which means they are
being successfully grouped and each group represents a distinct author, we can
use it to provide reference and group those citation records in D2 if possible .

We extend the SA-Cluster model introduced in the work [19] to be suitable
for our requirements. There are several cases for the citation records in D2: 1)
The record does not have co-authors. 2) There is one or more co-authors but
does not have the same co-authors with any other records. 3) There is one or
more co-authors and has the same co-author with at least one other records. For
1) and 2), since there is no co-authors relationship can be used, we assign a topic
T for each citation record according to the taxonomy we built in [21] in order to
establish linking among these records. We formalize the model as below:

3 http://www.taxonomywarehouse.com/
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Assume there is a graph G, each vertex represents a citation record. If there
are multiple paths connecting two vertices vi and vj , then they are closed which
means these two records are likely belong to the same person. On the other
hand, if there are very few or no paths between vi and vj , we use random walk
distances to measure vertex closeness. Let P be the NXN transition probability
matrix of a graph G. Given l as the length that a random walk can go, c ∈ (0, 1)
as the restart probability, the neighborhood random walk distance d(vi, vj) from
vi to vj is defined as

d(vi, vj) =
l∑
τ

p(τ)c(1 − c)length(τ) (1)

where τ is a path from vi to vj whose length is length(τ) with transition prob-
ability p(τ). The matrix form of the neighborhood random walk distance is

Rl =
l∑

r=1

c(1− c)γP γ (2)

Here, P is the transition probability matrix for graph G, and R is the neighbor-
hood random walk distance matrix, therefore the closeness between two vertices
vi and vj is

dS(vi, vj) = Rl(i, j) (3)

As we mentioned before, each group in D1 represents a distinct author so that
each citation record in D2 must reach a high threshold before it can be merged
to any groups in D1 to keep the clusteirng quality. Assume there are N records
in a group of D1, then we set up the threshold is λN where λ is the control
parameter. The equation for the closeness of a record vi in D2 to a group gj in
D1 is:

dS(vi, gj) =
∑
vjεgj

dS(vi, vj) (4)

Then the total weight between vi to gj is:

Weight(vi, gj) = ωc

∑
vjεgj

dc(vi, vj) + ωt

∑
vjεgj

dt(vi, vj) (5)

where ωc is the weight for each path linked by co-authors and ωt is the weight
for each path linked by topics while dc(vi, vj) and dt(vi, vj) is the co-authors and
topics closeness between vi and vj . If Weight(vi, gj) is greater than λN then vi

can be grouped into gj, and the Rl(i, j) will be recalucated for the next iteration.
We note that one author might have more than one citation record in one

personal page and have other different citation records in another personal page
that represent as two distinct authors which can not be fully handled by our
approach. However, this situation is very rare and does not exist in our test
dataset and we do not consider this scenario in this paper. The implementation
of this model are shown in Algorithm 1.
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Algorithm 1. Clustering Algorithm

input : Citations C = c1, c2, ..., cn;
ResultSet RS = null;
Dataset D = null;
Dataset TempD = null;

foreach citation ci do1

Create new cluster cli;2

Push into Dataset D;3

end4

PreClustering(D);5

Pointer Start;6

if isNotNull(TempD) then7

D = TempD;8

Sort D in descending order by publication year;9

foreach cluster cli in D do10

foreach citation ci in cli do11

Set Pages = QuerySearchEngine(ci);12

foreach page pi in Pages do13

if isPersonalPage(pi) then14

DatasetD′ = CheckAndMerge(cli, pi,D);15

if isNotNull(D′) then TempD = Split(D′,D);16

RS.Add(D′);17

Jump to Pointer Start;18

end19

end20

end21

ReClustering(D,RS); output: RS22

Each citation has been put into a single cluster in this algorithm, and push into
a dataset D. The PreClustering function clusters the input dataset by using
co-authorship since co-authorship is a strong evidence to disambiguate records.
The rule is we group those citation records that have at least two co-authors are
the same together and sort the dataset in descending order by publication year.

Then for each citation record, we query it from search engine, e.g. Google,
using author name plus paper title as search string. If any page returned from
the search results is a personal page, then the CheckAndMerge function will
check any other citation records from other clusters can be found in this page by
using regular expression, and group those records into one cluster and return into
dataset D′. If D′ is not null, then add D′ into resultset and rerun the process
for the rest of citation records. Ideally, those records being clustered should
be also included in the next iteration. However, according to our observation,
one distinct author usually only has one homepage and for the consideration
of performance, we do not include them to rerun the process. The process will
repeat until no more clusters can be grouped.

The key function of this algorithm is isPersonalPage, we use the NN and
TR models we discussed above to identify pages. These two models can be mixed
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or separately used. Since the function is critical, we very strictly set up the
threshold to make sure the identification is correct.

4 Evaluations

To evaluate our approach, we compare it against supervised learning and un-
supervised clustering based methods. We perform evaluations on a dataset ex-
tracted from DBLP and used by Han et al. [4]. The dataset is composed of 8442
citation records, with 480 distinct authors, divided into 14 ambiguous groups,
as shown in Table 1. We submitted queries using the Google Search API4 and
collected the top 8 documents from each query due to the API restrictions.

Table 1. Evaluation Dataset

Name Num. Authors Num. Citations Name Num. Authors Num. Citations

A. Gupta 26 577 J. Smith 31 927

A. Kumar 14 244 K. Tanaka 10 280

C. Chen 61 800 M. Brown 13 153

D. Johnson 15 368 M. Jones 13 259

J. Lee 100 1417 M. Miller 12 412

J. Martin 16 112 S. Lee 86 1458

J. Robinson 12 171 Y. Chen 71 1264

4.1 Evaluation Results

As the results shown at Table 2 for the 14 groups of ambiguous authors, we
evaluated three models in our approach, Neural Network(NN) model, Traffic
Rank(TR) model, and the mixed model which combines NN and TR models.
For all citations in the dataset, we use the query keywords are quoted author
name plus paper title.

In NN model, we set up the threshold for the output value is 0.6, which means
if the final weight of a page produced by the neural network is greater than 0.6,
then it is a personal page. In TR model, we set up the β value is 10 times higher
than the average traffic rank of top 10 digital libraries. For those pages’ traffic
rank are lower than β which might be personal pages, we set the θ value is 0.001
and we double the β and θ value in the mixed model to make sure those personal
pages will be picked up by TR model before processed further.

The results show that NN model can achieve better F1 value than TR model
because each page will be passed to the classifier we implement so that the infor-
mation of each page is validated while TR model only uses the traffic ranking and
the keywords of the page to determine if it is a personal page.Therefore, somepages
that are personal pages might be missed which have impacts on the results.

We also evaluate the accuracy of our strategy for identification of personal
pages. We randomly select a sample of 100 pages that contain at least two
citations and manually check if they are single author pages. 90 percent of these
pages are correctly identified.
4 http://code.google.com/apis/ajaxsearch/
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Table 2. F1 value of Our Models

Name NN Model TR Model Mixed Model

A. Gupta 0.90 0.85 0.90

A. Kumar 0.91 0.91 0.91

C. Chen 0.78 0.58 0.82

D. Johnson 0.74 0.78 0.88

J. Lee 0.79 0.64 0.79

J. Martin 0.93 0.82 0.93

J. Robinson 0.96 0.92 0.96

J. Smith 0.80 0.76 0.85

K. Tanaka 0.94 0.68 0.94

M. Brown 0.82 0.84 0.88

M. Jones 0.90 0.79 0.92

M. Miller 0.94 0.82 0.94

S. Lee 0.93 0.85 0.94

Y. Chen 0.86 0.70 0.87

Mean 0.87 0.78 0.90

4.2 Comparison with Baseline Methods

Our methods was compared with three baseline methods: the WAD method
uses rules to identify web pages[14], the k-way spectral clustering based method
only uses citation metadata information in DBLP(KWAY)[4], and the web-based
method using hierarchical agglomerative clustering (URL) which only uses URL
information [16]. We reimplemented them based on the latest information re-
treived from search engine.

Table 3 shows the comparison of F1 values between mixed model and the WAD
model. In some cases of the dataset, both models have the same F1 value which
means there are no difference between our web pages identification model and
the rules in WAD model for these authors. However, there are huge improvement
in some cases, ”C. Chen” for example. The reasons of that is because our method
not only analyze the URL information or the first 20 lines of the article but also
go through the information in the page so that some pages are missed by the
WAD are identified by our model.

We also compare the F1 value with other models proposed in [14]. Table 4
lists the average F1 value for all models. As we can see, KWAY method is the
lowest since it only uses basic metadata information which is not sufficient to
disambiguate authors. URL method is slightly better because information in the
URL is involved and analyzed. WAD method is the best in the existing works
and performs better than our TR model.

4.3 Performance Comparison

Since we consider the issue is a real-time application as described earlier, the dis-
ambiguation process should be operational in the real environment. As shown in
Figure 1, we evaluate the disambiguation speed for all three models for different
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number of records. We randomly pick up citation records from the test dataset.
The TR model is the fastest because it only takes 12 seconds to disambiguate 100
records and less than 10 minutes for 8000 records. The Mixed model is the ideal
one, it takes reasonable time to perform the process but the results is much better
than TR model according to the results we evaluated before. The NN model is the
slowest which takes nearly 30 minutes to run through 8000 records.

Table 3. Comparison of F1 values with WAD

Name Mixed Model WAD

A. Gupta 0.90 0.90

A. Kumar 0.91 0.91

C. Chen 0.82 0.64

D. Johnson 0.88 0.83

J. Lee 0.79 0.59

J. Martin 0.93 0.93

J. Robinson 0.96 0.96

J. Smith 0.85 0.78

K. Tanaka 0.94 0.94

M. Brown 0.88 0.88

M. Jones 0.92 0.92

M. Miller 0.94 0.90

S. Lee 0.94 0.85

Y. Chen 0.87 0.75

Mean 0.90 0.84

Table 4. Comparison of F1 values

Model Name F1 Value

NN 0.90

TR 0.78

Mixed 0.90

KWAY 0.41

URL 0.60

WAD 0.84

Fig. 1. Comparison of Disambiguation Speed (Seconds)
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The testing is performed by a laptop which CPU speed is 1.83 GHz with
2GB memory, and the internet connection is Mobile 3G with theoretical speed
is 54Mbps. Though the experiment shows the disambiguation speed is not really
fast but considering most of authors have less than 500 records with more pow-
erful machine and faster speed in reality, our solution can be implemented as a
real world application with pages indexing if possible.

5 Conclusions

In this paper, we propose an approach for name disambiguation in digital li-
braries. We proposed a sequence of steps to submit queries to a search engine,
identify pages and extract information from pages in the answer sets, create clus-
ters of authors based on the extracted information and handle those records can
not be found in any web pages. Our results indicate large gains in the quality of
disambiguation when compared to other existing works. In addition, since the
cost of our method is reasonably low, our approach can be possibly implemented
as a real application in digital libraries as well as other related areas with name
ambiguity issue.
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Abstract. This paper is concerned with the problem of disambiguating
Web people search result. Finding the information about people is one of
the most common activities on the Web. However, the result of search-
ing person names suffers a lot from the problem of ambiguity. In this
paper, we propose a classification framework to solve this problem us-
ing an additional feedback page. Compared with the traditional solution
which clusters the search result, our framework has lower computational
complexity and better effect. we also developed two new features under
the framework, which utilized the information beyond tokens. Exper-
iments show that the performance can be improved greatly using the
two features. Different classification methods are also compared for their
effectiveness for the task.

1 Introduction

Finding the information about entities such as people is one of the most com-
mon activities of Web surfing. The queries containing person names have al-
ready taken up around 30% of search engine queries[1]. However, person names
are highly ambiguous. 90,000 different names are shared by 100 million people
according to the U.S. Census Bureau[1], and much more share the same abbrevi-
ation. Therefore, the search result of a person name is usually related to several
different individuals. This is a great obstacle for browsing.

A traditional approach for disambiguating web people search result is cluster-
ing. Much work has been done along this way. But clustering has many limits,
which make it impropriate for practical use. First of all, its computational com-
plexity is too high. Applications can only deal with a small part of the entire
search result. Secondly, it is usually not easy to identify the number of clus-
ters and the performance of clustering is still not satisfying. This deficiency in
performance has a severe influence on browsing. If one page is clustered to a
wrong cluster, finding it could cost a considerable amount of time. Thirdly, it
does not naturally lead to a convenient browsing. Even after the search results
are clustered by different individuals, the user still has to browse all of them to
decide who each person is[2].

H. Wang et al. (Eds.): WAIM 2011, LNCS 6897, pp. 442–453, 2011.
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In this paper we introduce a different way to solve the problem. Particu-
larly, we first introduce a classification framework for disambiguating Web peo-
ple search result using an additional feedback page, and then comprehensively
study different features and learning models within the framework. Our motiva-
tion is based on two observations. First, although people search results typically
involve a great many ambiguous entities, a user usually cares about only one of
them. Second, it is usually easy for a user to find one related page of the targeted
entity. Figure 1 illustrates two typical cases of finding the relevant page of Alvin
Cooper: a) user finds a relevant page by browsing the search results of “Alvin
Cooper”. b) user feels interested in Alvin when the user is browsing a Web page
of him. This feedback page can provide additional information about the person
to be disambiguated. It is referred as the given page in the paper.

(a) Find the related page by browsing
the search result

(b) Find the related page by
surfing the Web

Fig. 1. Illustration of two typical cases of finding the relevant page

Given these two observations, it is natural to model the problem as a clas-
sification problem. Particularly, we use the given page as a positive instance,
then classify all the other result pages into relevant and non-relevant classes.
Although useful as it is, dynamically training a classifier for each query is not
realistic since there is only one positive instance supplied and time is unafford-
able. In our framework, we reformulate the problem as deciding whether a pair
of pages are of the same person. Pairs of pages (a given page and a result page)
are used as instances, and features are extracted by comparing the two pages
using different similarity metrics. Therefore, adequate training instances can be
obtained through annotation, and the classifier can be trained offline. It is also
guaranteed that test instances are in the same feature space as training instances.
Given any query and feedback page, we can classify all the result pages using
the classifier. Compared with the traditional clustering method, the time cost is
dramatically reduced, since the complexity of extracting features is only linear
to the number of pages.

Previous features developed for disambiguating Web people search result in
clustering method such as token based features and NLP based features can still
be used in the classification framework. But these features are all obtained by
only shallow processing of texts. In this paper we are to explore more useful
features obtained through deep analysis. Particularly, we propose two new fea-
tures: key token and topic. Key tokens are defined as the most discriminative
tokens of an individual. They tend to co-occur a lot with the individual they
relate to. Finding these key tokens can help disambiguate Web pages, since ir-
relevant contents can thus be ignored. Topics are the subjects the Web pages
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talk about. Experiments show that using the two features can greatly improve
the performance of disambiguation.

Another challenge in the framework is that, it can not be guaranteed that
the test set obeys the same distribution as the training set. Since the number
of related pages in Web people search result is usually small compared to the
sum, it leads to imbalance problem. When confronted with imbalance training
data, traditional classifiers tend to be overwhelmed by large classes and ignore
small classes. Due to these problems, it is very hard to obtain a robust classifier.
In this paper we compared some existing methods for imbalance corpus on this
problem.

The rest of the paper is structured as follows. Section 2 surveys the related
work. In Section 3 we formulate our problem and introduce the classification
framework. In Section 4 we study different features, and propose two new fea-
tures for the classification framework. In Section 5 we study different classifiers
and methods for overcoming imbalance data problem. Section 6 presents the
experimental results. Finally, we make some concluding remarks and discuss the
future work in Section 7.

2 Related Work

While much work has been done on both name disambiguation and relevance
feedback, to the best of our knowledge, it is the first try on disambiguating
the Web people search result using relevance feedback within a classification
framework. In this section, we introduce some most related work on name dis-
ambiguation, relevance back.

2.1 Name Disambiguation

There are mainly two kinds of previous work on person name disambiguation.
Some deal with the ambiguities of the citations[7,10]. [10] used a two-step frame-
work to disambiguate names in citations on large scale. They first reduced the
number of ambiguous candidates via blocking, then measured the distance of two
names via coauthor information. [7] used the K-way spectral clustering method
to cluster person names. They made use of the relations between people as
additional information to perform disambiguation. Others try to disambiguate
Web people search result[6,9]. [9] automatically extracted patterns of biographic
facts such as birth day via a bootstrapping process, and clustered the docu-
ments with the extracted information. [6] also applied the unsupervised learning
method, and enriched the features by exploring syntactic and semantic features.
Recently, disambiguating Web people search result is also studied intensively at
Web People Search task(WePS)[1] and Spock Entity Resolution Challenge1.

Person name disambiguation is similar to our task. But previous work is all
based on unsupervised learning. In this paper we focus on disambiguating Web
people search result, and model it in a classification framework. To the best of
our knowledge, this is a novel study.
1 http://challenge.spock.com/

http://challenge.spock.com/
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2.2 Relevance Feedback

Relevance feedback has been studied for a long time The main idea is to utilize
the user’s feedback pages which may be considered as relevant to the user’s
information need to improve the search result.

Rocchio’s method[12] is a classic algorithm for using relevance feedback. It
proposed a model to incorporate relevance feedback into vector space model. [4]
applied modified Rocchio formula to incorporate relevance feedback on TREC.
Later Buckley proposed a dynamic feedback optimization method for optimizing
query weights in [3]. Recently, the research of relevance feedback grew many
branches. [11] used click through data as implicit feedback to learn ranking
functions for Web search result. [13] deal with the negative relevance feedback
problem, in which no positive feedback was provided.

Our work is quite different from these work. First, the feedback page is an
indispensable part of our framework. It provides exclusive information for the
entity to be disambiguated, since the query (person name) provides no informa-
tion for disambiguation. Second, Our problem is a classification problem, instead
of a ranking problem. We need to identify those pages describing the same entity
as the given page describes.

3 The Classification Framework

Web people search result is usually highly ambiguous. Pages in the search result
could relate to different individuals. To satisfy the user’s information need, it is
necessary to find out pages related to the person the user really cares about. We
summarize the problem as follows.

Formally, given a person name as a query, a feedback page the user selected
as the given page, we wish to automatically identify the pages describing the
same individual as described in the given page. To approach this problem, we
model it in a classification framework. The framework is shown in Figure 2.

The framework works as follows. For training, given a pair of a person name
and a given page, each page in the search result of the person name is annotated
as related or not related to the given page. Related means they are describing
the same person. If it is related, then it is a positive instance, and vice versa.
After adequate training instances are gathered, we use them to train a classifier.
In the process of training, features are formed by measuring the similarities
between the instance page and its given page. A comprehensive study of types
of similarities used for features in the classification framework will be given in
the next section. For testing, each page in the search result is firstly represented
using features extracted by comparing with the given page, then classified using
the trained classifier. The classification framework is compatible to traditional
methods in two ways: 1) The features developed for clustering in previous work
for disambiguation can still be used here.2) Any classification method can be
used in the framework.
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Fig. 2. Our classification framework for
disambiguating Web people search result

Fig. 3. A screenshot of our prototype
system

4 Features

Many features have been studied in the setting of disambiguation. As we men-
tioned, they can still be used in our classification framework. They mainly use
four types of information: basic tokens, links between pages, noun phrases and
name entities, sentences where the target person name appears. These features
have been discussed a lot in previous work. But most of them are only obtained
by shallow processing of texts. In this section, we propose two novel features,
which are obtained through deep analysis of page contents.

Pages describing the same entity are usually about different events. Thus most
of their contents could be different. It should be noticed that the key tokens
are not necessarily the tokens with highest TF, IDF or TF*IDF. Meanwhile,
sometimes, different pages describing the same person use very different wording.
If we only use simple features such as tokens or named entities, they would
have very small similarity. To conquer this problem, we make use of the topic
information of Web pages. Particularly, we use the ODP to automatically decide
the topic of Web pages.

4.1 Key Tokens

Key tokens are defined as the most discriminative words for individuals. They
usually accompany a person’s appearances in Web pages. Thus they are naturally
good clues for disambiguation. However, finding these key tokens is not a easy
work since web pages contain much noise. Traditional methods use TF*IDF to
weight terms to reduce the influence of the noise. Unfortunately, key tokens
are not necessarily the terms with highest weights. Let us take a look at an
example. Consider three kinds of pages involving a psychologist: his homepage
declaring himself as an expert on psychology on the internet; pages of on-line
book stores with his book name “Infidelity on the Internet: Virtual Relationships
and Real Betrayal”; pages quoting a sentence from his work: “The Internet
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is attracting people with a variety of fetishes to chat rooms. And, those chat
rooms are attracting sexual predators”. The only word the three have in common
beside his name is “internet”, which has a low TF weight in any of these pages.
Considering another situation that all the pages belonging to a person relate
to computer science. Thus all the pages contain the word “computer”, which
appears so frequently that sometimes it is even considered as a stopword. The
IDF weighting does not work well, either.

In practice we utilize the co-occurrence information of words to determine
whether they are key tokens. Intuitively, words co-occurring in many pages tend
to be descriptions for the same person. While words occurring singly are usually
noises for disambiguation, which should be ignored. Below we explain in detail
how the feature works.

Let us consider a matrix M . One dimension of M is the Web pages in the
search result: P1, P2, . . . , Pn, the other is the tokens in these pages: T1, T2, . . . , Tm.
For traditional token similarity, the matrix is filled by TF*IDF and cosine simi-
larity is calculated between pages. To extract key tokens, we first use the matrix
M to cluster the tokens. By doing so, we can discover groups of tokens that ap-
pear in patterns. Then by removing the single tokens that can not be clustered,
we could filter out those noisy information. What are left are the key tokens.
When using key tokens, we treat a cluster of tokens as a unit. That is, a new
matrix M ′ is formed, with one dimension still being the pages in the search
result P1, P2, . . . , Pn and the other the token clusters C1, C2, . . . , Cs. Similarity
is then calculated on the new matrix.

In practice, to reduce noise and computation cost, we do not use all tokens in
the search result. Instead, we use only tokens in local sentences[6], which are the
nearest sentences to the appearances of person names. Beside TF*IDF, we also
use different representation functions Ftoken to fill out the matrix. Candidate
functions are listed below.

Boolean(Pi, Tj) =
{

1, ifPi contains Tj

0, otherwise

TF(Pi, Tj) = the appearance times of Tj in Pi

TF-IDF(Pi, Tj) = TF ∗ log
n

DF

Then the similarity between two tokens can be calculated by cosine similarity
function.

Sim(Ti, Tj) =
∑

k M [i][k] ·M [j][k]
|M [i]| · |M [j]|

Given a threshold θtoken, we apply agglomerative clustering[8] to cluster the
tokens. Then we choose another function Fpage to fill out the new matrix M ′.
Finally, features between two pages are extracted by calculating the similarity
on M ′. The influence of threshold θtoken and different representation functions
will be demonstrated in the experiment section.
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4.2 Topics

By topics we refer to the subject of Web pages. Sometimes documents telling
the same story use very different wording. Finding the topics of them could be
very helpful to measure the similarity between the result pages and the given
page. In this paper we use the categories defined by experts in ODP to help us
to decide topics of pages. ODP (Open Directory Project) is aimed to build the
largest human edited directory of the Web. It manually organize a huge amount
of Web pages in a hierarchical category tree. We use the categories in ODP to
train a classifier, and classify all result pages as well as the given page according
to these predefined categories.

Classification using ODP categories has been studied a lot previously. Since
in our work efficiency is a primary concern, we only make use a simple classifi-
cation method to accelerate the processing speed. Particularly, we first filter out
two miscellaneous top categories: World and Adult. Then we select a depth D.
Categories deeper than D will be folded into their parent categories. Then we
combine all the titles and descriptions of documents in a category into a single
token vector. By calculating the cosine similarities between them and the vectors
of Web pages, we can get similarities between Web pages and categories in ODP.

After getting the similarities, there are many ways of utilizing them. Below
are two extremes:

Vector. Consider all the similarities as a vector. Compute the topic similarity
between Web pages by calculating the cosine similarities between the vectors.

Best. Assign the category of highest similarity to the page. Compute the topic
similarity by simply comparing the category they belong to.

The first method usually brings much noise since many irrelevant topics are
involved. While the second may lose a lot of important information since a
page can be related to many categories. Therefore, we propose the third way to
conquer the problem.

Top. Filter out the categories whose similarity is less than a confidence thresh-
old θc. If one page has more than θn topic, the pages with small similarity
values will also be filtered out. Then the similarity between two pages is
calculated by the cosine similarity between the two filtered topic vectors.

5 Learning Methods

As we mentioned, any classification method could be used in our classification
framework. The traditional classifier always assume that the distributions of
training set and testing set are the same. But in our environment, the situation
is much different. These could affect the disambiguation quality as well as its
robustness. In this section, we compare different learning methods within the
classification framework.
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We compared the Naive Bayes(NB) and Support Vector Machine(SVM). The
experiment shows that NB is quite robust over all three data sets. But it does
not achieve a satisfactory performance, since it is based on strong independence
assumption. Although SVM has better performance on some data sets, it is
not as robust as NB. This is mainly because of the imbalance data problem. To
conquer the problem we tried Over sampling and Under sampling. One randomly
add instances from minor class to make it as large as the major class, and the
other randomly eliminate instances from major class to make it as small as minor
class.

6 Experiments

In this section, we empirically evaluate on our proposed methods. We will first
introduce our experimental setup, and then discuss the experiment results.

6.1 Experiment Setup

Based on the framework, we implemented a prototype system. It can disam-
biguate the search result given a feedback click. Figure 3 shows the result of our
system when the button of “find more” in Figure 1 is clicked.

We use the data from WePS 2007[1] for our experiments. The data set consists
of a training set and a test set. The training set contains 49 queries and the test
set contains 30 queries. The queries are generated from three different ways: 1)
a list of ambiguous person names in English Wikipedia; 2) program committee
list of ECDL 2006 and ACL 2006; 3) random combinations of the most frequent
first and last names in the US Census.

The statistics of the corpus are shown in Table 1. We denote the number
of names, the number of pages and the number of entities as N , E and P ,
respectively. It shows that the test set has more ambiguity, since more entities
belong to one name(E/N). There are much difference between training and test
set, although the queries are generated in the same way. We refer to these data
sets as data 1, 2 and 3 according the way they generated.

Then our data set is generated by selecting each page as a given page, and
separate other pages as positive or negative according to the original annotation.
The ratio of negative instances to positive instances is shown in Table 2. We can

Table 1. Analysis of data set

Data N P/N E/N P/E

1.Wikipedia 7 90 21.1 4.3
Train 2.ECDL 10 68 14.3 4.8
Set 3.US Census 32 27 6.6 4.2

1.Wikipedia 10 100 43.9 2.3
Test 2.ACL 10 85 28.9 3.0
Set 3.US Census 10 84 44.8 1.9

Table 2. The ratio of negative to positive
in train and test set

Data Training Set Test Set

1 1.66 7.89
2 0.82 1.81
3 0.40 9.70
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Table 3. Comparison on the performances of different features

Precision Recall F-Measure

Token 0.796 0.268 0.401
+LocalToken 0.861 0.263 0.403
+NameEntity 0.763 0.295 0.426
+Key Token 0.786 0.332 0.467
+Topic 0.856 0.608 0.711

see except in data 2, the ratio is quite different in training set and test set. Since
the traditional classifier assumes that the distribution in training set and the
test is same, they can not perform well on data 1 and 3. Therefore, to evaluate
different features, we only experiment on data 2 with NB method. Data 1 and 3
are experimented on for the robustness problem in the subsection which evaluates
different learning methods.

The evaluation metrics we use are precision(P), recall(R) and F-measure (F0.5,
F0.5 = 2PR

P+R ).

6.2 Experiment on Features

As mentioned, we use NB classifier and data 2 to test the effectiveness of different
features. Our baseline is to use only the token feature for classification. For
comparison, we separately add in other features and test the improvement they
brought to the performance of classification.

We first compare the performance of using different features based on the
baseline system. Beside the features proposed in this paper, we also include fea-
tures proved to be effective in previous work: local token and local named entity.
They are defined as the tokens and named entities that appear in the sentences
which have the target person name, respectively. The comparison is shown in
Table 3. According to our experiment, although traditional features (local token
and named entity) bring improvement to the baseline, the improvement is not
as big as the two proposed features bring. Below we discuss the performance of
using key token and topic in detail.

Key Token. Recall the process for producing key tokens in Section 4. To reduce
the noise and the computation cost, we only consider the tokens in local sentence.
We first cluster the tokens according to their appearances in pages, then use
the token clusters to measure the key token similarity between pages. There
are two kinds of functions and a parameter involved. Ftoken is used to fill out
the initial token-page matrix M to cluster tokens. θtoken is used to control the
clustering process. Fpage is used to fill out the new token cluster-page matrix M ′

for measuring the key token similarity between pages.
The comparison of different choices of Ftoken and Fpage is shown in Figure 4.

The influence of θtoken is also demonstrated . As we can see, by choosing the ap-
propriate functions, the key token feature can greatly improve the classification
performance. Also we can see that Boolean Model is the best for Ftoken and for
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Fpage. TF function does not work here since key tokens themselves are already
highly discriminative which do not necessarily appear many times in Web pages.
IDF is not a good function either since key tokens are usually the ones that ap-
pear regularly and thus probably do not have a high IDF value. It is also showed
that the key token feature reaches its best performance when threshold θtoken

is around 0.9. This is because we focus on finding the key tokens which tend to
appear in a clear pattern. Small threshold will bring too many unrelated token
clusters. Too large threshold can not work well, either, since very few tokens can
be clustered.

Topic. The ODP data we used in the experiment is downloaded from the Web
site of DMOZ2. It includes the hierarchy of the categories and the information
of the pages belonging to the categories. Instead of having the whole pages, it
only includes the titles and abstractions of them. Here we combine the titles
and abstractions and extract token vectors from them. Threshold D is used to
control the depth of categories involved. The categories deeper than D will be
merged into its father category. After we get the similarities between pages and
topics, we experiment on the three methods of topic selection described in the
Section 4.2.

The comparison of the three methods using different D is shown in the Figure
5. We can see that Top method performs much better than the others. The reason
is that the Vector method is usually noisy while the Best method loses too much
information. Most of the methods perform badly when number of topics grows
large, since the topics are too detailed and therefore too difficult to match.

Fig. 4. Comparison on the performances
of different combinations of Ftoken and
Fpage

Fig. 5. Comparison on the performances
of different methods of using topic feature

6.3 Experiment on Learning Methods

In this subsection, we test on different classification methods to reach a robust
solution. To maximize the performance, we make use of all the proposed features,
namely token, key token and topic.
2 http://rdf.dmoz.org/rdf/content.rdf.u8.gz

http://rdf.dmoz.org/rdf/content.rdf.u8.gz
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Table 4. Comparison on the perfor-
mances of NB and SVM on three data sets

Data Precision Recall F-Measure

1 0.466 0.498 0.482
NB 2 0.782 0.348 0.482

3 0.419 0.544 0.474

1 0.226 0.557 0.321
SVM 2 0.784 0.668 0.721

3 0.093 1 0.171

Table 5. Performance of SVM with sam-
pling method

Data Precision Recall F-Measure

Over 1 0.235 0.595 0.337
Sampl- 2 0.786 0.667 0.722
ing 3 0.210 0.607 0.312

Under 1 0.235 0.595 0.337
Samp- 2 0.786 0.667 0.722
ing 3 0.210 0.607 0.312

Firstly, we compare the performance of NB and SVM on three data set. The
result is shown in Table 4. We can see that, although SVM performs much better
on data 2, it does not do well in data 1 and 3 since the distributions of positives
and negatives are different in training and test set. Especially it fails completely
on data 3 since it is biased and tend to classify all instances as positive. Although
NB appears much more robust, it does not achieve a satisfying result.

To solve the imbalance data problem exhibited in data 1 and 3, we employed
two sampling methods to help SVM: under sampling and over sampling. They
are both widely used for imbalance learning problems[5]. Their objectives are
to make the ratios of negatives to positives equal in training and test sets. But
since we do not known any information about the test data, we can only sample
the ratio as 1:1.

The result of using the two sampling methods to help SVM is shown in Table
5. Although they can help make SVM more robust, the improvement on perfor-
mance is limited. This is probably because that, even though we adjusted the
ratio of negatives to positives in the training set, it is still not guaranteed to be
the same as that in the test set.

7 Conclusion and Future Work

In this paper, we proposed a classification framework for disambiguating Web
people search result with feedback. Compared with traditional clustering meth-
ods, the classification framework is more scalable and practical. The framework
is also compatible to previous work since all the features developed for clustering
methods can still be used.

Under the framework we proposed two new features to assist classification: key
token and topic. Experiments demonstrated that they can increase the perfor-
mance of disambiguation greatly. We also studied different classification methods
under the framework. NB is much robust than SVM, but SVM performs much
better on one data set. Sampling methods can help a little, but is limited.

As for future work, we will discover more sophisticated features for disam-
biguating Web people search result. Besides, we are also to apply the proposed
framework for disambiguating more entities, such as companies, locations, and
products.
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Abstract. In scientific cooperation network, ambiguous author names
may occur due to the existence of multiple authors with the same name.
Users of these networks usually want to know the exact author of a paper,
whereas we do not have any unique identifier to distinguish them. In this
paper, we focus ourselves on such problem, we propose a new method
that incorporates user feedback into the model for name disambiguation
of scientific cooperation network. Perceptron is used as the classifier.
Two features and a constraint drawn from user feedback are incorpo-
rated into the perceptron to enhance the performance of name disam-
biguation. Specifically, we construct user feedback as a training stream,
and refine the perceptron continuously. Experimental results show that
the proposed algorithm can learn continuously and significantly outper-
forms the previous methods without introducing user interactions.

Keywords: Name Disambiguation, User Feedback, Scientific Coopera-
tion Network, Perceptron, Constraint.

1 Introduction

Name ambiguity is widely existing in academic digital libraries, such as Springer,
ACM, DBLP and CiteSeer. For different authors may be thought of as the same
author, name ambiguity makes data robust even dirty and lowers the precision
of researches based on it.

Name disambiguation is a very critical problem in multiple applications, and
it is often desirable to be able to disambiguate author names for many reasons.
First, while browsing or searching academic papers, users would be interested to
find papers written by a particular author. Second, the resulting disambiguated
names can be used to improve other applications such as homepage search and
calculating the academic ability of scientists.
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Though lots of work has been involved in name disambiguation, the problem
has still not been well settled. Furthermore, User feedback which has been widely
studied in many other applications and has good performance, is largely ignored
in most researches about name disambiguation. To fill this gap, we leverage user
feedback to improve the performance of name disambiguation.

This paper focuses on the problem of assigning papers to the right author
with the same name. We investigate into name disambiguation of the scientific
cooperation network. The problem is formalized as follows: given a list of papers
with authors sharing one name but might actually referring to different people,
the task then is to assign the papers to different classifications, each of which
contains only papers written by the same person. This paper has three main
contributions:

– A approach that incorporates user feedback into the perceptron is proposed
to handle the name disambiguation of scientific cooperation network. Two
new features and a constraint are drawn from user feedback to help achieve
a better disambiguation result.

– User feedback is constructed as training stream to train the perceptron,
therefore, perceptron can be refined continuously.

– We conducted the experiment using our approach in a real-world dataset,
and the experimental results have proved that our proposal is an effective
approach to solve the problem of name ambiguity.

The rest of the paper is organized as follows. In Section 2, we review related
works. Section 3 gives name disambiguation a formal definition. In Section 4,
we introduce the main idea of name disambiguation using constraint-based per-
ceptron and explain how to incorporate user feedback into the model. Section 5
discusses experimental results, while Section 6 gives the conclusion and future
work of this paper.

2 Related Works

In this section, we briefly introduce previous works, which fall into two major
aspects: name disambiguation and machine learning methods joining user feed-
back.

Name Disambiguation: A great deal of research has focused on the name
disambiguation in different types of data. [1] addressed the problem of named
entity disambiguation in Wikipedia. A heuristic approach in [2] is proposed to
author name disambiguation in bibliometrics.

[3] proposed a hybrid disambiguation method, which exploits the strength of
both unsupervised and supervised methods. [4] described an algorithm for pair-
wise disambiguation of author names based on a machine learning classification
algorithm, random forests.
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Two supervised methods in [5] used supervised learning approaches to disam-
biguate authors in citations. An unsupervised method in [6] is proposed for name
disambiguation in bibliographic citations. Besides, [7] proposed an unsupervised
learning approach using the K-way spectral clustering method, they calculate a
Gram matrix for each person name and apply K way spectral clustering algo-
rithm to the Gram matrix.

[8] proposed two kinds of correlations between citations, namely, topic corre-
lation and web correlation, to exploit relationships between citations. [9] concen-
trated on investigating the effect of co-authorship information on the resolution
of homonymous author names in bibliographic data. [10] explored the semantic
association of name entities and cluster name entities according to their associ-
ations, the name entities in the same group are considered as the same entity.

[11] presented a constraint-based probabilistic model for semi-supervised
name disambiguation, they formalize name disambiguation in a constraint-based
probabilistic framework using Hidden Markov Random Fields. [12] proposed a
constraint-based topic model that uses predefined constraints to help find a bet-
ter topic distribution, and in turn, achieve a better result in the task of name
disambiguation.

Machine learning methods joining user feedback: Traditionally, machine
learning systems have been designed and implemented off-line by experts. Re-
cently however, it has become feasible to allow the systems to continue to adapt
to end users by learning from their feedback.

Clicking data is a kind of invisible user feedback information [13]. The machine
learning performance can be improved by employing user’s clicking data, and it
is widely applied to information retrieval and advertising fields.

[14] proposed a machine learning method to understand the keywords sub-
mitted by users. [15] analyzed the user feedback reliability in the Internet. [16]
proposed a real-time keywords recommendation algorithm. Matthew Richard-
son [17] put up a method to predict whether a user will click a ads through
analyzing user feedback of clicking ads. [18] proposed a solution for users to
directly provide feedback and incorporating the feedback into information ex-
traction.

Most of these algorithms access the user feedback information implicitly. User
feedback obtained by this way may have lots of noises and the useful information
always hide deeply. With the prevailing of Web2.0 applications, interactive design
riches the forms of user feedback. New forms of user feedback contain more
abundant information, and also more accurate. To the best of our knowledge,
no previous work has directly involved in incorporating user feedback into name
disambiguation.

As just mentioned, multiple methods have been raised up to solve name disam-
biguation, but they all face the problem of low accuracy. Besides, there inevitably
exist some mistakes in the result, however, those methods can not correct them-
selves. In this paper, we employ user feedback to name distinguishing in scientific
cooperation network, which can revise the result constantly.
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3 Problem Formulation

3.1 Problem Definition

In scientific cooperation network, we here give a formal definition of the name
disambiguation problem. As our previous work [19], to formally describe the
problem, we define the scientists sharing the same name a as a collection A =
{a1, a2, · · · , ai}, and we can get a publication set sharing the same author name
a and denote it as P = {p1, p2, · · · , pn}. Our task is to find the real author of
these academic papers and tell them apart, that is, partition the academic paper
collection P into small collections P̃1, P̃2, ..., P̃i, make sure each collection P̃i

only contains papers written by one scientist, as shown in Figure 1.

1 2{ , , , }iA a a a

1 2{ , , , }nP p p p

disambiguate

1
a

2
a ia

1
p 2

p ip

Fig. 1. Name Disambiguation in Scientific Cooperation Network

3.2 User Feedback

The disambiguation result inevitably exists some mistakes which can be easily
found out by the users, for example, if one of the target paper’s authors sees the
disambiguation result about his name, he can easily find out the mistakes.

The original feedback collected from users inevitably contains some mistakes.
If the noises of user feedback are not filtered, the performance of name disam-
biguation will be affected. We divide user feedback into three kinds according to
the users providing the feedback.

1. Fully credible user feedback. The feedback is provided by one of the target
paper’s authors or one of the the target paper’s co-authors. As authors or co-
authors of the target paper are very familiar with the papers, so their feedback
is credible.

2. Credible user feedback. The feedback is provided by the friends of the
ambiguous authors. The ambiguous authors’ friends can be considered persons
who have co-worked with the ambiguous authors. These users are not directly
involved in the creation of the target paper, so they are not very sure about who
are the authors, there might exist certain misjudgments.

3. Generally credible user feedback. The feedback is provided by users
without explicit relationship with the authors. Their feedback is unsure.
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3.3 Feedback Training Stream

The biggest challenge of the machine learning based name disambiguation al-
gorithms is the construction of training set. The training sets of the traditional
machine learning algorithms are generally static, that is, learning all the training
sets at one time. The user feedback arrives continuously, therefore, the training
set constructed by user feedback should be provided to the preceptron as a
stream for real-time learning.

The stream of training set constructed by user feedback is showed as (1).

feedback training stream = [(pi1, pj1, vn, cn), (pi2, pj2, vn, cn), . . . ,
(pin, pjn, vn, cn)] (1)

It is a sequence constructed by user feedback according to the time stamp
{1 · · ·n}. Where the value of vn is 1 or 0, denotes user feedback considers the
two papers are written by one author or different authors respectively, and cn

denotes the reliability of user feedback, if it is fully credible, the value is 1, oth-
erwise if it is credible, the value is 0, and the value is -1 when it is generally
credible.

3.4 Feature Definition

A variety of information can be utilized for name disambiguation [19]. First, we
define a set of features to be exploited for each paper pair (pi, pj) as

R = {r1, r2, · · · , rk} (2)

where each ri denotes one feature capturing one relationship between papers pi
and pj, as shown in Table 1. All the features are defined over the papers sharing
the same primary author. For each feature in Table 1, the feature value is binary,
that is, if the description is true, then the value is 1; otherwise 0. If the feature
value is 1, then the feature indicates that the two papers are probably written
by the same author. More detailed descriptions about the features in Table 1
can refer to [19].

Besides the above seven features, two new features are drawn from user feed-
back. According to the difference of users’ credibility, we extract two features
from credible user feedback and non-credible user feedback respectively.

Table 1. Feature definition for paper pair(pi, pj)

R Feature Description

r1Co-Author exist u, v > 0, a
(u)
i = a

(v)
j

r2Co-Org ai.organization = aj .organization
r3Citation pi and pj has citation links
r4Title-Similarity ai.title and aj .title are similar
r5Homepage pi and pj appear in someone’s homepage
r6Digital-Lib pi and pj appear in the same Springer/CiteSeer page
r7PDF File ai.organization appears on the PDF format file for pj and vice-versa
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Suppose credible users have returned some user feedback about the paper pair
{pi, pj} , of which m users consider the two papers are written by the same target
author, while n users consider them belonged to different authors, then feature
extracted from such feedback is donated as credible user feedback feature, as
shown in the formula (3).

r8 =
{

m
m+n if m + n �= 0
0.5 else

(3)

When no one has submitted user feedback, the default value is 0.5.
For the non-credible users, though there contain lots of mistakes, however,

when the quantity is larger enough, the correct feedback will dominate, that
is, the main opinion of the non-credible users is right. Correspondingly, we can
define a non-credible user feedback feature r9, the formula is the same as (3),
but m donates there are m non-credible users considering pi and pj written by
the same author, and n donates n non-credible users consider the two papers
written by different authors. The default value is 0.5 when no one has submitted
user feedback.

4 Incorporating User Feedback into Constraint-Based
Perceptron

By analyzing the seven features showed in Table 1, we figure out homepage is
different from the other features that if its value is 1, we can confirm the two
papers are written by the same author, while if the feature value of homepage
is -1, we can conclude the two papers are not written by one author. However,
we can not have this conclusion with other features. Therefore, we designate
homepage as a constraint for the perceptron.

Feedback provided by fully credible users has very high accuracy. Therefore,
it can be used as a constraint as the homepage feature, to revise the output of
perceptron. The constraint extracted from fully credible user feedback is donated
as user feedback constraint, the constraint formula is as (4).

Constraintfeedback(pi, pj) =
{

1 pi and pj belong to one author
−1 pi and pj belong to different authors (4)

The user feedback constraint may be conflicted with the homepage constraint,
though the probability is very low. When it happens, we give the priority to the
user feedback constraint.

Perceptron with constraint aims to restrict the output. The final output is
calculated using the formula (5).
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output(pi, pj) =
{

1 c(y) = 1 or c(y) = 0 and Sgn(y) = 1
0 c(y) = −1 or c(y) = 0 and Sgn(y) = 0 (5)

Where c(y) denotes the constraint, c(y) = R0(pi, pj), Sgn(y) is the output of
perceptron and and it is defined as formula (6).

Sgn(y) =
{

1 if ω ∗ y + b > 0
0 else (6)

where y consists of the features showed in Table 1 except homepage and two
features drawn from user feedback.

The model of the constraint-based perceptron after importing user feedback is
shown in Figure 2. As seen from the graph, two new features r8 and r9 are added
to the perceptron which are drawn from user feedback. The two features are
different from the former several features that their value is not limited to only 1
or 0, it will change according to the user feedback. The appropriate feedback will
dominate when there are a great number of user feedback, so the two features
actually reflect the major users’ view about the name disambiguation result.
and the new features will get more accurate as the user feedback multiplied.
Constraintfeedback(pi, pj) drawn from user feedback is utilized to restrict the
output of perceptron, so as to make the algorithm more accurate.

The procedures of our proposed method is shown in Figure 3. Firstly, we use
the static training set containing only six features to train the perceptron, the
output will contain some mistakes, then users find out mistakes and feedback,
the feedback will form streams of training set, and also form two new features
which will be added to the input of the perceptron. The perceptron revises itself
according to feedback training set, updates the weight of each feature and then
outputs again, the users will continue to feedback if mistakes are found. This
feedback and revise process will continue until no more mistakes are found.
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Fig. 2. Incorporating User Feedback into constraint-based Perceptron
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Fig. 3. Procedures of our proposed method

Our algorithm of revising the perceptron with user feedback training stream
is as follows.

Algorithm 1. Revising the perceptron with user feedback training stream

Input: User feedback training stream
[(pi1, pj1, v1, c1), (pi2, pj2, v2, c2), ..., (pin, pjn, vn, cn)]

Output: The final output of the perceptron yt when no more user
feedback returned

Train the perceptron with static training set, and get the initial weights1

ωt;
repeat2

Pick a piece of user feedback sample (pin, pjn, vn, cn) from the user3

feedback training stream;
Calculate the real value of the user feedback sample ỹt = vn;4

Calculate the output of the perceptron yt = ωt ∗ xt;5

Update weights ωt+1 = ωt + αf ∗ (yt − ỹt) ∗ xt;6

until No more user feedback returned ;7

In step 5, the two new features drawn from user feedback are added to the xt.
In step 6, the αf is the learning rate when using user feedback as training set,
the value of αf is related to cn in user feedback training sample (pin, pjn, vn, cn),
when the value of cn is 1, it means that the training sample is fully credible, and
in this time, the value of αf should be greater than the value of αf sample when
the value of cn in credible sample is 0.

As seen from Figure 3, our approach is differ from previous methods without
introducing user interactions that it can correct itself, since it has continuous
learning ability.
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5 Experiment

In this section, we report our test on the effectiveness of the proposed approach.

5.1 Dataset

To evaluate our algorithm, we create a dataset from four different online digital
library data sets: the DBLP, IEEE, ACM, and Springer. This dataset includes
20 real person names with their 1534 papers. For these names, some only have
a few persons. For example, ”Juan Carlos Lopez” only represents one person,
and ”Koichi Furukawa”, ”David E. Goldberg” and ”Thomas D. Taylor” represent
three. However, there are 25 different persons named ”Bing Liu”. To obtain the
user feedback and their types, we construct a simple system, one has to register
and login to submit his user feedback about the disambiguating results. By
this way, we can record his relationship with the author then assign different
credibility to the user feedback. Table 2 will give some detail information about
the dataset.

Table 2. Number of publications and persons in real name dataset

Name Pub Person Name Pub Person

Satoshi Kobayashi 38 6 Bing Liu 215 25
Lei Jin 20 8 R. Ramesh 46 9
David Jensen 53 4 David E. Goldberg 231 3
Thomas Wolf 36 9 Rakesh Kumar 96 12
Koichi Furukawa 77 3 Thomas D. Taylor 4 3
Thomas Tran 16 2 Richard Taylor 35 16
Thomas Hermann 47 9 Jim Gray 200 9
Yun Wang 57 22 Juan Carlos Lopez 36 1
Cheng Chang 27 5 Sanjay Jain 217 5
Gang Luo 47 9 Ajay Gupta 36 9

5.2 Evaluation Measures

We use pairwise measures, namely, Pairwise Precision, Pairwise Recall, and F-
measure to evaluate the name disambiguation results and for comparison with
baseline method. The disambiguation result of paper pairs has two kinds that are
written by the same author and by different authors, combined with two kinds
of real states. The four states are (1) true positive (tp): paper pairs are written
by the same author and the disambiguation result is right; (2) false positive (fp):
paper pairs are written by different people while disambiguation think they are
written by the same author; (3) true negative (tn): paper pairs are written by
different people and disambiguation result also think so; (4) false negative (fn):
paper pairs are written by the same author while disambiguation think they are
written by different author. The definitions are

Pairwise Precision =
tp

tp + fp
(7)
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Pairwise Recall =
tp

tp + fn
(8)

F−measure =
2× Precision× Recall

Precision + Recall
(9)

Baseline methods. The baselines use the bias classifier learned from each single
feature and SA-Cluster which is a graph clustering [20] with the coauthor rela-
tionship used as the edge and all the other relationships used as the attribute fea-
tures, and we use the Pairwise-Classification [19] which combines seven features
to the constraint-based perceptron as the no-feedback method for comparison
with our approach.

5.3 Experiment Results

The performance of the current algorithm for each author is listed in Table 3
with the performance for baseline method and our algorithm. The results show
that our method significantly outperforms the baseline method.

Table 3. Results for 20 real names

Proposed Method Baseline Method

Name Pre. Rec. F Pre. Rec. F

Satoshi Kobayashi 92.05 73.41 81.68 90.12 73.01 80.67

Lei Jin 100 100 100 99.4 99.86 99.63

David Jensen 95.56 87.43 91.31 94.25 87.04 90.5

Thomas Wolf 89.36 33.33 48.55 89.02 31.56 46.6

Koichi Furukawa 96.93 72.72 83.1 96.48 71.59 82.19

Thomas Tran 100 56.04 71.83 99.89 55.87 71.66

Thomas Hermann 100 71.3 83.25 98.89 70.16 82.08

Yun Wang 100 67.65 80.7 99.94 65.1 78.84

Cheng Chang 100 83.95 91.28 98.2 80.96 88.75

Gang Luo 98.41 100 99.2 98.03 97.16 97.59

Bing Liu 88.99 93.88 91.36 88.2 92.46 90.3

R. Ramesh 100 68.12 81.04 99.53 67.46 80.41

David E. Goldberg 99.12 98.26 98.69 99.08 98.08 98.6

Rakesh Kumar 100 97.49 98.73 100 96.43 98.18

Thomas D. Taylor 100 100 100 99.72 100 99.86

Richard Taylor 100 67.82 80.82 99.91 66.76 80.04

Jim Gray 93.76 85.72 89.24 91.5 84.03 87.61

Juan Carlos Lopez 100 89.05 94.21 99.91 87.6 93.35

Sanjay Jain 100 97.74 98.86 99.4 94.16 96.71

Ajay Gupta 100 63.03 77.32 99.75 60.72 75.49

Figure 4 shows the contributions of each feature. For exmaple, Co-Author
has very high F-measure because the author names in each paper are complete,
compared to the other features. Citation is very useful information because peo-
ple tend to cite their own papers if they have published related papers. Since
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the citation information is crawled from the internet, it is not complete, so the
recall is low.The precision of homepage is 100%, since the homepage normally
contains the owner’s papers only. However owners usually only put their best
papers on the homepages and not all authors’ homepages are available, so the
recall is very low. Title Similarity gives very good performance. Because the title
information is complete and an author usually publishes a serious of papers in
one direction. These authors tend to name their papers in similar ways. More
detailed discussions about the contribution of each single feature can refer to our
previous work [19].
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Fig. 4. Comparison of all the baselines and our approach

Specifically, as seen from Figure 4, our proposal significantly outperforms the
SA-Cluster method, and despite the inadequate and inaccurate information of
user feedback, incorporating user feedback into name disambiguation gives better
result in Pairwise Precision, Pairwise Recall, and F-measure compared with the
no-feedback method Pairwise-Classification.

6 Conclusion

This paper focuses on the problem of name disambiguation in scientific cooper-
ation network. We have proposed a constraint-based perceptron to handle the
problem. The method can incorporate features extracted from scientific coopera-
tion network and user feedback to the model. Despite the noises of user feedback,
bringing in user feedback gives the best result.

In the future work, we will consider introducing the notion of ”credibility” of
users, to learn users’ credibility dynamically and assign different weights to the
feedback according to different credibilities of users, and explore the effects of
different kinds of user feedback. Furthermore, we will design more efficient and
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convenient user feedback forms to attract more users to submit their feedback.
And we will consider the case that there is mis-ordering or missing authors in
our methods. In addition to the homepage, reading-list will be investigated to
further improve the performance of name disambiguation. This model can also be
used in other applications for mining the advisor-advisee relationship, searching
scientists, etc.
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Abstract. Multi-core comes to be the mainstream of processor techniques. The 
data-intensive OLAP relies on inexpensive disks as massive data storage de-
vice, so the enhanced processing power oppose to I/O bottleneck in big data 
OLAP applications becomes more critical because the latency gap between I/O 
and multi-core gets even larger. In this paper, we focus on the disk resident 
OLAP with large dataset, exploiting the power of multi-core processing under 
I/O bottleneck. We propose optimizations for schema-aware storage layout, pa-
rallel accessing and I/O latency aware concurrent processing. On the one hand 
I/O bottleneck should be conquered to reduce latency for multi-core processing, 
on the other hand we can make good use of I/O latency for heavy concurrent 
query workload with multi-core power. We design experiments to exploit paral-
lel and concurrent processing power for multi-core with DDTA-OLAP engine 
which minimizes the star-join cost by directly dimension tuple accessing tech-
nique. The experimental results show that we can achieve maximal speedup ra-
tio of 103 for multi-core concurrent query processing in DRDB scenario. 

Keywords: I/O wall, OLAP, multi-core OLAP, processing slots, DDTA-JOIN. 

1   Introduction 

I/O performance is always the bottleneck for data-intensive OLAP(On-line Analytical 
Processing) applications. The hard-drive seek latency and rotational latency are de-
cided by physical structure and the gap between hard disk and SSD, RAM, CPU 
grows larger. In data warehouse, big data have to depend on inexpensive and large 
capacity hard disks. At the same time, multi-core with several-fold data-consuming 
capacity makes the unbalanced architecture even skewed, and the powerful multi-core 
is blocked by the wall of I/O.  

OLAP is typical data-intensive application with producer-consumer model, the sto-
rage engine is producer with low throughput and the processor is consumer with high 
performance, the memory is buffer between producer and consumer. For single pro-
ducer-consumer pair, the key to improve system performance is to improve producer 
performance. While for single producer and multiple consumer scenario, the more 
important thing is to promote consumer efficiency upon the slow producer. So we 
should consider the multi-core OLAP as a whole and perform deep research on when, 
where and how the multi-core optimizations are implemented. 
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OLAP workload is characterized as long-run queries with complex processing on 
big dataset. Many researches focused on how to improve performance for single 
query processing with storage optimization and parallel processing. As OLAP concur-
rent workload grows rapidly, more and more researchers pay attention to how to per-
form efficient concurrent processing in DRDB(Disk Resident Database) scenario. We 
classify the roadmaps into three types: (1) Improving hard disk accessing efficiency. 
(2) Perform parallel accessing with RAID or multiple hard disks. (3) Sharing the low 
performance table scan on hard disk. The first two roadmaps try to reduce I/O latency 
and the third roadmap tries to take use of I/O latency to serve for concurrent queries.  

In this paper, we introduce our researches on DDTA-OLAP(Directly Dimensional 
Tuple Accessing-OLAP) model with schema-aware storage mechanism, parallel hard 
disk accessing and concurrent processing. The background is state-of-the-art server 
with multi-core processors, large main memory, and multiple disks. The application 
scenario is typical star schema with high concurrent query workload. We implement 
an unbalanced storage model for the skewed star schema in which the small size but 
frequently accessed dimensions are memory resident with column-oriented model 
during query processing and the large fact table employs traditional row-oriented 
storage engine for compatibility. We adopt vertical partition technique as tradeoff 
policy between I/O efficiency and I/O sharing. DDTA-OLAP inherits key-to-address 
mapping feature from multi-dimension OLAP model(MOLAP), so the complex star-
joins from fact table to multiple dimension tables are replaced by direct data accessing 
with mapped address. The key-to-address mechanism enables complex query plan to 
be simplified as atomic plan with logical on-the-fly pre-join table without private 
dataset such as hash table which is adapted to perform in parallel with horizontal 
partition policy. Furthermore, the key-to-address mapping keeps dimensions as public 
address based lookup tables, the concurrent queries eliminate space contention for 
private hash tables within small cache during multi-core parallel processing. These 
optimizations enable data producer by I/O supporting more consumers by multi-core 
processors.  

Our contributions are as follows: 

1. I/O bottleneck is a traditional concept for DRDB and is emphasized in multi-
core era due to even unbalanced producer-consumer model. We propose a 
comprehensive storage model for diverse scenarios, exploiting the pros and 
cons the I/O cost produced for multi-core processing. 

2. We exploit the optimization policy on multiple hard disk system and RAID. 
3. We propose a cost model for multi-core concurrent query processing to ex-

ploit the maximal parallelism for multi-core under I/O bottleneck. 

The related work is presented in Sec.2. Multi-core DDTA-OLAP model is discussed 
in Sec.3. Sec.4 shows the results of experiments. Finally, Sec.5 summarizes the paper 
and discusses future work. 

2   Related Work 

In this section, we analyze the I/O optimization roadmaps following the classifica-
tions mentioned in previous section. 
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(1) Improving hard disk accessing efficiency 

If sequential scan and random scan are concurrently performed on same disk, the 
whole performance will be degraded much by head contention. [1] proposed a work-
load-aware storage layout for analytic database, in which dimension table, temporary 
tables and indexes are stored together while large fact table is stored separately to 
eliminate access contention between sequential scan and random scan. Another way 
to promote I/O efficiency is to reduce necessary I/O blocks by column-store and com-
pression. When only very small portion of columns are accessed in a wide table, col-
umn-store can improve I/O efficiency by only loading necessary columns[2,3,4,5]. 
Column-oriented model is suitable for wide while sparse accessed benchmarks such 
as TPC-H, SSB[9] but not suitable for narrow fact table such as Foodmart demo data-
base in many OLAP systems. Column-store can also improve cache performance. 
MonetDB[6] employs BAT algebra instead of relational algebra for cache optimiza-
tion. PAX[7] reorganizes tuples as column-store inside blocks, so update on multiple 
attributes only occurs one I/O as row-store and blocks in memory acts as column-
store to improve cache performance. PAX optimizes not I/O performance but memory 
bandwidth. [8] attempts to achieve similar performance as column-store by row-store 
model. Table based compression techniques are proposed to improve storage efficien-
cy for less I/O cost. Column-oriented model benefits from I/O efficiency but suffers 
from column combination cost, the traditional pipeline optimization is hard to be 
employed due to materialization mechanism like MonetDB. Some column-oriented 
database, such as C-store, Greenplum, and Infobright adopt on-the-fly layout conver-
sion[3] during scan operation to keep compatible with row-oriented query engine. 
[10] proposed an DSM(column-oriented store)/NSM(row-oriented store) layout con-
version to exploit SIMD performance. As conversion, tuples are processed through 
memory to processor for candidate layout format, the processing cycles and syn-
chronous cost are considering issues. For I/O to memory DSM/NSM layout conver-
sion, the individual stored column files are to be loaded into memory synchronously, 
for example if 4 columns are involved in query, each i-th block should be loaded into 
memory synchronously to prepare for on-the-fly DSM/NSM layout conversion. Read-
ing i-th blocks from each columns means random access on disk which will occur 
disk head contention.  

(2) Perform parallel accessing with RAID or multiple hard disk architecture 

DSM/NSM layout conversion and horizontal partition based parallel processing on 
hard disk suffer from disk head contention. Data layout re-organization[1] on multiple 
disk can be adopted for DSM or vertical partition re-organization. If 4 columns are 
stored on 4 disks then reading i-th blocks from 4 columns can be performed in paral-
lel. The stripe RAID is hardware level solution for improving I/O latency, nowadays 
moderate server usually configures with RAID adaptor to control multiple hard disks. 

(3) Sharing the high latency table scan on hard disk 

For single long-run query, I/O latency is a wall to be break. For concurrent queries, 
I/O latency can serve for processing slots to share the buffered blocks. Redbrick 
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DW[11] shared disk I/O among multiple scan operations for concurrent queries on 
multiple processors. Cooperative scans [12] improved data sharing across concurrent 
scans by dynamically scheduling queries and their data requests. DataPath[13] pro-
posed a data-centric model for continuously pushing data to processors, queries are 
attached to data stream for computing. CJOIN[14] is another approach to normalize 
star schema queries(SSB benchmark) as a shared continuous table scan and filter 
pipeline processing for concurrent queries. From the roadmap of shared scan we can 
summarize that the ideal model is to share unique sequential scan on disk for large 
concurrent and low latency in-memory processing i.e. single producer for maximal 
I/O efficiency and as many as possible on-the-fly consumers. The existed approaches 
rely on data stream(JDBC stream in CJOIN), the cost model is absence without de-
tailed information of I/O and processing latency.  

I/O wall remains with hierarchical storage architecture, the lower and inexpensive 
large storage device continues to be bottleneck no matter whether SSD or other ad-
vanced storage device taking the place of hard disks. Whether the I/O wall should be 
conquered or cooperated depends on diverse application requirements.  

3   Disk Resident DDTA-OLAP for Multi-core 

[15] summarized the killer requirements of low latency, heavy concurrent workload 
and complex processing for nowadays OLAP applications. The storage model for 
OLAP under state-of-the-art hardware is not merely the decision for column- or row-
oriented model should be employed, but a comprehensive consideration for what kind 
of physical storage device the system relies on, the schema feature and workload 
character, the workload of concurrent queries, etc. 

3.1   DDTA-OLAP Model 

We have proposed a DDTA-JOIN[16] based OLAP system. Figure 1 illustrates the 
rational of DDTA-JOIN. The preliminaries are as follows: 

♦ Dimension tables are small in size than fact table and can be full or partial 
resident in main memory; 

♦ Primary key in dimension table is normalized as order reserved consecutive 
sequence such as 1, 2, …; 

♦ Dimension columns are stored as arrays in memory and the array index can be 
directly mapped from dimension key; 

♦ Dimension tables can be updated with appending, update and delete opera-
tions in OLTP system, the primary keys are reserved for updated(may be new 
tuple with old primary key) and deleted tuples(empty tuple or marked tuple). 
After updating, dimension columns are re-loaded into memory; 

♦ Join from fact tuple to dimension tuple is normalized as directly accessing 
dimension array with array index mapped by dimension key in fact tuple. 

DDTA-OLAP model normalizes complex OLAP queries into the same table scan 
style processing, all the queries share the public dimension columns. The example 
query and processing is described as follows: 
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SELECT c_nation, sum(lo_ ordertotalprice) as profit 
FROM customer, supplier, part, lineorder  
WHERE lo_custkey = c_custkey  

AND lo_suppkey = s_suppkey  
AND lo_partkey = p_partkey  
AND c_region = 'AMERICA'  
AND s_region = 'AMERICA'  
AND (p_category = 'MFGR#41' OR p_category = 'MFGR#42') 

GROUP BY c_nation ORDER BY c_nation;

 
Query processing begins with fact table scan, as each fact tuple is sequentially ac-

cessed, three dimension key with related predicate expressions(for example, 
lo_suppkey:4, lo_partkey:2 and lo_custkey:5) are mapping to dimension array units of 
s_region[3], p_category[1] and c_region[4], then the predicate expression: 

          c_region[4] = 'AMERICA' AND s_region[3] = 'AMERICA' 
AND (p_category[1] = 'MFGR#41' OR p_category[1] = 'MFGR#42') 

is processed, when we get a TRUE result, dimension attribute of c_nation[4] and 
lo_ordertotalprice in fact tuple are extracted to form result tuple and pipelined to hash 
group-by operator for aggregating, when all fact tuples are processed, the aggregate 
results are sorted by ORDER-BY clause. 

 

Fig. 1. DDTA-OLAP model 

3.2   Storage Model for Multi-core Processing 

DDTA-OLAP is table scan based processing. The small but frequently accessed di-
mension tables are column-oriented and memory resident to minimize accessing la-
tency and improve cache performance. 

The large fact table can be row- or column-oriented model. The column-oriented 
model should support on-the-fly DSM/NSM conversion to keep compatible with once 
a tuple style processing. Figure 2 shows the statistical information of field access 
frequency for SSB benchmark. For sequentially executed workload, column-oriented 
fact table can minimize I/O cost by only loading columns as needed. For concurrent 
workload, it is important to organize multiple scans as single shared scan to eliminate 
disk head contention. For example, we can divide fact table in SSB into two vertical 
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Fig. 2. Field access frequency of SSB 

partitions, one for active fields and the other for inactivate fields. By this policy, all 
SSB queries can share the same table scan on fact table. This is a tradeoff between 
individual I/O efficiency and concurrent workload I/O efficiency. 

3.3   Multi-Core DDTA-OLAP 

DDTA-OLAP transforms the complex query plan tree of analytical query into a linear 
table scan based query plan, and enables query processing predictable and scalable. 

Multi-core or many-core technique is the main character of nowadays hardware 
and future hardware. We limit our topic in multi-core parallel processing upon disk 
resident storage engine. 

A. Intra-parallel DDTA-OLAP for DRDB 

In DDTA-OLAP, dimension columns act as filters and aggregate candidates. The 
parallelism of DDTA-OLAP in disk resident database relies on parallelism of storage 
device.  

Nowadays candidate storage devices for massive data are single hard disk, multiple 
hard disks, RAID and SSD. Horizontal partitions on different storage devices achieve 
different parallelism. Parallel accessing on single hard disk will degrade I/O perfor-
mance due to disk head contention. If we can arrange horizontal partitions on multiple 
disks as [7] mentioned, parallel accessing on partitions of different hard disks can 
speed up I/O performance. RAID is hardware level parallel access device with RAID 
0 stripe mechanism, the random and sequential access performance is both good. 
Another candidate storage device is SSD, the capacity and performance increase ra-
pidly although it is still an expensive device. The mechanism of parallel access to the 
NAND flash memory enables SSD fast and parallelism. 

In this paper, we try to exploit parallelism with multiple hard disks under RAID 
adapter controller that moderate servers are configured with. We extend intra-parallel 
DDTA-JOIN into DRDB scenario, figure 3 illustrates the parallel processing based on 
physical partitions on multiple disks. Figure 3 (A) is full parallel mode in which the 
complete DDTA-JOIN stages are performed in parallel, each processing thread main-
tains their individual hash table for aggregate computing, the dimension columns are 
shared for all processing threads. Figure 3(B) assigns a public thread for aggregate 
processing, the processing threads response for DDTA-JOIN stage and leave aggre-
gate processing to the public aggregate thread. The former is a n-thread mode, and the 



 Multi-core vs. I/O Wall: The Approaches to Conquer and Cooperate 473 

latter is a 1+(n-1)-thread mode. The n-thread mode provides maximal parallelism for 
multi-core processing, if the aggregate hash table is large, more cache capacity con-
flicts may degrade processing performance. The 1+(n-1)-thread mode sacrifices one 
processing thread, if aggregate hash table is large, this policy can reduce overall ag-
gregating cost like StageDB[17]. The SMP(inside are multi-core processors) architec-
ture makes data migrate cross cores by high latency RAM, if the aggregate result set 
is much smaller than L2 cache, the n-thread mode is adaptive to be implemented and 
efficient. In SSB, the aggregate result set size varies from 1 to maximal 800 tuples, 
we employ n-thread mode in experimental part. 

 

(A) full parallel 

 

(B) staged parallel 

Fig. 3. Intra-parallel DDTA-OLAP for DRDB scenario 

RAID 0 stripes data across disk array to achieve parallel I/O. Assuming that there 
are 4 horizontal partitions(A, B, C, D) on a 4-disk array like figure 4(A1, A2,… are 
striped blocks), the left figure is a conflicting data layout case because parallel ac-
cesses on 4 horizontal partitions((A1, B1, C1, D1), (A2, B2, C2, D2), …) generate 
conflicts on each disk; the right figure is the ideal data layout case that parallel ac-
cesses on 4 horizontal partitions have no conflicts with each other. We can hardly 
configure data layout on RAID with best strategy, so we can get parallel benefits by 
physically partitioning fact table into n sub tables to perform intra-parallel DDTA-
OLAP for DRDB, the theoretic speedup ratio is no more than parallel disks. 

 

Fig. 4. Parallelism analysis of RAID 
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B. Inter-parallel DDTA- OLAP for DRDB 

More and more users and applications rely on the analytical information, the work-
load of concurrent query increased rapidly in recent years discovered by many survey 
reports.  

To share the time-consuming table scan from hard disk in DRDB is an interesting 
issue from Red Brick in the 1990’s to CJOIN[14] and DataPath[13]. The table scan 
sharing based inter-parallel can be described as how can a slow producer satisfy as 
many fast consumers as possible. The producer speed is fixed and decided by hard-
ware performance(I/O rate), so the inter-parallel performance is decided by how fast 
the query processing can achieve. CJOIN optimizes tree-shade physical plan into 
linear hash filters to accelerate query processing, and Blink[18] uses row-wise com-
pressed de-normalized table and bitwise operation based predicate processing to elim-
inate join cost and normalize query processing as constant time(Blink is memory 
resident system, the de-normalization technique can be implemented into DRDB 
scenario). In this paper, we use DDTA-JOIN as a faster “consumer” for inter-parallel, 
DDTA-JOIN has less processing latency than CJOIN’s pipelined hash filters opera-
tion and DDTA-JOIN has high performance in throughput by smaller tuple width than 
de-normalized Blink.  

Figure 5 illustrates inter-parallel strategy for highly concurrent analytical work-
loads. We perform the continuous scan on fact table just like CJOIN, each concurrent 
query starts an independent thread to share table scan in parallel. This strategy is flex-
ible for both static and dynamic query task management, a query task can be dynami-
cally attached to table scan loops with start position k, the complete query processing 
can be finished after reading first k-1 tuples in next scan circle. 

  

Fig. 5. Inter-parallel DDTA-OLAP for DRDB scenario 

3.4   Cost Model for Multi-core DDTA-OLAP 

DDTA-JOIN optimizes and normalizes OLAP processing, leaving I/O performance as 
the last bottleneck. Intra-parallel DDTA-OLAP can exploit parallel processing with 
support of parallel storage devices. But the parallel I/O still far slower than  
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in-memory OLAP processing, the power of multi-core is still underutilized. Inter-
parallel DDTA-OLAP model sets up a one-to-many(one producer to many consum-
ers) model to bridge high latency serial device to low latency parallel processors. The 
latency of I/O is a brick wall for sequential OLAP processing to conquer but produces 
many processing slots to contain as many concurrent query workload as possible. The 
power of multi-core can be exploited based on the ratio of I/O latency and DDTA-
OLAP executing time. 

In DRDB, the cost of reading a fact table block from hard disk dominates the total 
cost of query processing. Let TI/O denote time of fetching a block from hard disk, 
TavgQP denotes the average time of DDTA-OLAP query processing. In practice, TavgQP 
= Tparsing+Tprocessing, Tparsing denotes the time of paring a page-slot tuple into an in-
memory structure to reduce latency during concurrent accessing. The ideal scenario is 
that when continuous I/Os are performed, there are maximal (TI/O-Tparsing)/Tprocessing 
parallel DDTA-OLAP processing threads share the buffered block, parallel queries 
are finished on buffered block as soon as new block is coming, no waiting time for 
parallel queries or I/O fetcher. The cost model for concurrent query processing is 
described as follows: = / , where: 

conR denotes parallel speedup ratio of concurrent DDTA-OLAP; 
TI/O denotes time of fetching block from storage device; 
Tparsing denotes time of parsing tuples in block as in-memory processing structure; 
Tprocessing denotes time of in-memory DDTA-OLAP processing; 
ncores denotes available processing cores; 
γdenotes parallelism degradation ratio for multi-core processing, including  
synchronous degradation, memory bandwidth and cache conflicting degradation, 
etc. 

4   Experiments 

All our experiments are conducted on a HP-350 server with two Quad-core Intel Xeon 
E5310 1.6GHz CPUs, 6GB RAM and four 80GB hard disks as RAID running Linux 
version 2.6.30-0.1. We use dataset with SF=32 for DRDB testing with standard SSB 
data generator. DDTA-OLAP is developed on interfaces of PostgreSQL to keep com-
patible with PostgreSQL and provide a near real system performance. We use storage 
engine of PostgreSQL, design DDTA-JOIN algorithm by rewriting table scan module, 
the group-by and order-by algorithms are developed with inner interfaces of Post-
greSQL, i.e., we plug our DDTA-JOIN algorithm in a standard table scan module. 

4.1   Basic DDTA-OLAP Performance for DRDB 

We compared DDTA-OLAP against PostgreSQL-8.3.4 in the DRDB scenario. The 
PostgreSQL was tuned carefully to achieve its optimal performance. In the experi-
ment, we used the dictionary encoding mode[19] for DDTA-OLAP. The results are 
shown in Figure 6. 
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Fig. 8. Parallelism of intra-parallel DDTA-JOIN in DRDB scenario(RAID 0) 

4.3   Inter-parallel DDTA-OLAP for DRDB 

In our final set of experiments, we evaluate the performance of DDTA-OLAP’s inter-
parallel mechanism. We use all the 13 SSB testing queries and organize query groups 
in a round-robin order. In the experiments, we gradually increase the parallelism (the 
number of concurrent queries), and observe the throughput of the system.  

 

Fig. 9. Speedup Ratio of Inter-Parallel DDTA-OLAP 

The results are shown in Figure 9. (Please note that the parallelism varies exponen-
tially from 1 to 1024, but only linearly after 1024, because the speedup ratio con-
verges after 1024.) 

 

Fig. 10. Processing cost for concurrent speedup ratio analysis 

The blue line in Figure 9 shows the speedup ratios achieved by different granulari-
ty of parallelism. The red line indicates the linear speedup ratio. The green line is the 
speedup ratios achieved by concurrent PostgreSQL. In query processing of DRDB, 
I/O latency dominates the whole performance. The system needs to process as many 
concurrent queries as possible during each I/O interval.  

However, the parallelism cannot grow infinitely. To ensure an uninterrupted se-
quential scan of the fact table, we need to keep the parallelism below (TI/O-Tparsing)/ 
Tprocessing=(500-300)/20=10. The speedup ratio of 8-core parallel processing is about 
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5.8, so the theoretical speedup ratio for concurrent processing is 5.8*10=58. This can 
be seen clearly in Figure 10 –when the parallelism is below the threshold(58 in our 
experiments), the system achieves a near linear speedup ratio; when it exceeds the 
threshold, the speedup ratio starts to fall behind the linear ratio and gradually achieves 
its maximum. This is because the data processing becomes slower than the sequential 
I/O at the threshold and forces the I/O to be suspended for synchronizing the concur-
rent queries. As the overhead of data processing increases, I/O latency increases too 
and the benefit of parallelism weakens. With an 8-core system, our DDTA-JOIN 
achieved a speedup ratio of 103 in the experiments. In contrast, the maximal speedup 
ratio achieved by PostgreSQL is only 5.84. (Its performance becomes unacceptable 
when the parallelism exceeds 128.) 

5   Conclusions and Future Work 

I/O latency will remain bottleneck of the data-intensive application in the hierarchical 
storage architecture, as the top level, multi-core processor enlarges the gap between 
data producer and consumer. The straightforward parallel processing relies on paral-
lelism of different levels, such as main memory and hard disk, the physical character 
of storage device dominates the overall parallelism. As a result in this paper, concur-
rent processing achieves the maximal benefits upon I/O wall, the parallelism relies on 
in-memory processing efficiency and processing slots produced by I/O latency. For 
heavy concurrent workload, I/O latency enables multi-core concurrently serving for 
more requirements. The specified support which enables multi-core cooperating with 
I/O wall is DDTA-OLAP model, DDTA-OLAP model minimizes memory consuming 
and star-join processing cost which provides more processing slots during I/O latency. 
Another key technique is to exploit low level interfaces of PostgreSQL to synchronize 
concurrent queries with I/O accessing. The dynamic concurrent query processing  
will be our future work for prototype system which is more close to real-world  
requirements. 
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Abstract. The utilization of shared LLC(Last Level Cache) is important for ef-
ficiency of multi-core processor. Uncontrolled sharing leads to cache pollution 
i.e. the weak locality data(single-usage data without re-using) continuously 
evict the strong locality data (frequently re-used data) from LLC in both inner 
query processing and co-running programs. For analytical MMDB (Main-
Memory Database) applications, with skewed star schema of DW, more than 
95% memory capacity is occupied by memory-resident fact table with weak lo-
cality and there are only small size dimension tables with strong locality. Cache 
partitioning must manage data with different localities inside query processing 
to avoid cache pollution by weak locality fact table. The static OS-based cache 
partitioning suffers from insufficient memory address capacity due to large fact 
table and the dynamic OS-based cache partitioning also suffers from data 
movement overhead during cache re-allocation. In order to employ a practical 
and effective cache partitioning policy, we propose an application software-
based W-order scan policy for real analytical MMDB application. The consecu-
tive physical address based W-order policy is proposed to reduce cache misses 
with high memory utilization by controlling the physical page accessing order 
within large and consecutive physical pages. Another approach is page-color 
index i.e. we extract page-color bits from pages of weak locality data and sort 
the page address by page-color bits, when we perform a page-color index scan, 
we can control the physical page accessing order too without supporting from 
OS for large consecutive physical page allocating. We measure the L2 cache 
miss rate by simulating a typical hash join operation. The experimental results 
show that DBMSs can improve cache performance through controlling weak 
locality data accessing pattern by themselves oppose to depending on supports 
by hardware or OS. 

Keywords: cache pollution, W-order scan, cache partitioning, page-color  
index. 

1   Introduction 

On-chip shared LLC architecture is the mainstream technique in state-of-the-art 
multi-core processors. For DBMSs, buffer management between hard-disk and  
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In this paper, we propose a W-order scan to reduce cache pollution by controlling 
page accessing order of sequential scan for analytical MMDB. We transform linear 
data accessing order into W-order which enables the memory pages to be accessed by 
page-color order to reduce cache pollution. During accessing with single page-color, 
only strong locality data with the same page-color may involve cache conflicting with 
the weak locality data, the data with other page-colors will not be evicted by the weak 
locality data. One way is to control a large consecutive physical block in memory and 
we can directly control the page-color based memory accessing by address compu-
ting. In this paper, we employ kmalloc to allocate memory for consecutive physical 
block, and we can allocate maximal 128MB consecutive physical block size for weak 
locality data to perform an inner W-order scan. Another way is to control page access-
ing order by page-color index. We create page-color index to record the color of each 
page, so we can organize physical page accessing order according to color order in 
page-color index. This approach needs no support from OS and the index is small 
because each page generates only one index item. These two approaches can also be 
named as physical and logical W-order scan. 

The W-order scan is application software level cache optimization compared with 
hardware-level or OS-level cache managements. We don’t need rely on the new de-
sign of future processors or modifying the kernel of OS. The contributions of this 
paper are three folds.  

1) We gain insights into thread to discover weak and strong locality accessing 
patterns in analytical MMDB scenario; 

2) Our approach provides an application software-based cache management 
which enables software to manage cache partition without OS supports; 

3) The W-order scan is adaptive to table scan in MMDB and sequential accessing 
in other applications especially for the application with very large weak locali-
ty data that cannot be re-colored into limited page colors.  

The rest of the paper is organized as follows. We analyze existing cache management 
in related work section. The W-order scan based cache partitioning mechanism is 
presented in section 3. Performance evaluation is presented in section 4, and we con-
clude the paper in section 5. 

2   Related Work 

Researches[4,5] discovered that single-usage(a cache block is accessed only once 
before getting evicted) blocks evict much reused data in shared cache. Upon the 
misses, cache blocks must be retrieved back from lower level which caused severe 
performance degradation. The wall facing researchers is the hard to be changed hard-
ware-based LRU(n-way set associative is a combination of LRU and direct-map) 
cache algorithm.  

The existing studies can be classified into three categories: 
1)hardware(simulation)-based cache partitioning. 2)software(OS)-based cache parti-
tioning. 3)hybrid (hardware support to coordinate with OS-based cache management) 
cache partitioning.  
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Hardware-based solutions[5,6,7,8,9,10] seem to be thorough and efficient solu-
tions, but the complexity of altering the LRU replacement policy and cache line opti-
mization is hard to be accepted by processor vendors, maybe some techniques will 
appear in future processors but nowadays applications cannot rely on the techniques 
evaluated upon simulations. 

Page coloring[1,11,12,13] is a low-cost and high-speed address translation me-
chanism to map virtual/physical address pages to cache address pages. OS-based 
cache partitioning mechanisms assign cache regions by allocating or re-allocating 
physical pages based on page-color lists. [14] firstly proposed page-coloring based 
compiler and hardware approaches to eliminate conflict misses in physically ad-
dressed cache, this work is still on a simulated multi-core processor. [15] focused on 
how to exploit the hardware performance monitoring features of the microprocessor 
to aid determining the L2 partition size that should be given to each application. Then 
[2] extended [14] with a purely OS software based re-coloring scheme for both static 
and dynamic cache partitioning on multi-core processors. As a case study, [16] im-
plemented the OS-based cache partitioning in data-intensive analytical database for 
query processing threads with different data locality patterns.  

The great drawback of page-coloring is overhead of data movement from original 
colors to given colors. The memory space allocation always conflicts with application 
memory needs, and page re-coloring cache partitioning policy in a multi-programmed 
execution environment may incur substantial overhead. So [17] proposed a tradeoff 
policy of coloring on only a small set of frequently accessed (or hot) pages for each 
process which avoided conflicts among frequently accessed datasets of different 
processes. Compared with pre-assigned page-coloring policies, the hot page coloring 
policy can share more cache space for weak locality data and maintain required cache 
performance on hot pages. [18] exploited different locality types of data objects inside 
a thread or process via memory-trace sampling and partitioned the cache regions 
among data objects with a heuristic algorithm. The cache partition techniques develop 
from coarse granularity to fined granularity.  

The hardware-based solutions have the best performance but must be simple and 
efficient enough to be acceptable for processor vendors, so complicated algorithms 
are impossible to be employed. OS-based methods can adapt to various application 
features but suffers from non-trivial software overhead. So [19] proposed a hybrid 
approach with a lightweight hardware mechanism for allocating cache blocks as well 
as providing information of cache usage and OS-based resource allocating policy for 
dynamic cache allocation. [19] designed a region mapping table to map a physical 
page to any cache color for minimizing page coloring overhead which thoroughly 
solve the key issue of OS-based methods. Whether this approach will be accepted by 
future processors is beyond our knowledge and we have to go on finding our solution 
which can be employed in practice. 

Beyond the three categories, we can consider application software-based cache par-
titioning solution. Many applications have their native data locality patterns especially 
for DBMSs. For example, DBMS knows data locality patterns and how to achieve 
higher performance than OS does but has no capability to control cache partitioning. 
[16] tried to affect cache features by scheduling co-running different data locality type 
of queries with application knowledge, but the further application software-based 
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cache partitioning should go deep into directly managing physical address layout or 
coloring mechanism by DBMS itself. 

3   Application Software-Based Cache Partitioning Mechanism 

In this section, we first analyze the background and requirements, then discuss how to 
optimize in memory analytical processing by reducing cache conflicts. 

3.1   Motivation 

We limit our research of cache partitioning within analytical MMDB scenario for the 
reasons that: 

 DRDB(Disk Resident Database) employs buffer pool to swap pages from disk to 
memory, so DBMS can control weak locality data to be assigned with few pag-
es(colors) and strong locality data to be assign more pages(colors). But for 
MMDB, data are memory resident and directly accessed by CPU without buffer 
pool mechanism, how to control large weak locality data with full colors to be 
limited in specified colors is a challenging issue; 

 Analytical MMDB commonly employs star-schema or snow-flake schema which 
can be divided into large single-usage fact table and small frequent-usage dimen-
sion tables. The weak locality and strong locality data are pre-defined by the 
schema; 

 The execution plan of analytical queries is modeled by query optimizer, and 
DBMS knows how to use the weak and strong locality data during processing, so 
we can perform further optimized execution plan with cache partitioning optimi-
zations; 

 The last but the most important reason is that the cache buffer management is ab-
sent for MMDB. The sophisticated memory buffer management of DRDB cannot 
automatically upgrade to cache buffer management of MMDB due to the uncon-
trolled hardware-level LRU algorithm. MMDB tried to limit frequently accessed 
dataset within size of cache, but it did not work well for cache pollution. 

3.2   Physical Address Layout for Cache and Main Memory 

The n-way set associative algorithm is commonly employed in many multi-core proc-
essors. For example, the Intel Quad-core Xeon processor has two 4MB, 16-way set 
associative L2 caches for each two cores and the page size is set to 4KB. The well 
accepted OS technique called page coloring[1] describes how an memory page is 
mapped to cache region. Figure 2 illustrates physical address layout for this processor. 
The shared L2 cache is broken into 64 colors (cache size(4MB)/page size(4KB) 
/cache associativity(16)=64) and 16-way. So we can divide the whole L2 cache into 
16×64 blocks. Let’s look into the physical address of 4MB L2 cache. The 4MB L2 
address comprises with 22 bits that the physical memory address is mapped into L2 
cache address with the lower 22 bits. The upper 4 bits identify n-way set associative 
information, the next 6 bits represent color ID, the lower 12 bits denote 4KB ad-
dresses and the lowest 6 bits denote cache line offset. The physical main memory 
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address includes two parts: physical page number and page offset. The lowest 12 bits 
denote page offset for 4KB page. The lower 6 bits of physical page number represent 
page color. The adjacent upper 4 bits related to set-associative are neglected by 
hardware LRU policy of L2 cache.  

We can consider the memory address and cache address as two matrixes, each ma-
trix comprises with 64 columns. Cache matrix has 16 rows and memory matrix has 
N(decided by memory capacity) rows. Blocks in same column belong to same page 
color. We call blocks in same color of L2 cache as cache region. The hardware cache 
algorithm pulls page from memory to cache region with the same page color. 

 

Fig. 2. Physical address layout for cache and main memory 

3.3   W-Order Scan for Main Memory Database 

For static page-coloring policy, memory space is allocated for strong and weak locali-
ty data through color list to pre-assign cache regions for the two datasets. So the cache 
conflicts between the two types of dataset can be eliminated. Compared with the 
whole dataset, the shared L2 cache is far smaller than memory. The ideal scenario is 
that the whole L2 cache is allocated for strong locality data and the weak locality data 
leave no footprints in L2 cache and can be directly passed to L1 cache. But it is hardly 
to realize and the practical approach is to assign as less as possible colors for weak 
locality data and assign as much as possible colors for strong locality data. Each color 
denotes 1/n(n denotes the amount of colors) memory capacity, it is impossible to 
allocate 1/n memory space for more than 80% weak locality data in memory.  

Figure 3 illustrates the address layout for memory and cache. Sequential scan on 
consecutive addresses follows the Z-order(the red dashed lines) i.e. accessing page 
group from page-color 1 to page-color 64 and then accessing next group till last page. 
The Z-order scan forces the cached strong locality data to be evicted sequentially 
which is called cache pollution. We re-arrange the page scanning order as W-
order(the blue real lines) in figure 3 which performs scan by page-color order. All the 
sequentially scanned pages are naturally divided into groups based on page-color. 
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During scanning in each group, the sequentially scanned data swap from memory to 
cache region with same color, and only strong locality data with the same color may 
produce cache conflicts with the sequentially scanned data. So in each W-order scan 
group, cache pollution domain is limited in 1/n cache region. 

The page coloring partitions the cache by optimizing the layout of in-memory data, 
it is suitable for small size of weak locality dataset which can be further allocated in 
specified memory address space(page color). W-order scan focuses on large weak 
locality dataset by optimizing the block accessing order for sequential in-memory data 
which is suitable for the large fact table of main-memory analytical database. 

For weak locality random scan such as index scan, W-order scan has no chance to 
optimize because the accessing order cannot be re-organized. If the memory resident 
base table is large, the random scan on it also covers large proportion of page colors 
which is beyond the control of page-coloring. The page-coloring can optimizes index 
scan for DRDB by mapping buffered page of index scan to specified colors. 

 

Fig. 3. Z-order and W-order scan 

For summary, W-order scan is an adaptive light-weight cache partitioning mechan-
ism for sequential scan on large memory resident weak locality dataset. 

3.4   The Realization of W-Order Scan 

The key of W-order scan is to control the accessing order for memory resident pages.  
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Page colorPage colorPage color
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with modified parameter. So we can manage fact table address space with a 128MB 
block list, and each 128MB block is allocated by kmalloc function. The limitation is 
that the free large physical consecutive address space is limited and we can only allo-
cate total 1GB blocks of our 4GB experimental platform. The memory utilization rate 
is limited by memory management module of Linux kernel. 

In physical consecutive address block, page colors are continuous for each address 
segment, and we can perform the W-order scan by controlling the page accessing 
order with on-the-fly address calculating. 

(2) page-color index based W-order scan 

Virtual addresses have to be translated into physical addresses to be used for cache 
swapping. We propose a page-color index to construct mappings from virtual pages to 
page-colors. We define page-color index as: 

PC-index<page entry address, page-color key>, where: 
page entry address: virtual address of page. 
page-color key: color bits abstracted from virtual-to-physical address translation. 

As all the weak locality data pages are accessed to create PC-index, we get a binary 
table for virtual page address to page-color mapping. After ordering by page-color 
key, the virtual pages are grouped by page-color. The PC-index is the linear represen-
tation for W-order scan with virtual addressed pages. The PC-index needs no modifi-
cation of OS or re-compiling the OS for kmalloc function support. The PC-index 
should be pre-generated after data are re-loaded into main-memory, and the OS must 
guarantee the virtual address of pages not to be swapped out. We close swap function 
by “swapoff” command and configure the dataset no more than physical memory size 
to keep memory pages to be constant. 

kmalloc based W-order scan is a physical page-color order while the PC-index is a 
logical virtual page-color order. The key point of the two methods is that application 
software can control cache conflicting by re-organizing the page accessing order. 

4   Experiments 

4.1   Design of Experiments 

L2 cache is shared for data and instructions, the n-way associative cache acts as a 
Least-Recently Used(LRU) stack for cache and the processors which normally uses 
an approximation mechanism of LRU algorithm to replace cache blocks, so it is hard 
to accurately predict the cache missing ratio for specified program. We employ PAPI 
to measure cache performance. PAPI is a software layer(library) designed to provide 
the tool developer and application engineer for use of the performance counter hard-
ware found in most major micro-processors. We use four generic performance coun-
ter events in our experiments: PAPI_TOT_CYC(Total cycles), PAPI_TOT_INS(Total 
instructions), PAPI_L2_TCA(Level 2 cache accesses), and PAPI_L2_TCM(Level 2 
cache misses). The L2 cache miss rate can be calculated as L2_cache_miss_rate= 
PAPI_L2_TCM /PAPI_L2_TCA and CPI(Cycles Per Instruction) can be calculated 
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by CPI= PAPI_TOT_CYC/ PAPI_TOT_INS. We use the metric PAPI_TOT_CYC to 
measure execution time, L2_cache_miss_rate to measure conflicts in L2 cache, and 
CPI to measure performance of program. 

We simulate an in-memory hash join processing with one fact table and four di-
mension tables. The query is described as “SELECT count(*) FROM F, D1, D2, D3, 
D4 WHERE F.d1=D1.pk and F.d2=D2.pk and F.d3=D3.pk and F.d4=D4.pk and …;”. 
During query processing, fact table is sequentially scanned and performs hash-join 
with four hash tables generated by four dimension tables. We alter the size of hash 
tables to measure the effects of hash table size for W-order scan. We simplify the 
hash join algorithm by directly employing primary key of dimension table as hash key 
and ignore group-by and order-by operations to measure how the cache partitioning 
mechanism accurately affects the most costly join procedure. 

We measure three algorithms in different scenarios, the algorithms are designed as: 

(1) Hash-join with sequential scan 

Sequential scan represents the commonly used full table scan which follows the ac-
cessing order by virtual-address sequence. Virtual memory is allocated by 4KB page, 
each page is specified to fixed color according to color bits in physical address. The 
addresses are consecutive inside the page but the adjacent virtual pages may not have 
adjacent page color bits. 

(2) Hash-join with physical consecutive W-order scan 

We organize the fact table in physical consecutive blocks allocated from OS by kmal-
loc function. We can allocate page segment by on-the-fly address calculating. The 
physical consecutive blocks are organized as block list. During W-order scan, we first 
scan 4KB segments with color bits 0 in each block and then scan segments in all 
blocks with next page color bits. 

(3) Hash-join with page-color index W-order scan 

Page-color index scan is developed directly on the common virtual-address sequential 
dataset. The page-color bits for each default page (4KB) are extracted to create index 
for identifying color of each page. The sorted page-color index on page-color bits 
shows a nature W-order for scan. 

4.2   Platform and Datasets 

All our experiments are conducted on an HP workstation with Intel Core2 Extreme 
X9100 processor, there are two cores of 3.06GHz EX64T. Each core has a 32KB 8-
way associative instruction cache with 64-byte cache line and a 32KB 8-way associa-
tive data cache with 64-byte cache line. The dual-core processor shares a 6MB 24-
way associative L2 cache with 64-byte cache line. The workstation is configured with 
4GB DD2 memory and 80GB hard disk. The OS version is Ubuntu Linux SMP 
2.6.31.6. 

We generate star schema style datasets for performance measuring. The fact tuple 
is 16-byte wide and hash item width is 64-byte wide. The ID attributes in fact table 
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are generated with normal pseudo-random numbers related with hash keys in each 
hash tables. Other attributes are all generated by random numbers. 

The fact table increases with step of 2MB till the maximal 1GB size. The four hash 
tables are designed with different sizes of 1MB, 2MB, 4MB, 8MB. 

For physical consecutive block based W-order scan algorithm, we adjust system 
parameter to allocate physical consecutive blocks with block size varies from 1MB, 
2MB, 4MB till 128MB(2n). 

4.3   Performance Evaluation 

The following figures show the improvements for W-order scan and page-color index 
scan vs. sequential scan. We measure the cache miss rates with 1MB, 2MB, 4MB, 
8MB, 16MB, 32MB, 64MB and 128MB physical consecutive blocks, we find that as 
the block size increases cache miss rate improvement degrades especially when size 
of dimension hash tables(8MB) exceeds cache size(6MB), larger physical consecutive 
blocks(larger than 32MB) degrades cache miss rate remarkably.  

Larger block means less address calculating with shorter block list. But large block 
allocated by kmalloc produces more micro operations in kernel level. As we have no 
detailed information about how kmalloc function assigns physical blocks in buddy 
system of Linux kernel, the observation is that W-order scan with smaller physical 
consecutive block outperforms that of larger block. Because the default kmalloc block 
size is only 128KB, we enforce OS to assign large block which may produce more 
inner address computing during accessing. 

Figure 4 and figure 5 illustrate the L2 cache miss rate improvements of W-order 
scan with physical consecutive block and page-color index scan. We can observe that: 
(1) W-order Block scan with small block size(minimum 1MB in our experiments) 
outperforms those with larger block size; (2) W-order Block scan outperforms PCI-
scan in average due to higher coding efficiency;  (3) the trend of PCI-scan improve-
ments follows the pattern of sequential scan when dimension hash table size increases 
while W-order Block scan proves a larger improvements. 

 

 Fig. 4. L2 cache miss rate for W-order scan 

 

Fig. 5. L2 cache miss rate improvements for W-order scan 
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Figure 6 and figure 7 illustrates the execution cost improvements with metric of 
execution cycles. Comparing with figure 4 and figure 5, we can see that the overall 
improvements are below them. W-order scan optimizes cache partitioning perfor-
mance by reducing L2 cache misses, but at the same time more CPU cycles are con-
sumed for the additional instructions for page order control. The improvement trend 
follows the trend of L2 cache miss rate improvement with small gap for additional 
instruction cost.  

 

Fig. 6. Execution cycles for W-order scan 

 

Fig. 7. Execution cycles improvements for W-order scan 

For shared last level cache architecture in multi-core platform, the cache size and 
cache conflicting control are key issues for performance improvements. The hardware 
leaves no more space to achieve these targets: (1) Reducing strong locality dataset 
size to increase possibility of resident. (2) Controlling and optimizing cache pollution 
to reduce cache misses. Our approaches in this paper states W-order scan to optimize 
cache pollution in application software level which breaks the dependence from 
hardware of OS. Considering the page limitation, we didn’t mention our research for 
multi-core parallel cache optimization, and the further experiments on complete 
benchmark(e.g. SSB) will appear in our future work. This paper focuses on a model 
study with single representative DBMS operation case without interferences of non-
critical factors. 

5   Conclusion 

The LLC is critical for computer hierarchy to overlap latency gap between main 
memory and processors. There are various data patterns in applications, in which the 
most representational patterns are single-usage pattern and frequent-usage pattern 
especially for analytical MMDB application, in which the frequent-usage data are 
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continuously evicted by the new coming single-usage data by LRU algorithm. Our 
proposal in this paper isolates single-usage data(weak locality data) and frequent-
usage data(strong locality data) by page-color based optimizations. The most impor-
tant contribution of our work lies in that our cache management is application  
software based without depending on modified processor or OS as most of the exist-
ing researches mentioned. Another considerable contribution is that the memory page 
accessing order control mechanism can be extended as cache buffer mechanism for 
analytical MMDB which optimizes data accessing pattern with physical address gra-
nularity of page-color which can be managed upon the OS.  

State-of-the-art hardware techniques support more and more main-
memory(updated from GB to TB level) and larger LLC(e.g. Intel® Itanium® proces-
sor 9350 provides 4 cores with 24MB L3 cache). The key to break memory wall is 
how to efficiently manage the LLC to minimize cache misses. Our proposal of appli-
cation software base cache partitioning fills the blank left by hardware- and OS-based 
approaches. 
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Abstract. This paper proposes an index structure for Object Deputy
Database, which is named as ’Object Deputy Path Index (ODPI)’. ODPI
can reduce the cost of evaluating path expressions, which is the most
important process of Cross-Class Query in Object Deputy Database.
Object Deputy Path Index can materialize path instances in the index
structure, avoiding redundant object traversal in query processing. This
paper also introduces a maintenance method for ODPI. The experiments
analyze the influential factors of path expression evaluation, and the
experimental results demonstrate that path expression evaluation with
ODPI outperforms the other methods in most cases.

Keywords: index, object deputy database, cross-class query, path ex-
pression evaluation, optimization.

1 Introduction

Object-oriented (OO) data model has solved the problem of modeling complex
data, which is difficult to the traditional relational data model. Although OO
data model can model complex data directly and provide rich semantics, it
does not have the flexibility like relational data model. In addition, OO data
model is lack of ability to model multi-roles and dynamic of real world enti-
ties. Object deputy model[1][2] is a new data model based on traditional OO
data model. It uses concept of deputy object to improve flexibility and mod-
eling ability of OO data model. Object deputy model has been widely used
in data warehouse[3], workflow view[4], scientific workflow[5], biological data
management[6] and GIS[7]. Database techniques and object deputy model re-
sult in object deputy database (ODDB). Besides features of OODB, ODDB
allows users to create flexible object views and supports dynamic classification
of objects. It also provides a special query method named as Cross-Class Query.
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Practice has proved that ODDB is more efficient than OODB in complex data
management applications such as spatial databases and multimedia databases.

Object deputy query language (ODQL), a declarative query language, is pro-
posed for ODDB in [8]. This language has some new features such as deputy
object query and Cross-Class Query. As two main queries of ODDB, their per-
formance is worthy of attention. Cross-Class Query of ODDB is realized by
path expression. Starting from objects of one class (deputy class), Cross-Class
Query will allow users to get objects of class which has direct or indirect deputy
relationship with the head class along bilateral points between these objects. Ob-
viously, optimization of path expression evaluation is very important to ODDB’s
performance.

This paper proposes a new index structure, Object Deputy Path Index (ODPI),
for path expression evaluation in ODDB. Experiments proves that ODPI can
support path expression evaluation efficiently. The remainder of this paper is or-
ganized as follows. Section 2 describes related works. Section 3 introduces object
deputy database. Object Deputy Path Index is described in section 4. Section 4
also gives method for computing path expression with ODPI. A serious exper-
iments are given in section 5 to prove the efficiency of ODPI. Section 6 gives
conclusions and challenges.

2 Related Works

The concept of path expression has been already proposed in query language of
OODB[9][10]. It’s used for navigation between nesting objects. Currently, there
are three methods to compute path expression: forward pointer tracking algo-
rithm, reverse pointer tracking algorithm and explicit join algorithm. Literature
[11] proposed a cost model to evaluate computation cost of different algorithms.
And heuristic rules are employed to choose a combination evaluation strategy
which has great performance. Unlike the three algorithms described above, lit-
erature [12] proposed a parallel algorithm for path expression evaluation. This
algorithm converts a path expression to a cascade half-join expression and com-
putes it. Path expression of ODDB is quite different from the one of OODB. The
former is not used to traverse between nesting objects but to navigate between
objects which have deputy relationship. These two kind of path expressions have
different evaluation methods.

Index techniques are widely used to support and optimize nesting object query
in OODB. Literature [13] proposed Multiple Index built on any two classes which
have reference relationship. Multiple Index is used to map referenced object to
reference object. Join Index proposed in [14] is similar to Multiple Index, except
that there are two mapping between referenced and reference objects in Join
Index. Nested Index [15] is designed to support nesting predication evalutation.
It enables users to map a value of nesting attribute to the root object. Path
Index [16] is more complex than Nested Index. Its index item stores not only root
object but also every objects on the nesting path. Path Dictionary [17] proposed
an index mechanism based on path dictionary to support objects traversal and



Index Structure for Cross-Class Query in Object Deputy Database 495

related query. Access Support Relation proposed in [18] is a normalized Join
Index. Such index techniques used in OODB are not fit for path expression
of ODDB. And until now, there is no research on index techniques for path
expression evaluation in ODDB.

3 Object Deputy Database

Object Deputy Database contains the core concepts: object, deputy object, class
and deputy class, etc. The detailed definition of these concepts are described in
[1]. This section will only give some definitions for path expression in ODDB.

3.1 Concepts for Path Expression

Definition 1. Directed Graph composed by deputy relationship between classes
(deputy classes) is called ’deputy level graph’. Each node in deputy level graph is
a class or a deputy class. Directed edge means direct deputy relationship between
two nodes. Let DH be a deputy level graph, Class(DH) is a set of all classes and
deputy classes in DH:

Class(DH) = {C|C is class or deputy class in DH}
Definition 2. Given a deputy level graph DH, let P = C1 → C2 → · · · →
Cn(n ≥ 2). P is a path of DH if and only if P satisfies the following two condi-
tions:

1. Ci ∈ Class(DH), 1 ≤ i ≤ n;
2. Ci has direct deputy relationship with Ci+1, that is to say Ci is a deputy

class of Ci+1 or vice versa.

len(P ) = n− 1 is length of Path P. Class(P ) = {C|C in P} is a set of classes
and deputy classes contained by path P. P1 = C1 → C2 → · · · → Cn and
P2 = Cn → Cn−1 → · · · → C1 are each other’s reverse path.

Definition 3. Given a path P = C1 → C2 → · · · → Cn, let pi = o1 → o2 →
· · · → on. pi is an instance of P if and only if pi satisfies the following conditions:

1. oi is an instance of Ci, 1 ≤ i ≤ n;
2. oi has direct deputy relationship with oi+1, that is to say oi is a deputy object

of oi+1 or vice versa (1 ≤ i < n).

We name o1 as ’start-point object’ and on as ’end-point object’.

Definition 4. Given a deputy level graph DH, PE = (C1{pr1} → C2{pr2} →
· · · → Cn{prn}).expr (n ≥ 2) is a path expression defined on path P = C1 →
C2 → · · · → Cn if and only if the following conditions are satisfied:

1. P is a path of DH;
2. pri is a predication defined on attribute of Ci (pri can be NULL, 1 ≤ i ≤ n);
3. expr is a expression composed by constant and attributes of Cn.
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Among them, C1{pr1} → C2{pr2} → · · · → Cn{prn} is called navigation path
of PE, expr is called target expression of PE.

We use a music database to give some examples of definitions described above.
Figure.1 shows schema of the music database. It contains five classes: Artist,
Music, MTV, Lyrics and Picture. There are also five deputy classes. Per-
sonal is a select deputy class on Music. Music Lyr, Music MTV and Al-
bum Pic are all join deputy classes. Album is a group deputy class on
Music Lyr. We can say that schema in Fig.1 is a deputy level graph. And
P = Music → Music Lyr → Album is a path of that deputy level graph.
(Music{artist =′ U2′} → Music Lyr → Album).intro is a path expression
defined on path P.

Lyrics

artist title lyrics

Artist

name rank

Music

artist title album music_url

MTV

artist title mtv_url

Music_Lyr

artist title album lyrics

Music_MTV

title music_url mtv_url rating

Picture

artist album pic

Album

artist album pubdate intro

Personal

atrist title album music_url

Album_Pic

artist album pic

Join

Group Select

Join Join

Fig. 1. Schema of Music Database

3.2 Path Expression Evaluation

Path expression evaluation is the key of query process in ODDB for it is core of
deputy class query and Cross-Class Query. Path expression evaluation is depend
on bilateral links between objects. Each objects has links point to its deputy
objects and source objects. Bilateral links describe deputy relationship between
objects. It is easily to get deputy objects or source objects for a given object
according to bilateral links. In current implementation, a OID mapping table
is used in ODDB to store bilateral links between objects. Bilateral links are
maintained by DBMS automatically. The OID mapping table is a binary relation:

[SourceObject:OID, DeputyObject:OID]

SourceObject is source object’s OID. DeputyObject is deputy object’s OID.
There are two algorithms to evaluate path expression: pointer tracking algo-

rithm and explicit join algorithm.
In pointer tracking algorithm, each object of the head class C1 on the path

will be accessed firstly. It will be checked whether it will satisfy predication p1
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of C1. For every object o1 satisfied p1, getting next object o2 on path instance
according to o1’s bilateral links. And then check whether o2 will satisfy p2. This
tracking process will continue until:

1. There is no object found according to current object’s bilateral links.
2. Current object can not satisfy the predication.
3. Current object is an object of the tail class on the path.

Explicit join algorithm converts a path to an explicit join expression. By eval-
uating this expression, we can get all path instances satisfied all predications.
Then projection can be done on these instances to get target expressions. If there
is no predication on the path, we should only need to join the head class, the
tail class and OID mapping table together to get result. Otherwise, we should
add classes which have predications on them into the join operation. So n times
self-join operations on OID mapping table are needed for the path which has n
classes.

4 Object Deputy Path Index

This section introduces an index structure supporting path expression evalua-
tion: Object Deputy Path Index (ODPI). Under the help of traditional index
built on head or tail class of the path, ODPI can support path expression eval-
uation with predications on head and tail classes. ODPI can avoid the cost of
objects traversal and predications checking in path expression evaluation.

4.1 Structure of ODPI

The idea of ODPI is very simple: materializing path instances. ODPI is different
from traditional indices. Traditional indices use a key value to search the index
tree and return pointers of result objects. Generally, the index item of traditional
index is a pair: < value, object′s pointer >. But for ODPI, start-point objects
are used to retrieve end-point objects. In order to get end-point objects according
to start-point objects quickly, we need to design special index item for ODPI.

Each index item of ODPI is corresponding to a path instance. But we need not
store all objects of the instance in the index item. In order to decrease storage
cost, we should store the most necessary information in it. These information in-
cludes start-point object’s OID, pointer of start-point object, end-point object’s
OID and pointer of end-point object. So an index item of ODPI looks like this:

< os.OID, os.pointer, oe.OID, oe.pointer >
(os is start-point object, oe is end-point object)

This design of index item enables sharing a same ODPI between a path and its
reverse path.

Although ODPI’s index item is much different from traditional indices, we
can use classic B-Tree to organize these index items. Each ODPI has two B-
Tree structures: Forward Index and Reverse Index. Forward index uses start-
point object’s OID as index key and reverse index uses end-point object’s OID.



498 Y. Peng et al.

Obviously forward index and reverse index are designed for path and its reverse
path respectively. So the pointers in forward index and reverse index are end-
point object’s pointer and start-point object’s pointer respectively.

Besides index item, we still need to consider three issues for ODPI: creation,
using and maintenance.

4.2 Creation of ODPI

Current ODQL provide CREATE INDEX to create indices on classes or deputy
classes. But it does not support create indices on path. So we extend CREATE
INDEX like this:

CREATE INDEX < index name > ON < path >

Index name refers to name of ODPI.
In order to save meta data of ODPI indices, we design a system catalog

od pathindex (Table 1).

Table 1. Attributes of od pathindex

Name Type Notation

startclassoid OID OID of the head class on the path

endclassoid OID OID of the end class on the path

seqoids OID Array OID sequence consists of all classes on the path

indexoid OID OID of the ODPI index

In ODDB, it might exist more than one path between two classes. Storing
only the head and tail classes is not enough to identify a path. So we need
attribute seqoids to saving a OID sequence consisted of all classes on the path.
For a given path, we filter od pathindex by startclassoid and endclassoid. If
there is only one path remained, the index identified by indexoid can be used.
Otherwise there are more than one tuple remained, we need seqoids to identify
the index. Certainly, startclassoid and endclassoid are not necessary for ODPI
identification. But with these two attributes, the searching process can be more
efficient.

ODPI creation on path P = C1 → C2 → · · · → Cn runs as following steps:

1. Check whether P is a valid path.
2. Initialize forward index FI and reverse index RI.
3. Use pointer tracking algorithm to find all path instances of path P.
4. For each path instance like o1 → o2 → · · · → on got in Step 1, construct an

index item and insert it into forward index and reverse index.
5. Build two tuples of od pathindex:

< C1.OID, Cn.OID, {C1.OID, · · · , Cn.OID}, F I.OID >
and < Cn.OID, C1.OID, {Cn.OID, · · · , C1.OID}, RI.OID >. Insert these
two tuples into od pathindex.
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4.3 Using ODPI

After creation of ODPI index, we can use this index to evaluate path expressions.
For a given path expression, we should firstly check whether it has a valid path.
Then od pathindex and OIDs of classes on the path are used to search a valid
ODPI index. If there was a valid index, it can be used to complete the evaluation.
The whole process of path expression evaluation using ODPI is runs as follow
steps:

1. Search a valid index in od pathindex according to OIDs of classes on the
path. If there is a valid index then go to Step 2. Otherwise go to step 4.

2. Get all start-point objects satisfied predication on head class (If there are
traditional indices on the predication attributes, use them). Use OIDs of
these objects to search end-point objects in ODPI index got in Step 1. OIDs
and pointers of end-point objects will lead us to end-point objects. Filter
out the end-point objects which didn’t satisfy the predication on tail class.

3. Execute projection on remaining end-point objects and return the result
objects.

4. Use pointer tracking algorithm to evaluate the path expression.

In steps mentioned above, predications on head and tail classes are considered.
So path expression evaluation based on ODPI can support path expressions with
predications on head or tail class.

4.4 Maintenance of ODPI

Like traditional indices, ODPI needs to be maintained after update operations
in ODDB. There are two types of update operations affected ODPI: deletion of
classes on path and updating objects of classes on path.

A path consists of classes. If any class on a path is dropped, the path itself
can not exist any more. And then the ODPI on this path becomes invalid. So we
must examine the index when dropping class is in progress. It’s worth noting that
propagation mechanism of ODDB can cascade drop related classes. This means
that if we want to drop a class then its deputy classes would be all dropped. We
must examine the index for each dropping operation.

Updating objects of classes on path may create new path instances or delete
some old path instances. Correspondingly we need to insert or delete index items
of these path instances. It’s a complex process. This section mainly introduces
this process.

In order to maintain ODPI, we should save temp information about changing
of objects and bilateral links between them. These information can be used
to find out path instances have been created and deleted. Further more, the
corresponding index items will be inserted into or deleted from the index. For
propagation mechanism processes updating objects one by one, we will do index
maintenance after each object’s propagation finished.
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The maintenance operation of ODPI includes four steps:

1. Create Objects Propagation Graph (OPG). Objects Propagation Graph de-
scribes relationship between updating object and its related objects. In this
OPG, objects are nodes and their deputy relationship is edge. Objects have
been created or deleted in propagation are all remained in OPG. New nodes
will be labelled by symbol ’+’ and deleted objects will be labelled by symbol
’-’. Edges without changes, new edges and deleted edges will be labelled by
’0’, ’1’ and ’-1’ respectively. Figure.2 shows an example of OPG.

Fig. 2. Example for OPG

2. Find out ODPI indices influenced by this update operation. For each path
in od pathindex, check whether it contains any class appeared in OPG. If
the path has no class appeared in OPG, indices on this path do not be
influenced. Indices must be maintained if any one of the following conditions
is satisfied:
(a) Head class appears in OPG but tail class does not.
(b) Tail class appears in OPG but head class does not.
(c) Head class and tail class all appear in OPG.
(d) Head class and tail class don’t appear in OPG but part classes of the

path do.
3. Search path instances created or deleted in OPG. For each index influenced,

check all path instances of their path:
(a) If a path instance only has ’0’ labelled on its edges, this path instance

has never been changed. So its index item should not be update.
(b) If a path instance has one or more ’-’ and ’-1’ labelled on its nodes and

edges, this path instance has already been deleted. So its index item
should be deleted from the index.
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(c) If a path instance only has ’+’, ’0’ or ’1’ labelled on its nodes and edges,
this pat instance is new. So its index item should be inserted into the
index.

4. Maintain the indices. According to the result of Step 3, insert or delete
corresponding index items.

5 Performance Evaluation

ODPI has been implemented in TOTEM, a ODDB developed by our group. This
section gives several experiments to prove efficiency of ODPI and analyze factors
influence the performance. All experiments are finished in TOTEM.

The experiments are carried out on a PC of Intel Celeron 2.0 GHz CPU, 2GB
RAM, 200GB hard disk, Ubuntu 9.10 and TOTEM 2.0. A music database is
used in all experiments, its schema is described in Fig.1. Different size of data
sets (DS1 to DS6) are used in experiments. Table 2 describes the size of each
data set.

Table 2. Number of objects

Artist Music MTV Lyrics Picture Album Music Lyr Music MTV Album Pic

DS1 500 5000 5000 5000 1000 1000 5000 5000 1000

DS2 1000 10000 10000 10000 2000 2000 10000 10000 2000

DS3 2000 20000 20000 20000 4000 4000 20000 20000 4000

DS4 3000 30000 30000 30000 6000 6000 30000 30000 6000

DS5 5000 50000 50000 50000 10000 10000 50000 50000 10000

DS6 8000 80000 80000 80000 16000 16000 80000 80000 16000

Currently, TOTEM uses pointer tracking algorithm(PT) introduced in section
2.3 to evaluate path expressions. In this section, we compare ODPI with PT.
We also implemented Multiple Join Index(MJ-Index), Nested Index(N-Index)
and Path Index(P-Index) according to the algorithms introduced in section 2.3.
These implementations are used in experiments to compare with our ODPI.

5.1 Exp-1: Varying Length of Path without Predications

The first set of experiments evaluate performance of ODPI, PT, MJ-Index, N-
Index and P-Index with different length of path without predications and dif-
ferent data sets. Two no-predication path expressions whose length is 3 and 6
respectively are used in these experiments. And the response time of all path
expression queries are recorded (Fig.3 and Fig.4). We can see that the response
time of every index increases with the size of data sets and the length of path.
Performance of PT is lowest in these methods. Because PT needs huge number
of I/O operations to access objects used in evaluation. MJ-Index is more effi-
cient to short path expressions. But it is not suitable for long path expressions,
because several join operations are needed. Performance of ODPI is similar to
the one of P-Index. These two indices all materialized the path instances in their
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Fig. 3. Exp-1: Length=3 Fig. 4. Exp-1: Length=6

structures. But they all performed worse than N-Index. N-Index only stores head
object and tail object for each path instance. So number of objects accessed by
N-Index is smallest.

5.2 Exp-2: Fixed Length of Path with Predications

The second set of experiments evaluate performance of these indices with predi-
cations in path expression. N-Index does not support predications in path expres-
sion, so only ODPI, PT, MJ-Index and P-Index are used in these experiments.
Path expressions with one predication on real attribute, one predication on vir-
tual attribute and two predications on virtual attributes respectively are used.
The last one has two predications on virtual attributes of its head and tail classes
respectively. Figure.5, Fig.6 and Fig.7 show response time of these indices. We
can see that ODPI performed best in four indices. This owes to traditional index
on head or tail class of the path. It can avoid predication computation in path
expression evaluation. ODPI performed more better with path expressions with

Fig. 5. Exp-2: One Predication on Real
Attribute

Fig. 6. Exp-2: One Predication on Vir-
tual Attribute
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Fig. 7. Exp-2: Two Predication on Virtual Attribute

two predications, because indices on its head and tail classes can help to reduce
objects access greatly.

6 Conclusions

This paper proposed a new index structure, ODPI, for path expression evalu-
ation in Object Deputy Database. ODPI materializes path instances and uses
traditional indices to assist computing predications. ODPI can effectively reduce
objects access in object navigation stage of path expression evaluation. Cross-
Class Query which is implemented by path expression evaluation can benefit
from ODPI greatly. Results of experiments proved this. Maintenance method
for ODPI is also given in this paper.

Although ODPI can increase performance of path expression evaluation, it
supports only predications on head or tail class of the path. If there are some
predications on middle classes, ODPI should be useless. This will be a further
research point in future.
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Abstract. Ensemble pruning is a technique to increase ensemble accu-
racy and reduce its size by choosing an optimal or suboptimal subset
of ensemble members to form subensembles for prediction. A number
of greedy ensemble pruning methods that are based on greedy search
policy have recently been proposed. In this paper, we contribute a new
greedy ensemble pruning method, called EPR, based on replacement pol-
icy. Unlike traditional pruning methods, EPR searches for the optimal or
suboptimal subensemble with predefined size by iteratively replacing the
least important classifier in it with current classifier. Especially, replace-
ment would not occur if the current classifier was the least important
one. Also, we adopt diversity measure [1] to theoretically analyze the
properties of EPR, based on which a new metric is proposed to guide
EPR’s search process. We evaluate the performance of EPR by compar-
ing it with other advanced greedy ensemble pruning methods and obtain
very promising results.

Keywords: Ensemble Pruning, Greedy Search, Replacement Policy.

1 Introduction

Ensemble of multiple learning machines, i.e. a group of learners that work to-
gether as a committee, has been a very popular research topic during the last
decade in machine learning and data mining. The main discovery is that an en-
semble is potential to increase classification accuracy beyond the level reached
by an individual classifier alone. The key to the success of ensembles is to create
a collection of diverse and accurate base classifiers [2].

Many approaches can be used to create accurate and diverse ensemble mem-
bers, for example, by manipulating the training set to create diverse training
sets for base classifiers (e.g. bagging [3] and boosting [4]), by manipulating the
input features to map the training set into different feature spaces so that di-
verse training sets are constructed for base classifiers (random forest [5], rotation
forest [6] and COPEN [7]), and by manipulating the parameters or the structure
of corresponding learning algorithm to create accurate and diverse ensembles.
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One problem existing in these methods is that they tend to train a very large
number of classifiers which decrease the response time for prediction. The min-
imization of run-time overhead is crucial in some application, such as stream
mining. Equally important problem is that they tend to construct an ensemble
with both high and low accurate classifiers. Intuitively, the latter may affect the
expected performance of the ensemble. In terms of these problems, a technique
called ensemble pruning [8,9], also named ensemble selection or ensemble thin-
ning, is proposed to prune the low-performing members while maintaining the
diversity in remaining members to reduce the response time and increase the
expected performance.

In principle, there are exponentially many combination candidates of en-
semble members. While some of the candidates performs better than others,
finding the best candidate is computational infeasible because of the expo-
nential size of the search space. Many ensemble pruning methods via greedy
search [10,11,12,13,14,15,16,17,18,19] have been proposed: given a subensemble
S which is initialized to be empty (or full), searching for the space of different
combination candidates by iteratively adding into (or removing from) S the clas-
sifier h ∈ H\S (or h ∈ S) that optimizes a cost function. Empirical results show
that these methods induce ensemble with small size and promising generalization
performance.

In this paper, we propose a new greedy ensemble pruning algorithm called
EPR (Ensemble Pruning via Base-Classifier Replacement) to reduce ensemble
size and increase its accuracy. Unlike traditional greedy ensemble pruning al-
gorithms, EPR adopts replacement policy to search for optimal or suboptimal
subensembles with predefined number of members, which is much smaller than
the original ensemble size. In addition, we theoretically analyze the properties
of EPR using diversity measure. Based on these properties, a new metric is pro-
posed to supervise the search of EPR. EPR is evaluated by comparing it with
other advanced greedy ensemble pruning methods and very promising results
are obtained.

The rest of this paper is organized as follows. After the background intro-
duction in section 2, section 3 introduces the basic idea of EPR (the proposed
ensemble pruning method), analyzes its properties and presents a new metric
to guide its search process, followed by experimental results shown in section 4.
Finally, section 5 concludes this paper and presents some future work.

2 Related Work

In 1997, Margineantu and Dietterich [10] introduce heuristics to calculate the
benefit of adding a classifier to a subensemble, using forward selection in a
number of them. They experiment with boosting algorithm and conclude that
ensemble pruning can reduce ensemble size and improve its accuracy. Similar
approach is adopted by Tamon and Xiang in 2000 to prune ensembles constructed
by boosting algorithm [11].

Fan at al. [12] use forward selection, like in [10], to prune an ensemble of classi-
fiers, where the search is guided by the benefit that is obtained by evaluating the



Ensemble Pruning via Base-Classifier Replacement 507

combination of the selected classifiers with majority voting. Experimental results
show that ensemble pruning increase the generalization ability of an ensemble
with C4.5 as base classifier.

Caruana et al. [13] construct an ensemble pool (2000 classifiers) using different
algorithms and sets of parameters for these algorithms. Then they use forward
selection, like in [10], to iteratively add into the subensemble the classifier in the
pool that can optimize some cost function. In this way, they expect to construct
an ensemble with better performance.

Martinez-Munoz et al. [14,15] reorder the ensemble members constructed by
bagging into a list, through which a subensemble with arbitrary size can be
formed by selecting the top p percent of ensemble members. A similar approach
is adopted by Lu et al. [16] based on a measure called individual contribution
(IC) of a classifier.

Banfield et al. [17] propose a method that selects subensembles in a backward
manner. The authors reward each classifier according to its decision with regard
to the ensemble decision. The method iteratively removes the classifier with the
lowest accumulated reward. Similar approach is adopted by Partalas et al. [18,19]
In [18], Partalas et al. identify that the prediction of a classifier h and ensemble S
on example xi can be categorized into four cases: (1) etf : h(xi) = yi∧S(xi) �= yi,
(2) ett : h(xi) = yi ∧ S(xi) = yi, (3) eft : h(xi) �= yi ∧ S(xi) = yi, and
(4) eff : h(xi) �= yi ∧ S(xi) �= yi, where yi is a real label associated with
xi. They conclude that considering all four cases is crucial to design ensemble
diversity metrics and ensemble selection techniques. In 2010, they extend the
work and propose a metric called Uncertainty Weighted Accuracy (UWA) [19].
Based on the four cases, Lu et al. [16] design a new diversity based measure
called individual classifier contribution (IC) to supervise ensemble pruning.

In this paper, we propose a new greedy ensemble pruning method based on
replacement policy: searching for the optimal/suboptimal subensemble whose
size is predefined by iteratively replacing the least important classifier in it with
current classifier. The details of this method are presented in next section.

3 Ensemble Pruning via Base-Classifier Replacement

In this section, we first introduces the basic idea of EPR in section 3.1, then
discuss about EPR’s properties in section 3.2, based on which a new metric
is proposed in section 3.3 to guide the search of EPR, and finally, present the
EPR’s pseudo-code in section 3.4.

3.1 Problem Definition and the Idea of EPR

Let H = {h1, h2, ..., hM} be an ensemble with M members, our problem is:
how to select the subensemble S from H , such that |S| = L 	 M and S’s
performance is similar to or better than the original ensemble H .

Many methods have been proposed, as discussed in section 2. Here, we use
replacement policy to prune ensemble H : initialize subensemble S using L mem-
bers of H and iteratively replace the “least-important” classifier using current
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classifier h ∈ H\S until the maximum iteration number is achieved. Especially,
replacement would not occur if the current classifier was the least-importance
one. We name this method as EPR (Ensemble Pruning via Base-Classifier Re-
placement).

The major issue in EPR is to design an effective metric to evaluate the im-
portance of a classifier with respect to an ensemble S. Before the introduction
of the details of the proposed metric, we first use diversity measure [1] to obtain
the properties that supervise the design of the metric in next section.

3.2 Property Analysis

In this subsection, we first introduce the notations and the diversity measures
used in this paper, and then derive properties that supervise the design of the
metric used in EPR.

Let D = {(xi, yi)|i = 1, 2, ..., N} be an example set where each example xi

is associated with a label yi ∈ {1, ..., T}. Suppose S = {ht|t = 1, 2, ..., L} is
an ensemble with L classifiers and suppose each member ht ∈ S maps each
example xi in D to a label y, ht(xi) = y ∈ {1, ..., T}. Assume that V =
{v(x1), v(x2), ..., v(xN )|v(xi) = [v(xi)

1 , ..., v
(xi)
T ], i = [1, N ]} is a set of vectors where

v
(xi)
j is the number of votes for label j of example xi of the ensemble S combined

by majority voting.
Many measures [20] exist to evaluate the diversity (or distance) of classifiers

or the diversity of an ensemble. In this paper, we employ a 0/1 loss based dis-
agreement measure, which was proposed by Ho [1], to characterize the pair-wise
diversity for ensemble members.

Definition 1. Given two classifiers hi and hj. Suppose N
(01)
ij is the number of

the examples in D incorrectly classified by hi and correctly classified by hj, and
N

(10)
ij is the opposite of N

(01)
ij , then the diversity of hi and hj with respect to

D, denoted by DivD(hi, hj), is defined as

DivD(hi, hj) =
N

(01)
ij +N

(10)
ij

N
(1)

where N is the size of the example set D.

Definition 2. The diversity contribution of a classifier h with respect to ensem-
ble S and example set D, denoted by ConDivD(h, S), is defined as

ConDivD(h, S) =
∑

hj∈S

DivD(h, hj) =
∑

hj∈S\{h}
DivD(h, hj) (2)

Theorem 1. The diversity contribution of a classifier h, defined in Eq. 2, is
equal to Eq. 3.

ConD(h, S) =
1

N

∑
xi∈D

[
I(h (xi) = yj)

(
L− v(xi)

yi

)
+ I(h (xi) �= yi)v

(xi)
yi

]
(3)

where I(true) = 1, I(false) = 0, L is the size of S, and v
(xi)
yi is the number of

the classifiers in S that correctly classify the example xi.
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Proof. Since v
(xi)
yi is the number of the classifiers in S that correctly classify the

example xi, L − v
(xi)
yi is the number of classifiers that incorrectly classify xi.

Therefore, the value in square bracket is exactly the number of the classifiers in
S that disagree with h’s prediction on xi. Thus, the sum of the disagreement on
each example of D is exactly the diversity contribution of h, defined in Eq. 2. 
�
Theorem 1 is the extension of lemma 1 in [16] which only presents another
form of Eq. 2 for two-class problem. Based on this theorem, we design a metric
to evaluate the contribution of a classifier with respect to an ensemble and an
example set in next section.

Definition 3. The diversity of an ensemble S, denoted by DivD(S), is defined
by the sum of the diversity contribution of each classifier in S, as shown in Eq. 4

DivD(S) =
∑

hi∈S

ConDivD(hi, S) (4)

Lemma 1. Let h′ /∈ S be a base-classifier and let S′ = S \ {h} ∪ {h′} be an
ensemble, i.e., S′ is obtained from S by replacing h with h′. If ConDivD(h′, S′) >
ConDivD(h, S), then S′ is better than S, i.e., DivD(S′) > DivD(S).

Proof.

DivD(S′) =
∑

hi∈S′
ConDivD(hi, S

′) = ConDivD(h′, S′) +
∑

hi∈S′\{h′}
ConDiv(hi, S

′)

= ConDivD(h′, S′) +
∑

hi∈S′\{h′}

∑
hj∈S′\{hi}

DivD(hi, hj)
,

where ∑
hj∈S′\{hi}

DivD(hi, hj) = DivD(h′, hi) +
∑

hj∈S′\{hi,h′}
DivD(hi, hj).

Therefore

DivD(S′) = ConDivD(h′, S′) +
∑

hi∈S′\{h′}
DivD(h′, hi)

+
∑

hi∈S′\{h′}

∑
hj∈S′\{hi,h′}

DivD(hi, hj)

= 2ConDivD(h′, S′) +
∑

hi∈S′\{h′}

∑
hj∈S′\{hi,h′}

DivD(hi, hj).

(5)

Similarly, we can prove

DivD(S) = 2ConDivD(h, S) +
∑

hi∈S\{h}

∑
hj∈S\{hi,h}

DivD(hi, hj). (6)

Since S′ = S \ {h} ∪ {h′},
S′ \ {h′} = S \ {h}, S′ \ {h′, hi} = S \ {h, hi}. (7)
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Combining Eq. 5 Eq. 6 and Eq. 7, we have

DivD(S′)−DivD(S) = 2
(
ConDivD(h′, S′)−ConDivD(h, S)

)
. (8)

Therefore, Div(S′) > Div(S) if ConDivD(h′, S′) > ConDivD(h, S). 
�
Theorem 2. Let h′ /∈ H \ S be a base-classifier and let S′ = S \ {h} ∪ {h′} be
another ensemble, i.e., S′ is obtained from S by replacing h with h′. Then the
Eq. 9 holds

DivD(S′) ∝ ConDivD(h′, S \ {h}) − ConDivD(h, S \ {h}) (9)

Proof. Eq. 8 in the proof of lemma 1 results in

DivD(S′) = DivD(S) + 2
(
ConDivD(h′, S′)−ConDivD(h, S)

)
= DivD(S) + 2(ConDivD(h′, S′ \ {h′}) −ConDivD(h, S \ {h})). (10)

Then Eq. 9 results from Eq. 10 and S′ = S \ {h} ∪ {h′} immediately. 
�
Theorem 2 indicates that, searching for the best candidate S′ with largest di-
versity in space {S′|S′ = S \ {h}∪{h′}, h ∈ S} is equivalent to searching for the
classifier h ∈ S that maximizes the right item of Eq. 9. More generally, we can
use Eq. 11 to select the candidate classifier h as the classifier to be replaced by
h′ so that DivD(S′) is largest. If the classifier h = h′, then replacement will not
occur. In addition, property 1 holds on the condition that EPR adopts Eq. 11
as the metric that guides its search.

h = arg max
h∈S∪{h′}

(ConDivD(h′, S \ {h}) −ConDivD(h, S \ {h})) (11)

Proposition 1. After each iteration of EPR guided by Eq 11, the subensemble
generated by EPR is better than before if the replacement happened, i.e., the
diversity of the subensemble is larger than before.

Proof. This proposition results from Eq. 9 and Eq. 11 immediately. 
�
Based on theorem 1 and theorem 2, we define a new metric to guide the search
of EPR. The specific details are present in next section.

3.3 The Proposed Metric

In this section, we design the metric according to theorem 1 and theorem 2 to
supervise the search process of EPR .

The notations in this section follow the introduction in section 3.2. According
to theorem 2, we define the Contribution Gain (CG) when h is replaced by h′

as
CGDpr (h′, h) = ConDpr (h′, S \ {h}) − ConDpr (h, S \ {h}) (12)

where ConDpr (h, S) is h’s contribution with respect to ensemble S and pruning
set Dpr, defined as

ConDpr (h, S) =
1

N

∑
xi∈Dpr

(I(h(xi) = yi)(L−v(xi)
yi

)+I(h(xi) �= yi)(v
(xi)
yi
−v(xi)

max)) (13)
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Algorithm 1. The proposed method in pseudocode
Input: L: subensemble size;

H : the full ensemble;
Dpr: the pruning set;

Output: the subensemble S with size L
1: Initialize S with L members of H ;
2: H ′ = H \ S;
3: for each h′ ∈ H ′ do
4: hr = argh maxh∈S∪{h}CGDpr (h′, h)
5: if hr �= h′ then
6: S = S \ {hr} ∪ {h′};
7: end if
8: end for
9: return S;

where

N is the size of pruning set Dpr,
I(b) is equal to 1(or 0) if b = true (or b = false),
L is the size of ensemble S,
h(xi) is the label of h’s prediction on example xi,

v
(xi)
max is the number of majority votes of S on example xi,

v
(xi)
yi is the number of the votes on the label yi.

The value of Eq. 13 regardless of the item −v
(xi)
max is exactly h’s diversity contribu-

tion defined in Eq. 3 of theorem 1. The item, −v
(xi)
max, is to minus h’s contribution

when h incorrectly classifies xi, that follows the conclusion in [16]: correct pre-
dictions make positive contributions and incorrect predictions make negative
contribution.

EPR uses Eq. 14, which results from Eq. 12 and Eq. 11, to select the classifier
h to be replaced by h′. If h is exactly h′, then replacement does not occur. The
specific details of EPR are presented in next section.

h = arg max
h∈S∪{h′}

CGDpr (h′, h) (14)

3.4 Algorithm

The specific details of EPR (Ensemble Pruning via Base-Classifier Replacement)
are shown in algorithm 1. EPR first initializes the subensemble S using L mem-
bers of H (line 1), which can be selected randomly or obtained by some ensemble
selection method, such as UWA [19]. We randomly initialize the subensemble S.
Then EPR searches for the optimal or suboptimal subset by iteratively replacing
the classifier that minimizes Eq. 14. If the classifier is exactly the current clas-
sifier, replacement does not occur. The complexity of EPR is O(N |H |2), where
N is the pruning set size and |H | is the original ensemble size.
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4 Experiments

4.1 Data Sets and Experimental Setup

16 data sets, of which the details are shown in table 1, are randomly selected from
UCI repository [21]. For each data set, a tenfold cross validation is performed:
a data set is randomly split into ten disjunctive folds. For each fold, the other
nine folds are treated as training set to train models and the corresponding
fold as test set to evaluate the constructed models. For each trial, a bagging
with 200 decision trees is trained. The base classifier is J4.8, which is a Java
implementation of C4.5 [22] from Weka [23].

Two experiments are designed: the first evaluates the validation of CG (con-
tribution gain, the proposed metric) and the second the performance of EPR.
For the first experiment, CG, IC [16], UWA [19] and CON [17] are selected as
the metrics that guide EPR’s search process (denoted as EPR-CG, EPR-IC,
EPR-UWA and EPR-CON respectively). With respect to the second experi-
ment, EPR is compared with forward and backward greedy ensemble pruning
methods, where CG and IC are selected as the representative metrics guiding
the search process of these methods. We denote F-� (B-�) as forward (backward)
ensemble pruning method which adopts the metric � to guide its search process.
For example, F-CG (B-CG) indicates that CG is used to guide the search of
forward (backward) ensemble pruning method.

All pruning methods use training set as pruning set and adopt simple majority
voting for predicting unseen example. To avoid overfitting, the size of subensemble
selected by each pruning method is set to be 30% of the original ensemble size.

4.2 Experimental Results

The Proposed Metric Performance. This section reports the performance
of the proposed metric CG. The corresponding results are shown in Table 2.
For reference, we displace the accuracy of bagging (the whole ensemble) as well.
The accuracy of the winning algorithm on each data set is highlighted with
bold typeface. As shown in Table 2, EPR-CG achieves the best performance in
most of the data sets (8), followed by followed by EPR-IC (5), EPR-UWA(3),
EPR-CON(2), and finally bagging(0).

Table 1. Characteristics of the 16 Data Sets Used in experiments

Dataset Size Class Attributes Dataset Size Class Attributes

australian 609 2 14 machine 209 8 7
autos 205 7 25 mofn-3-7-10 300 2 11
breast-wisconsin 699 2 9 page-blocks 5473 5 10
car 1728 6 4 promoters 106 2 57
cars 406 3 8 segment 2310 7 19
german-credit 1000 2 20 vehicle 846 4 18
heart-statlog 270 2 13 vowel 909 11 12
lymphography 148 4 18 zoo 101 7 17
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Table 2. The mean accuracy of EPR-CG, EPR-IC, EPR-UWA, EPR-CON and bag-
ging. The accuracy of the winning algorithm on each data set is highlighted with bold
typeface.

Dataset EPR-CG EPR-IC EPR-UWA EPR-CON bagging
australian 85.48 85.68 85.30 85.51 85.59

autos 75.61 76.30 75.52 75.23 75.13
breast-wisconsin 96.37 96.34 96.22 96.34 96.25

car 90.67 90.73 90.76 90.56 89.92
cars 82.76 82.32 82.66 82.02 82.02

german-credit 73.90 73.86 73.54 74.40 74.34
heart-statlog 81.78 81.78 81.93 81.56 81.33
lymphography 78.92 80.00 78.65 78.92 78.92

cpu 87.56 86.99 87.37 86.12 85.65
mofn-3-7-10 86.60 86.60 86.33 85.93 85.80
page-blocks 97.20 97.20 97.20 97.22 97.01
promoters 85.47 85.28 85.09 81.51 83.40
segment 96.60 96.58 96.64 96.50 96.42
vehicle 73.90 74.07 73.85 73.40 73.78
vowel 85.29 85.20 85.29 84.55 84.57
zoo 92.88 92.49 92.85 91.69 91.30

Table 3. The rank of EPR-CG, EPR-IC, EPR-UWA, EPR-CON and bagging on each
data set.

Dataset EPR-CG EPR-IC EPR-UWA EPR-CON bagging
australian 4 1 5 3 2

autos 2 1 3 4 5
breast-wisconsin 1 2.5 5 2.5 4

car 3 2 1 4 5
cars 1 3 2 4.5 4.5

german-credit 3 4 5 1 2
heart-statlog 2.5 2.5 1 4 5
lymphography 3 1 5 3 3

cpu 1 3 2 4 5
mofn-3-7-10 1.5 1.5 3 4 5
page-blocks 3 3 3 1 5
promoters 1 2 3 5 4
segment 1 2 3 4 5
vehicle 2 1 3 4 5
vowel 1.5 3 1.5 5 4
zoo 1 3 2 4 5

Average Rank 1.97 2.22 2.97 3.69 4.16

According to [24], the appropriate way to compare two or more algorithms
on multiple data sets is based on their average rank across all datasets. On each
dataset, the algorithm with the highest accuracy gets rank 1.0, the one with the
second highest accuracy gets rank 2.0 and so on. In case two or more algorithms
tie, they all receive the average of the ranks that correspond to them.

Table 3 presents the rank of each algorithm on each data set, along with the
average ranks. We notice that the best performing algorithm is EPR-CG with
average rank 1.97, while EPR-IC, EPR-UWA, EPR-CON and bagging follow up
with average ranks 2.22, 2.97, 3.69 and 4.16, respectively.

The results above indicate that: (1) EPR outperforms bagging, no matter
which metric is adopted to guide the search of EPR, and (2) compared with the
other metrics, CG is a better metric for EPR.
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Table 4. The mean accuracy and rank of EPR-CG, F-CG and B-CG on each data set

Data Set
Accuracy Rank

EPR-CG F-CG B-CG EPR-CG F-CG B-CG

australian 85.48 85.42 85.42 1 2.5 2.5
autos 75.61 75.42 75.42 1 2.5 2.5

breast-wisconsin 96.37 96.37 96.37 2 2 2
car 90.67 90.59 90.66 1 3 2
cars 82.76 82.56 82.66 1 3 2

german-credit 73.90 73.80 73.88 1 3 2
heart-statlog 81.78 81.33 81.85 2 3 1
lymphography 78.92 79.19 78.92 1.5 3 1.5

cpu 87.56 87.47 87.47 1 2.5 2.5
mofn-3-7-10 86.60 86.53 86.60 1.5 3 1.5
page-blocks 97.20 97.19 97.19 1 2.5 2.5
promoters 85.47 85.09 85.28 1 3 2
segment 96.60 96.60 96.61 2.5 2.5 1
vehicle 73.90 73.95 73.71 2 1 3
vowel 85.29 85.32 85.01 2 1 3
zoo 92.88 92.88 92.68 1.5 1.5 3

Table 5. The mean accuracy and rank of EPR-IC, F-IC and B-IC on each data set

Data Set
Accuracy Rank

EPR-IC F-IC B-IC EPR-IC F-IC B-IC
australian 85.68 85.57 85.42 1 2 3

autos 76.30 76.59 76.10 2 1 3
breast-wisconsin 96.34 96.31 96.31 1 2.5 2.5

car 90.73 90.66 90.69 1 3 2
cars 82.76 82.56 82.66 1 3 2

german-credit 73.86 73.86 73.82 1.5 1.5 3
heart-statlog 81.78 81.48 81.70 2 3 1
lymphography 80.00 80.00 79.86 1.5 3 1.5

cpu 86.99 86.89 86.89 1 2.5 2.5
mofn-3-7-10 86.60 86.53 86.60 1.5 3 1.5
page-blocks 97.20 97.19 97.20 1.5 3 1.5
promoters 85.28 85.09 85.47 2 3 1
segment 96.58 96.56 96.56 1 2.5 2.5
vehicle 74.07 73.90 74.14 2 3 1
vowel 85.20 85.34 85.09 2 1 3
zoo 92.49 92.49 92.49 2 2 2

The Performance of EPR. This section reports the performance of EPR
compared with forward and backward ensemble pruning methods, where CG
and IC are adopted as the metrics guiding the search of these pruning methods.
The corresponding results are shown in Table 4 and Table 5, where Table 4 is
the mean classification accuracy and ranks of EPR-CG, F-CG and B-CG, and
table 5 is the results of EPR-IC, F-IC and B-IC.

Intuitively, EPR, F-� and B-� performs comparable to each other, since the
idea of these pruning methods is similar. The results in Table 4 and Table 5
validate this intuition: the difference between classification accuracy of the three
pruning methods on each data set is small, no matter whether the methods
supervised by CG or by IC.

Table 4 and Table 5 also show that, the rank of EPR is smallest on most of the
16 data sets, although EPR performs comparable to the other two pruning meth-
ods. This results indicates that, compared with other state-of-the-art ensemble
pruning methods, EPR can induce small subensemble with better performance.
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5 Conclusion

This paper contributes a new greedy ensemble pruning method called EPR based
on replacement policy. EPR searches for the optimal or suboptimal subensemble
whose size is predefined by iteratively replacing the least important classifier
in it with current classifier. In addition, this paper theoretically analyzes the
properties of EPR using diversity measure. Based on these properties, a new
metric is proposed to guide the search of EPR. EPR is evaluated by comparing
it with other advanced ensemble pruning methods and very promising results is
obtained.

The key to the success of EPR is to design an effective metric to evaluate the
contribution gain when a classifier is replaced with current classifier. Although
experiments show that the measure proposed in this paper can reasonably eval-
uate the contribution gain, the study in this field is just beginning and better
metrics are expected to be proposed.
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Abstract. Efficient similarity search on high dimensional data is an important
research topic in database and information retrieval fields. In this paper, we pro-
pose a random projection learning approach for solving the approximate similar-
ity search problem. First, the random projection technique of the locality sensitive
hashing is applied for generating the high quality binary codes. Then the binary
code is treated as the labels and a group of SVM classifiers are trained with the
labeled data for predicting the binary code for the similarity queries. The experi-
ments on real datasets demonstrate that our method substantially outperforms the
existing work in terms of preprocessing time and query processing.

1 Introduction

The similarity search, also known as the k-nearest neighbor query, is a classical prob-
lem and core operation in database and information retrieval fields. The problem has
been extensively studied and applied in many fields, such as content-based multimedia
retrieval, time series and scientific database, text documents etc. One of the common
characteristics of these kinds of data is high-dimensional.

Similarity search on the high-dimensional data is a big challenge due to the time and
space demands. However, in many real applications, the approximate results obtained
in a more constrained time and space setting can also satisfy the users’ requirements.
For example, in the content-based image retrieval problem, a similar image can be re-
turned as the result. Recently, researchers propose the approximate way for the similar-
ity query, which can provide the satisfying results with much efficiency improvement
[1–5].

The locality sensitive hashing (LSH for short) [1] is an efficient way for process-
ing similarity search approximately. The principle of LSH is that the more similar the
objects, the higher probability they fall into the same hashing bucket. The random pro-
jection technique of LSH is designed to approximately evaluate the cosine similarity
between vectors, which transforms the high-dimensional data into much lower dimen-
sions with the compact bit vectors.

However, the LSH is a data-independent approach. Recently, the learning-based
data-aware methods, such as semantic hashing [6], are proposed and improve the search
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efficiency with much shorter binary code. The key of the learning-based approaches is
designing a way to obtain the binary codes for the data and the query. For measuring
the quality of the binary code, the entropy maximizing criterion is proposed [6].

The state-of-the-art of learning-based technique is self-taught hashing (STH for
short) [7], which converts the similarity search into a two stage learning problem. The
first stage is the unsupervised learning of the binary code and the second one is su-
pervised learning with the two-classes classifiers. In order to obtain the binary code
satisfying the entropy maximizing criterion, the adjacency matrix of the k-NN graph
of the dataset is constructed firstly. After solving the matrix by the binarised Laplacian
Eigenmap, the median of the eigenvalues is set as the threshold for getting the bit labels:
if the eigenvalue is larger than the threshold, the corresponding label is 1, otherwise is 0.
In the second stage, binary code of the objects is taken as the class label, then classifiers
are trained for predicting the binary code for the query. However, the time and space
complexity of the preprocessing stage is considerably high.

In this paper, based on the filter-and-refine framework, we propose a random projec-
tion learning (RPL for short) approach for the approximate similarity search problem,
which requires much less time and space cost for acquiring the binary code in the pre-
processing step. Firstly, the random projection technique is used for obtaining the bi-
nary code of the data objects. The binary codes are used as the labels of the data objects
and then the l SVM classifiers are trained subsequently, which are used for predicting
the binary labels for the queries. We prove that the binary code after random projec-
tion satisfies the entropy maximizing criterion which is required by semantic hashing.
Theoretical analysis and empirical experiment study on the real datasets are conducted,
which demonstrate that our method gains comparable effectiveness with much less time
and space cost.

To summarize, the main contributions of this paper are briefly outlined as follows:

• Random projection learning method for similarity search is proposed, and the ap-
proximate k-nearest neighbor query is studied.
• Properties of random projection of LSH that satisfying the entropy maximizing cri-

terion needed by the semantic hashing is proved.
• Extensive experiments are conducted to demonstrate the effectiveness and effi-

ciency of our methods.

The rest of paper is organized as follows. The random projection learning method for
approximate similarity search is presented in Section 2. An extensive experimental eval-
uation is introduced in Section 3. In Section 4, the related work is briefly reviewed. In
Section 5, the conclusion is drawn and future work is summarized.

2 Random Projection Learning

2.1 The Framework

The processing framework of RPL is described in Figure 1(a). Given data set S, firstly,
the random projection technique of LSH is used for obtaining the binary code. After
that, the binary code is treated as the labels of the data objects. Then l SVM classifiers
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Fig. 1. The processing framework and the training with signature

are trained subsequently, which are used for predicting the binary labels for the queries.
The binary code after random projection satisfying the entropy maximizing criterion in
section 5.

To answer a query, the binary labels of the query are learned with these l classifiers
firstly. Then the similarities are evaluated in the hamming space, and hamming distance
between the query less than a threshold is treated as the candidates. The distances or
similarities are evaluated on the candidate set. Results are re-ranked and returned finally.
In this paper, we take the approximate k-NN query into account.

Since there is no need of computing the k-NN graph, LapEng and median, our frame-
work can efficiently answer the query with much less preprocessing time and space
consumption comparing with STH [7].

In this paper, the cosine similarity and Euclidean distance are used as the similarity
metric and the distance metric without pointing out specifically.

2.2 Random Projection

M. Charikar [2] proposes the random projection technique using random hyperplanes,
which preserves the cosine similarity between vectors in lower space. The random pro-
jection is a method of locality sensitive hashing for dimensionality reduction, which is
a powerful tool designed for approximating the cosine similarity.

Let u and v be two vectors in Rd and θ(u, v) be the angle between them. The cosine
similarity between u and v is defined as Eq.1.

cosine(θ(u, v)) =
u · v
|u||v| (1)

Given a vector u ∈ Rd, a random vector r is randomly generated with each component
randomly choosing from the standard normal distribution N(0, 1). Each hash function
hr of the random projection LSH familyH is defined as Eq.2.

hr(u) =
{

1 : if r · u ≥ 0;
0 : otherwise.

(2)

Given the hash familyH and vectors u and v, Eq.3 can be obtained [2].

Pr[hr(u) = hr(v)] = 1− θ(u, v)
π

(3)
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Form Eq.3, the cosine similarity between u and v can be approximately evaluated
with Eq.4. 1

cosine(θ(u, v)) = cosine((1− Pr[hr(u) = hr(v)])π) (4)

For the random projection of LSH, l hash functions hr1 , · · · , hrl
are chosen from H.

After hashing, the vector u can be represented by the signature s as Eq.5.

s = {hr1(u), · · · , hrl
(u)}. (5)

The more similar of the data vectors, the higher probability they are projected with the
same labels.

2.3 The Algorithm

The primary idea of RPL is that:(1) similar data vectors have similar binary code after
random projection, and the disparity of binary code predicted for the query with the
data vector set should be small; (2) The smaller distance between the vectors, the high
chance they belong to he same class.

Before introducing the query processing, the definitions used in the following sec-
tions are introduced firstly.

Definition 1. Hamming Distance. Given two binary vectors v1 and v2 with equal length
L, their Hamming distance is defined as Hdist(v1, v2) =

∑L
i=1 v1[i] �= v2[i].

Definition 2. Hamming Ball Coverset. Given an integer R, a binary vector v and a
vector set Vb, the Hamming Ball Coverset relative to R of v is denoted as BCR(v) =
{vi|vi ∈ Vb, and Hdist(v, vi) ≤ R }, where R is Radius.

The intuitive meaning of Hamming Ball Coverset is the set of all the binary vectors in
the set Vb whose Hamming distance to v is less than or equal to R.

Obtaining the Binary Vector. The algorithm of random projection used for generating
the binary code is illustrated in Algorithm 1.

First a random matrix Rd×l is generated (line 1). The entry of the vector of the
matrix is chosen from N(0, 1) and normalized, i e.,

∑d
i=1 r2ij = 1, j = i, · · · , l. For

each vector v of the set V , the inner products with each vector of the matrix Rd×l are
evaluated (lines 3 - 1). Therefore, the signatures of v ∈ V can be obtained as Eq. 5.

After projecting all the objects, a signature matrix S ∈ Rn×l can be obtained. Row
of the signature matrix represents the object vector and the column represents the LSH
signatures. In order to access the signature easily, an inverted list of the binary vector is
built based the LSH signatures (line 1). Each signature vector vb of the corresponding
vector is a binary vector ∈ {0, 1}l. Finally, the inverted list of binary vectors returned
(line 1).

1 The similarity value of Eq.4 can be normalized between 0 and 1.
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Algorithm 1. Random Projection of LSH

Input: Object vector set V,V ⊆ Rd.
Output: Inverted List of Binary Vector (ILBV ).
ILBV = ∅;1

generate a normalized random matrix Rd×l;2

foreach v ∈ V do3

vb = ∅;4

foreach vector r of Rd×l do5

h = r · v;6

val = sgn(h);7

vb.append(val);8

ILBV.add(vb);9

return ILBV ;10

Training Classifiers. The support vector machine (SVM) classifying technique is a
classic classifying technique in data mining field. In this paper, the SVM classifiers are
used and trained with the labeled data vectors.

Given labeled training data set (xi, yi), i = 1, · · · , n, where xi ∈ Rd and y ∈
{−1, 1}l. The solution of SVM is formalized as the following optimization problem.

min
w,b,ξi≥0

1
2

wT w + C

n∑
i=1

ξi

subject to yiwT xi ≥ 1− ξi

(6)

The learning procedure after obtaining the binary labels is presented in Figure 1(b). The
x-axis represents the binary vectors of the LSH signatures, and the y-axis represents the
data object set2. As illustrated in Figure 1(b), the column of the binary vectors is used
as the class labels of the objects, then the first SVM classifier is trained. Since the length
of signature vector is l, l SVM classifiers can be trained in the same manner.

The classifier training algorithm used in RPL is described in Algorithm 2. For each
column of the signature matrix, an SVM classifier is trained at first (lines 1-4). In the
same manner, l classifiers are trained. Finally, these l classifiers are returned, which are
denoted as (wj , bj), for j = 1, · · · , l (line 5).

Processing Query. The procedure for processing the approximate k-NN query is sum-
marized in Algorithm 3. The algorithm consists of two stages: filter and refine. In the
filter stage, the binary vector for the query is obtained with the l SVM classifiers firstly
(lines 4-6). After that, the Hamming distances of the query with each binary vector
in ILBV are evaluated (lines 7-9) and the distances are sorted (line 10). The objects
whose Hamming distance larger than R are filtered in this stage. In the refine stage, the
Euclidean distances are evaluated on the candidate set which fall in the Hamming Ball
Coverset with radius R (lines 11-14). The top-k results are returned after being sorted
finally (lines 15-16).

2 label {0,1} can be transformed to {-1,1} plainly.
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Algorithm 2. SVM Training of RPL

Input: Object vector vi ∈ V, i = 1, · · · , n,V ⊆ Rd; ILBV .
Output: l SVM Classifiers.
for (j = 1; j ≤ l; j++) do1

foreach vi ∈ V do2

vb[i] = get(ILBV, vi);3

SVMTrain(vi, vb[ij]);4

return (wj , bj), j = 1, · · · , l;5

Algorithm 3. Approximate k-NN Query Algorithm

Input: Query q; l SVM Classifiers; ILBV , Hamming Ball Radius R, Integer k.
Output: Top-k Result List.
HammingResult = ∅;1

Result = ∅;2

Vector qv = new Vector();//The query binary vector3

for (i = 1; i≤ l; i++) do4

b = SVMPredict(q, svmi);5

qv = qv.append(b);6

foreach vb ∈ ILBV do7

Hdist = HammingBallDist(vb, qv);8

HammingResult = HammingResult∪Hdist;9

sort(HammingResult);10

Select the vectors Ṽ = BCR(qv) ;11

foreach v ∈ Ṽ do12

distance = dist(v, q);13

Result = Result ∪ distance;14

sort(Result);15

return Top-k result list;16

2.4 Complexity Analysis

Suppose the object vector v ∈ Rd, and the length of the binary vector after random
projection is l. In the algorithm 1, for generating the matrix Rd×l, its time and space
complexity is O(dl) and O(dl) respectively. Let z be the number of non-zero values per
data object. Training l SVM classifiers takes O(lzn) or even less [8].

For the query processing, algorithm 3 predicts l bits with the l SVM classifiers takes
O(lzn logn) time complexity. Let the size of the Hamming Ball Coverset |BCR(q)| =
C, the evaluation of the candidate with the query takes O(Cl). The sort step takes
O(n log n). Therefore, the query complexity is O(lzn log n + Cl + n logn).

The time and space complexity of the preprocessing step of STH is O(n2 + n2k +
lnkt + ln) and O(n2) respectively [7].

Thus the time complexity of the preprocessing of our method O(dl) 	 O(n2 +
n2k + lnkt + ln), and space complexity O(dl)	 O(n2) also, where l is much smaller
than n.
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3 Experimental Study

3.1 Experimental Setup

All the algorithms are implemented in Java SDK1.6 and run on an Ubuntu 10.04 enabled
PC with Intel duo core E6550 2.33GHz CPU and 4G main memory. The SVM Java
Package [9] is used and the kernel function is configured to linear kernel function with
other default configurations. In term of the dataset, the following two datasets are used.

WebKB [10] contains web pages collected from the computer science departments
of various universities by the World Wide Knowledge Base project, which is widely
used for text mining. It includes 2803 pages for training, which are mainly classified
into faculty, staff, department, course and project 5 classes.

Reuters-21578 [11] is a collection of news documents used for text mining, which
includes 21578 documents and 17 topics. Due to space limited when solving the k-NN
matrix problem, we randomly select 2083 documents which include acq, crude, earn,
grain, interest, money-fx, ship, trade 8 classes.

The vectors are generated with TF-IDF vector model [12] after removing the stop-
words and stemming. In total, 50 queries are issued on each dataset and the average
results are reported. The statistics of the datasets are summarized in the table 1.

Table 1. Statistics of the datasets

Dataset Document No. Vector Length Class No.

WebKB 2803 7287 5
Reuters 2083 14575 8

For evaluating the effectiveness , the k-precision metric is used and defined as k −
precision = |aNNk

⋂
eNNk|

k , where aNNk is the result list of the approximate k-NN
query, and eNNk is the k-NN result list by the linear scaning.

3.2 Effectiveness

To evaluate the query effectiveness of the approximate k-NN query algorithm, we test
the k-precision varying the bit length L and the radius R. In this experiment, the param-
eter k of the k-precision is set to 40. The binary length L varies from 4 to 28, the radius
R is selected between 1 to 12. The experiments results of the effectiveness of RPL on
the two datasets are presented in Figure 2.

From the Figure 2, we can observe that (1) for a certain radius R, with the increas-
ing of the parameter L, the precision drops quickly. For example, when R = 8, the
k-precision drops from 1.0 to 0.2 when the length L varies from 10 to 28 on the two
datasets. (2) given the parameter L, increasing the radius can improve the precision.
Considering when the length L is 15, the precision increases from 0.1 to 1.0 with the
radius R varies from 1 to 12. The reason that the bigger the radius R, more candidates
are survived after filtering, thus the higher precision.
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Fig. 2. k-Precision on two datasets
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Fig. 3. Query efficiency on the two Datasets

3.3 Efficiency

To evaluate the efficiency of RPL, the approximate k-NN query processing time is tested
when varying the radius R and the bit length L. The test result is demonstrated in Figure
3. In this experiment, the radius R varies from 1 to 12, and the bit length is selected
between 4 and 30.

From the performance evaluation, conclusions can be drawn that: (1) with the in-
creasing of the bit length L, the query processing time drop sharply, because there are
fewer candidates; (2) the bigger the radius are, the higher query processing time for
there are more candidates. But it is much smaller than the linear scan, which takes
about 1737 and 2641 ms on the WebKB and Reuters datasets respectively.

3.4 Comparison

Comparisons with STH [7] are made on both of effectiveness and efficiency. STH takes
about 9645 and 7106 seconds on WebKB and Retures datasets respectively for prepro-
cessing, i.e., evaluating k-NN graph and the the Eigenvectors of the matrix. However,
the preprocessing time of our method is much less than STH, only takes only several
milliseconds, i.e., only a random matrix is needed to generate. In this comparison, the
parameter k of the k-NN graph used in STH is set to 25.

The effectiveness comparison with STH is shown in Figure 4. The radius R is set to
3, and the parameter k to 3 and 10. The k-precision is reported varying bit length L on
the two datasets. The experiment results show that the precision of RPL is a bit lower
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Fig. 5. Performance comparison with different R

than the STH, because STH use the k-NN graph of the dataset, and this take the data
relationship into the graph.

The efficiency comparison with STH is conducted and the results are shown in
Figure 5. In this experiment, the bit length varies from 4 to 16, results show the query
processing time when varying the the radius R and different bit length L. Results
demonstrate that the performance of our method is better than STH, which indicates
better filtering skill.

4 Related Work

The similarity search problem is well studied in low dimensional space with the space
partitioning and data partitioning index techniques [13–15]. However, the efficiency
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degrades after the dimension is large than 10 [16]. Therefore, the researches propose
the approximate techniques to process the problem approximately.

Approximate search method improves the efficiency by relaxing the precision qual-
ity. MEDRANK [17] solves the nearest neighbor search by sorted list and TA
algorithm [18] in an approximate way. Yao et al.[19] study the approximate k-NN query
in relation database. However, both MEDRANK and [19] focus on much lower dimen-
sional data (from 2 to 10).

Locality sensitive hashing is a well-known effective technique for approximate near-
est neighbor search [1, 3], which ensures that the more similar of the data objects, the
higher probability they are hashed into the same buckets. The near neighbor of the query
can be found in the candidate bucket with high probability.

The space filling techniques convert high-dimensional data into one dimensional
while preserving their similarity. One kind of space filling is Z-order curve, which is
built by connecting the z-value of the points [20]. Thus the k-NN search for a query
can be translated into range query on the z-values. Another space filling technique is
Hilbert curve [21]. Based on Z-order curve and LSH, Tao et al.[4] propose lsb-tree for
fast approximate nearest neighbor search in high dimensional space.

The random projection method of LSH is designed for approximately evaluating
similarity between vectors. Recently, CompactProjection [5] employs it for the content-
based image similarity search.

Recently, the data-aware hashing techniques are proposed which demand much less
bits with the machine learning skill [6, 7, 22]. Semantic hashing [6] employs the Ham-
ming distance of the compact binary codes for semantic similarity search. Self-taught
hashing [7] proposes a two stage learning method for similarity search with much less
bit length. Nevertheless, the preprocessing stage takes too much time and space for
evaluating and storing k-NN graph and solving the LagMap problem. It’s not proper
for the data evolving setting and also its scalability is not well especially for the large
volume of data.

Motivated by the above research works, the random projection learning method is
proposed, which is proved to satisfy the entropy maximizing criterion nicely.

5 Conclusions

In this paper, a learning based framework for similarity search is studied. According
to the framework, the data vectors are randomly projected into binary code firstly, and
then the binary code are employed as the labels. The SVM classifiers are trained for
predicting the binary code for the query. We prove that the binary code after random
projection satisfying the entropy maximizing criterion. The approximate k-NN query is
effectively evaluated within this framework. Experimental results show that our method
achieves better performance comparing with the existing technique. Though the the
query effectiveness is bit lower than the STH, RPL takes much smaller time and space
complexity than STH in the preprocessing step and the query gains better performance,
and this is very important especially in the data-intensive environment.
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Appendix: Theoretical Proof

The entropy H of a discrete random variable X with possible values x1, · · · , xn is
defined as H(X) =

∑n
i=1 p(xi)I(xi) = −∑n

i=1 p(xi) log p(xi), where I(xi) is the
self-information of xi.

For the binary random variable X , assume that P (X = 1) = p and P (X = 0) =
1− p, the entropy of X can be represented as Eq.7.

H(X) = −p log p− (1− p) log(1− p), (7)

when p = 1/2, Eq.7 attains its maximum value.
Semantic hashing [6] is an effective solution for similarity search with learning tech-

nique. For ensuring the search efficiency, an elegant semantic hashing should satisfy
entropy maximizing criterion [6, 7]. The intuitive meaning of entropy maximizing cri-
terion is that the datasets are uniformly represented by each bit, thus maximizing the
information of each bit, i.e., bits are uncorrelated and each bit is expected to fire 50%
[23]. Thus, we propose the following property for semantic hashing.

Property 1. Semantic hashing should satisfy entropy maximizing criterion to ensure
efficiency, i.e., the chance of each bit to occur is 50% and each bit is uncorrelated.

In the following section, we prove that the binary code after random projection of LSH
naturally satisfies the entropy maximum criterion. This is the key difference between our
method and STH [7] in the generating binary code step. The latter needs considerable
space and time consumption.

Let Rd be a d-dimensions real data space and u ∈ Rd is normalized into the unit
vector, i.e.,

∑d
i=1 u2

i = 1. Suppose a random vector r ∈ Rd, ri is the i-th component
of r and chosen randomly from the standard normal distribution N(0, 1), i = 1, · · · , d.
Let v = u · r and v is random variable. Then the following lemma 1 holds.

Lemma 1. Let random variable v = u · r, then v ∼ N(0, 1).

Proof. Since v = u · r, thus v =
∑d

i=1 ui · ri.
Since ri is a random variable and drawn randomly and independently from the stan-

dard normal distribution N(0, 1), accordingly we have

ui · ri ∼ N(0, u2
i ).

Thus, according to the property of standard normal distribution, the random variable
v ∼ N(0,

∑d
i=1 u2

i ) = N(0, 1). Hence the lemma is proved.

From lemma 1, the corollary 1 can be derived, which means that the binary code after
random projection is uncorrelated.
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Corollary 1. The binary code after random projection is independent.

Lemma 2. Let f(x) = sgn(x) be a function defined on the real data set R, a random
variable v = u · r. Set random variable v′ = f(v), then P (v′ = 0) = P (v′ = 1) = 1

2 .

The prove of Lemma 2 is omitted here due to space limit. The lemma 2 means that the
0 and 1 occur with the same probability in the signature vector. Hence, on the basis of
corollary 1 and lemma 2, we have the following corollary.

Corollary 2. The binary code of after random projection satisfies entropy maximizing
criterion.
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Abstract. With more and more new social network services appearing,
the volumes of data they created are continuous increasing at an aston-
ishing speed. These data represent a snapshot of what real social network
happening and evolving, and they contain the basic relationships and in-
teracted behaviors among users. Core-based friend cycles are connected
nodes around given ”core node”, and their interaction pattern with core
node may reveal potential habits of users. This may be useful for on-
line personalized advertising, online public opinion analysis, and other
fields. To search core-based friend cycles by global method needs to scan
the entire graph of social network every time, and thus its efficiency is
low. This study (1) modeled the core-based friend cycles with core-based
subgraphs;(2) provided algorithms to find structure and evolving inter-
action pattern of friend cycles around a given core node in online social
network; (3) discussed and analyzed the design of incremental search
algorithm theoretically; (4)applied the provided model to do informed
prediction between node and its core-based friend cycles and received
hit rate over 77.6%;(5) provided sufficient experiments and proven the
newly proposed approach with good scalability and efficiency.

Keywords: social network , graph mining, evolving pattern, friend
cycle.

1 Introduction

By the studies of real human life, one person may have many different friend
cycles in his life, and he treat each one differently[1]. We observed similar phe-
nomenon in the online social networks (OSN): people may behave quite different
to informed his online friend cycles by receiving new information, usually, they
prone to informed specific group of their friends intensively. This knowledge may
be useful for online personalized advertising or online public opinion analysis,
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and administrator of OSN service providers or authorities may be interested
about the different interaction patterns between specific nodes and their friend
cycles on online social network. For example, they may ask questions about a
specific node like: 1) how other nodes interact with a specific node? 2) How many
different groups of friends are there related to specific node? Or 3) if a message
were sent to one node, which related set of friends would be informed first?

To explore this kind of knowledge needs to analyze the topological structure of
OSN, and it brings challenges: (1) efficiency problem: as the naive methods find the
communities by processing information of all nodes in OSN, their processing effi-
ciency is low; (2) result uncertainty: too many information retrieved from global
methods may confuse the user. This paper provided notations about core-based
friend cycles and studied friend cycles finding problem by focusing on ”core node”
and proposed algorithms to track their evolving interaction pattern. By consid-
ering the efficiency on huge volumes of OSN data, the proposed method was also
designed in incremental style and thus can suit for large-scale evolving structure.

In order to track the online friend cycles, we implemented a system to crawl
data from bulletin board system (BBS). Our system downloads data every day in
following schema: (1) post info = { article id, article info, author id, tpost }; (2)
reply info = { article id, replier, treply }. For every day running, the system get
newly-added data in time span [tstart, tend], that means the created time of new
records satisfy tstart �(tpost or treply) � tend, and this kind of data accumulate
every day. Figure 1 visualized the results of core-based friend cycles found around
a specific node during 15 days.

To study such knowledge, the main contribution of this paper includes: 1)
proposed notations about core-based friend cycle and the former problem defini-
tions; 2) provided global and incremental algorithms to extract the model with
theoretical discussion for the reasons of incremental design,(3) applied the pro-
vided model to do informed prediction, and (4) gave sufficient experiments to
discuss the effectiveness, efficiency and the parameters’ impact of our model.

The remaining of this work is organized as follows: Chapter 2 discussed the
related work recently; Chapter 3 gave the basic definitions and formalized the
friend cycle finding problems; Chapter 4 proposed data structure of retrieved
core-based friend cycles and searching algorithms for it; Chapter 5 gave sufficient
experiments for the approach on practical data and applied our method to do
informed prediction; Chapter 6 made a conclusion about the whole work and
gave the future working directions.

(a) (b) (c)

Fig. 1. Friend cycles evolving with data coming
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2 Related Works

Mining the social network data requires the achievements from database tech-
nologies, graph theory, social psychology, physics, etc. Its primary applications
include: business analysis, psychological guidance, epidemiology studying, public
security, and anti-terrorist detection [2]. Technically, there 2 major way to ana-
lyze the social network data with these models: (1) Social network analysis
This way allows people to consider social network as a huge stationary graph,
and apply graph theory and other theories to analyze it. Christian Bird[3] used
a small world model to analyze the social network established by email conver-
sation, and got some useful information from the source CVS repositories. B.
Gallagher et al. [4] proposed a notation ”ghost edge” based on semi-supervised
method to study the classification problem in sparse network. X. Ying and Xin-
tao Wu et al. [5] provide a measurement to describe the graph random degree
in social network and they applied this measurement to analyze the relation-
ship between individual and communities. These method provided good advices
about the topological analysis of the social network graph. (2)Dynamic social
network analysis Barabasi et al. [6] analyzed the evolving pattern of social
network by using theories of complex network. Davidsen et al. [7] studied the
communication patterns between individuals in a social network, and the phe-
nomenon of small communities emergence. EmilyM et al. [8] discussed the pro-
cess of network topological structure changing with the time increasing. L. Zou
et al. [9] tried to use a dynamic way to preserving network publication privacy.
D. Liben-Nowell and J. Kleinberg [10] introduced a network linkage prediction
problem in social network, and gave some corresponding methods to predict the
future possible links between nodes. Nathan Eagle et. al [11] treated the mobile
phone as personal sensor and used the data collected from telecom area to study
rapid communication patterns between people. Golbeck [12] analyzed the data
from popular social network services like Youtube, facebook, et. al, and he got
some qualitative result. Yang Ning et. al [13] proposed a evolve graph model
for events detection in data stream form. Most methods need directly applied
on the entire network graph, and thus lacked efficiency when analyzing evolving
structure of specific node in large-scale social network.

3 Problem Definition

This work uses the number of middlemen to establish the basic measurement
between two strangers. And also, our work start the social network exploring
from a ”core node”. Before discussing details of the approach, we give a formal
definitions of the notations will be used in this paper.

Definition 1. Social Network Graph, a social network is a undirected graph
G=〈V, E〉, where V is the set of active users ( users who post or reply at least
one article in BBS)during time span [ts, te], and E is the set of interaction
relationships between active users, ∀e ∈ E, e=(va, vb), va, vb ∈V (a�=b).
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Definition 2. Core-based Subgraph, Give vertex vcore ∈ V, the smallest
number of middlemen between v (∀v∈V) and vcore is n, then the hop distance of
v and vcore in G HopG(vcore, v) = n+1. If we analyze G starting from vcore, then
vcore is core vertex for this task, and a core-based subgraph Sub(G)i of vcore is
a subgraph of G, and it must satisfy HopG′ (va, vb)<h, HopG(vcore, vb)<h and
HopG(vcore, va)< h(∀va, vb ∈ Vi(a �= b)). Where G′ = 〈V-vcore,E-e(vcore)〉, and
e(vcore) is the edges related to vcore.

Core node choosing: With the former definitions, the main task of this paper
can be described as: given a core node vcore(in the BBS application, we chosen
nodes who posted articles frequently as ”core node”, for these nodes may affect
the behavior of the whole social network a lot), to track and get distribution
principle of its friend cycles (core-based subgraph), and to analyze the interaction
patterns of information based on this friend cycle model. And formally, the core-
based subgraph discovering process can be described as below.

Problem 1. Core-based Subgraph Finding: Give a evolving social network
graph G = 〈V, E〉, and vertex vcore ∈ V, to find ∀ Sub(G)i ⊂G, for each Sub(G)i

is core-based subgraph of vcore.

Under most practical circumstances: as the large-scale OSN data in a continue
updating data stream form, to obtain Hop(vcore,v) in a global view for everyday
run is difficult. By following our system’s data schema, we design an incremental
way to discover the friend cycles, and formally, it can be described as:

Problem 2. Incremental Core-based Subgraph Finding: Given core vertex
vcore⊂V, and time window is Δ t, Let Gt=〈Vt, Et〉 be the subset of G within the
time span [t, t + Δt] which satisfies G=

⋃tnow

t0
Gt (t0 is the starting time of data

collect process and tnow is current time stamp); to find ∀ Sub(G)i⊂
⋃tnow

t0
Gt,

Sub(G)i=〈Vi, Ei〉, for each Sub(G)i is core-based subgraph of vcore.

With the two basic problems defined upon, to predict information interaction
patterns is to find out which friend cycle of vertex v will be informed first by
giving v is informed. We assume that information would propagate from v1 to
v2 if v1 posted an article on BBS and v2 replied it(G=〈V,E〉, v1, v2 ∈ V , and
v1 �= v2. And the more, if ∀v∈Sub(G) replied v1’s article, then information will
propagate from v1 to Sub(G). With this assumption, the informed prediction
can be described as:

Problem 3. Informed prediction. Let Sub(G)i(i=0,1,2,...) be core-based sub-
graph of vcore in G, and its weight W (Sub(G)i) =

∑
∀v∈Sub(G)i,t∈T

R
v.t−ts

, where
T is set of interaction time stamp between v and vcore, and R is a constant
for scale adjusting. The informed probability pj = W (Sub(G)j)∑

∀Sub(G)i∈G(vcore) W (Sub(G)i)
,

where G(vcore) is set for all core-based subgraph of vcore in G. With the formal
descriptions, we use friend cycle with the biggest informed probability as the
estimation result of the predicted next informed friend cycle.

The following part will discuss approaches to find the core-based subgraph
(friend cycle) and do informed prediction.
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4 Core-Based Friend Cycle Searching Algorithms

Given a specific core vertex vcore(vcore∈V), in social network graph G=〈V, E〉,
denote Sub(G)t

i is i-th core-based subgraph of vcore at time t. The core-based
friend cycle searching’s result can be denoted as a 2-tuple:St(vcore)=〈vcore, Ct =
{Sub(G)t

0, Sub(G)t
1, Sub(G)t

2, ...}〉Where Ct is a snapshot for all core-based sub-
graphs of vcore at t; If the context is specific, St(vcore) can simplify as St.

In the rest sections, we proposed two algorithms for the core-based friend
cycle searching task: (1) global algorithm, and (2) incremental algorithm.

4.1 Global Friend Cycle Finding Algorithm

As our goal is to find the friend cycles around one core vertex, the basic steps
to find core-based subgraphs globally is: 1) collect data D from online social
network services; 2) establish a global graph G from D; 3) build the topological
structures by the interaction among vertexes (people) in G; 4) check ∀v∈G.V
whether it satisfy the conditions of problem 1, and add v to vcore’s specific friend
cycle. The pseudo-code of algorithm is listed in algorithm 1 gFC-find.

Data: vcore, h, D (all the data collected until time t);
Result: S-set={S0, S1, S2, . . . St};
begin

S ← φ
G ← Graph-generate(D); /* Generate graph G from D */

TopBuild(G); /* Topological structure establish */

foreach Vertex v ∈ G do
St←InsertVertex(St−1, v, h); /* h is hop-distance threshold */

end

end
Function InsertVertex(S, v, h)
begin

i←S.CheckCycle(v); /* v ∈ cycle Ci when ∀vi∈C,hop(vi, v)<h */

if i �=-1 and hop(vcore, v)<h then Insert(S.Ci, v);
else if hop(vcore, v)<h then

C←newCycle(); C.add(v);S.addCycle(C);
end

end

Algorithm 1. gFC-find

In gFC-find, we evoked a modified version of Dijkstra algorithm to generate
the topological structure in the graph. And for the input parameters, h is the
threshold for hop distance between the two vertexes in a same friend cycle (As the
six degree separation theory [14], practically, we set h ∈ [2, 4] in the experiments).
In this algorithm, the function InsertVertex is actually a process of accumulated
clustering. As the result of Dijkstra algorithm is optimal, it can find the shortest
hop-distance between two vertexes. However because its complexity are O(n2),
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when D is huge, the efficiency of gFC is low. The worst, for every new time stamp
t, gFC-find needs to regenerate G and its topological structure. This make gFC-
find’s complexity is O(n2) too, and it can hardly be applied to a big network.
Thus, we propose an incremental algorithm in the following.

4.2 Rapid Incremental Algorithm

Cast Away Strategy: Beside the O(n2) time complexity of gFC-find, too many
vertexes may cause combinational exploding problem, that also reduce gFC-
find’s efficiency. To conquer this, we design a strategy to cast away some vertexes
and edges when the new vertexes are loaded in order to keep an appropriate
number of vertexes in Gt thus to control the time and space cost.

We use shortest hop distance matrix A to record the topological structure
generated by Dijkstra algorithm, A is a matrix recording the shortest hop steps
between every two vertex in graph G, and A is denoted as:

A =

⎛⎜⎜⎜⎜⎝
a11 a12 a13 ... a1n

a21 a22 a23 ... a2n

a31 a32 a33 ... a3n

... ... ... ... ...
an1 an2 an3 ... ann

⎞⎟⎟⎟⎟⎠ (1)

Where ∀aij∈A, aij represents the shortest hop distance for every pair of vi and
vj in G, and n=|G|. When the dynamic graph G=〈V, E〉 needs to cast away
vertexes, it must check the affection may be caused by casting away for ∀v ∈
V one for each time, then cast away the least topological affection vertexes. We
provide following methods to fulfill the rapid checking.

An eigenvector-based strategy. This strategy based on the eigenvector cal-
culation on A, and its process can be described as follows: 1) get the shortest
hop distance matrix A of G; 2) calculate the eigen values and the eigen vec-
tors about A; 3) find the biggest eigen value and its corresponding eigen vector
eigvk=[a1k,a2k,a3k,...,ank] of A; 4) find the biggest aik (1�i�n) in [a1k,a2k,a3k,...,
ank], and cast away i-th vertex vi in G. This eigenvector-based strategy can find
out the least topological affection vertex through a single eigenvectors compu-
tation, we give following theorem to prove this strategy is effective.

Theorem 1. Let A be the shortest hop distance matrix of graph G, eigvk=[a1k,
a2k, a3k, ..., ank] is the corresponding eigenvector of the biggest eigen value about
A, then the proposition of finding out the current least topological affection vertex
v∈G is equivalent to finding vi∈G (1�i�n) where its correspondinge aik is the
biggest value in eigvk.

Proof. As defined in former sections, ∀aij∈ A represents the shortest hop dis-
tance between vi and vj(vi,vj∈G.V). Suppose information propagate from vi to
vj and the cost of information propagated at t step on vi is c

(t)
i , the information

propagate cost from vi to vj is denoted as c
(0)
i ×aij . Denote the average cost
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for information propagating from vi to ∀vj∈G.V (i�=j) the next iterate step as
c
(t+1)
i , then, c

(t+1)
i can be obtained by equation 2.

c
(t+1)
i =

∑n
j=1 aijc

(t)
j

n
, n = |A| (2)

Information propagated from vi to ∀vj∈G.V. When t→∞, c
(t)
i describes the

information propagating difficulty from vi to any other vertex in G.V, thus the
bigger c

(t+1)
i is, the more difficult information propagating from vi to any other

vertex will be. So the vertex with biggest c
(t+1)
i is the least topological affection

vertex in G. The information propagate costs for every vertex form a vector
V

(t)
cost=[c(t)

1 ,c(t)
2 ,...,c(t)

n ]T , and it can be calculated by equation 2.

V
(t)
cost =

A× V
(t−1)
cost

n
=

At−1 × V
(t0)
cost

n
(3)

Suppose the isolate vertexes are deleted before this calculation, and A is a irre-
ducible Matrix, then according to the Markov chain central limit theorem[15]:
when t→∞, At will tend to a definite Matrix Au (u means ultimate). Thus
equation 3 can be transformed into equation 4.

V
(t)
cost =

Au × V
(t0)
cost

n
(4)

Thus when t→∞, V
(t)
cost will tend to a constant (V (t+1)

cost = V
(t)
cost = Vc). According

to equations 3 and 4.
λ× Vc = A× Vc (5)

Where λ is a constant for value adjusting. Thus, n(n=|G|)-dimensional vector
Vcost for all vertexes in G.V is the eigenvector of A. And according to the concept
of information propagated cost, current least topological affection vertex v∈G
will have the biggest cost in ∀vi∈G. Proof End

iFC-find algorithm with the former cast-away strategy, we proposed an incre-
mental core-based friend cycle finding algorithm in algorithm 2: iFC-find. In
algorithm iFC-find, the functions Graph-generate, TopBuild, and InsertVertex
is the same as the ones in gFC-find. The difference is iFC-find use ΔD in every
Δt as source to establish a graph ΔG which was added to Gt for TopBuild,
and apply eigenvector-based strategy to cast away operation. This makes iFC-
find search core-based friend cycles of vcore incrementally without regenerate the
whole G for every Δt. We provided more detail discussion about this castaway
strategy in the experiment section.

5 Experiments and Discussion

5.1 Data Sets and Experiments Configuration

BBS Data: We use BBS data collected from sinaBBS and TecentBBS (2009-
1-12 ∼ 2010-07-26). And the target is to find different friend cycles of one spe-
cific node(account ID).Actors Data: To test the general use of the algorithms,
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Data: vcore, h, G0,ΔD (data collected in Δt);
Result: S-set={S0, S1, S2, ...St};
begin

S0←φ;Gt←G0;
for t←0; t<tnow; t←t+Δt do

Gt←Graph-generate(ΔD, Gt);
if |Gt| > k then

Gt←VertexesCastAway(Gt) /* do cast away operation */

end
TopBuild(Gt); /* Establish the topological structure of Gt */

foreach Vertex v ∈ Gt.V do
St←InsertVertex(St, v, h); /* h is hop-distance threshold */

end
S-set.add(St);

end
return S-set;

end
Function VertexesCastAway(G)
begin

G-set←φ
A←getHopMatrix(G);
eigenvalues←eig(A); eigenvectors←eigv(A);
i←max(eigenvalues);
weights←eigenvectors[i];
Find k←arg max(weights(k))
G’←G.castaway(vk)
return G’

end

Algorithm 2. iFC-find

we also downloaded Actors data from IMDB[16], and extracted 72,371 actor
records in schema actor relation = {movie name, leading role, supporting role,
filmed time} from year 2000 to 2012. And the target is try to find different friend
cycles of one specific actor. Table 1 shows a summary of BBS data. All exper-
iments are completed on a PC with a 2.93 GHZ CPU and 2 GB RAM. The
prototype is implemented by C#, and all data stored in a PC with Microsoft
SQL server 2005 database server.

Table 1. A Summary of Data Sets

rows poster no. replier no.

Sina 3,046,814 28,359 127,088
Tencent 311,483 4,712 107,776
Actors 72,374 7,392 39,105
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5.2 Effectiveness Experiments

We selected the top 5 articles posted authors (for each posted over 47 articles in
TencentBBS) to analyze gFC. As gFC’s efficiency is rather low, we chosen the
active time span (continue posting or replying articles for 5 days) from 2010-1-28
to 2010-2-28 for experiment, and set hop=2. As the result shown in figure 2: the
average number of friend cycles is 1.4.

Fig. 2. Friend cycles of top 5 posters Fig. 3. Active cycles results of diff. k by iFC

iFC analysis experiment. We used all the authors in data set ”Tencent BBS”
as the vertexes of graph G(|V | = 110,002). As our data is extracted from BBS, by
considering the post-reply time span of people, we treated friend cycles ci with
w(ci)>0.01 as the active friend cycle. According to the definition, w(ci)>0.01
here means the average interaction happened between 2 people in ci is within
1,000 seconds. Figure 3 shows the active friend cycles found result by iFC algo-
rithm, and the number of this author’s average active friend cycles is 3.083. This
result shows that although people may interact with many people in different
friend cycles everyday, but the main contact friend cycles are few.

Informed prediction application. Figure 4 shows the weight varying pattern
of 4 big cycles of ”author1”, and their weights is 0.40955, 0.00127, 0.00025,
0.00011 after 2010-7-1. This means friend cycle1 may be author1’s most possible
information receiver, and probability p= 0.4095

0.4095+0.0012+0.0002+0...=99.629% (the
ellipsis represents weights of other cycles ). That means when author1 post a new
article, cycle1 may be informed with probability 99.629%. We tested the accuracy
of prediction by: suppose the biggest weighted friend cycle is ”cycle1” at time
t, then at t+1, if the next vertex vn was inserted into cycle1, the prediction is
hitted. And hit rate Rhit can be denotes as: Rhit = Nhit

Nin
; Where Nin means total

number of inserted vertexes within time [t, t+1], and Nhit means the number of
vertexes inserted into the friend cycle practically.

Figure 5 shows hit rate results with time windows W = 24 and 48 hours, and
average hit rate exceeds 77.6%. With such result, we found people may prone to
informed few specific friends group of them intensively during given period.

Results found on Actors Data. We applied iFC on Actors data[16] set
with hop=3, k=20, and chosen ”Goldblum, Jeff” as core vertex. The result of
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Fig. 4. friend cycle evolving pattern Fig. 5. Rhit result for iFC

”Goldblum, Jeff” is shown in figure 6, and iFC found 3 major friend cycles:
c1={Goldwyn, Tony; Desotell, Michael A.; Barber, Lance (I); Cashen, Brian;
Brichetto, Gary}, c2={Fogarty, Brud; Dickerson, Briana; Goldston, Gregg; Cap-
padona, Tom; Fogarty, Brud}; c3={Embry, Ethan; Ansley, Zachary; Banks, Lin-
den; Boileau, Daniel...(more actors )}. By checking the members’ ”known for”
result in IMDB[16] for each cycle, we found that actors in c1, c2, c3 are tend to
play in ”comedy, {crime, thriller}, {sci-fi, thriller, adventure }” styles of movies
respectively. Following this pattern, if v (v∈c1) and Goldblum Jeff cooperate in
one movie, this movie with great possibility will be a comedy!

Fig. 6. Friend cycles of Goldblum, Jeff

5.3 Scalability Experiments

Time cost comparison experiment. We ran iFC algorithm 180 times on
Tencent BBS data(32,340 rows) with k=10∼50. As it is shown in figure 7, time
cost is increasing with k, and the average time costs are: t̄k=10 = 2.11s, t̄k=20

= 3.89s, t̄k=30 = 8.20s, t̄k=40 = 21.53s, t̄k=50 = 45.00s. We also compared the
efficiency of iFC and gFC, as the result shown in the figure 8, when processing
data over 2,281 rows, gFC costed over 800 seconds for a single run.



540 Y. Wang et al.

Space cost comparison experiment. The space comparison results are shown
in figure 9, as iFC keep an relative constant vertexes in RAM, its space cost is
within 2,000KB, and gFC cost over 8,000KB space for 2,356 rows data.

Scalability of iFC. We ran iFC on Sina data with k=20 iteratively for 82 times
to simulate a extreme communication happened environment (totally over 2.66
million interaction happened, and almost 200 new happened every day). As the
result in figure 10, the average process time everyday is 7,899 ms.

Fig. 7. Time cost for different k of iFC Fig. 8. Efficiency of iFC v.s. gFC

Fig. 9. Space of iFC & gFC Fig. 10. Time cost for iFC on 2.66 mil. data

6 Conclusions

In this study, we proposed methods to analyze the core-based friend cycles
around specific node and do informed prediction in OSN, and our contribu-
tions are: (1) modeled core-based friend cycles in OSN; (2) proposed a global
algorithm gFC to find core-based friend cycles;(3) proposed a cast-away strat-
egy with an efficient incremental algorithm iFC; (4) provided sufficient experi-
ments on real data to discuss effectiveness and scalability of algorithms, and do
informed prediction. Our future work will focus on studying information prop-
agate dynamics around core node and generalizing our methods on micro-blog
applications.
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Abstract. In recent years, early prediction for ongoing sequences has
been more and more valuable in a large variety of time-critical applica-
tions which demand to classify an ongoing sequence in its early stage.
There are two challenging issues in early prediction, i.e. why an ongo-
ing sequence is early predictable and how to reasonably determine the
parameter koptimal, the minimum number of elements that must be ob-
served before an accurate classification can be made. To address these
issues, this paper investigates the kinetic regularity of the information
transfer in sequence data set. As a result, a new concept of Accumula-
tively Transferred Information (ATI) and its kinetic model in early pre-
dictable sequences are proposed. This model shows that the information
transfer in early predictable sequences follows Inverse Heavy-tail Distri-
bution(IHD), and the most uncertainty of an early predictable sequence
is eliminated by only few of its preceding elements, which is exactly the
intrinsic and theoretically sound ground of the feasibility of early pre-
diction. Based on the kinetic model, a heuristic algorithm is proposed
to learn the parameter koptimal. The experiments are conducted on real
data sets and the results validate the reasonableness and effectiveness of
the proposed theory and algorithm.

Keywords: Early Prediction, Temporal Sequence, Information
Transfer.

1 Introduction

With the increase of temporal data, there is a growing demand of early pre-
diction that classifies an ongoing sequence as early as possible, preferably after
only few of its preceding elements occurred. For example, it is always desirable
to predict an intrusion as soon as few preceding events of a sequence happen. For
another example, early prediction of a disease makes early treatment possible,
which is extremely important for patients. The traditional methods for sequence
classification, such as support vector machines (SVM) and artificial neural net-
works (ANN) [1,2], cannot be applied straight to early prediction for an ongoing
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sequence since they are mostly whole-sequence based, i.e. they presuppose that
all the elements of a sequence to be classified are observed in advance.

Essentially, there are two key issues that should be addressed for successful
early prediction. One issue is to identify the ongoing sequences that are early
predictable. The problem behind the curtain is to seek the underlying reason
why the early prediction is possible. The other issue is to reasonably determine
the minimum number of the preceding elements that must be observed before
an ongoing sequence can be classified with an acceptable accuracy. Obviously,
the early prediction will be no sense if the number is too great.

This paper addresses these two key issues and reveals the intrinsic and the-
oretically sound ground of early prediction by taking a new approach rooted
in information theory. Our idea includes two points. The first is to regard an
ongoing sequence as a flow where the information is accumulatively transferred
from one element to the next, and meanwhile the remaining uncertainty of the
sequence decreases. It is obvious that the less the remaining uncertainty, the
higher the determinacy of a sequence. The second point is that a sequence is
early predictable if and only if its most information is accumulatively trans-
ferred by only few of its preceding elements. In other words, the determinacy of
a early predictable sequence only depends on its few preceding elements, which
makes it possible to classify it in early stage, even when only few preceding ele-
ments of it occurred. The main contributions of this paper can be summarized
as the following:

(1) A new concept of Accumulative Transferred Information (shortened
as ATI) is proposed to characterize the information movement in a
sequence. ATI is defined based on entropy and conditional entropy
of a sequence and represents the total amount of information having
been transferred until a specified element occurred which quantifies
the eliminated uncertainty.

(2) The kinetic regularity of ATI of early predictable sequences is inves-
tigated on real data sets. The results show that the kinetic regularity
of ATI can be approximated by an inverse heavy-tail distribution,
which reveals that the most information of an early predictable se-
quence is transferred, and consequently the most uncertainty is elim-
inated, by only few of preceding elements.

(3) A heuristic algorithm, LearnK, is suggested to learn the parameter
koptimal, the minimum number of preceding elements that must be
observed before an ongoing sequence can be accurately predicted.
LearnK tries to locate the point on which the variation of the slope
of the ATI’s curve increases abruptly.

(4) The feasibility and effectiveness of our theory and algorithm are
verified on real data sets.

The rest of this paper is organized as follows: Section 2 reviews the related
work. Section 3 introduces the concept of ATI of a sequence and investigates its
kinetic model. Section 4 presents the algorithm LearnK to search the parameter
koptimal. Section 5 introduces the approach to build a classifier for the early
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prediction for an ongoing sequence. Section 6 shows the experimental evaluation
and Section 7 concludes.

2 Related Work

Three domains are relevant to our work, namely sequential pattern mining, se-
quence classification and early prediction for sequences.

Sequential Pattern Mining. The goal of sequential pattern mining is to dis-
cover the frequently occurring ordered elements or subsequences as patterns [1].
There have been several typical algorithms including GSP [3], PrefixSpan [4],
Spam [5], Spade [6] and SeqIndex [7]. Additionally, the sequence alignment has
been investigated as the extension of sequence analysis [8,9].

Sequence classification. Sequence classification is an extensively studied prob-
lem. Some classifiers are built based on frequent sequential patterns [2, 10, 11].
Some other classifiers are built with artificial neural networks (ANN) [12,13]. In
addition, [14,15,16] propose a series of classification methods by the combination
of the support vector machines (SVM) and feature selection.

Early Prediction for Sequences. [17] introduces the concept of early pre-
diction. In [17], early prediction is achieved through the linear combination of
features, which can tolerate the miss of some features but suffers the deteriora-
tion of accuracy. [18] studies the construction of sequence classifier towards early
prediction. The methods proposed by [18] take a parameter p0 of the expected
accuracy as the input specified beforehand, and minimize the length of the pre-
fix that the classifier must check for the prediction, and strongly depend on the
feature selection.

The existing work can not answer the question why a sequence is early pre-
dictable. This paper takes a strategy fundamentally distinct from them, which
first investigates the underlying reason why a sequence is early predictable from
the perspective of the information movement in a sequence, and derives the al-
gorithm logically and naturally to adaptively learn the parameter koptimal, the
minimum number of preceding elements that should be checked before an accu-
rate early prediction is made.

3 Kinetic Model of Information Transfer

This section investigates the kinetic model of the information transfer of the pre-
dictable sequences. Let Xn be a set of n-length sequences, where each sequence
xn = (e1, e2, . . . , en) and ei(i = 1, 2, . . . , n) is an element. Let Xi be the set of se-
quences where each sequence consists of the first i elements of the corresponding
xn in Xn, and obviously |Xn| = |Xi|. The base of logarithms is 2.

As stated in section 1, the uncertainty of a sequence decreases due to the infor-
mation is accumulatively transferred along successive elements ei, ei+1. So, how
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much total information is transferred and how much uncertainty is consequently
eliminated up till the ith element ei? Accumulatively Transferred Information is
exactly the key to these questions.

Definition 1. Given Xn, the Accumulatively Transferred Information
(shortened as ATI) up till ei, denoted by Ai, is defined as Ai = H(Xn) −
H(Xn|Xi).

The entropy H(Xn) evaluates the uncertainty of a whole sequence when no ele-
ment is observed, and the conditional entropy H(Xn|Xi) evaluates the remaining
uncertainty of a sequence after its ith element is checked. Therefore the difference
between H(Xn) and H(Xn|Xi) naturally indicates the amount of information
having been transferred up till ith element. The following proposition states that
ATI increases monotonically.

Proposition 1. Given Xn, the ATI increases monotonically with the increase
of i, i.e. A1 < A2 < . . . < An.

Proof. H(Xn) > H(Xn|Xi) and H(Xn|Xi) decreases monotonically with the in-
crease of i because the conditional variable reduces the entropy [19]. So according
to Definition 1, Ai−1 = H(Xn)−H(Xn|Xi−1) < Ai = H(Xn)−H(Xn|Xi). 
�
Proposition 1 reflects the fact that the uncertainty of a sequence decreases along
with the transfer of information, while the following proposition 2 provides a
convenient way to calculate AIT beyond its definition.

Proposition 2. The following formula holds

Ai =
∑

xn∈Xn

|xn|
|Xn| log

|Xn|
|xi| , (1)

where |xn| is the number of occurrences of xn in Xn, |xi| is the number of
occurrences of xi in Xi, and |x1| is the number of occurrences of x1 in X1.

Proof. By the definition 1 and the definition of conditional entropy [19], we have

Ai = H(Xn)−H(Xn|Xi)

= −
∑

xn∈Xn

p(xn) log p(xn) +
∑

xi∈Xi

∑
xn∈Xn

p(xn, xi) log p(xn|xi)

= −
∑

xn∈Xn

( ∑
xi∈Xi

p(xn, xi) log p(xn|xi)− p(xn) log p(xn)

)
.

Note that xi is the prefix of xn, so

p(xn , xi) = p(xn) =
|xn|
|Xn| ,

p(xn | xi) =
|xn|
|xi| .
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Consequently,

Ai =
∑

xn∈Xn

( ∑
xi∈Xi

|xn|
|Xn| log

|xn|
|xi| −

|xn|
|Xn| log

|xn|
|Xn|

)
.

Each xn ∈ Xn has only one i-length prefix xi, so

Ai =
∑

xn∈Xn

|xn|
|Xn|

(
log
|xn|
|xi| − log

|xn|
|Xn|

)
=

∑
xn∈Xn

|xn|
|Xn| log

|Xn|
|xi| . 
�

Proposition 2 enables us to directly compute ATI without the knowledge of
conditional entropy H(Xn|Xi), as shown in the following example.

Example 1. Given the set X5 listed in table 1, compute A3.

Table 1. The set X5, X3

X5 X3

a, b, c, d, e a, b, c

a, b, c, f, g a, b, c

a, b, c, d, e a, b, c

a, b, c, f, g a, b, c

c, d, e, j, q c, d, e

a, b, c, d, e a, b, c

c, d, e, f, h c, d, e

b, c, d, g, h b, c, d

c, d, e, j, q c, d, e

b, c, d, e, f b, c, d

In X5, |(a, b, c, d, e)| = 3, |(a, b, c, f, g)| = 2, |(c, d, e, j, q)| = 2, |(c, d, e, f, h)| =
1, |(b, c, d, g, h)| = 1, |(b, c, d, e, f)| = 1. In X3, |(a, b, c)| = 5, |(c, d, e)| = 3,
|(b, c, d)| = 2. Then

when x5 = (a, b, c, d, e), x3 = (a, b, c), |x5|
|X5| log |X5|

|x3| = 3
10 log 10

5 = 0.30,

when x5 = (a, b, c, f, g), x3 = (a, b, c), |x5|
|X5| log |X5|

|x3| = 2
10 log 10

5 = 0.20,

when x5 = (c, d, e, j, q), x3 = (c, d, e), |x5|
|X5| log |X5|

|x3| = 2
10 log 10

3 = 0.35,

when x5 = (c, d, e, f, h), x3 = (c, d, e), |x5|
|X5| log |X5|

|x3| = 1
10 log 10

3 = 0.17,

when x5 = (b, c, d, g, h), x3 = (b, c, d), |x5|
|X5| log |X5|

|x3| = 1
10 log 10

2 = 0.16,

when x5 = (b, c, d, e, f), x3 = (b, c, d), |x5|
|X5| log |X5|

|x3| = 1
10 log 10

2 = 0.16.
So, according to the proposition 2,

A3 =
∑

x5∈X5

|x5|
|X5| log

|X5|
|x3| = 1.34. 
�

Before investigating the kinetic model of ATI, we firstly use H(Xn) to normalize
ATI to avoid the influence from the different scales of data sets. The Normalized-
ATI (shortened as NATI) is defined as the following.
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Fig. 1. The Kinetic Model of Information Transfer

Definition 2. The Normalized-ATI (shortened as NATI) up till ith element
ei, denoted by ai, is defined as ai = |Ai|

|A0| , where A0 = H(Xn) and Ai is the ATI
up till ei.

We explore three real data sets, the University of New Mexico sendmail data
(shortened as UNM) [20], MIT Lincoln Lab BSM sendmail data (shortened as
BSM) and tcpdump data (shortened as TCPDUMP) [21]. For each data set we
compute and depict the curve of NATI over a1 to a20 in Fig.1. Fig.1 shows that
the curves increase rapidly before a preceding element (no later than the 7th
element) and become stable after it, which implies that the most information
is accumulatively transferred by only few preceding elements of the sequences.
This discovery inspires the following hypothesis about the relationship between
the early prediction and the kinetic model of ATI.

Hypothesis. A n-length sequence can be predicted in early stage if and only if
the kinetic regularity of its NATI can be approximately modeled by the following
equation:

ai = 1− i−b, (2)

where i = 1, 2, . . . , n, and b is the accumulative factor.
We call the formula (2) Inverse Heavy-tail Distribution (shortened as IHD).

Fig.2 illustrates several examples of IHD and shows the dependency of the in-
formation transfer speed on the accumulative factor b. It is easy to see that the
greater accumulative factor, the faster transfer of information. In practice, the
accumulative factor is often restricted in the real interval of (1,2]. In section 6,
we will verify that the kinetic regularity of ATI modeled by formula (2) is exactly
the underlying ground of early prediction.
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Fig. 2. Dependency of the information transfer speed on the accumulative factor b

4 Learning Parameter koptimal

The conclusion of section 3 implies that the most uncertainty is eliminated by
preceding few elements of a sequence if it is predictable, so the next question
is how to determine the parameter koptimal, the minimum number of elements
that should be examined before an accurate prediction for an ongoing sequence
is made. The value of koptimal should be small enough to make early prediction
meaningful as well as large enough to ensure the accuracy. This section proposes a
heuristic and iterative algorithm to learn koptimal which finds an optimal tradeoff
between the two contradictory objectives.

By studying Fig.1 and Fig.2 more carefully, it can be found that the koptimalth
element is exactly the point around which the slope of the NATI curve varies
sharply. We call such point Slope Change Point and define it formally as follows.

Definition 3. The Slope Change Point (shortened as SCP) of a function
curve is the point on which the variation rate of slope is maximum.

So the learning of parameter koptimal is reduced to the search of the SCP. Note
that what the definition 3 emphasizes is the variation rate of the slope instead
of the absolute difference. Thus it is the second rather than the first difference
of slopes that should be used.

Given the curve of NATI, the key point of the algorithm to learn parameter
koptimal is to separately compute sir which is the slope of the right line seg-
ment of the point (i, ai), and sil which is the slope of the left line segment of
that point. These two segments are linearly fitted by w points before and af-
ter the point (i, ai) respectively, where w is the width of fitting window. Then
Δsi = sir − sil is the first difference of slopes, and Δ2si = Δsi −Δsi−1 is the
second difference of slopes. The Δ2si evaluates precisely the acceleration of slope
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variation around the point (i, ai). Therefore according to definition 3, the desir-
able value of koptimal is exactly the sequence number i on which Δ2si achieves
the maximum, i.e.

koptimal = argmax
i

Δ2si, w ≤ i ≤ n− w, (3)

where n is the length of the sequence. The details of algorithm to learn parameter
koptimal is given in Algorithm 1.

Algorithm 1. LearnK (Xn, W )
Require: The set of n-length sequences, Xn; The max width of fitting window, W ;
Ensure: koptimal;
1: compute NATIs over i = 1, . . . , n and store them into a[1 . . . n]; // by proposition

2
2: for i = 1 +W to n−W do
3: for w = 2 to W do
4: make linear regression of points (x, a[x]), x = i− w, . . . , i;
5: store the regression coefficient into l(w);
6: make linear regression of points (x, a[x]), x = i, . . . , i+ w;
7: store the regression coefficient into r(w);
8: end for
9: σ =

∑W
w=2 w

2;

10: sil =
∑W

w=2
w2l(w)

σ
; sir =

∑W
w=2

w2r(w)
σ

;
11: Δ[i] = sil − sir;
12: end for
13: for i = 2 to length of Δ[ ] do
14: Δ2[i] = Δ[i]−Δ[i− 1]; // compute second difference
15: end for
16: Δ2[u] = max (Δ2[1 . . . length ofΔ2]);
17: return koptimal = u; // by formula (2)

The trick here is the choice of the width of the fitting window w. The linear
regression of successive w points tells much more about the local slope if w is
small, otherwise the global slope if w is great. Our solution is to set the argument
W with the value of 4 in practice. Line 3 ∼ 8 compute the linear regressions
with w = 2, 3, 4, and the coefficients are respectively stored in l(w) and r(w),
w = 2, 3, 4. The final slope sir is the average of l(w) weighted by w2, and sil

can be calculated in the same way instead using r(w) (Line 9 ∼ 10). At last, the
index of the maximum element of Δ2[ ], u, is returned as result (Line 16, 17).

5 The Construction of Classifier

The first koptimal elements (e1, e2, ..., ekoptimal
) can be regarded as features of xn.

So the early prediction is completed by a classifier with the following form:

y = f(e1, e2, . . . , ek) (4)
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where f(·) is the classifier and y is the class label.
Since the element ei is discrete and categorical, we apply SLIPPER algorithm

[22] to the training data to build the classifier. SLIPPER is a simple, fast and
effective rule learner which generates a rule set of compact and comprehensible by
repeatedly boosting a simple and greedy rule-builder. In addition to its simplicity
and effectiveness, SLIPPER is highly scalable since its complexity of O(n log n),
where n is the number of data items. So it is very suitable for the task of early
prediction.

It should be noted that there exists a few of qualified classification algorithms
besides SLIPPER. We choose SLIPPER simply for its facilitation and scalability.

6 Experimental Evaluation

This section presents the experimental results evaluating our theory and methods
on two real data sets, namely SPLICE and PROMOTER, which are all both
available at UCI machine learning repository [23]. SPLICE and PROMOTER
are two collections of gene sequences with length of 66 and 60 respectively, and
each sequence is associated with a class label. In the experiments, we randomly
choose the first 80% of each data set as the training data and the last 20% as the
testing data. All the experiments are conducted on a PC with a Intel 2.2GHz
CPU and 2GB main memory. The algorithm LearnK is implemented in Matlab
R2007b and the classifiers based on SLIPPER are implemented in C.

We first compute the NATI for each data set, and the results are depicted in
Fig.3. As we expected, the NATI of each data set approximately obeys the in-
verse heavy-tail distribution introduced in section 3, which means that the early
predictions for the sequences in SPLICE and PROMOTER are feasible. From
Fig.3, it can be observed that the NATI curves of PROMOTER and SPLICE
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Fig. 3. The NATI of SPLICE and PROMOTER
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come close to one around 25th element and 15th element respectively, so intu-
itively the koptimal of SPLICE and PROMOTER should be around 25 and 16
respectively.

As the second step of the experiment, we apply the algorithm LearnK pro-
posed in section 4 onto the data sets to learn koptimal. The results are koptimal

= 16 for SPLICE and koptimal = 23 for PROMOTER, which are consistent with
the observation on the Fig.3.

At the third step of the experiment, we apply the algorithm SLIPPER [22]
on the training data of each data set to build the classifiers which take the first
koptimal elements as input features, and then test them on the testing data. To
compare the performance between our classifiers and other ones with different
values of k, we additionally build a series of classifiers for each data set with k
from 1 to 30. Fig.4 shows the misclassification rate on different data sets. Several
discussions on Fig.4 are as follows.

1. The misclassification rate monotonically decreases with the increase
of k. This indicates that the more elements observed, the higher de-
terministic the sequence, which precisely evidences the first point of
our idea introduced in section 1 that the information is accumula-
tively transferred among the elements of an ongoing sequence and
the remaining uncertainty is being gradually eliminated as the infor-
mation is transferred from one element to the next.

2. The misclassification rate declines sharply before koptimal, and begins
to gently approach to zero after koptimal, which coincides with the
trend of the NATI curves in Figure 3 where the NATI increases
rapidly before koptimal and begins to gently approach to one after
koptimal. This indicates that the ATI really imposes influence on
remaining uncertainty of a sequence, and it is reasonable to use the
formula (2) as the criterion for the construction of classifier.
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3. The value of koptimal is far smaller than the whole length of a se-
quence (66 and 60, respectively), which confirms another point of
our idea introduced in section 1 that the most information is accu-
mulatively transferred by only few preceding elements of an early
predictable sequence, which is exactly the intrinsic ground of the
feasibility of the early prediction for an ongoing sequence.

In summary, the results shown in Figure 4 verify the hypothesis presented in
section 3 and convince us that the intrinsic and theoretically sound ground of
the capability of early prediction for an ongoing sequence is exactly the one that
the kinetic regularity of its NATI can be approximated by an inverse heavy-tail
distribution (formula (2)) so that the most information of it can be transferred
in its early stage.

7 Conclusions

To reveal the intrinsic ground of early prediction, we first propose a new concept
of ATI and its normalized form NATI to characterize the information move-
ment in a sequence. Then we investigate the kinetic regularity of NATI of early
predictable sequences on real data sets, and discover the fact that the kinetic reg-
ularity of NATI of early predictable sequences can be approximately modeled by
an inverse heavy-tail distribution, which indicates that the most information is
accumulatively transferred, and consequently the most uncertainty is gradually
eliminated, by only few of preceding elements of an early predictable sequence.

Based on the kinetic model of NATI, we propose a heuristic algorithm, LearnK,
to learn the parameter koptimal, which is the minimum number of the preceding
elements that must be observed before an ongoing sequence can be accurately
classified. At last, the results of the experiments performed on real data sets
verify that the kinetic regularity of ATI of sequences can be modeled by inverse
heavy-tail distribution is exactly the underlying reason why early prediction for
an ongoing sequence is feasible, and the early prediction based on the theory
and algorithm proposed by this paper is reasonable and effectiveness.
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Abstract. Currently news flood spreads throughout the web. The tech-
niques of Event Detection and Tracking makes it feasible to gather and
structure text information into events which are constructed online au-
tomatically and updated temporally. Users are usually eager to browse
the whole event evolution. With the huge quantity of documents, it is
almost impossible for users to read all of them. In this paper, we formally
define the problem of event evolution phases discovery. We introduce a
novel and principled model (called EPD), aiming at temporally outlining
the entire news development. A news document is usually not atomic
but consists of independent news segments related to the same event.
Therefore we first employ a latent ingredients extraction method to ex-
tract event snippets. Unlike traditional clustering methods, we propose a
novel metrics integrating content feature, temporal feature, distribution
feature and bursty feature to measure the correlation between snippets
along timeline in a specific event. Combined with bursty feature, we in-
troduce a novel method to compute word weight. We employ HAC to
group the news snippets into diversified phases. An optimization problem
are utilized to decide the number of phases, which makes EPD applied.
With our novel evaluation method, empirical experiments on two real
datasets show that EPD is effective and outperforms various related al-
gorithms. Automatic event chronicle generated is introduced as a typical
application of EPD.

Keywords: Evolution Phases Discovery.

1 Introduction

Currently document flood which comes from different websites spreads through-
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the mess-up information could be gathered together, turned into event, issue,
topic or special manually by editors, and displayed to users, for instance, Yahoo!
News Topics and CNN Special Coverage & Hot Topics. With the development
of the techniques of Topic Detection and Tracking (TDT)[1], some web service
can gather news from many websites and structure it into news topics which are
constructed online automatically and updated temporally, such as GoogleNews.

The techniques of event detection and tracking makes it feasible for a user
to know “what’s happening” and “what’s new”. However, there are always an
event evolution over time, which can be summarized by several main phases.
With the huge quantity of documents constructed and updated at all times, it is
almost impossible for users to read all of them, which hinders users from learning
from the the ins and outs of the event evolution. For example, While a user query
“H1N1”, he will receive a large number of documents from the search engine then
he expects to find out the development history of the event. This kind of scenario
leads to a new question: Can we automatically discover evolution for a
specific event and generate the chronicle for users? We believe users will
be better satisfied if we can provide a humanized system which enables them
to easily explore and exploit the event evolution. Hence, event evolution phases
discovery is an applied and valuable research subject.

In this paper, we formally define the problem of event evolution phases dis-
covery. Intuitively, the task can be regarded as a problem of clustering. However,
there are some remarkable characteristics when the news documents are divided
into diversified clusters along the timeline. Therefore the traditional clustering
methods have poor performance. Motivated by above mentioned, we introduce
a novel and principled model (called EPD) for discovering evolution phases for
a specific event that consists of a quantity of documents information. EPD is
composed of two major phases and effective to accomplish the task of evolution
phases discovery.

Since EPD can be regarded as a clustering problem, there are three impor-
tant questions to answer. The first question is what to be clustered. A document
usually contains more than one latent ingredient. The similarity between docu-
ments can be influenced by some noisy latent ingredients, such as background
information. Therefore, documents are unsuitable atomic units to be clustered.
The second question is how to measure the correlation between texts. An evo-
lutionary phase is a chunk for event evolution along timeline. The difference
between phases can be cased by content feature, temporal feature, distribution
feature, bursty feature and others. Thus, an fusion model for several important
and useful features should be considered for improving similarity metrics. The
third question is how many clusters to be decided. An applicable system requires
a method to automatic decide the number of phases. In this paper, we will give
the reasonable answers to those questions.

Indeed, our model can be combined with any existing event detection algo-
rithms. We show that EPD is motivated by and well reflects the existing ob-
servations and findings. Empirical experiments on two real datasets show that
EPD is effective and outperforms various related algorithms.
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The rest of this paper is organized as follows. In Section 2, we revisit the
related work. Section 3 gives the problem formulation. Section 4 introduces the
model for event evolution phases discovery. Experiments in Section 5 show the
performance of EPD. Section 6 summarizes contributions of this paper.

2 Related Work

Topic detection and tracking (TDT) research has been extensively studied in
previous work. Pilot experiments in retrospectively and incrementally clustering
of text documents have been done as a part of event detection task initiative
[2] and query document like retrieval [3]. Others follow their work on event
detection [4], improving clustering techniques [5] and novelty detection [6]. Our
work is related with those work. Finding a new event requires technology of event
detection. Event tracking helps us to access the documents stream. Nevertheless,
our work is distinct from these work before. We focus on discovering diversified
evolution phases rather than whether events are found.

Topic tracking also stimulates many researches because events are dynamic
and evolutionary character is studied in [7]. Tracking captured dependencies in
news topics, either casual or temporal in [8] and threads topics. This work was en-
riched by [9] into “incident threading”, aiming at expanding dependency variety.
Probability generative model for topic mining came into use after Probabilistic
Latent Semantic Analysis (PLSA) was proposed. In [10] Temporal Text Mining
(TTM) was introduced to discover the latent theme from texts and construct
an evolution graph. In [11] newswire evolution was constructed. These works fo-
cused on topic threads evolved from one to another. Based on previous work, we
introduce EPD to divide the event evolution line into diversified phases. Readers
can obtain a temporal outline of event evolution from a macro point of view,
which cannot be solved from local views by event detection or evolution.

To the best of our knowledge, our approach has different characteristics from
all previous work. In this paper, we formally define the problem of event evolution
phases discovery and present a novel model EPD to solve the problem.

3 Problem Formulation

In this section, we formally define the related concepts and the task of evolution
phases discovery. Let us begin with defining a few key concepts as follows.

Document. Let Dε = {< dε
1, t1 >, < dε

2, t2 >, ..., < dε
n, tn >} be the set of

documents published about a specific event ε, where dε
i is the text document and

ti is the timestamp. dε
i is represented by a bag of words from a fixed vocabulary

W ε = {wε
1, w

ε
2, ..., w

ε
m}. That is, dε

i = {c(dε
i , w

ε
1), c(dε

i , w
ε
2), ..., c(dε

i , w
ε
m)}, where

c(dε
i , w

ε) denotes the number of occurrences of word wε in dε
i .

Snippet. Let Sε = {< sε
1, ts1 >, < sε

2, ts2 >, ..., < sε
k, tsk >} be the set of

snippets extracted from documents set Dε, where sε
i is the text of snippet i and

tsi is its timestamp.
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Phase. Let P ε = {< pε
1, T s1, T e1 >, < pε

2, T s2, T e2 >, ..., < pε
l , T sl, T el >} be

the set of phases describing the evolution of event ε, where pε
i is a set of snippets

in phases i, Tsi is start time and Tei is the end time. Given snippets set Sε,
∀sε

i , s
ε
j ∈ pε

m, ∀sε
k ∈ pε

n, we have ‖coh(sε
i , s

ε
j)‖ > ‖coh(sε

i , s
ε
k)‖ and ‖coh(sε

i , s
ε
j)‖ >

‖coh(sε
j , s

ε
k)‖, where ‖coh(, )‖ is the cohesiveness between any two snippets. The

definition indicates two snippets within the same phase are more cohesive than
those from different phases.

With the definitions of key concepts, we can now formally define the major
task of evolution phases discovery. Given the input of a set of documents Dε,
the task is:

Evolution Phases Discovery. Formally, we want to infer the set of versions
P ε about the event ε. An event may consist of diversified phases. By inferring
the set of phases, we expect to keep track of evolution about an event, give users
multilateral understanding of an event and classify documents to the evolution
phases of an event, etc.

4 Evolution Phases Discovery

4.1 System Framework for EPD

Intuitively, the task can be regarded as a problem of clustering. However, in a
specific event, there is some remarkable characteristics when the news documents
are divided into diversified clusters along the timeline. Therefore we cannot di-
rectly apply classic clustering methods. For solving the problem, we propose
EPD. As shown in Fig. 1, the system framework of EPD is composed of two
major steps. It works as follows:

1) Snippet Extraction. Since a document usually contains more than one
latent ingredients, documents cannot be considered as atomic units for phases
discovery. We employ an event snippets exacting algorithm to solve this problem.

2) Features Selection and Phases Classification. Based the snippets set
obtained in step 1), we start to select and extract useful features. We discuss
four features and propose a fusion model to compute the similarity between
two snippets. Taking bursty feature into consideration, we propose the modified
word weight. Afterwards, we employ the HAC clustering framework to cluster
the event snippets to diversified phases. Furthermore, we suggest a feedback
model to implement optimization problem to decide the number of phases.

In the following subsections, steps 1) and 2) are formally expressed.

4.2 Snippet Extraction

A document usually contains many latent segments. [12] firstly defines the con-
cept of event snippet which is the different Latent Ingredients(LIs) in one doc-
ument. They present the novel event snippet recognition models based on LIs
extraction and exploit a set of useful features consisting of context similarity,
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Fig. 1. The system framework for the model of EPD

distance restriction, entity influence from thesaurus and temporal proximity. In
our model, we employ their algorithm to extract snippets for documents and we
can obtain the set of snippets Sε.

4.3 Features Selection

EPD is intrinsically a clustering problem. A phase is a chunk for event evolu-
tion, a cluster of snippets belong to the same evolution phase. When we classify
snippets into different phases, we need to select suitable metrics to measure the
similarity between them. In our model, we mainly utilize multiple event fea-
tures such as content, temporal, and other information. In following part, we
will describe four useful features.

Temporal Feature. Temporal information is an important dimension to decide
snippet clusters, contemporary snippets tend to discuss closely related events
and as a result, are likely to be at the same evolutionary stage. We denote
simt(sε

i , s
ε
j) = e−|tsi−tsj |, where |tsi − tsj| is the temporal gap between two

snippets. The farther two snippets are, the less similar they will be.

Distribution Feature. The distribution of snippets indicates related events.
If there are too many snippets between two snippets (sorted by date), they
are less likely to be connected. nij is the number of snippets between the two
snippets and nij is 0 when tsi = tsj . The distribution similarity is defined as
simd(sε

i , s
ε
j) = e−nij .
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Bursty Feature. A document burst reflects a concentrated topic discussion and
indicates new updates occur here. A topic is usually discussed heavily within the
center of an episode and in the transition period the topic temporarily fades and
stays away from people’s attention. Suppose there are ni snippets at the day of
snippet sε

i and nj for sε
j . simb(sε

i , s
ε
j) = e−|ni−nj |.

Content Feature. Content information is basic dimension to decide snippet
clusters. The content cohesion between two snippets is measured by the co-
sine similarity sim(sε

i , s
ε
j). Every snippet is a bag-of-word (in raw words). Word

weight is measured by traditional TFIDF. we have,

sim(sε
i , s

ε
j) =

∑
w∈sε

i∩sε
j

(weighttf.idf (wi, s
ε
i )× weighttf.idf(wj , s

ε
j))√ ∑

wi∈sε
i

(weighttf.idf (wi, sε
i ))2 ×

√ ∑
wj∈sε

j

(weighttf.idf (wj , sε
j))2

(1)
weighttf.idf (w, s) indicate the TFIDF weight of word w in snippet s. In Section
4.4, by considering word bursty feature, we will propose a method to improve
TFIDF for computing the word weight.

4.4 Phases Cluster

Modified Word Weight. When we consider both content feature and bursty
feature, We can not ignore their interaction. The words in bursty time is usually
more important. Thus, the bursty feature is modeled in term weighting. We
propose the bursty factor p̃t. The time t of a larger p̃t is a burst time. A snippet
in such burst time is more informative and words in it should gain larger weight.

Inspired by [15], we propose a method to decide the bursty factor p̃. According
to [15], document volume is a function of time elapse for a specific. A topic thread
reaches its peak volume at peak time tp. There are two distinct behaviors: the
volume within a tp-centered time window can be well modeled by e−bx, while
outside of the window, the volume is best modeled by a|log(|x|)|. Within the
window the volume builds up and decays quickly while the outside part is a long
tail. a and b are up to curve fitting. To integrate such unique character, we create
a time windows Wint. In a bursty time, the number of snippets within Wint

is more than around the Wint. Nwithin(Wint) represents the number of snippets
within windows Tw and Naround(Wint) represents the number of snippets around
windows Wint. Respectively, we compute the number of snippets in front and
back of the time windows Wint, and let Naround(Wint) equal the sum of them,
where the size is the half of Wint. Therefore, we have

p̃t =
Nwithin(Wint)

Naround(Wint)
(2)

Thus, the modified word weight is as follows.
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weightmodified(w, s) =
weighttf.idf(w, s) · p̃t√ ∑

w′∈s

(weighttf.idf (w′, s) · p̃t)2 (3)

where weightmodified(w, s) indicate the weight of word w in snippet s.

Fusion of Features. There are several drawbacks for utilizing merely one fac-
tor, which is incomplete to reflect the event evolution. We need connect snippets
which are cohesive enough. Context similarity, time decay, snippet distribution
and bursty all affect the cohesion measurement in balance and we combine them
into compound similarity:

simc(sε
i , s

ε
j) =sim(sε

i , s
ε
j)× simt(sε

i , s
ε
j)× simd(sε

i , s
ε
j)× simb(sε

i , s
ε
j) (4)

Clustering. Based on the fusion metrics of similarity between two snippets,
we traverse all snippets and group them by Hierarchical Agglomerate Clustering
(HAC ) until the number of phases c is reached. Every cluster is a set of snippets,
and we sort their timestamp to get Tsi and Tei for phase i.

4.5 Decision of the Number of Phases

An actual system requires to automatic decide the number of phases. In pro-
cessing course of HAC, for every step, we can get a partition U of phases:
U(S) = {u1 · · · ∪ uk ∪ · · · ∪ uc} and uk represents the k -th temporary phase
of snippet collection S. We optimize the best value of U :

V (U) =
max
1≤i≤c

{ max
1≤j≤c,j 	=i

{Δ(ui, uj)}}
min

1≤k≤c
{δ(uk)} (5)

Δ(ui, uj) defines the cohesion between ui and uj , which is measured by aver-
age pairwise similarity of two temporary phases and δ(uk) denotes all possible
similarities within an temporary phase uk. The main goal of this measure is to
minimize inter-phase similarity whilst maximizing intra-phase similarity. Thus
small values of V correspond to good clusters and the number of clusters c that
minimizes V(U) is the optimal c∗ to choose.

c∗ = arg min
c

V (U) (6)

Based on the optimization, through continual feedback in HAC, the model can
automatically decide the number of phases.

5 Experiments

In this section, we describe the experimental designs and evaluation of event
evolution phases discovery. Since there is no existing standard test set for EPD,
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we opt to construct a test set. We show the effectiveness of our model EPD with
experiments both on a smaller dataset H1N1 Pandemic (including 2318 docu-
ments, call H1N1) and on a larger dataset Dell’s accounting problems (including
4772 documents, called DeA). H1N1 is the 2009 flu pandemic. It began in Mex-
ico and continued to spread globally, which kept a long time evolution. DeA
is one of the largest financial scandal events from 2006 to 2008. The statistics
of the datasets is shown in Table 1. We crawl documents from the mainstream
news web portals, such as BBC, Reuters, MSNBC, NYTimes, People, to build
the dataset. Since there is no existing standard test set for diversified versions
discovery, we opt to construct our own test sets. We first present the evaluation
for the performance of snippets clustering, which is the most important part in
phases discovery. Then we illustrate and analyze the EPD results. Finally, we
introduce an EPD application.

Table 1. Statistics of Datasets

Quantity Time Span
Dataset Docs Snips Variation Docs Snips Variation

H1N1 2318 4052 +29.96% 03/13/2009-11/30/2009 03/08/2009-11/30/2009 +1.90%

DeA 4772 5290 +10.85% 08/17/2006-08/30/2008 07/01/2006-08/30/2008 +6.31%

From Table 1 we can see the number of texts is enlarged by Snippets ex-
traction. Quantity is an important indicator which facilitates to distinguish an
evolution phase. Enlarged datasets benefit EPD without extra human labor to
read. Snippets extraction also helps extend the time span for a more complete
topic review. For smaller topics such as H1N1, snippets greatly enlarges unit
quantity but a smaller time span extension while for larger topics such as DeA,
it is quite the opposite. Either phenomenon is helpful.

5.1 Performance of Snippets Phases Clustering

As mentioned above, an important part of EPD is to classify the snippets into
diversified phases. Therefore, we firstly evaluate the snippets phases clustering.

Evaluation. With regard to an event, it is almost impossible to manually ob-
serve all the snippets and classify them into different phases. Hence, we evaluate
the effectiveness of EPD in a pairwise judge task.

In the pairwise judge task, we focus on judging whether a pair of snippets
belongs to the same phases. Firstly we construct the pairwise standard test sets.
We randomly sample 200 pairs of snippets for H1N1 and 300 pairs of snippets
for DeA. We make sure each snippet is different, which enhances the evaluation
reliability. Afterwards, each pair of snippets is shown to volunteers and whether
they belongs to the same phase depends on the voting result. If a result is hard
to judge, the pair will be discarded and we will add a new pair to test set, which
guarantees effectiveness of the test set. Finally, we can obtain the pairwise test
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set, denoted as Tε = {<< sε
i1

, sε
i2

>, vi >| vi ∈ {0, 1}, sε
i1
∈ Sε, sε

i2
∈ Sε}, where

vi = 1 indicates that sε
i1

and sε
i2

belong to the same phase and vi = 0 indicates
otherwise situation. Specifically, we construct the pairwise test sets of H1N1 and
DeA, which are abbreviated to TH1N1 and TDeA respectively.

In our evaluation, we use the Precision criterion in the pairwise test task.
Given the pairwise documents < sε

i1 , s
ε
i2 >, each method can give a judge v′i.

Hence, we can define Precision in the pairwise test task as Pscore, that is:

Pscore =

∑
<di1 ,di2> vi � v′i

|Tε| . (7)

where |Tε| represents the size of the pairwise test set for event ε. � is XNOR.

Performance and Discussion. In this part, we discuss quantitatively the
effectiveness of the snippets cluster. Comparisons against related algorithms are
also conducted. The related algorithms studied include:

• K-means, which clusters the snippets based on the text similarity.
• LDA, which clusters the documents based on the word distribution.
• EPD-c, which implements a special version of EPD, but only the using

content feature.
• EPD-t, which implements a special version of EPD, but only the using

temporal feature.
• EPD-d, which implements a special version of EPD, but only using the

distribution feature.
• EPD-b, which implements a special version of EPD, but only using the

bursty feature.
• EPD-m, which implements a special version of EPD, without using modified

TFIDF weight.

We compare the performance of EPD with related algorithms in the two built
pairwise test sets, TH1N1 and TDeA. The Pscore performance of the pairwise
judge task in TH1N1 and TDeA is demonstrated in Fig. 2. From Fig. 2 we can see
that K-means, LDA and EPD-c outperforman the EPD-t, EPD-d and EPD-b.

Fig. 2. Pscore performance comparison in the pairwise test task of H1N1 and DeA
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The results show that clustering only using the temporal, distribution or bursty
feature is not satisfactory. EPD-m performs better than the K-means, LDA and
EPD-c. Therefore, it illustrates two points. First point is that classic K-means
and LDA are not satisfactory and since EPD-c only using content feature which
is similar to K-means, it also dosen’t perform well. Second point is that other
three features are auxiliary for EPD clustering in that none of them is capable to
achieve a satisfactory performance alone but they do help when combined. All
features are useful to help understand event as shown above, EPD acquires the
best performance, which also proves that the modified word weight is effective.

5.2 Performance of Event Phases Discovery

The time span is an important performance for a phase. In this section, we focus
on evaluating the performance of EPD on time span.

Evaluation. Inspired by Precision and Recall, we propose temporal Preci-
sion(P ) and temporal Recall(R) for test of time span. Given standard time span
Tgold and tested time span T , we have,

P =
T ∩ Tgold

T
, R =

T ∩ Tgold

Tgold
(8)

Then we can compute macro or micro F -measure by traditional methods.

Table 2. Results of Approaches on all Datasets. F+:macro-average; F∗: micro-average;
P’: average temporal Precision; R’: average temporal Recall.

Data Set K-means EPD-c EPD-ns EPD Standard

Phase1 04/28-05/07 04/23-05/07 04/29-06/03 04/27-05/23 04/28-05/15
H1N1 Phase2 06/11-07/29 04/29-08/13 06/09-09/04 06/01-08/03 05/01-07/31
2009 Phase3 07/27-09/14 07/08-10/01 07/15-10/11 07/09-09/27 07/05-09/30

Phase4 08/30-11/06 10/17-11/26 10/15-11/30 10/03-11/30 10/13-11/30
( P’ , R’ ) (84%, 54%) (88%, 84%) (74%, 91%) (86%, 90%) (100%, 100%)
(F+,F∗) (66%, 64%) (86%, 85%) (82%, 80%) (88%,86%) (100%, 100%)

Phase1 08/06/2006- 08/11/2006- 09/10/2006- 08/08/2006- 08/01/2006-
12/19/2006 12/15/2006 09/22/2006 10/09/2006 10/01/2006

DeA Phase2 11/21/2006- 11/16/2006- 01/12/2007- 11/01/2006- 11/01/2006-
06/02/2007 08/12/2007 09/12/2007 07/01/2007 08/15/2007

Phase3 03/30/2008- 04/14/2008- 05/19/2008- 05/04/2008- 05/19/2008-
07/03/2008 08/02/2008 06/30/2008 07/29/2008 08/29/2008

( P’ , R’ ) (63%, 68%) (68%, 84%) (96%, 46%) (90%, 81%) (100%, 100%)
(F+,F∗) (66%, 61%) (75%, 73%) (62%, 58%) (85%,85%) (100%, 100%)

We invite five volunteers who major in Journalism and Communication to
create the gold standard. Information which helps volunteers consists of three
aspects: a) the amount of reports in a day; b) the format and length of reports; c)
the report contents. They read and analyze answers especially at the boundaries.
Once they have disputes, kappa statistics is used to measure agreements.
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Performance and Discussion. We conduct comparisons against three related
algorithms, K-means, EPD-c and EPD-ns. EPD-ns implements a special version
of EPD, without extracting snippets. Results are listed in Table 2. Taking H1N1
as an example, we describe the mean of standard. During 04/28 to 05/15, media
focused on the first wave of infection and warned a global flu. The first report on
H1N1 protection came on 05/01 and hence the second phase began. From 05/01
to 07/31, reports focused on coping strategies against influenza A and H1N1
broke out throughout the world. H1N1 became quiet from 07/05 to 09/30 with
few retrospective reviews. On 10/13 it returned and the second wave prevailed.

From Table 2, EPD has a better performance than EPD-ns. It shows that
snippet is more effective atomic unit for phase discovery. Moreover, all perform
better on smaller dataset due to the consecutiveness of data. Large dataset tends
to be more discrete over time, which is an obstacle for phase discovery.

5.3 An Application Demonstration

Tangible benefit can be realized when applying our model to a demo system.
An typical application is automatic produce event evolution phases chronicle.
We combine EPD with a graph-based multi-document summarization algorithm
(GMS) proposed by Wan et al[14]. We apply GMS on the snippet set of each
phase. A snapshot from our demo system is present in Fig. 3.

Fig. 3. A snapshot of an application demonstration

6 Conclusion

In this paper, we present an event evolution phases discovery model, which helps
in quickly mining the event development. Within our innovative model, we take
two steps to achieve this task. First step is snippets extracting. We focus on
second step, in which we use HAC to cluster these snippets. Based on the char-
acteristic of event evolution, we propose four useful features for computing the
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similarity. Since the bursty existing in event evolution, we propose a modified
word weight. An automatic decision of the number of phases proposed in this pa-
per makes it feasible to application. Empirical experiments on two real datasets
show that EPD is effective and outperforms various related algorithms.

While the work in this paper exhibits good performance, it can be further im-
proved. For simplicity, we do not import parameters in fusion model, which will
be discussed in our future work. Besides, in the future, combined with event di-
versified version discovery techniques, we can detect the multi-aspects evolution
for a specific event, which is very urgent and important in practical applications.

References

1. Allan, J., Carbonell, J., Doddington, G., Yamron, J., Yang, Y.: Topic detection
and tracking pilot study: Final report, Tech. Rep. (1998)

2. Yang, Y., Pierce, T., Carbonell, J.: A study of retrospective and on-line event
detection. In: SIGIR 1998, pp. 28–36 (1998)

3. Allan, J., Papka, R., Lavrenko, V.: On-line new event detection and tracking. In:
SIGIR 1998, pp. 37–45 (1998)

4. Brants, T., Chen, F., Farahat, A.: A System for new event detection. In: SIGIR
2003, pp. 330–337 (2003)

5. Franz, M., Ward, T., McCarley, J.S., Zhu, W.: Unsupervised and supervised clus-
tering for topic tracking. In: SIGIR 2001, pp. 310–317 (2001)

6. Yang, Y., Zhang, J., Carbonell, J., Jin, C.: Topic-conditioned novelty detection.
In: KDD 2002, pp. 688–693 (2002)

7. Liu, S., Merhav, Y., Yee, W.G., Goharian, N., Frieder, O.: A sentence level prob-
abilistic model for evolutionary theme pattern mining from news corpora. In:
SAC 2009, pp. 1742–1747 (2009)

8. Nallapati, R., Feng, A., Peng, F., Allan, J.: Event threading within news topics.
In: CIKM 2004, pp. 446–453 (2004)

9. Feng, A., Allan, J.: Finding and linking incidents in news. In: CIKM 2007, pp.
821–830 (2007)

10. Mei, Q., Zhai, C.: Discovering evolutionary theme patterns from text: an explo-
ration of temporal text mining. In: SIGKDD 2005, pp. 198–207 (2005)

11. Yang, C., Shi, X.: Discovering event evolution graphs from newswires. In:
WWW 2006, pp. 945–946 (2006)

12. Yan, R., Li, Y., Zhang, Y., Li, X.M.: Event Recognition from News Webpages
through Latent Ingredients Extraction. In: Cheng, P.-J., Kan, M.-Y., Lam, W.,
Nakov, P. (eds.) AIRS 2010. LNCS, vol. 6458, pp. 490–501. Springer, Heidelberg
(2010)

13. Wei, C.-P., Lee, Y.-H., Chiang, Y.-S., Chen, J.-D., Yang, C.C.C.: Discovering event
episodes from news corpora: a temporal-based approach. In: ICEC 2009, pp. 72–80
(2009)

14. Wan, X., Yang, J.: Multi-document summarization using cluster-based link analy-
sis. In: SIGIR 2008, pp. 299–306 (2008)

15. Leskovec, J., Backstrom, L., Kleinberg, J.: Meme-tracking and the dynamics of the
news cycle. In: SIGKDD 2009, pp. 497–506 (2009)



Event Detection over Live and Archived Streams

Shanglian Peng1, Zhanhuai Li1, Qiang Li2, Qun Chen1,
Wei Pan1, Hailong Liu1, and Yanming Nie1

1 School of Computer Science and Technology, Northwestern Polytechnical University
2 College of Software and Microelectronics, Northwestern Polytechnical University,

Xi’an 710072, China
pengshanglian@mail.nwpu.edu.cn, powerqy@163.com,

{lizhh,chenbenben,panwei1002,liuhailong}@nwpu.edu.cn,
nymcoon@gmail.com

Abstract. It is becoming increasingly crucial to integrate pattern
matching functionality over live and archived event streams with hybrid
event queries for various complex event processing(CEP) applications. As
existing Stream Processing Engine(SPE) and DBMS alone can not ac-
commodate hybrid event queries, we investigate system integration
issues and scheduling algorithm optimizations of hybrid event process-
ing based on discrete pattern in a single framework. First, hierarchi-
cal event stream storage is introduced to synchronize data access over
live/archived event streams. Second, live and historical partial pattern
matching caching mechanisms are proposed to provide effective partial
pattern match search and update. Third, to reduce database access over-
head, sub-window based event detect scheduling algorithms are proposed.
Empirical performance study in a prototype hybrid event processing en-
gine demonstrates effectiveness of our approaches.

Keywords: complex event processing, NFA, data stream, RFID.

1 Introduction

With the availability of large volumes of data generated by monitoring applica-
tions such as RFID-enabled asset tracking, financial trend prediction, network
intrusion detection, and credit card billing, CEP over event streams has become
increasingly crucial. Currently, CEP is mainly integrated into Stream Process-
ing Engines(SPEs) that can provide efficient real-time information when events
stream in. As SPEs focus on high-performance and low latency streaming data
processing, they offer limited or no historical events access integration. SPEs
such as Borealis [1], TelegraphCQ [2] and HiFi [3] have integrated certain form
of historical data and contextual data access while processing new event data.

In fact, there are many applications where historical data access is important
and useful for CEP as shown in the following cases.

Case 1Trend Prediction. Financial Data Analysis : Increase, decrease and stabil-
ity are three types of events for price of a particular stock. To well understand

H. Wang et al. (Eds.): WAIM 2011, LNCS 6897, pp. 566–577, 2011.
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behavior of a stock, user may subscribe event query such as “when a fall pat-
tern(\) is detected on live stream of a stock, look for tick patterns(

√
) on its

historical stream” to predict whether the stock will bring profits in the near fu-
ture [4]. In this case, both live and archived stock streams are accessed to fulfill
the event detection task.

Case 2 Object Tracking. RFID-enabled object tracking. One example of RFID-
enabled object tracking is driving time estimation in highway monitoring [5].
RFID tags are installed on cars for automatic toll collection and RFID readers
are installed among different toll gates and checkpoints. When a car is observed
on certain point of the monitoring system, its information is transmitted to the
system and joined with its previous historical information to compute travel
time between two sites.

Case 3 Anomaly Detection. Credit card fraud detection: Credit card transaction
generates event streams which need to be archived. Incoming transaction event is
then compared with historical transaction data to detect abnormal consumption
pattern(e.g., a series of large purchases).

These cases illustrate the opportunity and necessity for integration of CEP
over live and archived stream data, but the following challenges need to be ad-
dressed. First, application systems can easily generate gigabytes to terabytes of
data every day, this sheer volume of data need to be properly maintained in
memory and on disks to support effective live and historical event detection.
Second, as event detection proceeds, partial matches over live and historical
event streams become huge, hence effective partial matches caching is very im-
portant. Third, CEP queries initiate many instances on live stream which could
incur frequent access and recomputation of archived event stream, hence effective
scheduling strategies of event detection algorithms are needed to reduce archived
data load overhead and achieve fairly good system response time. Moirae [6] and
Dejavu [4,7] are two SPEs which have comprehensively addressed integration of
live and archived stream processing. Moirae focuses on producing the most rele-
vant approximate results. Although precise results may be generated incremen-
tally, Moirae is not suitable for defining and processing hybrid CEP patterns.
Dejavu integrates declarative pattern matching over live and archived events
streams, but it mainly supports contiguous patterns such as tick pattern(

√
)

in a stock stream. To our observation, contiguous patterns is a special case of
discrete pattern whose sub-events could disperse in any possible positions in
live/archived event streams. Discrete pattern is able to express more broader
types of patterns and is not well addressed in Dejavu. In this paper, we focus
on discrete pattern match over live and archived event streams in a single frame-
work. Our works include: (1)To maintain consistency among instances of hybrid
query on the stream data, we use a hierarchical storage architecture to synchro-
nize data access over archived event streams. (2)Effective partial match results
caching mechanism is proposed to provide fast event match retrieval and update.
(3)Instance-based and time-window based scheduling strategies are proposed to
facilitate different stream data characteristic and system workload. With proper
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selection of scheduling method, DB access and re-computation of overlapping
streams can be greatly reduced. (4)A HYbrid Event Processing Engine(HYPE)
is implemented and empirical performance study demonstrates effectiveness of
our approaches.

The rest of this paper is organized as follows. Section 2 introduces related
work. Section 3 introduces preliminary of CEP and formalization of hybrid
event detection problem. System architecture is described in Section 4. Sec-
tion 5 presents experimental analysis in a prototype system of HYPE. Finally,
conclusion is summarized in Section 6.

2 Related Work

CEP has been extensively studied in active database [8]. SASE [9], Cayuga [10]
and ZStream [11] are CEP engines that have their own pattern match lan-
guages but do not address live/historical event streams integration and hybrid
event query. Latte [12] is a stream-processing system that addresses queries over
live/historical streams in intelligent transportation management and information
systems. Moirae [6] is a general purpose continuous monitoring engine which in-
tegrates event history into continuous monitoring. Moirae supports four types
of queries: event queries, standard hybrid queries, context queries and contex-
tual hybrid queries. In Moirae, detected event is complemented with historical
information and similar events occured in the past are retrieved during event
detection making use of Information Retrieval methods. Due to large live and
arhcived streams, results of queries are produced incrementally and approxi-
mately in Moirae by using techniques from many fields. Dejavu [4] is the most
similar system with us in dealing with hybrid event queries. Dejavu extends the
MySQL relational database engine with pattern match support proposed in [13].
However, Dejavu mainly focuses on contiguous patterns(such pattern in stock
trading), discrete patterns are not well addressed. DataDepot [14]is a stream
warehousing system that provides warehousing of streams but does not support
hybrid event queries over live/historical streams.

Live and historical streams combination is also addressed by Chandrasekaran
et al. [5] and Reiss et al. [15]. Chandrasekaran addresses overload in hybrid query
processing and applies a reduction technique on archived data by random sam-
pling or window aggregations. In [15], Bitmap Indices is examined to store and
query historical data according to update characteristics and query requirements
of streaming applications.

3 Preliminaries and Problem Formalization

In this section, we introduce basic definitions of events, event model and formal-
ization of hybrid pattern match query.
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3.1 Event Model

An event is defined as occurrence of an activity in a system. Basically, events
can be classified into basic(or atomic) event and complex event.

Definition 1 (Basic Event). A basic event is denoted as E=E(EventID,
TypeID, time, <a1,...,an>), where EventID is identifier of the event; TypeID
is event type identifier of an event instance, time is the time the event occurs
and < a1, ..., an > are other attributes of an event. Basic event is indivisible and
occurs at a point of time.

Definition 2 (Complex Event). Complex event is defined as E=E(EventID,
C=<e1 Opr e2 Opr...Opr en >, ts, te,< a1, ..., am >) where C is a set of basic or
complex events conjuncted with event constructor Opr(such as disjunction(OR),
conjunction(AND), sequence(SEQ), negation(NOT), etc.), ts and te are trigger
time and detected time of the complex event.

3.2 Event Query Definition Language

Complex event is defined with event query language. As event query definition
language is not focus of this paper, we use SQL-based declarative pattern match-
ing language proposed in [13] with slight extension as Dejavu [4] to support
hybrid event queries. A pattern query is defined with MATCH-RECOGNIZE
clause using the syntax as follows:

SELECT <selected fields list>
FROM <streams or tables> MATCH RECOGNIZE (
[PARTITION BY]
[ORDER BY <field name>]
[MEASURES <measure list>]
[ONE/All ROW PER MATCH]
[AFTER MATCH SKIP TO NEXT ROW/ PAST LAST ROW /...]
PATTERN (pattern description)
DEFINE <events constraints list>
[WINDOW <window specification>]
)

PARTITION BY and ORDER BY clauses are used to partition and/or order input
event stream with given attributes before pattern matching. Patterns are defined
with event constructors in PATTERN clause and constraints are defined in DEFINE
clause. WINDOW is used to define a sliding window over the event stream.

3.3 Types of Hybrid Patterns

Definition 3 (Hybrid Pattern, HP). A pattern E=EL+EA that is defined
over live stream(EL) and archived stream(EA) is called hybrid pattern.



570 S. Peng et al.

Contiguous Hybrid Pattern Query:
SELECT min_tstamp_l, symbol_l, min_price_l,
initial_price_a, min_price_a, max_price_a
FROM LiveStock MATCH_RECOGNIZE(
PARTITION BY Symbol
MEASURES A.Symbol AS symbol_l,

MIN(B.Tstamp) AS min_tstamp_l,
MIN(B.Price) AS min_price_l

ONE ROW PER MATCH
AFTER MATCH SKIP PAST LAST ROW
INCREMENTAL MATCH
PATTERN SEQ(A; B+)
DEFINE

B AS (B.Price<A.Price AND B.Price<=PREV(B.Price))
), ArchivedStock MATCH_RECOGNIZE(
PARTITION BY Symbol
MEASURES A.Symbol AS symbol_a,

A.Price AS initial_price_a,
MIN(B.Price) AS min_price_a,
LAST(D.Price) AS max_price_a

ONE ROW PER MATCH
AFTER MATCH SKIP PAST LAST ROW
MAXIMAL MATCH
PATTERN SEQ(A; B+; C*; D+)
DEFINE

B AS (B.Price<A.Price AND B.Price<=PREV(B.Price))
C AS (C.Price>=PREV(C.Price) AND C.Price<=A.Price)
D AS (D.Price>PREV(D.Price) AND D.Price>A.Price)

)
WHERE symbol_l = symbol_a;

Distcrete Hybrid Pattern Query:

SELECT TagID, Time_AB, Time_CD
FROM LiveStream
MATCH_RECOGNIZE (
PARTITION BY TagID
MEASURES D.TagID as TagID_L

D.Timestamp - C.Timestamp AS Time_CD
AFTER MATCH SKIP TO NEXT ROW
ALL MATCH
PATTERN SEQ(C;D)
DEFINE C AS (C.ReaderID = "Plant4")

D AS (D.ReaderID = "Plant5"
AND D.TagID = C.TagID
AND D.Timestamp > C.Timestamp)

WINDOW 1 hour
), ArchivedStream MATCH_RECOGNIZE (
PARTITION BY TagID
MEASURES B.TagID as TagID_A

B.Timestamp - A.Timestamp AS Time_AB
AFTER MATCH SKIP TO NEXT ROW
ALL MATCH
PATTERN SEQ(A;B)

DEFINE A AS (A.ReaderID = "Plant1")
B AS (B.ReaderID = "Plant2"

AND A.TagID = A.TagID
AND B.Timestamp > A.Timestamp)

WINDOW [B.timestamp -2 hour, B.timestamp -1 hour]
)
WHERE TagID_L = TagID_A;
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Fig. 1. Illustration of Two Types of Patterns and Queries

Definition 4 (Contiguous Hybrid Pattern, CHP). Suppose event streams
are partitioned by event attribute(such as EventID or TypeID). For an HP E,
if events that constitute E are detected in strictly contiguous order(by time) in
corresponding partition, the pattern is called Contiguous Hybrid Pattern.

Definition 5 (Discrete Hybrid Pattern, DHP). Suppose event streams are
partitioned by event attribute. For an HP E, if events that constitute E are de-
tected in discrete order(by time) in corresponding partition, the pattern is called
Discrete Hybrid Pattern.

Definition 6 (Archived Stream Access Range, Ar). For a pattern E=EL

+ EA, range of historical stream accessed by EA is called Ar. Ar is defined as
[e.time − r1, e.time − r2] where e is a subevent of EL, r1 and r2(r1 ≥ r2≥0)
are start and end points of the accessed historical stream.

In Fig. 1(a) is a contiguous pattern query on stock stream, decrease pattern(\)
over live stock stream and tick patterns(

√
)over archived stock stream are con-

tiguous patterns, namely no events that do not satisfy constraints in the DEFINE
clause exist in the partition(here by stock symbol) between any of the detected
patterns. In Fig. 1(b), discrete pattern is illustrated with an RFID-enabled re-
tail scenario. The event query is to find a sequential pattern SEQ(C,D) over live
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streams of RFID readings from plant4 and plant5, then to find another sequen-
tial pattern SEQ(A,B) over archived RFID readings from plant1 and plant2,
here we can see events of the detected hybrid patterns of object 1 and object 2
disperse in the event streams at different time points.

4 System Design

In this section, we describe system design of HYPE. System architecture of
HYPE is shown in Fig. 2. From a high level view, HYPE is a continuous query
processor that integrates stream processing with DBMS support in a unified
framework.

4.1 Storage Management

In hybrid complex event processing system, live events, historical events, partial
match results over live stream and partial match results over historical events
need to be monitored in an effective way to support responsive event detection.

Live stream store. In HYPE, raw events periodically generated by streaming
application are pushed/pulled from event resources through stream router. Live
stream is stored in an internal queue in the shared memory to ensure order of
incoming events. As concurrent processes may access the live stream simultane-
ously, semaphore is used to control concurrent operations.

Recent Buffer. Recent Buffer is used to archive live stream into database in
bulk and provide hybrid event queries with most recent events which will re-
duce database access. In HYPE, it is implemented as a queue in main memory
with automatically adjustable size according to query requirements. Since events
in recent buffer are accessed by stream processor and historical data archiver,
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semaphore is used to block concurrent access of the buffer. As we consider dis-
crete pattern, each event may be involved in event detection of EL and EA, so
raw events are kept in recent buffer in their original order. Note that the size
of recent buffer should be addressed carefully. If recent buffer is set too small,
when live events are loaded into the buffer, old events need to be archived into
DB frequently. Additionally, if instances of EL require historical data access,
small recent buffer means less probability of data hits and more DB access are
required which will incur great IO. On the other hand, if recent buffer is set too
large, insert event streams into DB with large bath will lead to long time data
base write operations and memory for event detection engine is limited which
leads to ineffective system response.

Raw Stream Store. Raw Stream Store is used to archive event streams in append-
only manner on disk storage. Live streams are inserted into database in bulk via
the recent buffer. Operations such as DELETE, UPDATE, and ALTER are not
allowed on raw event tables. Raw Stream Store in HYPE is implemented over My
SQL, indexes are created over event Timestamp(or other attributes if necessary)
of the raw event streams.

4.2 Partial Match Materialization

In event processing, partial matches that are not fallen out of the sliding window
or the archived stream access interval should be cached for future matching.

Partial Match Caching of Live Stream. Events that initiate a runtime instance
over live stream but do not trigger an archived event detection are called par-
tial match of live stream. Partial matches of live stream need to be cached until
they fall out of the sliding window or there does not exist a match over cor-
responding archived stream. In HYPE, partial match of a pattern is denoted
as <EventID,States,AttriList> where States records current states of a partial
match and AttriList keeps a list of attributes that are involved in the partial
match. Partial matches of a pattern are organized into Hash tables(EventID
as key). When the window slides forward, outdated events and partial matches
need to be removed from main memory. A B+tree with Timestamp as the key
is constructed over hash table of partial events(Timestamp of a partial match is
the latest updated time) and raw events, the leaf nodes of the B+tree point to
corresponding partial matches or raw events in the Hash table. During garbage
collection(window sliding forward), HYPE can remove the outdated events by
pruning the nodes of the B+tree that fall out of the window in batch manner.

Partial Match Caching of Archived Stream. When a pattern is detected on live
stream, pattern match on the archived(historical) stream is initiated. Gener-
ally, the history of an event instance intersects with history of another event in-
stance which results in re-accessing and reprocessing some portion of the archived
streams. So to decrease archived data access overhead and avoid recomputing
of overlapped archived stream, previously found partial matches over archived
streams are cached in main memory. For hybrid pattern match, the semantic of
accessing archived streams varies with pattern queries. For example, as shown
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in Fig. 1(a), contiguous hybrid pattern queries access historical data from the
time a new event is detected on live stream to the beginning of historical stream,
historical results(such as all tick patterns found over historical stock stream) are
cached in main memory, no update is needed for partial matches of contiguous
pattern since older events will not participate in later pattern match, outdated
historical matches can also be deleted as time passes. However, the case is not
true for discrete pattern pattern match. As shown in Fig. 1(b), historical stream
access of discrete pattern query is bounded by a window operator and sub-events
of a discrete complex pattern are dispersed at different places of the stream. So
partial matches of discrete pattern may be updated when new historical data
are accessed and processed. To provide fast update access of partial matches, we
built an B+tree index on start time of the partial match.

Note that, here we mainly address caching partial matches in the main mem-
ory, if the window is very large, , partial matches of EL and EA residing in
the window increase greatly as event detection proceeds. So to guarantee event
detection completeness and avoid system overloading, partial matches should be
materialized into DB. Issues on when and how to materialize and update partial
matches is left as future work.

4.3 Event Detection Scheduling Algorithms

During continuous event processing, multiple instances of EL of the same event
query or different event queries can be detected successively over the stream.
Instance of EL may trigger event detection of EA over archived streams. Since
detection of EA involves different length of archived stream loading and com-
putation, response time of event detection will differ under different scheduling
strategies. We introduce instance based and sub-window based event processing
scheduling algorithms.

Instance based Scheduling, IS. One nature scheduling method is one-instance
scheduling as shown in Algorithm 1. Namely for E=EL+EA, when an instance
of EL reaches full match, then detection of EA is initiated over correspond-
ing archived stream. One-instance scheduling method does not consider sharing

Algorithm 1. Instance based Scheduling Algorithm
1: for each e in W do
2: for (i=1; i≤NE ; i++) do
3: Detect ELi of Ei over e;
4: for each instance ILj of ELi that reaches full mathch do
5: Compute Arj of ILj and load Arj from DB or recent buffer;
6: Detect instance IAj of EAi over Arj ;
7: if IAj reaches full match then
8: ComplexEvt = ILj + IAj ; Output(ComplexEvt);
9: end if

10: end for
11: end for
12: end for
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of EA computation over archived streams between nearby EL instances which
will incur great historical data loading overhead and re-computation of archived
streams. The complexity of IS is O(|W |∗NE ∗NIL) where |W | is window length,
NE is event queries numbers and NIL is instance numbers of EL over W . The
cost of detect Ei with IS is given by:

CostIS =
∑

ELofEi

(
∑

ILj
ofEL

(Cost(ILj ) + Cost(Arj) + Cost(IAj ))

where Cost(ILj ) is cost of finding instance ILj of EL of Ei and Cost(Arj) is the
cost of loading the archived stream of ILj from DB and recent buffer. Note that
Cost(Arj) includes time of inserting events into database before ILj is detected.
Cost(IAj is the cost of processing EA of Ei over Arj .

Algorithm 2. Sub-Window based Scheduling Algorithm
1: for each WS of W do
2: for (i=1; i≤n; i++) do
3: Detect ELi of Ei over WS;
4: IListL={ILi that reaches full match};
5: end for
6: Compute ArWS of IListL and load ArWS from DB or recent buffer;
7: Detect EA over ArWS ;
8: IListA={IAj that reaches full match};
9: Output(IListL, IListA, EventID);

10: end for

Sub-Window based Scheduling, SWS. Sub-Window based Scheduling is shown in
Algorithm 2. Sub-window based scheduling is to process instances of Ei in batch
manner over sub-window of sliding window and archived streams in assumption
that some EL instances that will require overlapped historical event streams exist
in the same sub-window. Loading and computing archived streams in batch thus
reduce archived stream access requirements(communications between processes)
and provide fast response for overall complex event output. The complexity of
SWS is O(

∑n
i=1 |Wsi|∗(NWsi

EL
+NAri

EA
)) where |Wsi| is the ith sub-window length,

NWsi

EL
is instance numbers of EL over Wsi and NAri

EA
is instance numbers of EA

over Ari. Note the length of the sub-window is cruical for responsive event output
in SWS: if the sub-window is too small, SWS is likely to function as IS; if the
sub-window is too large, event output of some previously found EL instances
are greatly postponed due to intensive computing over large range of live and
historical event streams.The cost of detect Ei with SWS is given by:

CostSW =
∑
SWi

(Cost(IL) + Cost(ArSWi ) +
∑

ArSWi

Cost(IA))

where Cost(IL) is cost of finding instance of EL over SWi. Cost(ArSWi ) is cost
of loading the archived stream of full match instances in SWi.

∑
ArSWi

Cost(IA)
is the cost of processing all defined EA over ArSWi .
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Table 1. Experimental parameters

Dataset parameters Notation Default Value

Data skewness α 1.0, N(μ, σ2)
Sliding window W Landmark
Recent Buffer R 1000 time unit
Sub-window length SW 1000 time unit
Archived stream access range Ar an interval defined in EA

5 Experimental Analysis

In this section, we present experimental results of techniques proposed in pre-
vious sections in a prototype of HYPE. The prototype system is implemented
with C++ in Visual Studio2008 on Windows XP. My SQL is choosen as the
archiver of event stream. All experiments are run on Pentium(R) E5200 Dual
Core 2.52GHz CPU with 2GB RAM.

In order to evaluate HYPE under different settings, we have performed a set
of experiments on sythetic RFID data sets. The sythetic data set simulates an
RFID-enabled supply chain scenario in Fig. 1(b). All experiments are tested with
sequential patterns(SEQ). Live events are loaded into query processing engine
in push-mode. Parameters of experiments are listed in Table 1.

The proposed scheduling algorithms are evaluated by varying values of R,
W , α and SW . The experimental results are shown in Fig. 3. By setting recent
buffer length with 500, 1000 and 1500(time units), sub-window size with 100,
1000, 5000, 10000(time units), sliding window size from 10 to 50 thousands, we
have tested response time of IS and SWS. Results from Fig. 3(a)-(c) show that
SWS with sub window size 1000 and 100 performs much better than IS, but
as subwindow size increases(5000,10000), IS performs better than SWS. Results
from Fig. 3(a)-(c) also mean that subwindow size is directly related to response
time of hybrid event processing, if SW is set too small, hybrid event detec-
tion is more likely to proceed in IS mode, if SW is set too large(e.g.10000),
event processing is postponed due to intensive computation of live stream, large
portion of archived stream loading and computation. In hybrid event process-
ing, database operations are another key factor that influences response time.
From Fig. 3(d)-(f) we can see that IS consumes more DB access than SWS
in most cases (except for window size 10000, subwindow size 5000)because of
little sharing of overlapped historical data access and computation. So different
subwindow size and recent buffer size will cause different database access and
response time. In this paper, SW and R are set according to data skewness α of
the event stream. Here skewness means complex event distribution(here we use
normal distribution) over the event stream. Intuitively, if α is large(e.g.α≥0.6)
which means more chance to detect EL and over EA over event streams, SW is
set with proper value to ensure responsive event output; if α is small(α≤0.4) SW
is set with larger value to ensure batch DB access and archived stream process-
ing. Fig. 3(g)-(h)illustrate CPU cost by varying α from 0.2 to 1.0 over different
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(a) Averaged CPU cost
(α = 1.0, R=500)

(b) Averaged CPU cost
(α = 1.0, R=1000)

(c) Averaged CPU cost
(α = 1.0, R=1500)

(d) Average number of DB
access (α = 1.0, R=500)

(e) Average number of DB
access (α = 1.0, R=1000)

(f) Average number of DB
access (α = 1.0, R=1500)

(g) CPU cost of varying α
(R=1000,SW=1000)

(h) CPU cost of varying α
(R=1000,SW=1000)

(i) Average DB access
#(R=1000,SW=1000)

Fig. 3. Experimental results under different parameters

window size. As α increases, IS needs to access DB more times to detect EA over
archived stream. Otherwise, as SWS works in batch manner, database access
and computation increases very slow when α increases. Note that in Fig. 3(i),
DB access of IS(W = 106) is very large, so only DB access at α=0.2 is given for
ease of illustration.

6 Conclusion

In this paper, we address event detection problems over live and archived streams
in a single framework. We present hierarchical stream storage architecture for live
and archived streams. Partial matches of live and archived streams are managed
in main memory effectively. Two pattern match scheduling methods are proposed
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to achieve fairly good event detection response time. At last, a prototype CEP
engine is implemented and the proposed methods and algorithms are tested with
extensive experiments and the experimental results illustrate that effectiveness
of proposed approaches.
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Abstract. This paper proposes a new benchmark, Renda-RX, for evaluating 
XML-Relational database management systems which can store and process 
both relational and XML data. To our knowledge, it is the first time to consider 
a performance benchmark on mixed data, although there are TPC series for 
relational data, and XBench, XMark, TPoX etc. for XML data. We summarize 
the requirements of a benchmark for database systems, and describe the 
construction of our benchmark. It includes scenario selection, data storage, 
transaction design and result report etc. Based on the benchmark design, we 
also develop a test tool and successfully get some performance results on a 
commercial XRDBMS, System-X. 

Keywords: Benchmark, performance, Renda-RX, XML, transaction processing, 
XRDBMS. 

1   Introduction 

As one of the industry standards, XML data is widely used in various areas, such as 
web, medicare system, multimedia, finance, etc. In particular, the co-existence of 
XML data and relational data has become popular in the real-world. To take the 
medicare system as an example, the patients’ basic information can be stored in a 
relation while the other detailed medical records are stored in form of XML. In fact, 
many XML features have been supported in most of mainstream RDBMSs, such as 
Oracle [12], DB2 [13], MySQL [14], SQLServer [15], PostgresSQL [16] and so on. 
For space utilization and efficiency reason, transformation between XML data and 
relational data must be traded off carefully in an XML-Relational DBMS, XRDBMS 
for short, so as to improve the performance of executing transactions accessing both 
XML data and relational data simultaneously.  

Benchmarks are designed to simulate particular types of workload on a DBMS 
based on a certain real-world scenario in order to get a performance result that is very 
useful for the improvement of DBMS technology.  
                                                           
*  This work is partly supported by National 863 High Tech. Program(No. 2009AA01Z149), the 

Important National Science & Technology Specific Projects of China ("HGJ" Projects, 
No.2010ZX01042-002-002-03), the National Natural Science Foundation of China 
(No.61070054), the Fundamental Research Funds for the Central Universities (the Research 
Funds of Renmin University of China, No.10XNI018).  
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Unfortunately, there is no such a standard benchmark to evaluate those existing 
XRDBSs. Neither the Transaction Processing Council (TPC) nor the Standard 
Performance Evaluation Corporation (SPEC) has proposed such a benchmark for 
transactions on hybrid data.  

To our best knowledge, Renda-RX benchmark is the first benchmark dedicatedly 
focusing on transactions on mixed data, i.e. Relational-data and XML-data together, 
and further facilitating the improvement of XRDBMS by testing and comparing the 
performance of their counterparts. This is our most significant contribution. 

The rest of the paper is organized as follows. In section 2, we present the related 
work of the benchmark. The requirements of Renda-RX benchmark are discussed in 
Section 3. We describe the detail of Renda-RX benchmark and its definition of XML 
data and DTDs in Section4. Section 5 presents the workload of Renda-RX 
benchmark. The architecture of Renda-RX benchmark is shown in the Section 6. In 
Section 7 we present our test on a commercial system System-X. 

2   Related Work 

There are a number of well-known benchmarks for RDBMSs, such as TPC-C, TPC-E, 
TPC-H, which are all proposed by Transaction Processing Performance Council 
(TPC). TPC-C [1] is for On-Line Transaction Processing (OLTP) system. It simulates 
a large commodity wholesale marketing company where there are a number of goods 
warehouse distributed in several different areas. All of its transactions only take into 
account of relational data. TPC-E [2] is another benchmark for RDBMS based on the 
model of the New York Stock Exchange and simulates a series of backstage data 
processing and stock exchange operations of forestage customers, such as querying 
account, online exchange and survey of market and etc. As for TPC-H [3], it is an ad-
hoc, decision support benchmark which is used to solve some real-world questions, 
e.g. management of supply and demand, analysis of customer satisfaction. The 
benchmark is also designed to evaluate the performance of RDBMSs. 

All these benchmarks are designed to RDBMSs, so during the whole testing 
process the logical model of data must keep unchanged. XML, however is often used 
for its flexibility [17], for example, to add or remove a node of XML data, thus the 
logical model of data will be changed. Obviously, these TPC benchmarks are 
inappropriate to evaluate the performance of XML-DBMSs. To solve this problem, a 
number of benchmarks aiming at pure XML-DBMSs have been proposed, including 
TPoX, XMark, XBench, XOO7, XMach-1 and others. TPoX [5] is proposed by IBM 
and simulates a financial multi-user workload with pure XML data conforming to the 
FIXML standard [11]. It not only evaluates the query processer but also all parts of 
the database system under test, including storage, indexing, logging, transaction 
processing, and concurrency control. XMark [8] is a single-user benchmark, and the 
data is based on an Internet auction site. It provides a much comprehensive set of 
queries, but there is not schema or DTD involved. XBench [6] is a family of XML 
benchmarks, designed to capture the variety of database schema and workload. The 
database applications are divided into data-centric applications and text-centric 
applications, and in terms of data characteristics, the documents can be identified: 
single document and multiple document. XOO7 [7] is a benchmark for XMLMS 
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(management system), which is an XML version of the OO7 benchmark enriched 
with relational document and navigational queries that are specific and critical for 
XML database system. The data model of it is mapped from OO7. XMach-1 [9] is a 
scaleable mutli-user benchmark based on a Web application to evaluate the 
performance of XML-DBMS and different kinds of XML data, such as test 
documents, schema-less data and structured data. It defines many different XML 
queries and updates which cover a lot of function tests. 

Compared with the benchmarks for RDBMSs, these benchmarks are at the other 
end of the spectrum. They just take pure XML data into consideration which means 
they can only focus on pure XML transactions. Therefore, they are also impropriate 
when transactions contain operations on relational-data and XML-data at the same 
time. 

3   Requirements of Database Benchmark 

Based on the analysis of the existing benchmarks and the real-world transactions on 
mixed data, we outline the requirements of Renda-RX benchmark below.   

Scenario. As an acknowledge OLTP benchmark aiming at RDBMS, TPC-C simulates 
a large commodity wholesale marketing company where there are a number of goods 
warehouse distributed in several different areas. Another representative benchmark 
for pure XML-DBMS is TPoX, which is based on an on-line financial trading 
scenario and uses FIXML to model some of its data. Different from TPC-C and 
TPoX, Renda-RX simulates a scenario of health-care procedures.  

DTD variability. The schema of relational data should keep unchanged during the 
test, so all benchmarks designed for RDBMS requires the static data model, for 
example, in TPC-C [1], the rule of table schema is defined clearly. However, one 
important reason for the success of XML is the flexibility of schema or DTD, i.e. to 
describe data that is difficult to be specified in a uniform model. In some XML 
benchmarks, the requirement has been addressed, such as XMach-1, TPoX. There are 
many different DTDs in XMach-1 benchmark, and TPoX uses FIXML as its XML 
schema. Based on the real-world situation, we define three DTDs in Renda-RX 
benchmark. 

Pressure test. To evaluate the database performance, pressure test is an important 
metric. In TPC-C, the pressure test is embodied in large-scale data and multi-user. 
This test is also adopted in TPoX benchmark. Actually, most real-world database 
applications serve multi-user and the scale of data increase with time going. 
Therefore, Renda-RX benchmark also supports pressure test.  

Aiming at transactions.  In real-world applications, a transaction usually contains a 
serial of queries rather than only one query. As a pattern, TPC-C has five transactions 
and each transaction contains a serial of queries. The “query” here means query, 
insert, update or delete. In Renda-RX benchmark, we define seven transactions based 
on the scenario and each transaction involving several different operations.   

Reports. One significant motivation of a benchmark is to present the performance of 
various systems under test. According to TPC-C specification, several reports are 
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generated, such as the frequency distribution of response times of all transactions, a 
graph of the throughput of the New-Order transaction etc. Renda-RX benchmark 
defines its test reports, (i) the number of each transaction executed during the 
measurement,  (ii) the rate of each transaction executed in all the transactions, (iii) a 
graph of frequency distribution of response time of all transactions, (iv) a graph 
describing the throughput of registering transaction.  

All the requirements above will be described in Renda-RX benchmark next section 
in detail. 

4   Renda-RX Benchmark 

4.1   Scenario 

As an application-oriented benchmark, the scenario is one of important parts and the 
basis of Renda-RX design. Its scenario is the health-care procedures and some 
relevant transactions. Each hospital is responsible for 6000 patients and there are 20 
different departments. Meanwhile, a department has 20 doctors presumably. The main 
procedure is that every patient registers for a doctor, for example, according to his/her 
resume, i.e. experience and reputation, and the doctor writes out a prescription, then 
the patient pays for the prescription and gets medicines. 

4.2   The Definition of Tables 

After analyzing and surveying of the real-world applications and the measurement 
requirements of XML data and relational data, we designed nine tables in the 
benchmark, Hospital, Department, Doctor, Patient, Prescription, Registration, 
New_Registeration, Payment and Medicine.  

Figure 1 gives the relationship of the nine tables. The numbers in the diagram 
illustrate the database population requirements; the numbers in the entity blocks 
represent the cardinality of the tables, and the numbers are factored by “H”, the 
number of Hospitals, to illustrate the database scaling; “+” refers to no less than; “0-
1” means 0 or 1. 

These tables fall into two categories: pure relational tables containing relational 
data alone, such as Hospital, Department, Medicine, Registration, New_Registration 
and Payment tables and several hybrid tables comprising of relational fields and XML 
fields together such as Doctor, Patient, Prescription tables. Table 1 shows the Hospital 
table, a pure relational table, and acts as the basis for the expansion of data scale in 
the benchmark. Table 2 describes the definition of the Doctor table which is a mixed 
table containing relational data and XML data. The reasons why we definite mixed 
tables can be found in followings. 

4.3   XML Data 

In this section, we describe the definition of XML data in the hybrid tables, and the 
reasons why we adopt XML type in the fields. In our test model, Doctor, Patient and 
Prescription are the most important entities containing the XML field. 
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Fig. 1. The Relationship of Tables  

Table 1. Hospital Table 

Field Name Field Definition Comments 
hp_id 2*H unique ids the id of the hospital 
hp_name variable txt, size 10 the name of the hospital 
hp_street1 variable txt, size 20 the address of the hospital 
hp_street2 variable txt, size 20 the address of the hospital 
hp_city variable txt, size 20 the city of the hospital 
hp_director variable text, size 10 the leader of the hospital 
hp_zip fixed text, size 6 the zip of the hospital 
hp_contact fixed text, size 11 the contact of the hospital 
hp_next_r_id 100,000 unique ids the next available id for registration 
Primary key: (hp_id) 

Table 2. Doctor Table 

Field Name Field Definition Comments 
dr_id 40 unique ids the id of the doctor 
dr_hp_id 2*H unique ids  the id of the hospital 
dr_dtp_id d unique ids the id of the department 
dr_name variable text, size10 the name of the doctor 
dr_gender M or F “male” or “female” 
dr_age numberic(2) the age of the doctor 
dr_r_cnt numberic(2) the number of registration of  the doctor 
dr_r_now_cnt numberic(2) the number waiting for the doctor 
dr_xml xml the resume of the doctor 
Primary key: (dr_hp_id, dr_dpt_id, dr_id) 
(dr_hp_id, dr_dpt_id) foreign key, references department(dpt_hp_id, dpt_id) 
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Doctor Entity. Supposing we use relational model to describe the Doctor entity, its 
attributes usually are hospital, department and the personal information of the doctor, 
and the schema is illustrated in Table 3. 

Table 3. A Relational Table of Doctor 

dr_id hp_id dpt_id dr_name dr_gender dr_age dr_brief 
 
 
In Table 3, dr_brief is a variable text type used to describe the doctor’s personal 

information, such as, experience, studied fields, rewards, etc. If the field, for example, 
only used to store the information, or only to select the whole text from doctor table, 
the relational model is available. However, in the real-world applications, some 
problems may emerge:  

1. Because the dr_brief field is no semantic, when we need to get the experience 
or the speciality of a doctor, we have to do one of these (i) parse the text and 
use string searching and matching, or (ii) modify the schema by adding a new 
table to record the personal information of a doctor 

2. When assess doctors, we need to calculate the comments of doctors and 
update the corresponding reward to doctors. Then we should do that (i) parse 
the text, use string searching and matching, and then update the whole text, or 
(ii) modify the schema of the table by adding a new attribute to describe the 
comment of a doctor 

 
So, if we use the relational model to describe a Doctor entity and meet the actual 
requirements, we have to apply string searching and matching which will cause 
inconvenience and the cost of time or modify the schema and add a new table, which 
will lead to the information redundancy. Here, the superiorities of XML type are 
apparent (i) the text is becoming sensible because of the XML hierarchical structure, 
(ii) it is very convenient to add or remove a node of XML data, not to worry about the 
vary of schemas, (iii) querying a string by path query is much more convenient and 
efficient than string parsing and matching. 

Patient Entity. Similar to the Doctor entity, in real applications, the case history of a 
patient keeps changing. Now the advantages of XML type are almost same as that in 
Doctor entity.  

Prescription Entity. In our daily life, each doctor has his own style to write a 
prescription and the model of a prescription is usually different from another one, 
therefore, it is impossible to define a unified fixed model to meet the actual 
requirements. Therefore, the XML type is more appropriate here. 

4.4   DTD 

The DTDs [10] are defined based on our survey and analysis of the real-world data, 
for example, the resume of doctors and the medical records of patients. There are also 
some simplifications for evaluating, for example, the DTD in prescription table is the 
same as that in patient because it is convenient to insert information of prescription 
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into prescription table in case of reconstruction or parse of prescription, which can 
reduce the cost of time, and redundancy of information.  
 
The Rules of DTD. All the DTDs should be used as-is and in full even if the 
benchmark data does not use all parts of a DTD [5]. Figure 2 is an example of DTD. 

 

Fig. 2. The DTD of Doctor Table 

5   Workload Design 

In this section, the details about transactions and the scalability of data volume are 
presented. The Renda-RX benchmark is executed in three steps. Firstly, populate the 
database, and the rule of this operation should follow the relationship shown in Figure 
1, especially the rates among those tables. And the time of accomplishing this step is 
not included in the whole measurement time. Secondly, perform a multi-user 
workload on the populated database. Finally, get the test reports by analyzing the log 
files generated during the testing. And this is a similar approach to that in the TPC-C 
benchmark. 
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5.1   Transactions 

The benchmark workload consists of a set of transactions executing queries, 
insertions, updates and deletions. All operations can be applied on either XML data or 
relational data or both. To meet the requirements of performance measurement of 
database system in the real-world scene, in Renda-RX benchmark we define the 
transactions listed in Table 4. 

Table 4. The Description of Transactions 

No Transaction Type Measure Type Frequency Operations 
T1 registering 

transaction 
pure relational high query 

update 
insert 

T2 diagnosing 
transaction 

mixed high query 
delete 
update 
insert 

T3 pricing transaction mixed high query 
delete  
update 

T4 newMedicine 
transaction 

pure relational low insert 

T5 doctorProfile 
transaction 

mixed or pure XML low query 

T6 patientProfile 
transaction 

mixed or pure XML low query 

T7 assessment 
transaction 

pure XML low update 
delete 

The Ratio of Transactions 
As the execution of transactions in real-world and the specification of the existing 
benchmarks [1, 5], we define the ratio of each transaction in Table 5. 

Table 5 shows the percentage of each transaction execution. In the row of 
transaction T1, “r” means the number of registering transaction execution and “a” 
represents the total frequencies of all transactions executed. The ratios of T2 to T7 
transactions are required to be around the shown number and the error range should 
be under 0.2%, and the ratio of registering transaction is a dynamic number. The 
reason is that we make the throughput of registering transaction as the final 
performance objective of the database system under testing. If the ratio is not set, 
there may be a high performance result of registering transaction at the cost of 
abortion of other transactions, which certainly cannot be considered as a good result. 
And usually each registering transaction approximately corresponds to one diagnosing 
transaction and one pricing transaction, so the ratios of all the transactions are set in 
this way. 
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Table 5. The Ratio of Transactions 

No Transaction Type Ratio 
T1 registering transaction r/a 
T2 diagnosing transaction 28% 
T3 pricing transaction 28% 
T4 newMedicine transaction 2% 
T5 doctorProfile transaction 6% 
T6 patientProfile transaction 6% 
T7 assessment transaction 2% 

5.2   Renda-RX Scalability 

Renda-RX benchmark is suitable for pressure test, and the scalability makes it 
feasible. The throughput of the Renda-RX benchmark is related to the activity of the 
terminals connected to each hospital. To increase the throughput, more hospitals must 
be configured. In our proposed benchmark, we take the number of hospitals as the 
baseline factor of scalability, and the cardinality of all the other tables is a function of 
the number of configured hospitals. 
 
Rules of Scalability. When extending the scale of data, the rate among these tables 
should be kept unchanged, which means all the tables should be extended 
proportionally. The proposed ratios among the tables can be found in Figure 1. 

6   The Architecture of Renda-RX Benchmark 

In this section, we introduce the framework of Renda-RX benchmark. The Renda-RX 
benchmark adopts the C/S architecture similar to the definition in TPCC-UVa [4]. In 
the architecture, there are some Clients and only one Server. Figure 3 shows the 
architecture of Renda-RX benchmark. And the Client model and Server model are 
following. 

RTE (Remote Terminal Emulator) plays the role of Client. There is one RTE 
process corresponding to each active terminal during the execution of the benchmark 
and each RTE runs as an individual process. RTEs form the pressure system in the 
Renda-RX benchmark. During the whole course of testing, the RTEs generate new 
transaction requests according to the seven transactions listed above continuously, and 
send the transaction to Server.  

TM (Transaction Monitor) works as Server in the benchmark, which is connected 
to the under test database system, passing the requests from all the RTEs and feeding 
back the results. Once receiving a transaction request, TM sends the transaction to the 
underlying database system, and the final result is reflected in the database. All the 
transactions are executed in their reaching order. 
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Fig. 3. The Architecture of Renda-RX 

7   One Sample Test on System-X 

In this section, we discuss a sample test of Renda-RX benchmark on System-X which 
has provided pure XML technology. To efficiently process XML data, System-X 
supports SQL/XML and XQuery through a mixed compiler and processing engine. 
The usage of schema or DTD in System-X is optional, and we just use DTDs to 
generate XML data and insert the data into tables as a string or BLOB. 

The experiment is conducted on a machine with 2.66GHZ Intel Core2 Quad CPU, 
2G main memory and 500G disk running Windows 7. And all the experiments are 
conducted on this computer. 

In our test, the data is generated with the nine tables in Figure 1 and all the rules 
comply with our definition. The number of hospitals is set to 10. After populating the 
database, we execute a multi-user test with transactions in Table 4 where the ratio of 
each transaction shown in Table 5.  

 
The total number of the transactions is:36067 
The number of registering transaction is:10090 ; the rate is:  27.98% 
The number of diagnosing transaction is:10133; the rate is: 28.09% 
The number of pricing transaction is:10091; the rate is: 27.98% 
The number of newMedicine transaction is:712; the rate is:1.97% 
The number of doctorProfile transaction is: 2154 ; the rate is: 5.97% 
The number of patientProfile transaction is: 2177; the rate is: 6.04% 
The number of assessment transaction is: 710; the rate is: 1.97% 

Fig. 4. Results Summary of a Test on System-X 
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Fig. 5. Throughput and Response Time Distribute of Registering Transaction 

Following are the reports of a 60 minutes test with 10 hospital and 100 RTEs on 
System-X. Figure 4 is the total test results of all the transactions and Figure 5 shows 
the tpm (Transaction Per Minute) and Response Time Distribute of Registering 
transaction. 

8   Summary and Conclusion 

In this paper we main on evaluating XRDBMS. It is an application-oriented 
benchmark based on a real-ly describe the design of the Renda-RX benchmark 
focusing world scenario of health-care procedures. The DTDs, data and transactions 
of Renda-RX are all designed based on our analysis and comparison of the current 
benchmarks and the real-world transactions on mixed data, i.e. either relational data 
or XML data, or both.  

In conclusion, the contributions of this paper are as follows:  a). Renda-RX tries to 
bridge the gap between relational benchmark and pure XML benchmark.  To the best 
of our knowledge, Renda-RX benchmark is the first benchmark aiming at evaluating 
the performance of XRDBMSs. b). As an application-oriented benchmark, we 
describe the definition of the scenario in Renda-RX in detail, including tables, XML 
data, DTDs, transactions and so on. The scenario is from medicare system and 
applicable. c). A sample test tool of Renda-RX benchmark on a commercial system 
System-X has been implemented and the result is according to our expectation. 

In fact, the current version of Renda-RX benchmark needs more refinement, such 
as more practical ratio for percentage of XML data, e-commerce mode and so on. We 
will keep working out these problems and welcome other peers to improve it. In 
addition, we will try to make it public so as to evolve it faster. We believe that the 
following versions of Renda-RX can evaluate the performance of XRDBMS in a 
more feasible and fair way.  
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Abstract. Broadcasting XML data via wireless channel is an efficient
way for disseminating semi-structured information and attracts more in-
terests of researchers. As different parts of a piece of XML information
have different access probability, fragmenting the original XML data in-
telligently can improve the broadcast efficiency. Existing works focus on
splitting XML documents according to the queries in on-demand mode,
but the split results have redundancy. In this paper, we propose a novel
scheme of fragmenting XML data in push-based broadcast. First, a linear
algorithm, whose idea is from an efficient document splitting algorithm in
on-demand mode is provided. Then, an optimized algorithm with a little
more time complexity is proposed. Existing air indexing and scheduling
techniques are proved to work well under this scheme. Finally, experi-
mental results show that the fragment methods improve the broadcast
efficiency a lot by bringing a little auxiliary information.

Keywords: XML, push-based broadcast, skewed data, organization.

1 Introduction

In recent years, there is an increasing interest of using mobile devices (e.g.,
PDAs, palmtops, cellular phones, etc.) to gain information in wireless environ-
ment. Data broadcast is an efficient way for information delivery, as it allows
an arbitrary number of mobile clients to access data simultaneously. The types
of broadcast data are boundless, including live news, stock quotes, and traffic
information.

As mobile clients are usually powered by batteries with limited capacity, access
efficiency and energy conservation are two crucial issues in wireless broadcast
system. Accordingly, the access time and tuning time are employed as the major
performance metrics [1]:

1. Access Time (shorted as AT ): The time elapsed from the moment a query
is issued to the moment it is answered.

2. Tuning Time (shorted as TT ): The time a mobile client stays in active mode
to receive the requested data items and index information.

H. Wang et al. (Eds.): WAIM 2011, LNCS 6897, pp. 590–601, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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In broadcast, data are sent to all users residing in the broadcast area, and it is up
to users to retrieve the data they are interested in. Air indexing technique is used
to improve TT by including a little auxiliary information about the arrival times
of data items. On the other hand, scheduling technique, which determines the
content and order of broadcast data, is adopted to improve AT under different
broadcast modes. There are two typical broadcast modes [1]:

1. push-based broadcast: The server disseminates data periodically and mobile
users access the data selectively.

2. on-demand broadcast: data are sent based on the queries submitted by mo-
bile users.

Traditional broadcast data are formatted as 〈key, value〉 like records in relational
database, and mobile users retrieve the data item by its key value. However, more
complex format of data and queries are also required, such as semi-structured
data. Over the past years, XML has gained a great of popularity as the de
facto standard for data integration and an effective format for data exchange.
Therefore, broadcasting XML data via wireless channel is a novel research issue,
which attracts interest of many researchers.

Existing researches on XML data broadcast pay more attention to index-
ing [2][3][4][5] and scheduling [6][7] techniques under different XML data orga-
nization schemes. Two typical schemes are concluded from related works:

1. Node-level : an XML document can be represented by a tree of nodes as
proposed in the XML data model. The types of nodes are element nodes,
text nodes and attribute nodes. Each node is the unit of data for retrieving.

2. Document-level : broadcast data are XML documents set and an XML docu-
ment is the unit data for retrieving. Each XML document is treated as plain
text.

The node-level scheme improves TT as the mobile users download the precise
information they needed. While the auxiliary information which maintains the
structure of XML data results in a larger AT . The document-level scheme is well
designed for scheduling and air indexing technique. However, more redundant
information of XML data may be retrieved by mobile users which enlarge the
TT . We will give a detailed description of these two schemes in Section 2.

In this paper, we focus on research of the fragmenting methods for skewed
XML data access in push-based broadcast. Scheduling data item by access prob-
ability is a meaningful issue in traditional data broadcast [8][9][10]. To the best
of our knowledge, few work pay attention to the skewed XML data access in
data broadcast environment. We proposed a subtree-level scheme to improve the
TT compared with the document-level scheme, and increased little additional
information. The main contributions of this paper are:

1. A novel organization of XML data named subtree-level scheme is proposed.
Each XML document is fragmented to pieces according to the access prob-
ability of each node.



592 J. Wu et al.

2. We put forward two efficient fragment algorithms: horizontal fragment algo-
rithm and threshold fragment algorithm.

3. We prove that the two-tier index can be adopted in subtree-level scheme by
a little modification.

The remainder of the paper is organized as follows. Section 2 presents the related
works. The details of subtree-level scheme and the two fragment algorithms are
presented in Section 3. Section 4 shows the experiments and analyzes the results.
Finally, Section 5 concludes our work.

2 Related Works

In node-level scheme, [2]separates the structure information and the text values
of XML document. The structure information is used as index, and redundant
information is reduced by adopting the path summary technique. However, the
XPath queries result is ambiguous as the different text values of the element
nodes with the same tag name may put in a package, and the users cannot
restore the original XML document. [3] separates each XML document into two
tree structure. One is index tree, the other is data tree. Thus, the redundant data
caused by replicated path (which is reduced by path summary) may adversely
affects the broadcast efficiency.

In short, the index scheme proposed in node-level scheme is either imprecise or
incurs a larger size. Besides, they schedule the broadcast data in flat broadcast
scheme and hardly response to the skewed data access, which is our concern in
this paper. This is because the scheduling of nodes in this scheme is always in
a DFS order to maintain the tree structure. Thus, scheduling skewed data may
destroy the order and cannot support XPath query over it. For these reasons,
our work is provided based on the techniques under document-level scheme, such
as indexing technique and so on.

[4][5]treat the XML document as the unit of broadcast data. [6]first proposed
the idea of splitting XML documents. A more efficient document-split algorithm
is provided in [7]. The objective of these works is similar to that of our current
work. But the split results of these algorithms still have redundancy of label
paths. This is because the label path (also with the corresponding attributes
and text values) from root to split node are duplicated, and the deeper the
depth of split node, the more redundancy. Besides, [6][7]are used in on-demand
environment, so queries must be known in advance. And the split results are
difficult to response to the changes of query pattern. While our work focus on
fragment document in push-based broadcast mode for skewed data access.

3 Document Fragment

3.1 Subtree-Level Scheme

In practice, users may be interested in parts of one XML document. A part of
action data is shown in Figure 1. auction info and item info are two hot spots
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<item_info>

<memory> 256MB...</memory>

<cpu>Pentium III 933 System  </cpu>

<description> ...</description>

</item_info>

<?xml version='1.0' ?>

<root>

<listing>

<seller_info>

<name> cubsfantony</name>

</seller_info>

<payment>VisaCard</payment>

<auction_info>

<current_bid>$620.00 </current_bid>

...

<id_num> 511601118</id_num>

</auction_info>

<item_info>

<memory> 256MB...</memory>

<cpu>Pentium III 933 System  </cpu>

<description> ...</description>

</item_info>

...

<?xml version='1.0' ?>

<root>

<listing>

<seller_info>

<name> cubsfantony</name>

</seller_info>

<payment>VisaCard</payment>

<auction_info p_id='2' />

<item_info p_id='3'/>

... <auction_info>

<current_bid>$620.00</current_bid>

...

<id_num> 511601118</id_num>

</auction_info>

original document piece1

piece2

piece3

Fig. 1. An example of the subtree-level scheme for XML data organization

which attracted more attention. In document-level scheme, as one document is
a unit data, people must retrieve all of the information in it. However, if the
users care about auction info, the other information (e.g. item info, seller info)
is redundant for them. Downloading these useless information wastes the energy
of mobile device.

Definition 1. virtual node: A virtual node is located in a piece and it is a sub-
stitute of the corresponding fragment node in original document. It contains the
tag name and the piece id of fragment node.

Definition 2. fragment node: A fragment node is an element node of the orig-
inal document and the content of its sub-tree compose a new piece.

Motivated by the inefficiency of previous works, we propose the subtree-level
scheme. The idea of subtree-level scheme is easy to understand, as it is considered
to be a tradeoff between node-level scheme and document-level scheme. The
purpose of this scheme is to fragment the hot parts which accessed by more
users from the original document, and the users are able to download the part
of document they are interested in rather than the whole one.

Unlike the document-split algorithms in [6][7], the label paths from root to
fragment node are not replicated in each piece. The right part of Figure 1 shows
the fragment results of subtree-level scheme. We use the virtual nodes to connect
pieces. For example, the element node auction info is fragment node in origi-
nal document and virtual node in piece1. The process of retrieving data under
subtree-level scheme contains these steps: Firstly, mobile users use the index to
get the matched pieces’ids and the arrival time of them. Secondly, these pieces
are downloaded and some of them reconstruct the original XML documents un-
der the help of virtual nodes.

It is needed to be pointed out that the virtual nodes do not contain the
addresses of the pieces they connected to. This is because the connected pieces
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Table 1. Notations

Notation Description

di document (or piece) i
nij node j of document di

Ni The element node set of di

ANC(nij) the set of ancestors of node nij

DEC(nij) the set of descendants of node nij

P (nij) The access probability of nij

Pup(nij) Equals
∑
P (nik), nik ∈ ANC(nij)

Pdown(nij) Equals P (nij) +
∑
P (nik), nik ∈ DEC(nij)

Size(nij) The size of sub-tree whose root is nij

Cost(nij) Presents an approximate cost for accessing nij

Cost(di) Equals
∑
Cost(nij), nij ∈ Ni

Weight(nij) The weight of nij

add(nij) The approximate size of the virtual node of nij

may have been broadcast before the current piece, as scheduling technique is
adopted.

Table 1 shows the notations in the following of this paper. We use the cost
of all the element nodes as a metric of TT . The cost of each node is the total
size of original document multiplies the probability before fragmenting, while
the cost after fragmenting is the size of pieces which contains part of its sub-
tree multiplies its probability. We use the add(nij) to represent the size of virtual
node of nij . And it approximately equals to the tag name and the attribute which
mark the connected piece. In our fragment algorithms, the fragment nodes rather
than the attribute nodes or the text nodes are selected from the element nodes in
a XML document. And the access probability of an element node also contains
those of the attribute nodes and the text nodes connected to it. In the following
of this paper, a node also means the element node.

3.2 Horizontal Fragment Algorithm

Inspired by the query-grouping algorithm in [7], we adopt the idea in our hori-
zontal fragment algorithm. The query-grouping algorithm has two phases. The
first phase is to categorize the queries into different groups by the prefixes of
them, and the second phase is to schedule XML data according to the re-
sults of the first phase. The prefixes are varied by the depth of them (speci-
fied as Dg). For example, in Figure 1, the query set is {/root/listing/item info,
/root/listing, /root/listing/auction info}, and Dg = 3. Then, the grouping re-
sults are {/root/listing/item info}, {/root/listing/auction info} and {/root/
listings}. In the scheduling phase, each XML document is split by the groups, and
the split XML documents contain the branches which match the corresponding
queries in one group.
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As our subtree-level scheme work in push-based broadcast mode, the queries
are not known in advance. However, each element node has access probability,
which means there may be some queries it matches. Without loss of generality,
the depth of prefixes can be treated as the level of element node. The element
nodes with level of Dg are fragment nodes. Dg in query-grouping algorithm is a
variable parameter. However, in horizontal fragment algorithm, the optimal level
for each document can be computed according access probability of each node.
Let d′i represents the result pieces of fragmenting document di. The optimal
level is specified as opt level, which fragmenting nodes located in and can get
the minimum Cost(d′i).

n2

n1

n3

n4

up_level

down_level

l

Fig. 2. Horizontal fragment algorithm

The horizontal fragment algorithm has two phases: the first phase is to select
the opt level for each document. The second phase is to fragment the nodes
located in the optimal level. Selecting the opt level is the core of horizontal
fragment algorithm. In the following of this section, we propose a linear time
algorithm for calculating opt level.

The document tree is traversed in a breadth-first-search (BFS) way, and the
Cost(d′i) is calculated when finishing the traversal of the element nodes of that
level. We separate the element nodes into four sets for each level:

1. fragment nodes set : as node n1 in Figure 2. The cost is changed to be
Cost(nij) = P (nij) · Size(nij), nij ∈ fragment nodes set.

2. descendants set : contains nodes which are the descendants of any node in
fragment nodes set. For example, node n3 is a descendant of n1. And the
cost of the nodes in this set is Cost(nik) = P (nik) ·Size(nij), nij ∈ fragment
nodes set.

3. ancestors set : contains nodes which are the ancestors of any node in fragment
nodes set. As node n2 in Figure 2 and the cost is changed. Cost(nik) =
P (nik) · (Size of upper level +

∑
(Size(nij) + add(nij))), nij ∈ fragment

nodes set and nij ∈ DEC(nik).
4. no-relations set : contains nodes which are neither not the ancestors nor the

descendants of any node in fragment nodes set. For example, node n4 in
Figure 2. Cost(nik) = P (nik) · (Size of upper level +

∑
add(nij)).
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The size of up level is Size(ni0) −
∑

Size(nij),ni0 is the root node in di, and
nij ∈ fragment nodes set. Thus the Cost(d′i) is the sum of cost of nodes in
the four sets mentioned above, and we can conclude it as Formula 1 using the
notations in Table 1:

Cost(d′i) = (Pdown(ni0)−
∑

Pdown(nij))

·(Size(ni0)−
∑

(Size(nij)− add(nij)))

+
∑

((Pup(nij) + Pdown(nij)) · Size(nij))

nij ∈ fragment nodes set (1)

We traverse the document tree in a BFS way by using a queue and then,
put the nodes in the current level into fragment nodes set, and calculate the
corresponding Cost(d′i) according to Formula 1. Finally, an opt level with largest
Cost(d′i) will returned. As each node is visited once in the algorithm, the time
complexity is O(DN), where D is the number of XML documents and N is
the average number of element nodes in one document. Before calculating the
opt level, the Pup(nij) and Pdown(nij) for each node should have been computed.
It is easy to calculate them by pre-order and post-order traversal of the document
tree.

3.3 Threshold Fragment Algorithm

The horizontal fragment algorithm is a simple way for fragmenting document,
as it chooses an optimal level, and nodes of the level construct the fragment
nodes set of that document. In this section, we propose an optimized algorithm
for choosing the fragment nodes, named threshold fragment algorithm. Firstly,
we assign a weight value to each element node. The weight value of a node is
considered as the �Cost = Cost(di) − Cost(d′i) after fragmenting the node.
Secondly, the node with largest weight value is recursively selected to generate
a new piece, and the weight values of nodes in the same original piece as the
fragment node may be updated at the end of each recursion.

There are two points should be noticed. The first one is that the node with
largest weight value is select from the total element nodes from document set
rather than on document. The second is that a threshold T should be given to
controlling the number of recursions. The derivation of weight is shown as follows.
We separate the element nodes into three sets for each node. For example, the
node n1 in Figure 2:

1. descendants set : contains nodes which are the descendants of the given node
nij . For example, node n3 is a descendant of n1. And the cost of the nodes
in this set is changed. The reduction of the cost is to be �Cost(nik) =
P (nik) · (Size(ni0)− Size(nij)), nik ∈ DEC(nij).

2. ancestors set : contains nodes which are the ancestors of the given node nij .
As node n2 in Figure 2 and the cost is �Cost(nik) = −add(nij).
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3. no-relations set : contains nodes which are neither not the ancestors nor the
descendants of the given node nij . For example, node n4 in Figure 2. The
reduction of the cost of this node is changed to be �Cost(nik) = P (nik) ·
Size(nij).

The weight value of one node is the reduction of cost after fragmenting the node.
We can compute the weight value as Formula 2 according to the above analysis.
using the notations in Table 1:

Weight(nij) = (Pdown(ni0)− Pdown(nij)− Pup(nij)) · Size(nij)
+(Size(ni0)− Size(nij)) · Pdown(nij)
−(Pdown(ni0)− Pdown(nij)) · add(nij) (2)

As the threshold algorithm recursively select the node with the largest weight
value from the document set, the data structure for the total data set is crucial.
We assign a max-heap for maintaining the nodes with maximum weight values of
each document. In this structure, the time complexity for one recursion is O(N +
log D), D is the number of XML documents and N is the average number of
element nodes in a XML document. O(N) is for finding the node with maximum
weight from the document and O(log D) is for updating the max-heap. The
threshold fragment algorithm is shown as follows.

Algorithm 1. Threshold fragment algorithm
Require: XML document set D, the threshold T
Ensure: fragment result set R
1: initialize max-Heap H , insert the nodes with largest weight value of each document

into H
2: initialize R← ∅, put each ni0 of document i into R
3: for t = 0 to T do
4: put the head node nij of H in R
5: for each node nik in document i do
6: update the weight value of nik

7: end for
8: add the node with largest weight value in document i to H
9: adjust the H

10: end for

3.4 Modification of the Two-Tier Index Scheme

The two-tier index [4] uses the DataGuides to extract the structure information
of each XML document and the RoXSum to combine these DataGuides for
eliminating the redundancy. The document id located in a node is referred as
existing a label path from root to the node in the document. In this paper,
the fragmented pieces’ids should be put in the index. A label path may be
fragmented into different pieces by the fragment algorithms. For example, in
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Figure 1, the label path /root/listing/auction info/current bid is fragmented
into piece1 and piece2. Piece2′id is put in node current bid and piece1′id is
put in node listing, which is the parent node of the virtual node. When the
auction info is needed, users retrieve the piece2. When the listing information
is needed, users download the piece1 and piece2. Finally, the restoration of part
of XML can be accomplished by replacing the virtual node with the root node
of the piece whose id is the attribute value of it.

4 Experiments

In this section, we study the performance of our two fragment algorithms com-
pared with the original XML documents without fragmenting. As described in
seccion2, the scheduling technique in node-level scheme is flat broadcast, which
is not suitable for skewed data access. For document-level scheme, the broad-
cast modes are different. These works are proposed in on-demand broadcast,
while our work focuses on push-based broadcast. The document splitting algo-
rithms split XML documents according to the XPath queries pending on the
server, while our fragment algorithms work based on the access probability of
each node in XML document.

4.1 Experimental Setup

In XML data broadcast, it is not suitable to adopt the definition of access prob-
ability in traditional data broadcast. This is because the XML data are semi-
structured while the data is flat in traditional data broadcast. We vary the types
(by varying the variable prob and Dq) of XPath queries to change the distribu-
tion of access probability. In our simulation, the access probability of each node
is statistical numbers from a large set of queries. The average TT of each query
is the total size of pieces which contain the sub-trees of matched nodes. Though
it is uncertain that the piece satisfies the XPath query completely, there must be
an XPath query satisfied by it. Without loss of generality, these XPath queries
are used as they retrieved the sub-tree of the matched nodes.

In our simulation, we value the AT and TT by number of bytes broad-
cast, the unit of them is KB in the results. The threshold T of threshold frag-
ment algorithm is specified as the number of fragments of horizontal fragment
algorithm. Similar to the existing work [4][5], the XML is generated by the
IBM’s Generator tool [11] and the XPath queries are generated by YFilter [12].

Table 2. Experimental setup

Variable Description Default value

Dq minimum depth of queries 4
prob The probability of wildcard * and double slash // in queries 0.1
Nd the number of XML documents 1000
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We use the QEM algorithm [13] to schedule the XML documents or XML pieces.
Table 2 summarizes the system parameters.

4.2 Results and Discussion

Figure 3 shows the effects of Dq. TT and AT decrease with the increasing of Dq.
This is because the bigger the minimum depth of queries, the smaller number
of matched pieces. The TT of data processed by horizontal fragment algorithm
(shorted as HF ) and threshold fragment algorithm (shorted as TF ) is less af-
fected than that of original XML document (shorted as no − F ). This results
from the small TT . The TT of HF is about 15% of no − F and that of TF is
about 10% of no − F .The AT of both are smaller than that of no − F . There
are two reasons. The first one is the AT is affected by the selectivity which is
the degree of TT over the size of broadcast data [13]. Thus, the smaller selectiv-
ity, the smaller AT . The second one is the pieces whose access probabilities are
equals to zero are not put in the broadcast channel. Thus, the final broadcast
size after fragmenting is reduced about 3% of the size of original data.

(a) (b)

Fig. 3. Performance of fragment methods by varying Dq

Figure 4 depicts the results by varying prob. As prob increases, TT and AT
increase because more XML pieces are matched a XPath query with higher
probability of * and //. TT of HF and TF increase less than no − F with the
increasing prob, the reason is the same as in Fig. 3. And the AT of HF and TF
are smaller than no − F . This is because of the large reduction of TT . When
prob = 0.0, the TT of HF and TF are both smaller than 5% of no−F and the
AT of them are about 50% and 20% of no− F respectively.

The performances of HF and TF by varying the number of original XML
documents are shown in Fig 5. The TT and AT increase with the increasing of
Nd. It is because the size of result data becomes larger when increasing the Nd.
The TT and AT of HF and TF are both reduced a lot compared with no− F .
It shows that our fragment algorithms are of good scalability.
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(a) (b)

Fig. 4. Performance of fragment methods by varying prob

(a) (b)

Fig. 5. Performance of fragment methods by varying Nd

5 Conclusions

In this paper, we proposed a sub-tree level scheme for skewed XML data access in
push-based data broadcast and two efficient fragment algorithms working under
this scheme. The threshold fragment algorithm adopted the idea of the query-
grouping scheduling algorithm in document-level scheme of on-demand broad-
cast, and the performance of threshold fragment algorithm was better than the
former one with a little higher time complexity. The experiments showed that
our fragment algorithms improved the broadcast efficiency a lot.
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Abstract. In emerging applications such as location-based service (LBS),
the values of spatial database items are naturally uncertain. This paper
focuses on the problem of finding probabilistic closest pairs between two
uncertain spatial datasets in a given range, namely, probabilistic spatial-
range closest pair (PSRCP) query. In particular, given two uncertain
spatial datasets which contain uncertain objects modeled by a set of
sampled instances, a PSRCP query retrieves the pairs that satisfy the
query with probabilities higher than a given threshold. Several pruning
strategies are proposed to filter the objects that cannot constitute an an-
swer, which can significantly improve the query performance. Extensive
experiments are performed to examine the effectiveness of our methods.

1 Introduction

Uncertain data have common appearance in spatial databases since a number
of indirect location collection methodologies have been proposed [1][2]. For ex-
ample, consider a collection of moving objects, whose locations are tracked by
Global-Positioning System (GPS). Due to GPS errors and transmission delays,
the exact locations of these objects are difficult to be collected. As a result,
the set of possible locations of an object is usually described by its appearance
probabilities, which are derived from discrete instances or a probability density
function (PDF).

Closest pair (CP) query is a combination of join and nearest neighbor query,
which is first described in [3]. By definition, given two object sets A and B,
their CP join is a one to one assignment of objects from the two sets, such that
the distance of the result pair is the smallest amongst all possible object pairs.
CP queries are widely used in emerging applications where spatial objects exists
with uncertainty, thus we introduce top-K probabilistic closest pairs (TopK -
PCP) query in [4], where efficient processing methods are proposed to retrieve
the object pairs with top-K maximal probabilities of being the closest pair.

In this paper, we study probabilistic spatial-range closest pairs (PSRCP) query
for spatial databases with uncertain data. In other words, PSRCP query deals
with range CP problems over uncertain objects, which is considered as an ex-
tension to TopK -PCP query. This type of query is important since users prefer
to search in a portion of the space in many realistic cases. For instances, query
“find a pair of taxi and pedestrian that has the smallest distance in Madison

H. Wang et al. (Eds.): WAIM 2011, LNCS 6897, pp. 602–613, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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street” is more useful than “find a pair of taxi and pedestrian that has the small-
est distance in U.S.”. Figure 1 exemplifies PSRCP query over uncertain objects
that are modeled by sampled instances, in which the dark region denotes query
range R. Specifically, each uncertain object (e.g., object A) contains a set of
uncertain instances. Range R intersects with object A, B and C. Therefore, the
answer sets of PSRCP does not contain object D definitely. Therefore, we need
to calculate the range CP probabilities of pairs (A, B), (A, C) and (B, C).

x

y
A

R

D C B

Fig. 1. A PSRCP query on uncertain
objects

entry1 entryn

object level

instance 
level

cluster level

intermediate node 
level

Fig. 2. Index structure

To the best of our knowledge, none of the existing work has addressed the
probabilistic range CP problem. In this paper, we give detailed analysis of ap-
pearance probabilities based on uncertain instances, which can be straightfor-
wardly extended to PDF. Our contributions also include:

– We formally define PSRCP query over uncertain objects.
– Several prune strategies are proposed to improve searching performance.
– An efficient algorithm is developed to support the evaluation of PSRCP

query.
– An extensive experimental study is conducted to show the effectiveness of

our method.

The rest of the paper is organized as follows. Section 2 briefly overviews related
works. Section 3 describes problem definitions. The details of the query process-
ing are presented in Section 4. Section 5 shows the experimental results of the
proposed method. The paper is concluded with a discussion about future work
in Section 6.

2 Related Work

Section 2.1 surveys the studies on query processing in uncertain databases. Sec-
tion 2.2 presents previous methods of answering closest pair queries on spatial
data.
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2.1 Probabilistic Queries over Uncertain Data

Probabilistic queries have gained much attention due to the emerging applica-
tions that involve uncertainty. A survey of the research area concerning uncer-
tainty and incomplete information in databases is given in [5]. Uncertain tu-
ple and uncertain attribute are considered as two types of uncertain data [6].
Specifically, uncertain tuples are usually derived from the probabilistic relational
databases [7][8]. On the other hand, the attribute uncertainty is introduced as
each uncertain object is modeled by a distribution within an uncertain region.
The appearance probabilities can be described as either discrete case (i.e., uncer-
tain instances) [9][10] or continuous case (i.e., PDF) [11][12]. Many techniques
have been designed for uncertain databases, with queries on attribute uncer-
tainty such as nearest neighbor query [9], range query [11], reverse nearest query
[13], top-k query [14], closest pairs query [4] and so on. A tree index, U-tree, is
constructed for probabilistic range queries [15], which is one of the most pop-
ular index structure for uncertain data with arbitrary PDFs. However, to the
best of our knowledge, so far, no existing work has studied spatial-range closest
pair query in the context of the uncertain databases, which assumes that spatial
objects have uncertain attribute modeled by discrete representations.

2.2 Closest Pair Queries over Spatial Objects

Closest pairs queries have been extended to spatial databases in these few years.
Distance-join algorithms, which are based on a priority queue, is first proposed
in [16]. But the algorithm takes up a lot of main memory since the pair items
store both node pairs and object pairs in priority queue. Therefore, Corral et
al. [3] proposed several non-incremental algorithms that significantly reduce the
size of the queue. Afterwards, Corral et al. extended and enhanced the work
with respect to the design of branch-and-bound algorithms in a non-incremental
way [17]. But the above methods cannot work well in cases that the two data
sets ’overlap’, thus, Yang and Lin [18] proposed a new index structure by pre-
computing and storing the nearest neighbor information in the node entry of
R-tree. Leong et al. [19] identified the ECP (exclusive closest pairs) problem,
which is a spatial assignment problem. We first studied probabilistic closest
pairs queries over spatial objects in [4], in which each spatial object is modeled
by a set of sample points. An efficient method is proposed, which retrieves the
pairs with top-K maximal probabilities of being the closest pair. In this paper,
we extend the work by considering the problem of searching for probable closest
pairs within a spatial region.

3 Problem Definition

Let U = {U1, U2, . . . , Un} and V = {V1, V2, . . . , Vm} be two sets of uncertain
objects. Following the previous work [4][9][18][20], we describe the uncertain
objects by discrete PDF model. In particular, each uncertain object Oi(Oi ∈
U
⋃

V ) is associated with z sampled instances, i.e., Oi = {oi,1, oi,2, . . . , oi,z}, Oi
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may appear at any of its instances with a probability. For simplicity, we assume
that the probability is identical, i.e., the PDF-value of each instance P (Oi,j) =
1/z (j = 1, 2, , z). We apply the integration method proposed in [21] to reduce
the computation cost, which is implemented by clustering the instances of each
object into several clusters individually. Therefore, the uncertain object in this
paper is approximated by the clusters of sampled instances instead of distributed
instances. The index organization of the uncertain objects is shown in Figure 2,
where each cluster is bounded by a minimum bounding rectangle(MBR).

In certain databases containing precise spatial objects, range closest pair query
(R-CP)[22] discovers the closest pair of spatial objects inside a spatial range R.
In uncertain databases, the attribute data of each object are ”probabilistic”, we
then define the probabilistic versions of R-CP query as follows.

Definition 1. A Probabilistic Spatial-Range Closest Pair (PSRCP) Query takes
as input a spatial region R and returns all ((Ui, Vj), PCP ij) pairs, such that
Ui ∈ U, Vj ∈ V and PCP ij > 0, where PCP ij is the probability that (Ui, Vj) is
the closest pair inside R.

We use FSR(ui,l, vj,f ) to denote the probability of instance pair (ui,l, vj,f ) to
be the closest pair. Then the value of PCP ij is computed by Equation 1, which
can be easily verified.

PCP ij =

∑
ui,l∈Ui,ui,l �→R

∑
vj,f∈Vj ,vj,f �→R

FSR(ui,l, vj,f )

z2
(1)

where ui,l �→ R denotes uncertain instance ui,l is inside R. Similar to [4],
FSR(ui,l, vj,f ) is given as follows:

FSR(ui,l, vj,f ) =∏
∀(Ui′ ,Vj′ )∈U×V

∧(Ui,Vj) 	=(Ui′ ,Vj′ )

1−
∣∣{(ui′,l, vj′,f )|D(ui′,l, vj′,f ) < D(ui,l, vj,f )}∣∣

z2
(2)

where D(ui,l, vj,f ) denotes the Euclidean distance between instances ui,l and
vj,f .

However, since the query qualification (i.e.,PCP ij > 0) is relatively loose, the
result of PSRCP query may be arbitrarily large if there are numerous uncertain
objects intersecting with R. Therefore, we define a practical version of PSRCP
query with controlled output by thresholding the results of low probability to
occur:

Definition 2. Let ((Ui, Vj), PCP ij > 0) be an output item of PSRCP query.
The thresholding version of PSRCP takes threshold Pt as an additional input,
0 < Pt ≤ 1, and returns the results for which Pt ≤ PCP ij .

In the rest of this paper, we focus on the evaluation of the thresholding version
of PSRCP, which is more preferred by many real applications. We refer to this
version as PSRCP query for simplicity.
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4 Evaluation of PSRCP Query

In this section, we firstly present some pruning strategies which filter out the
objects that are definitely not PSRCPs. Then the PSRCP query processing al-
gorithm is illustrated based on the pruning strategies.

4.1 Pruning Strategies

Given two sets of uncertain objects U = {U1, U2, . . . , Un} and V = {V1, V2, . . . ,
Vm}, let PRA(Ui)(Ui ∈ U) and PRA(Vj)(Vj ∈ V ) denote the probabilities that Ui

and Vj are inside R, respectively. The rationales behind the pruning strategies
are stated in the following lemmas.

Lemma 1. Given PSRCP query threshold Pt, 0 < Pt ≤ 1, if PRA(Ui) < Pt,
PRA(Vj) < Pt, then (Ui, Vj) will not appear in the answer data set.

Proof. If PRA(Ui) < Pt and PRA(Vj) < Pt hold, the probability that (Ui, Vj) is
the closest pair within R is smaller than Pt according to 0 < Pt ≤ 1 and

PCP ij = PRA(Ui)PRA(Vj)P ′
CP (Ui, Vj) (3)

i.e., we have PCP ij < Pt even in the special case that P ′
CP (Ui, Vj) = 1, where

P ′
CP (Ui, Vj) denotes the probability that (Ui, Vj) is the closest pair in the whole

space. Therefore, no answer set contains the pair (Ui, Vj).

Lemma 2. Given PSRCP query threshold Pt, 0 < Pt ≤ 1, if PRA(Ui)PRA(Vj)
< Pt, then (Ui, Vj) will not appear in the answer data set.

Proof. Similar to lemma 1, according to Equation 3, we have PCP ij < Pt since
PRA(Ui)PRA(Vj) < Pt, which implies that (Ui, Vj) will not appear in the answer
data set.

U-tree[15] is a popular index structure for range queries over uncertain data,
which is employed in our pruning procedure. According to the structure of U-
tree, the above lemmas not only provide rationales for the pruning of uncertain
objects, but also support the pruning of intermediate nodes. Since U-tree is
designed for uncertain data with arbitrary PDFs, the location of uncertain ob-
ject in our paper can be considered uniformed distributed according to the above
uncertain data model. In particular, some pre-computed information (e.g., prob-
abilistically constrained regions, PCRs) is maintained at all levels of the tree,
which is utilized to conduct pruning in the index level. Given two indexing U-
trees of set U and V , TU and TV , the pruning strategies are presented as follows:

Pruning Strategy 1. For any two nodes EU and EV in TU and TV , as long as
they simultaneously hold that PRA(EU ) < Pt and PRA(EV ) < Pt, the subtrees
of EU and EV can be safely pruned, where PRA(EU ) and PRA(EV ) are the
respective appearance probabilities that the MBRs of EU and EV lie in R.

Pruning Strategy 2. For any two nodes EU and EV in TU and TV , as long as
they hold that PRA(Ui)PRA(Vj) < Pt, the subtrees of EU and EV can be safely
pruned.
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P.S.1 (short for Pruning Strategy 1) can be directly conducted by PCRs.
Note that P.S.2 (short for Pruning Strategy 2) requires extra probability com-
putations, it is applied only for nodes that pass P.S.1.

Lemma 3. Let k be the number of clusters indexed by an uncertain object. We
assume that (cUi,a, cVj ,b) is the closest pair within the whole space, where cUi,a

and cVj ,b are the ath and bth cluster of Ui and Vj respectively. If PRA(Ui)PRA

(Vj) < Pt

k Pr c(cUi,a, cVj ,b), then (Ui, Vj) will not appear in the answer data
set, where Pr c(cUi,a, cVj ,b) is the likelihood that (cUi,a, cVj ,b) contributes to the
result probability.

Proof. Since (cUi,a, cVj ,b) is the closest pair within R, we have Pr c(cUi,a′ , cVj ,b′) <
Pr c(cUi,a, cVj ,b) for ∀(cUi,a′ , cVj ,b′) �= ∀(cUi,a, cVj ,b). Therefore, it holds that∑

∀cUi,a′⊂Ui,cVj,b′⊂Vj

Pr c(cUi,a′ , cVj ,b′) < kPr c(cUi,a, cVj ,b) (4)

As Pr c denotes the contribution probability, we have P ′
CP (Ui, Vj) < kPr c(cui,a,

cvj ,b), which can be substituted into Equation 3, resulting in

PCP ij < kPRA(Ui)PRA(Vj)Pr c(cUi,a, cVj ,b) (5)

Since inequality PRA(Ui)PRA(Vj) < Pt

k Pr c(cUi,a, cVj ,b) holds as a precondition,
we obtain PCP ij < Pt, which indicates that (Ui, Vj) is not contained in the
answer data set.

Lemma 4. Let z be the number of samples of each uncertain object. We assume
that (sUi,a, sVj ,b) is the closest pair within the whole space, where sUi,a and
sVj ,b are the ath and the bth sample of Ui and Vj respectively. If PRA(Ui)PRA

(Vj) < Pt

z Pr s(sUi,a, sVj ,b), then (Ui, Vj) will not appear in the answer data
set, where Pr s(sUi,a, sVj ,b) is the likelihood that (sUi,a, sVj ,b) contributes to the
result probability.

Proof. Similar to the proof of lemma 3, which is omitted here due to space
limitation.

Based on the above lemmas, we employ the following pruning strategies when
we access a cluster pair or a sampled instance pair, which are called P.S.3 and
P.S.4 for short respectively.

Pruning Strategy 3. In case a cluster pair (cUi,a, cVj ,b) has the smallest dis-
tance within R, and PRA(Ui)PRA(Vj) < Pt

k Pr c(cUi,a, cVj ,b), cUi,a ⊂ Ui, cVj ,b ⊂
Vj , then the object pair (Ui, Vj) can be pruned.

Pruning Strategy 4. In case a sample pair (sUi,a, sVj ,b) has the smallest dis-
tance within R, and PRA(Ui)PRA(Vj) < Pt

z Pr s(sUi,a, sVj ,b), sUi,a ∈ Ui, sVj ,b ∈
Vj , then the object pair (Ui, Vj) can be pruned.



608 M. Chen et al.

Table 1. Meanings of notations

Symbols Descriptions

EU,i,EV,j the ith/jth node in TU/TV

EU,i.chi,EV,j.chi child node of EU,i/EV,j

numgh total number of accessed instance pairs of (Ug, Vh)

Min MinD(.) minimal minimum MBR distance of two nodes

Max MaxD(.) maximal maximum MBR distance of two nodes

Min MaxD(.) minimal maximum MBR distance of two nodes

Num(EU,i), Num(EV,j) the number of the instances contained by EU,i/EV,j

4.2 PSRCP Query Algorithm

The process of PSRCP querying is detailed in Algorithm 1 and Table 1 summaries
the notations used in the algorithm. The algorithm, which is considered as an ex-
tended version of TopK -PCPquery algorithm [4], takes the pruning strategies pre-
sented above into consideration. Similarly, a priority queueH is maintained, which
contains the entry of form ((EU,i, EV,j), Min MinD(EU,i, EV,j)) (line 1). A list L
is used to maintain the information of the probabilistic closest pairs found up to
now (line 2). We employ a set Res to store the query results (line 3). The computa-
tion of probabilistic closest pairs is processed in a similar manner with TopK -PCP.
However, it is important to consider ”range” requirements, based on which we ex-
tend the algorithm. In particular, each time the first entry Cur is de-heaped from
H (line 7), we check the type of the two elements in Cur as follows.

If the type of the elements is intermediate node, we use P.S.1 and P.S.2 to
prune non-qualifying nodes (line 9). We updateW according to min(Min MaxD
(EU,i.chi, EV,j.chi)) of the remaining nodes (lines 10 and 11). P.S.1 and P.S.2 are
applied again to filter the child nodes (EU,i.chi, EV,j.chi), which are inserted into
H according to Min MinD(EU,i.chi, EV,j.chi) (lines 12-15).

If we reach the object level, P.S.1 and P.S.2 are used to prune non-qualifying
objects (line 17). Then the next entry is de-heaped from H, and we apply
P.S.1 and P.S.2 to the entry to ensure its qualification (lines 19 and 20). If
the entry is non-qualifying, the next entry is popped until H is empty (lines
21 and 22). Then, we check whether the current object pair is the closest pair
within R (lines 23-29). Specifically, if the current pair is the closest, we need
to calculate the likelihood that it is the closest pair and update L by setting
PCP gh = Pr o(EU,i, EV,j) and numgh = z2, whose details are presented in [4].
Then ((EU,i.chi, EV,j.chi), Min MinD(EU,i.chi, EV,j.chi)) is inserted into Res if
PCP gh ≥ Pt. Otherwise, the object pair is refined by repeating the steps in lines
12 to 15. If H is empty after the popping of current pair, we check whether it is
the result pair (lines 30 and 31).

If the cluster level is reached, we prune non-qualifying cluster pair by P.S.1
and P.S.2 (lines 32 and 33). If H is empty after de-heaping Cur, the qualification
of Cur is checked (line 40). Else, the next entry is checked in a similar manner
(lines 34-38). After both of the two popped entries are validated, the likelihood
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Algorithm 1. PSRCP Query Processing
Input: two uncertain object sets U and V
Output: Result set Res
1: initialize H accepting entries ((EU,i, EV,j),Min MinD(EU,i, EV,j))
2: initialize L accepting entries in the form (Ui, Vj , numij)
3: Res← Ø
4: start from the roots of TU and TV , W ←∞
5: insert ((TU .root, TV .root), Min MinD(TU .root, TV .root)) into H
6: while H is not empty do
7: entry Cur← de-heap H
8: if Cur.(EU,i, EV,j) is an intermediate node pair then
9: perform P.S.1 and P.S.2

10: if min
∀EU,i.chi
∀EV,j.chi

(Min MaxD(EU,i.chi, EV,j.chi)) <W then

11: update W
12: for each child pair (EU,i.chi, EV,j.chi) do
13: perform P.S.1 and P.S.2
14: if Min MinD(EU,i.chi, EV,j.chi) ≤ W then
15: insert ((EU,i.chi, EV,j.chi),Min MinD(EU,i.chi, EV,j.chi)) into H
16: if Cur.(EU,i, Ev,j) is an object pair then
17: perform P.S.1 and P.S.2
18: if H is not empty then
19: the next entry Nex.((EU,i′ , EV,j′),Min MinD(EU,i′ , EV,j′))← de-heap H

20: perform P.S.1 and P.S.2
21: if Nex is pruned then
22: goto line 18
23: if Min MinD(EU,i′ , EV,j′) ≥Max MaxD(EU,i, EV,j) then
24: calculate Pr o(EU,i, EV,j)
25: update L
26: if ∃EU,i ∈ Ug ∧EV,j ∈ Vh with PCP gh ≥ Pt then
27: insert ((Ug , Vh), PCP gh) into Res
28: else
29: repeat lines 10-15
30: else
31: goto line 24
32: if Cur.(EU,i, EV,j) is a cluster pair then
33: perform P.S.1 and P.S.2
34: if H is not empty then
35: the next entry Nex.((EU,i′ , EV,j′),Min MinD(EU,i′ , EV,j′))← de-heap H
36: perform P.S.1 and P.S.2
37: if Nex is pruned then
38: goto line 32
39: else
40: goto line 42
41: if Min MinD(EU,i′ , EV,j′) ≥Max MaxD(EU,i, EV,j) then
42: calculate Pr c(EU,i, EV,j) and perform P.S.3
43: update L
44: if ∃EU,i ∈ Ug ∧EV,j ∈ Vh ∧ numgh = z2 with PCP gh ≥ Pt then
45: insert ((Ug , Vh), PCP gh) into Res
46: else
47: repeat lines 12-15
48: if Cur.(EU,i, EV,j) is a sample pair then
49: if EU,i �→ R and EV,j �→ R then
50: calculate Pr s(EU,i, EV,j) and perform P.S.4
51: update L
52: if ∃EU,i ∈ Ug ∧EV,j ∈ Vh ∧ numgh = z2 with PCP gh ≥ Pt then
53: insert ((Ug , Vh), PCP gh) into Res
54: return Res
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Pr c is calculated and we perform P.S.3. Besides, L is updated, i.e., set PCP gh =
Pr c(EU,i, EV,j) + PCP gh and numgh = numgh + Num(EU,i)Num(EV,j) (lines
41-43). If all the instances of the two objects have been accessed, we add the re-
sult to Res according to PCP gh ≥ Pt (lines 44 and 45). Otherwise, the repeating
procedure is implemented (line 47).

If the instance level is reached, we prune the sample pairs which are out-
side R (lines 48 and 49). For the validated sample pair, Pr s is calculated and
P.S.4 is performed (line 50). The updating is implemented by setting PCP gh =
Pr s(EU,i, EV,j) + PCP gh and numgh = numgh + 1 (line 51). After the updat-
ing, we need to make a decision on adding pair ((Ug, Vh), PCP gh) to Res or not
according to numgh and PCP gh (lines 52 and 53).

The algorithm terminates if H is empty. The returned pairs in Res are the
result pairs with the probabilities not smaller than Pt (line 54).

5 Experimental Evaluation

All our experiments are run on a 1.86 GHz Intel Core 2 6300 CPU and 8 GB
RAM. We use two realistic data sets of geographical objects1, namely GU (util-
ities), GR (roads), GL (railroad lines) and GH (hypsography data) with respec-
tive cardinalities 17K, 30K, 36K and 77K. Given a value z, these datasets are
transformed into uncertain datasets. For example, we transform GU into un-
certain databases GU u as follows: each MBR of point p in GU is regarded as
an uncertain region where z instances of p appear in. The instances are sam-
pled randomly in the region. The experiments are conducted under four different
combinations, namely UR, RL, UH and RH, representing (U, V )=(GU u,GR u),
(GR u,GL u), (GU u,GH u) and (GR u,GH u). Both of the two dimensions in
these uncertain datasets are normalized to domain [0,1].

In the following experiments, we perform a comparative study on our al-
gorithm PSRCP and a naive method, NSRCP, which is a modified version of
PSRCP based on abandoning the pruning strategies in section 4. Since the gen-
eration of the instances is randomly, each point in the following graphs is an
average of the results for 100 queries.

Effect of sample rate. In this set of experiments, we examine the query per-
formance by varying the number of sampled instances per object, which is con-
sidered as sample rate. Our algorithm is proceeded as a function of sample rate
varies from 5 to 20. Figure 3 illustrates the results of the experiment on the four
datasets. We use 0.5 and 10% as a default value for Pt and query range, respec-
tively. As expected, PSRCP significantly outperforms NSRCP for all datasets,
which verifies that the pruning strategies in PSRCP leads an effective reduction
of computation cost. Besides, computation cost increases as the sample size gets
larger, which can be easily understood.

Effect of threshold. In Figure 4, we present how the threshold Pt affects the
performance of the two algorithms. In particularly, both of the two algorithms

1 http://www.rtreeportal.org/
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Fig. 3. Performance vs. Sample Rate
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Fig. 4. Performance vs. Threshold

require less disk accesses when Pt increases, which is due to the number of candi-
date pairs decreases sharply, e.g., from 41 for Pt = 0.3 to 18 for Pt = 0.7 (UR-
PSRCP). Therefore, a well-choosen threshold can provide better performance.

Effect of query range. We compare the algorithms when the queries are issued
with different range from 10% to 40% of the space. As shown in Figure 5, the
computation cost increases for PSRCP and NSRCP when the query range in-
creases. This is because more objects will intersect the query range as the range
ratio increases. We also observe that PSRCP algorithm has better performance.

Effect of buffer size. In the following, we investigate I/O activities of the two
algorithms with different buffer sizes in Figure 6. We use the buffer sizes of 16,
64, 256, 1024 pages in this set of experiments. It is observed that the performance
is improved as long as the buffer size grows. However, both of the two algorithms
are not so sensitive to buffer size. For instance, as the buffer size increases from
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64 to 256, only 27.8% improvement is obtained (UR-PSRCP). This is because
that each of the algorithms processes the query by following a best-first traversal
pattern using a priority queue.

6 Conclusion

Closest pairs queries over spatial objects have attracted a lot of research attention.
In this paper, we proposed an efficient approach to compute spatial-range closest
pairs query over uncertain objects, which, to the best of our knowledge, no other
work has studied before. We introduced several pruning strategies with considera-
tions of range constraints. As shown by our experimental results, many unqualified
objects can be pruned with the pruning techniques. In the future, we will study how
these techniques can be extended to support other queries, e.g., ECP query.
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Abstract. The trajectory research has been an attractive and challeng-
ing topic which blooms various interesting location based services. How
to synthesize routes by utilizing the previous users’ GPS trajectories is a
critical problem. Unfortunately, most existing approaches focus on only
spatial factors and deal with high sampling GPS data, but low-sampling
trajectories are very common in real application scenarios. This paper
studies a new solution to synthesize routes between locations by utilizing
the knowledge of previous users’ low-sampling trajectories to fulfill their
spatial queries’ needs. We provide a thorough treatment on this problem
from complexity to algorithms. (1) We propose a shared-nearest-neighbor
(SNN) density based algorithm to retrieve a transfer network, which sim-
plifies the problem and shows all possible movements of users. (2) We
introduce three algorithms to synthesize route: an inverted-list baseline
algorithm, a turning-edge maximum probability product algorithm and
a hub node transferring algorithm using an Absorbing Markov Chain
model. (3) By using real-life data, we experimentally verify the effective-
ness and the efficiency of our three algorithms.

1 Introduction

With the pervasive use of GPS-enabled mobile devices, people are able to achieve
their location histories in a form of trajectories. The GPS trajectories reflect
genuine travel recommendations implying users’ life interests and preferences.
The research problem in this paper is to answer users’ route plan queries using
these trajectories. The route planning service is useful especially for users who
are traveling in unfamiliar areas or when they are hiking, mountain climbing or
cycling outdoors without road network.

The standard approaches to synthesize routes are the shortest or fastest path
algorithms [8, 14]. They regard spatial distance as the most important factor in
optimizations that guiding their route selection. However, we observe that one
finds out suitable route for places of interest (POIs) which does not necessarily
to be the shortest path. There are multiple reasons to determine route selection.
For example, the width or tonnage limit of road prohibits vehicle to pass. The
drivers are reluctant to trap in a traffic jam tending not to choose congested
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road segments in their driving route. Also, a park traveler is probably to follow
a route that covers most of the attractions other than travel in a shortest path
from the entrance to exit gate which miss most of the POIs. Works [20, 13, 10]
analyze users’ travel behaviors by mining sequential patterns of trajectories to
predicate or planning routes. The trajectories pattern mining helps us to make
a turn at road cross in some cases. However, it is not feasible for all trajectories
following patterns at every turning point. For some low-frequent or low-sampling
trajectories, it is even hardly to establish patterns. In [23], Tao et al. discuss
object moving predictions. It is also not suitable for our problem not only because
it mainly focuses on a general prediction framework, but also it does not utilize
the features of trajectories.

Fig. 1. Synthesizing Routes from Low-Sampling Raw Trajectories

Example 1. We use this example to illustrate the main challenge of our problem
and the shortcomings of existing works. In Figure 1, users want to find a route
from the start location S to destination E. There are 4 existing trajectories T1
to T4 and 9 intermediate hub nodes in the Figure 1. Historical trajectories are
usually not accurate due to measurement errors and in a low-sampling rate.
Thus, two consecutive points may be far away from each other. For example,
we cannot decide if n5 in trajectory T3 (S-n1-n3-n4-n5-E) moves to the point
near destination E by hub node n7 or n9. Thus, we cannot directly choose one
trajectory from T1 to T4 to depict a specific route. By considering both the length
and previous users’ trajectories as travel recommendation, we think our hub node
transfer algorithm is a better solution to route synthesizing problem.

To overcome the difficulties of uncertainty and complexity brought by low-
sampling data and possibilities of individual road segments’ combination to
synthesize routes, we present a framework, which effectively transforms the tra-
jectories to points on discrete network and apply the Absorbing Markov Chain for
route planning. It first constructs hub nodes and transfer edges based on the local,
adjacent points in trajectory histories. Given the transfer network, our method
derives the transfer probabilities between the hub nodes and automatically de-
signs some routes based on the support function with the Absorbing MarkovChain
model.
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To process the synthesizing routes problem efficiently, we propose three al-
gorithms by learning the knowledge from historical raw trajectories, which take
into account the length and support rate of trajectories. The contributions and
the organization of this paper are summarized as follows.

1. We introduce a new synthesizing routes solution. To our best knowledge, this
is the first work to plan route with comprehensive consideration of historical
user’s experiences (Section 2, 3).

2. We provide a SNN density based algorithm to extract the transfer network
from the raw trajectories. And we propose a hub node transfer algorithm
and an edge maximum probabilities product algorithm to synthesize routes
over a transfer network (Section 4).

3. We use a breadth first prune method and expected turning steps calculating
by Fundamental Matrix to optimize our algorithms (Section 4).

4. We conduct extensive experiments among inverted list baseline algorithm,
the shortest-path algorithm, the hub node transfer algorithm and the edge
maximum probabilities product algorithm (Section 5).

2 Related Work

Recently, different constraints and approaches have been proposed with conven-
tional spatial queries to trajectories data. Trajectories pattern mining [26, 19, 9]
help to some extent in synthesizing routes. Zheng et al. [26] adopt to explore fre-
quent path segments or sequences of POIs. Mamoulis et al. [19] analyze regional
periodic movements to find patterns. While in [9], Leticia et al. introduce con-
straints evaluation in categorical sequential pattern mining. All these proposals,
however, ignore that query positions may not be on any frequent patterns, and
they are difficult to handle cases for low-sampling trajectories.

Petko et al. [2] use symbolic representations to solve trajectories join. Yun
et al. [4] also design and evaluate trajectory join algorithms. Although joining
trajectories, it assembles segments of trajectories into routes. It cannot apply
this solution to our problem. Li et al. [17] select hot routes based on a density
algorithm FlowScan which finds high density connected trajectories in a cluster
way. In [22], it also searches popular routes by checking whether a trajectory is
passing through a certain number of objects. Works in [22,17] find hot routes or
popular routes with regard to numbers of trajectories more than a threshold. Our
work distinguishes itself from [22, 17, 5] where we focus on synthesizing routes
on a low-sampling rate. Thus, we can handle the low-threshold conditions which
are difficult for [22, 17, 5] to process.

Other works include density based cluster method DBSCAN in [7], CLIQUR
in [1] and shared nearest neighbor (SNN) cluster method in [12]. Due to the
noise and biased GPS trajectories data, DBSCAN does not fit this problem
since trajectories data usually contains clusters of diverse densities. According
to the density based definition of core points in DBSCAN, it cannot identify
the core points of varying density clusters correctly. Thus, we extend the cluster
definition in SNN other than DBSCAN by introducing direction changes to help
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us to retrieve the transfer network. Moreover, we also research searching similar
trajectories [24, 3, 15] by different similarities functions, clustering trajectories
in [16, 25] and the shortest path or fastest path algorithms in [6, 8, 14]. Their
solutions do not apply to our problem of using users’ historical raw trajectories
that implying their travel experiences to synthesize routes.

3 Preliminaries

In this section, we will give the preliminaries and formally define the problem of
synthesizing routes for low-sampling-rate GPS trajectories.

GPS Trajectory: A GPS trajectory T is a sequence of GPS points with the time
interval between any consecutive GPS points not exceeding a certain threshold
ΔT , i.e. Traj: p1 → p2 → · · · → pn, and 0 < pi+1.t - pi.t < ΔT (1 ≤ i <n). Here,
we focus on low-sampling rate GPS trajectories with ΔT ≥ 1 minute.

Hub Node: A hub node n is a point where trajectories change directions. We
extract by the SNN cluster method from raw trajectories or end locations of a
trajectory. Travelers make a turn at hub nodes. The moving direction of a GPS
point pi represents by −−−−→pipi+1.

Route: A route R is a sequence of GPS points which the starting (ending) point
is an existing GPS point or the nearest hub node to user’s query point in the
transfer network, i.e. R: n1 → n2 → · · · → nn, which ni is a hub node and
(nj ,nj+1), (1 < j ≤ n), is an existed transfer edge.

Transfer Network: A transfer network G (N, E) is a directional graph indi-
cating the users’ movements between locations. N represents a set of hub nodes.
E is a collection of transfer edges connecting hub nodes. If there exists at least
a trajectory between adjacent hub node A and B, we consider the part between
A and B as a transfer edge. If users start from an end point of a trajectory, no
routes can reach the destination. One solution is to enhance the transfer network
to a bidirectional one with minor additional changes.

Support Function: S(R) = eαP (R)−βL(R) (α+β=1, 0 ≤ α and β ≤ 1). P(R)
represents a route’s transfer probability. L(R) states a route’s length. We use a
transfer probability P (ni→nj) to represent hub node ni moves to nj .

Now the problem of route synthesizing is defined as:

Given a trajectory database D and a query Q (ps, pe),
where ps and pe denote the start and destination points,
synthesize a route that has maximum S(R) from ps to pe

with real trajectories points.

4 Algorithms for Synthesizing Routes

We analyze the users’ traveling behaviors and introduce three algorithms to syn-
thesize routes in this section. First, we extract a transfer network and introduce
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a baseline algorithm. Then, we provide a turning edge maximum probability
product algorithm based on the transfer network. And we create a hub node
transferring algorithm using an Absorbing Markov Chain model.

4.1 Retrieve Transfer Network

In order to synthesize route by learning users’ previous knowledge from raw
trajectories data, we build a transfer network to better process the trajectories
without road network situation. If there is a road map, we could build this trans-
fer network by using map-matching [18]. To address the challenge, we provide
three key observations to motivate our approaches.
Observation 1: True paths tend to be not roundabout.
Observation 2: The density of trajectory points is higher in intersection areas
compared with adjacent edges.
Observation 3: People will not change their moving direction until they make
a turn. People make turns at the road intersecting areas. The angle of trajectory
point changes more closer to π/2, the higher that the area has an intersection.

Thus, we could find hub node where people make a direction change by density
cluster method. The point density varies widely in different regions of intersec-
tion. Because some intersections are hot consisted by hundreds of points, others
are unpopular which people travel less time in our trajectories data set. We
choose to extend SNN rather than other density cluster methods.

(a) (b) (c)

Fig. 2. (a). Truck trajectories distribution. (b). A certain part of raw trajectories after
using the SNN method when k=5, β = 2. (c). Based on the result in (b), we prune the
less supportive connected edges and remove edge that are not orthogonal.

In [12], a SNN graph is constructed from a proximity matrix as follows. A
link is built between a pair of point i and j if and only if i and j are in each
other’s closest k nearest neighbor lists. In the SNN graph, the shared number of
two points’ nearest neighbors can be used as the weights of links between two
nodes. Or we can use the function below to compute by considering the order
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of the near neighbors. For example, if i and j are two points. The weight of the
link between i and j is defined as:

Strength(i, j) =
∑

(k + 1−m) ∗ (k + 1− n), where im = jn. (1)

In equation (1), k is the size of nearest neighbor list, m and n are the positions
in point i and j’s lists. Given a threshold, we remove the edge if its weight is
less than it. And all the connected components in the resulting graph are our
clusters. We also expand the algorithm with an angle filter that angle(p,q) =
| sin θ|β . (θ is the angle difference between p and q ranging from 0 to π. β is
a turning parameter.) After discovering all the clusters, we calculate each of
them as a hub node whose location is approximated by the average coordinate.
In Figure 2, we make 292,364 trajectory points into cluster making a transfer
network with 651 nodes. It greatly reduces the node size that we would compute
when synthesizing routes.

4.2 Baseline Algorithm

If we build inverted list for every hub node, a loop algorithm can be used to
solve the route synthesizing problem for a given query. Its pseudo code is shown
in Algorithm 1. For each hub node, we build an inverted list by every trajectory
passing it. We check every trajectory on hub node that whether it reaches the
destination. Then we expand in a breadth-first way in a priority queue. Com-
bining the traces when we reach the destination to form a route, we compare all
these possible routes in length to provide the final result. The time complexity
is O(mn) (m is the number of points, n is the number of trajectories), which
is too high. In order to obtain a better performance, we propose the following
prune strategy.

Algorithm 1. Min-Hop Algorithm
Input: a query(ps,pe)
Output: a route with minimum length in priority queue

1: Bulid an inverted list Pi(T1, T2, · · · , Tk)
2: Bulid a hash set H ← ∅
3: ENQUEUE(H,ps), ps ’s hash value = 1
4: π[s]←NIL
5: for (i = 1, i ≤ length of hash set, i++) do
6: for (j = 1, j ≤ length of Tj of hash value i, j++) do
7: for (first point pk after ps in Tj ,
8: k ≤ length of maximize number of points in Tk,k++) do
9: π[s]← p.next

10: if p.next �= pe then
11: ENQUEUE(H,pk)
12: else
13: BREAK ALL
14: return Compute length in π[s]
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Prune Strategies: The work [21] states the Incremental Euclidean Restriction
(IER) algorithm which enlightens us to prune the synthesizing areas. Assuming
that only the shortest route is maintained, we first retrieve a route R1 from ps

to pe for query Q(ps, pe). Then, the network distance L(R1) of R1 is computed.
We use ps as the center and L(R1) as the radius to draw a circle. Due to the
Euclidean lower bound property, routes containing hub nodes outside of the area
should not be the results. In other words, we do not have to consider hub nodes
outside the bound since the Euclidean distance of ps and hub nodes outside
the bound is more than L(R1). Moreover, we can update the bound by other
candidate routes whose length less than L(R1).

4.3 Turning Edge Maximum Probability Product Method

After prune the synthesizing area, the time complexity is still too high to use
in real scenarios. The hub node transfer probability is proposed to represent the
likelihood of node leading users to their destination. Adjacent matrix is built
as a one step transient matrix to observe travelers’ historical behaviors. P(z)
represents the number of trajectories on (ni, nj). P(m) represents the number
of trajectories on all outgoing edges. Thus, the hub node turning probability of
moving from ni to nj on adjacent edge e (ni, nj) will be:

Pr(ni → nj) =
P (z)
P (m)

Prt(ni → d) =
t∑

j=1

pj
ni,d

(2)

If we take the travel on transfer network as Random Walk behavior on a di-
rected graph, the transition probability from ni to nj equals to Pr(ni → nj).
If we conduct such a random walk on a transfer network following the turn-
ing probability, we will reach the destination when we select the edge that has
a higher probability along our route. A higher hub node transfer probability
implies more historical trajectories head for the destination through this. In ad-
dition, if the length of a route is ten times of the shortest path’s length, people
tend not to choose this route. If a route is too small even smaller than the length
of the shortest path, it fails the original objectives. Thus, we need to choose a
proper length or numbers of hip of the route. If setting t be the maximum steps
of our algorithm, we consider all possible connecting edges within t steps after
leaving from start position ps. Assuming that we arrive at destination after t
times by Nt hub nodes. The pt

ni,nj
represents the first time moving from ni to

nj probability. The Prt(ni → d) is the sum of probability that we first arrive at
d in 1, 2, · · · t step, which indicates the probability of moving from any ni to
destination d within t steps

After we discuss hub node transfer probability above, we can also use edge as
the transfer indicator instead of hub node. The transfer probability of a turn-
ing edge (ni, nj) is computed as Pr(ni → nj). Synthesizing routes problem is
computed by selecting the maximum product of the turning probabilities of all
edges on it, considering the length and the number of edge as thresholds.
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4.4 Hub Node Transfer Method

We introduce Absorbing Markov Chain model [11] to utilize probability in Equa-
tion (2) to synthesize routes. A Markov chain is absorbing if it has at least one
absorbing state, and if from every state it is possible to go to an absorbing state.

P (i, j) =

⎧⎨⎩
1 if ni is an absorbing state and i = j
Prd(ni → nj) if ni is a transient state and i �= j
0 otherwise

In transfer network, the destination node and the end point of trajectories with-
out any outgoing edges are treated as an absorbing state. All other hub nodes
are considered as transient states. We have the following canonical form for the
transition matrix when there are r absorbing states and t transient states. I is
an r-by-r matrix, 0 is an r-by-t zero matrix, R is a nonzero t-by-r matrix, and
Q is a t-by-t matrix. The first t states are transient, and the last r states are
absorbing. The entry pt

ij of the matrix P t is the probability when it is started
from si after t steps in sj .

TR. ABS.
P = TR. Q S

ABS. 0 I

TR. ABS.
P t = TR. Qt ∗

ABS. 0 I
(3)

The 1st to (t − 1)th states of a route are transient. A route transfers between
transient states for t-1 times and finally jumps from a transient state to the
destination at the tth step. For the first t-1 step, they are acquired from Qt−1.
And the probability of moving from a transient state to the destination is given
in S. Consequently, the pt

ni,d
for a given ni can be computed in Equation (4).

P t
ni,d =

∑
nk∈TR

(P t−1(i, k) · P (k, d)) (4)

Prt(ni → d) =
t∑

j=1

P j
ni,d

=
t∑

j=1

∑
nk∈TR

(P t−1(i, k) · P (k, d)) (5)

Thus, the transfer probability of a node ni in t step to destination is determined
by Equation (5).

V = [Prt(n1 → d), P rt(n2 → d), · · · , P rt(nl → d)]−1 (6)

V = D + Q ·D + Q2 ·D + · · ·+ Qt−1 ·D (7)

Given a destination d and parameter t, we have Q and S, and d in ABS. We
use D as the corresponding column vector of node d in the sub-matrix S. The
result V is calculated by Equation (7). We compute the support function S(R)
in Section 3 after acquiring the directional transfer network G(N,E) and transfer
probabilities.



622 C. Liao, J. Lu, and H. Chen

Algorithm 2. Hub Node Transfer Probability
Input: A transfer network G(N,E)
Output: A set of vectors V

1: V → ∅
2: for each hub node ni ∈ N do
3: set v for ni

4: set ni as the destination
5: construct the transition matrix P
6: compute v by P // See Equation (6)
7: re-organize P in a canonical form
8: acquire Q, S from P
9: push v into V // See Equation (7)

10: return V

The time complexity to compute the matrix multiplication is O(t ∗m3). The
space complexity is O(m2) storing the pre-computed vectors. The complexity of
Algorithm is O(E+NlogN), where E is the number of edges, and N is the number
of nodes. We use following lemmas to prove the correctness of our Algorithm.

Lemma 1. Given an absorbing Markov chain, the fundamental matrix is N =
(I −Q)−1. The entry nij of N gives the expected number of times that it moves
from transient state si to sj.

Proof: Let (I - Q)x = 0; x = Qx. Iterating this that x = Qnx. Since Qn → 0,
Qnx → 0, so x = 0. Thus (I −Q)−1 = N exists. Note (I - Q)(I + Q + Q2 +· · ·
+ Qn) = I - Qn+1. Thus both sides multiply N: I + Q + Q2 +· · · + Qn = N(I -
Qn+1). n→∞, N = I + Q + Q2 +· · · + Qn. Let si and sj be two transient
states. If the chain is in state sj after k steps P(Xk = 1) = qk

ij , otherwise P(Xk

= 0) = 1 - qk
ij , where qk

ij is the ijth entry of Qk. These equations hold for k =
0 since Q0 = I. Therefore, E(Xk) = qk

ij . E(X0 + X1 + · · ·+ Xn) = q0
ij + q1

ij +
· · · + qn

ij . n →∞, E(X0 + X1 + · · · ) = q0
ij + q1

ij + · · · = nij .

Lemma 2. Let ti be the expected number of steps before the chain is absorbed,
and let t be the column vector whose ith entry is ti. Then t = Nc, where c is a
column vector all of whose entries are 1.

Proof: If we add all the entries in the ith row of N, we will have the expected
number of times in any of the transient states for a given starting state si, that
is, the expected time required before being absorbed. Thus, ti is the sum of the
entries in the ith row of N.

Lemma 3. Let bij be the probability that an absorbing chain will be absorbed in
the absorbing state sj if it starts in the transient state si. Let B be the matrix
with entries bij . Then B is an t-by-r matrix, and B = NR, where N is the
fundamental matrix and R is as in the canonical form.

Proof(sketch): We have

Bij =
∑

n

∑
k

qn
ikrkj =

∑
k

∑
n

qn
ikrkj =

∑
k

nikrkj = (NR)ij
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5 Experiments

In this section, we use a real low-sampling trajectories data set1 (ΔT ≥ 1 minute)
to conduct our experiments. The truck data set is consists of 276 trajectories
containing 50 trucks to deliver concretes to various construction places around
Athens metropolitan area in Greece for 33 distinct days. The synthesizing routes
algorithms are implemented in JAVA and examined on a Windows platform with
Intel Core 2 CPU (2.54GHz) and 2.0GB Memory. The process of extracting the
transfer network is executed off-line.

We usually cannot obtain a clean data set, due to the GPS sampling flaws
or noise factors. Thus, (1) we eliminate outlier points of the raw trajectories
by considering physical limits such as vehicle speed limit. (2) We smooth the
direction to alleviate the effect of GPS position fluctuation.

The pre-computation process consumes about 230 seconds and involves around
2.3 ∗ 107 node accesses for the complete data set. After clustering, we take all
the intersections and the end points of trajectories as transfer nodes. Compared
with an online road map web site OpenStreetMap, 651 out of 694 transfer nodes
are correctly clustered by our algorithm, which produces an accuracy rate =
0.938. In Figure 2(C), the retrieved transfer network keeps the shapes of the raw
trajectories quite well. We show the overhead of the extracting transfer network
algorithm in Figure 3 (a) (b). Both of the clustering time and R-tree node access
increase linearly with the number of trajectory points.

We first calculate the node transfer probability to build the transition matrix.
Then we compute the vector V in Equation (6) for each node. Here, we compare
the Min-Hop algorithm, turning Edge Maximum Probability Product (Edge-
MPP) algorithm, Hub Node Transfer (Node-AMC) algorithm with the shortest
path (SP) method in Figure (3), where the performance is measured by query
time, length of result route, the number of hub node in result route and the
number of visited transfer nodes. The shortest path solution is implemented by
A* algorithm [23].

In Figure 3(c), we can see that the query time of the hub node transfer al-
gorithm is about half of the shortest-path algorithm. The distance of query
becomes longer, the better time performance of Node-AMC algorithm. Synthe-
sizing routes by Node-AMC need less time than the shortest-path algorithm.
On the other hand, the length of routes synthesized by Node-AMC is normally
larger than the corresponding shortest-path routes. The route synthesized by
Node-AMC is about 1/4 longer on average than the corresponding shortest-
path routes in Figure C(f). It also illustrates that the shortest path may not
always be the best one. Drivers are willing to take a slightly longer route in
order to enjoy a higher quality road or to avoid traffic jams.

We can also see the difference between our algorithm and the shortest-path
algorithm in the number of hub nodes contained by the resulting route. For the
shortest-paths which containing more than 6 transfer nodes, the corresponding
routes synthesized by Node-AMC have fewer hub nodes in Figure 3(d). It may

1 The Rtree-Portal, http://www.rtreeportal.org
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Fig. 3. Performance of the Algorithm

imply that the driver is reluctant to make turns for Long-distance transport
of goods. The synthesizing route by Node-AMC contains 9 nodes on average
comparing 12 nodes of corresponding shortest-path routes.

As shown in Figure 3(e), the number of hub node has been visited before
finding the resulting route is different between our algorithm and the corre-
sponding the shortest-path algorithm. The hub node transfer algorithm usually
travel fewer transfer nodes before it finally finds the destination. It also shows
that the hub node transfer algorithm has a better time performance than corre-
sponding shortest-path algorithm. Therefore, the search region of the Node-AMC
algorithm is much smaller. For the Edge-MPP algorithm, it has a performance
between the Node-AMC and the shortest algorithms. There is no ground truth
for us to use as a reference to evaluate the goodness of a search result. Also, the
min-hop algorithm and the turning edge maximum probability product method
may fail to find a global best route in some cases as it makes an immediate move
after checking the turning probability in adjacent edges. Overall, the algorithms
have a good performance.
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6 Conclusions

In this paper, we have proposed a new solution synthesizing routes between any
two given locations by learning knowledge from previous travelers’low sampling
trajectories. We have extended the shared nearest neighbor cluster method for
retrieving a transfer network from raw trajectories. Based on hub node transfer
probabilities, we have utilized Absorbing Markov Chain as well as edge maximum
probabilities product to synthesize routes. Finally, experimental results have
been verified the effectiveness and efficiency of our methods in real application
scenarios.
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Abstract. Continuous K nearest neighbor queries (CKNN) on moving objects 
retrieves among all moving objects the K-Nearest Neighbors (KNNs) of a mov-
ing query point within a given time interval. Since the frequent updates of ob-
ject locations make it complicated to process CKNN, the cost for retrieving the 
exact CKNN data set is expensive, particularly in highly dynamic spatio-
temporal applications. In some applications (e.g. finding my nearest taxies 
while I am moving within the next 5 minutes), it is not necessary to obtain the 
accurate result set. For these applications, we introduce a novel technique, 
Moving state based Approximate CKNN (MACKNN), to approximate the 
CKNN query results with certain accuracy to make the query process more effi-
cient by using Moving State of Uncertain Object (MSUO) Model and guarantee 
certain accuracy. We evaluate the MACKNN technique with simulations and 
compare it with a traditional approach. Experimental results are presented to 
demonstrate the utility of our new approach. 

Keywords: Continuous K-Nearest Neighbor query, Road network, Uncertainty, 
Moving state. 

1   Introduction 

The problem of K nearest neighbor (KNN) queries in spatial databases has been stud-
ied by many researchers. This type of query is frequently used in Geographical In-
formation Systems and is defined as: given a set of spatial objects and a query point, 
find the K nearest objects to the query. In recent years, with the rapid development of 
wireless communication and positioning technology, mobile users can enjoy sorts of 
convenient services such as location information query [1], nearest neighbor query [2-
6], range query, traffic conditions query etc. K Nearest Neighbor (KNN) query [7-12] 
is one important type of these services, which is to find the K Nearest Neighbors 
(KNN) of a moving user among all moving objects.  

In order to improve the efficiency of CKNN query process for the moving objects, 
some previous work in this field assumed that the velocity of each moving object is 
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fixed, since the motion of each object can be precisely determined under this assump-
tion [13-16]. However, in road networks of real world, the objects move arbitrarily. 
The release of the fixed velocity makes it difficult to determine precisely the distance 
between moving objects and query object, which leads to a more complicated CKNN 
query process. Existing methods in CKNN query mostly aim at Euclidean spaces [11, 
15, 17]. For the moving objects in road networks [18,19], the distance computation 
between data object and query point is quite different from that of Euclidean spaces. 
The distance in road network is defined as the length of the shortest path connecting 
data object and query point. Huang [20] proposed a method based on periodical snap-
shot recalculation to process CKNN query where both data objects and query points 
move continuously in a road network. The main problem of this method lies in how to 
set the snapshot recalculation period appropriately. Long period setting will affect the 
CKNN quality and short period can bring too much communication cost.  

In some applications, such as finding my nearest taxies while I am moving within 
the next 5 minutes, it is not necessary to obtain the accurate result set. If we just focus 
on retrieving the approximate CKNN query result, the process cost could be greatly 
reduced. In this paper, a novel approach is presented to process approximate CKNN 
queries efficiently based on the moving state of objects. A Moving State of Uncertain 
Object (MSUO) model is proposed to determine the moving state of object which is 
motivated by the moving_state value determination process of objects with fixed ve-
locity in our paper [16]. The Moving state based Approximate Continuous K nearest 
neighbor query (MACKNN) algorithm is composed of two phases: One is the pruning 
phase, which can scale down the object candidates for the CKNN query within a 
given time interval; Another is the refining phase, which can determine the time sub-
intervals where the approximate CKNN query results are obtained.  

The rest of this paper is organized as follows. Section 2 reviews related work in 
continuous and approximate KNN query. Moving State of Uncertain Object (MSUO) 
model is presented in Section 3. Section 4 presents the proposed MACKNN algorithm 
involving pruning phase and refining phase to obtain the approximate CKNN query 
results efficiently. Section 5 evaluates the performance of our proposed methods with 
a set of simulation experiments in a real road network. Section 6 concludes the paper. 

2   Related Work 

Processing KNN queries over moving objects in road networks is a hot research topic 
in recent years. In this section, we first review the existing continuous K nearest 
neighbor query methods, and then discuss the related work that deals with the ap-
proximate continuous K nearest neighbor queries. 

For continuous nearest neighbor monitoring in a road network, Mouratidis et al. 
[19] proposed an Incremental Monitoring Algorithm (IMA), which can process K 
nearest neighbor monitoring over moving objects and query points and re-calculate 
query results whenever an update occurs. At each re-evaluation time, by processing 
the object updates, the query updates and edge updates, the query results may be in-
crementally obtained from the result at the previous timestamp. Thus the overhead 
incurred by processing repeated queries can be reduced. However due to the nature of 
discrete location updates, the KNNs of the query object within two successive updates 
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are unknown. Thus, IMA would return invalid results between two successive update 
timestamps. Y.-K.Huang et al. [20] proposed a continuous monitoring method over 
moving objects in a road network. The procedure of this monitoring method is di-
vided into two phases, the pruning phase and the refinement phase. The main aim of 
pruning phase is to calculate the pruning distance. With the given pruning distance, 
unqualified objects are efficiently pruned. Then in the refinement phase, candidates 
are verified whether they belong to the KNNs of query q or not. The inadequacy of 
this method is that the pruning distance is too large. Thus there are too many objects 
monitored and the cost for computing the distances between the query point and ob-
jects could be extremely high. Moreover, in the refinement phase, each candidate 
object should be examined whether it can replace the Kth NN or not. Thus the KNN 
result may be invalid due to the heavy overhead.  

For the approximate continuous K nearest neighbor queries, Arya et al. [21] pro-
posed a sparse neighborhood graph RNG, which sets the error variance constant є and 
the angular diameter δ to tune the size of divided neighboring areas around one data 
point. This algorithm reduces the time and space requirements for processing data 
objects significantly. Ferhatosmanoglu et al. [22] utilized VA+-file to solve approxi-
mate nearest neighbor queries. This algorithm uses bit vectors to represent a division 
of the data space. In its first phase it calculates and compares distance of these spatial 
cells, then it computes and checks real distance between data points of nearby cells in 
its second phase. Berrani et al. [23] proposed another algorithm to solve approximate 
K nearest neighbor queries. Firstly it clusters data points in space and represents these 
clusters as spatial spheres. Then it sets the error variance constant є to tune approxi-
mate spheres for original clusters. Data points located in the approximate clustering 
sphere are candidate results for the approximate KNN queries. However, all these 
algorithms are aimed at high dimensional and fixed data points. Yu-Ling Hsueh et al. 
[24] proposed an AC-KNN algorithm by defining split points on the query trajecto-
ries, moving objects can only update their locations on a segment basis regardless of 
the change of their velocities. To our best knowledge, the problem of approximate 
continuous K nearest neighbor queries for moving objects with uncertain velocity in 
road networks has not been studied before. 

3   Moving State of Uncertain Object (MSUO) Model 

In our paper [16], a MSO model has been proposed to determine the moving_state 
value of object with fixed velocity in road networks. When the fixed velocity of the 
object is released, the determination of moving_state value of object becomes more 
complicated. A Moving State of Uncertain Object (MUSO) model is proposed here to 
resolve such problem. The symbols ↓and↑represent an object is getting closer to and 
moving away from another object respectively. The velocity of moving object is 
within the interval [v-, v+]. When the object oi and the query point q are moving in the 
same direction on their shortest path with the velocity interval [oi.v

-, oi.v
+] and [q.v-, 

q.v+], the moving state of oi can be determined by the help of calculating the moving 
degree of oi to q based on their velocity intervals. The larger the moving degree value 
is, the faster the object is getting closer to or moving away from the query point. Ac-
cording to the method in literature [25], the definition of computation for the moving 
degree of a moving object is presented as follows:  
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Definition 3.1. For a moving object oi with velocity interval [oi.v
-, oi.v

+], and a query 
point q with velocity interval [q.v-, q.v+], the moving degree of oi to the query point q 
can be calculated as Equ.3.1.  

dv(oi, q) =
))..()..((2

)..()..(
5.0 −+−+

−+−+

−+−×
+−+−

vqvqvovo

vovovqvq

ii

ii  (Equ.3.1)

where oi.v
+-oi.v

-+q.v+-q.v-
≠0, dv(oi, q) represents the moving degree of oi to the query 

point q. If dv(oi, q)>0.5, the relative velocity of oi to q is larger than the relative veloc-
ity of q to oi. If dv(oi,q)≤0.5, the relative velocity of oi to q is smaller than the relative 
velocity of q to oi. 

There are four cases about different moving directions of the object oi and query 
point q on their shortest path, as shown in Fig.1. The moving state of oi is represented 
as ↓oi or↑oi, representing getting closer to or moving away from q respectively.  

oi q(a)
].,.[ +−= vovov iioi

].,.[ +−= vqvqvq

(b)
oi q

q
(c)

oi

(d)
oi q

 

Fig. 1. Moving state of objects with uncertain velocity 

1. The moving directions of object oi and query point q are described in Fig.1 (a). 
In this case, oi is getting closer to query point q, then the moving state of oi is repre-
sented as↓oi. As the moving velocities of oi and q are both within a interval, the net-
work distance between the object oi and q is also within a distance interval [dq,oi (t), 
Dq,oi (t)], where dq,oi (t) indicates the minimal network distance and Dq,oi (t) indicates 
the maximal distance, calculated respectively as follows:  

               dq,oi(t)= dq,oi(t0)–(|oi.v
+|+|q.v+|)×(t–t0) 

Dq,oi(t)= Dq,oi(t0)–(|oi.v
-|+|q.v-|)×(t–t0) 

 
2. The moving directions of object oi and query point q are described in Fig.1 (b).  
In this case, oi is moving away from q, and then the moving state of oi is represented 
as↑oi. The minimal and maximal network distance between the two objects at time t 
can be calculated as follows: 
 

dq,oi(t)= dq,oi(t0)+(|oi.v
-|+|q.v-|)×(t–t0) 

Dq,oi(t)= Dq,oi(t0)+(|oi.v
+|+|q.v+|)×(t–t0) 

 
3. The moving directions of object oi and query point q are described in Fig.1 (c). 
In this case, the moving state of object oi to the query point q needs to be determined 
by the definition 3.1. If dv(oi,q)>0.5, the moving state of oi is getting closer to q,  
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represented as↓oi, otherwise, the moving state of oi is moving away from q, repre-
sented as↑oi.  

If ↓oi, the minimal and maximal network distance between oi and q at time t can be 
calculated as follows: 

 
dq,oi(t)= dq,oi(t0)-(||oi.v

+|-|q.v-||)×(t–t0) 
Dq,oi(t)= Dq,oi(t0)-(||oi.v

-|-|q.v+||)×(t–t0) 
 
If ↑oi, the minimal and maximal network distance between oi and q at time t can be 
calculated as follows: 
 

dq,oi(t)= dq,oi(t0)+(| |q.v-|-|oi.v
+||)×(t–t0) 

Dq,oi(t)= Dq,oi(t0)+(| |q.v+|-|oi.v
-||)×(t–t0) 

 
4. The moving directions of object oi and query point q are described in Fig.1 (d). 
In this case, the moving state of object oi to the query point q also needs to be deter-
mined by the definition 3.1. If dv(oi,q)>0.5, the moving state of oi is moving away 
from q, represented as↑oi, otherwise, the moving state of oi is getting closer to q, rep-
resented as↓oi.  

If ↑oi, the minimal and maximal network distance between oi and q at time t can be 
calculated as follows: 

 
dq,oi(t)= dq,oi(t0)+(| | oi.v

-|-| q.v+||)×(t–t0) 
Dq,oi(t)=Dq,oi(t0)+(| | oi.v

+|-| q.v-||)×(t–t0) 
 
If ↓oi, the minimal and maximal network distance between oi and q at time t can be 
calculated as follows: 
 

dq,oi(t)=dq,oi(t0)-(||oi.v
-|-|q.v+||)×(t–t0) 

Dq,oi(t)=Dq,oi(t0)-(||oi.v
+|-|q.v-||)×(t–t0) 

 
With the proposed MSUO model, we can determine the moving state of moving ob-
ject oi to the query point q as↑oi or↓oi, and calculate the minimal and maximal dis-
tances between oi and q as a distance interval [doi,q(t), Doi,q(t)]. 

4   Moving State Based ACKNN (MACKNN) Algorithm 

In order to process the CKNN queries over moving objects in road network more 
efficient, we propose a Moving State based Approximate CKNN (MACKNN) algo-
rithm involving pruning phase and refining phase. The pruning phase is used to scale 
down the CKNN query region by cutting a pruning distance. In the refining phase, 
since when the sequence of an orderly candidate set changes, the sequence of two 
subsequent nearest neighbors would change firstly, the time interval is divided into 
several subintervals by finding the sequence changing time points of two subsequent 
nearest neighbors with the help of MSUO model in Section 3. In each division time 
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subinterval, the KNN query result could be certain. In the following, the pruning 
phase and refining phase are described in detail. 

4.1   Pruning Phase 

The main idea of pruning phase in the CKNN queries is to scale down the CKNN 
query region by using a pruning distance, denoted as dpruning. For any moving object, if 
the minimal distance between this object and query point is less than or equal to dprun-

ing within a given time interval, this moving object can be considered in the process of 
CKNN queries, otherwise this object will be pruned. The calculation of the pruning 
distance is defined as dpruning=Do,q

max+Dadd
max. The explanations about Do,q

max and 
Dadd

max are presented in the following. 
Do,q

max indicates the maximal distance among all the maximal distances between 
moving objects and query point within a given time interval (denoted as [t0tn]). In 
order to continuously monitor the KNN result within the time interval [t0tn], we di-
vide the time interval into several time subintervals within which the directions of 
moving objects are certain. At the start time t0for K moving objects nearest to the 
query point, we calculate the time instants for each object and query point reaching an 
intersection of the road network with their maximal moving velocity. The fastest one 
of these time instants, denoted as t1is chosen to divide the time interval [t0tn] into two 
subintervals: [t0, t1] and [t1, tn]. Next, the subinterval [t1, tn] is divided into [t1, t2] and 
[t2, tn] with the similar process. This process is repeated until the chosen time instant 
is larger than tn. Thus, the time interval [t0 tn] is divided into [t0,t1], [t1,t2],…[tj-

1,tj],….[tn-1,tn]. For each time subinterval, we just need to focus on the distance be-
tween moving object and query point at the time instant of boundary value. These 
chosen time instants are t0, t1, t2, …, tj…, tn-1, and tn. Dq,oi(tj) is calculated to obtain the 
maximal distance between the ith moving object and query point at time tj by using the 
method presented in the section 3.2. After calculating all of the maximal distances 
between K objects nearest to the query point at t0 and query point at all chosen time 
instants, the maximal one is chosen to be the Dq,o

max, shown in Equ.4.1.1. 

Dq,o
max=max{Dq,oi(tj)}  (1≤i≤K, 0≤j≤n) (Equ.4.1.1)

The Dadd
max indicates an additional distance to the distance Dq,o

max within the given 
time interval  [t0, tn]. Taking the query point as a start point, if this point moves the 
distance Dq,o

max. via all the possible edges in the road network, it will terminate on a 
point of any of these possible edges. We take these terminated points on the possible 
edges as boundary points (denoted as Pbound). For an edge with Pbound and an object on 
this edge, if the minimal distance between this object and query point at t0 is larger 
than Dq,o

max, and the object is moving with the maximal speed limit of this edge to-
ward the Pbound within the time interval [t0, tn], if this object can reach or pass through 
the Pbound, we need to consider this object in the CKNN query. Therefore, we need to 
add a distance to the Dq,o

max to be the pruning distance,  in case missing any possible 
object to be the KNN. If the number of Pbound is m, then the number of edges with 
boundary point is m, assume that the maximal speed limit of an edge with Pbound is 
denoted as SLx (1≤x≤m), we can calculate the additional distance for each edge as 
SLx×(tn- t0). The maximal one of these calculated additional distances is chosen to be 
Dadd

max, shown in Equ.4.1.2. 
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Dadd
max = max{SLx×(tn- t0)} (1≤x≤m) (Equ.4.1.2)

The pruning distance dpruning is composed of Dq,o
max and Dadd

max . Furthermore, we 
can determine whether an object is considered in the CKNN query process or not by 
calculating the minimal distance between this object and query point within the time 
interval [t0 tn], denoted as dq,o

 min. With the chosen time instants of [t0 tn], we can cal-
culate the minimal distance between the object and query point at a chosen time in-
stant tj, denoted as dq,o(tj), by using the similar method presented in section 3.1. By 
calculating the minimal distances at all chosen time instants, the minimal one is cho-
sen to be the dq,o

 min, as shown in Equ.4.1.3.  

dq,o
 min = min{dq,o(tj) }  (0≤j≤n) (Equ.4.1.3)

Firstly, for the K nearest objects to the query point at the start time t0, the distance 
Dq,o

 max is calculated with the chosen time instants from the given time interval [t0 tn]. 
Secondly, an additional distance Dadd

max is calculated based on the boundary point 
Pbound which is determined by the distance Dq,o

 max. Then, the pruning distance dpruning 
is calculated as dpruning=Dq,o

 max+Dadd
max. Finally, whether an object o needs to be 

pruned or not is determined by comparing its minimal distance dq,o
 min within the time 

interval [t0  tn] with the pruning distance dpruning. If dq,o
 min ≤ dpruning, the object can be a 

candidate for the CKNN query, otherwise, the object will be pruned.  
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(a) At time 0                              (b) At time 2.5            (c) At time 5 

Fig. 2. Graph of a road network at different time points in MACKNN algorithm 

We take an example to illustrate the pruning phase. As illustrated in Fig.2(a), there 
are four moving objects near query point q with uncertain velocity within the time 
interval [0, 5] in a road network, denoted as o1, o2, o3, and o4 ,where the corresponding 
length of edges, the speed and direction of all objects and q are marked. Our task is to 
process continuously 2NN query over q within [0, 5]. At the start time 0, o1 and o2 are 
2 nearest objects to q, and their network distance to q is 5 and 25 respectively. In the 
pruning phase, we need to scale down the object candidates that will be considered in 
the 2NN query process. Firstly, since moving object q,o1,o2 take 5s,10s,2.5s to reach 
intersection n3 and n2 of the road network with their maximal moving speed 3,2,4 
respectively, and the smallest arrival time is 2.5 s, the time interval [0,5] is divided 
into two time subintervals: [0, 2.5] and [2.5, 5] by using our proposed time division 
method. Secondly, we can calculate the maximal distances between o1, o2 and q at 
time subinterval [0, 2.5], as for time subinterval [2.5, 5] we can handle in similar way. 
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These maximal distances are represented as Dq,o1(t), Dq,o2(t) and Dq,o1(2.5)=17.5, 
Dq,o2(2.5)=7.5. Thirdly, we can calculate the additional distance for each edge with 
boundary points. As shown in Fig. 4(b), there are three boundary points on the edges. 
Each boundary point is marked as a short line on the edge, such as the short line on 
the edge [n2, n3]. For each edge with the boundary point, we calculate the moving 
distance with the velocity of maximal speed limit of this edge within [0,2.5]. As 
shown in Fig.2 (b), the boundary points Pbound, marked with short vertical bars, are on 
edges e(n2,n3), e(n3,n4), and e(n3,n7). Then AD=max{3×2.5, 4×2.5, 3×2.5}=10, so 
Dpruning=17.5+10=27.5. The pruning distance ranges of query q are marked with black 
thick cross lines. Since there are only three moving objects o1, o2 and o3 within the 
pruning range, the object candidate set Ocandidate is {o1, o2, o3}. The other objects out-
side the pruning range are excluded, as they cannot be 2NN query results within the 
time interval [0, 2.5]. 

4.2   Refining Phase 

With the pruning phase, we can prune the objects which cannot be the KNN query 
results, and obtain a object candidate set Ocandidate ={o1, o2…oi…om} (m≥K) within the 
given time interval [t0, tn]. From the above candidate set, we generate a sorted set Os 
of m nearest neighbors. According to MSUO model, we specify whether each NN is 
moving away from or getting closer to query q using ↑or ↓symbols. if the moving 
degree of oi to q need to further calculated, the moving state of object oi with degree is 
represented as dv(oi,q)↑oi or dv(oi,q)↓oi. For the above given example, the sorted candidate 
list Os is {↑o1,↓o2,↓o3}. 

(a) (b) (c)
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Fig. 3. Three cases about the sequence of two subsequent NNs changing 

As the objects are moving continuously, the KNN query results may change during 
the given time interval. Thus we need to find the time point when the sequence of two 
subsequent nearest neighbors changes. Since it is difficult to obtain the exact chang-
ing time point, we just focus on getting the approximate changing time point. As 
shown in Fig.3, two subsequent nearest neighbors o1 and o2, where o1 is nearer to q 
than o2, could change their relative sequence in the sorted set Os in three different 
cases according to their different moving state, e.g.↑o1 and↓o2 (Fig.3 (a)),↑o1 and ↑o2 

(Fig.3 (b)), and↓o1 and↓o2 (Fig.3 (c)). We can observe that the sequence changing 
time points of o1 and o2 could be within [ti, tj], where Dq,o1(ti)= dq,o2(ti) or Dq,o2(tj) = 
dq,o1(tj).  
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We still use the same example in section 4.1 to illustrate how to find the changing 
time points. From the pruning phase, we can get the sorted candidate list Os (↑o1, 
↓o2, ↓o3). According to the MSUO model, the sequence of o1 and o2 may change, 
while the sequence of o2 and o3 cannot change since the moving degree of o2 is larger 
than o3, calculated as {↑o1, 

1

↓o2, 
0.5
↓o3}. Then we just need to determine the 

changing time point of o1 and o2 by calculating Dq,o1(ti)= dq,o2(ti) and Dq,o2(tj)=dq,o1(tj). 
By solving the equations,5+(2+3)×ti=25-(3+4)×ti and 5+(1+2)×tj=25-(2+3)×tj, we can 
get that ti=1.67, and tj=2.5. Therefore, the KNN result is <[0,1.67], (o1, o2)> and 
<[1.67,2.5],{ o1,o2⇔o1}>. For the query time interval [2.5, 5], the KNN query can be 
processed in the similar way. Assumed that o2 reach the node n3 and continue to move 
toward node n7 and its velocity interval is updated to be [1,3], With the pruning phase, 
the pruning distance is 30+10=40, and the candidate list with moving state is 
{↓o2,↑o1,↓o3},clearly, the sequence of o1 and o3 may change ,then we get that 
ti=2.72, and tj=4.3 by calculation, so the KNN result is<[2.5,2.72], (o2, o1)> and 
<[2.72,4.3],{o2,o3⇔o1}>,next, for the query time interval [4.3, 5],the candidate list 
with moving state is {0.33

↓o2,
0.5
↓o3,↑o1}. According to the MSUO model, the se-

quence of o2 and o3 may change. The changing time point is calculated as 5.613, 
which is larger than 5, then the sequence of o2 and o3 may not change within [2.5, 5]. 
The MACKNN processing result of example in Fig. 2 is shown in Table 1.  

Table 1. Processing Results of MACKNN query for the example of Fig.2 

KNN results sorted candidate list 
replace 
objects 

minimal and 
maximal time 

<[0,1.67],{o1,o2}> 
<[1.67,2.5],{ o1,o2 ⇔ o1}> {↑o1, 

1

↓o2, 
0.5
↓o3} o1⇔ o2 ti=1.67, tj =2.5 

<[2.5,2.72], {o2, o1}> 
<[2.72,4.3],{ o2,o3 ⇔ o1}> 

{↓o2,↑o1,↓o3} o1⇔ o3 ti=2.72, tj=4.3 

<[4.3,5], {o2, o3}> {0.33
↓o2,

0.5
↓o3,↑o1} o2⇔ o3 

ti=5.625>5, 
tj=6.67, terminal 

5   Experimental Evaluation 

Our experiments are implemented in visual C++, running on a PC with 1.86GHZ 
Pentium dual processor and 1GB memory. For our experiments, we consider an 
Oldenburg data set consisting of 7,035 nodes [26], the moving objects are generated 
using the generator proposed in [27], and each object starts at a randomly selected 
position in the range of interest. Subsequently, objects are uniformly distributed and 
the speed vector of each object is randomly generated ranging from 0 to 5. When an 
object o reaches node n along its moving direction in a road network, the next edge on 
which o moves is randomly chosen from the edges connecting n. In all the following 
figures, the running time (seconds) or precision is shown in a logarithmic scale. 

There are 200 query objects in our system. The speeds of query objects are the 
same as that of moving objects mentioned above. Similarly, the next edge that the 
query object moves on is randomly selected once it reaches a network node. We use 
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up to 100,000 moving objects for the experiment, the default values of the number of 
nearest neighbors requested by each query object (i.e., K) is 10 and the length of 
query time interval is 50 time units. In our experiments, we compare precise of the 
IMA algorithm proposed by Mouratidis et al. [19] and refining cost of the CKNN 
algorithm proposed by Y.K. Huang et al. [20] with MACKNN algorithm, respectivly.  

       

                            (a) CPU time                                  (b) Precision  

Fig. 4. The performance and precision on query interval length 

In figure 4(a), we compare the CPU time cost of MACKNN algorithm with those 
of CKNN algorithm. From the figure, we can easily observe that the CPU time cost of 
MACKNN algorithm is significantly lower than that of CKNN algorithm. Here the 
precision refers to the percentage of real KNNs that are retrieved by executing the 
MACKNN and IMA algorithms. We use a snapshot approach to compare the current 
locations of all moving objects to find the K nearest neighbors of the query object at 
each time unit. It returns the most correct KNN set. Fig.4 (b) shows that the precise of 
MACKNN algorithm is higher than that of IMA algorithm at each time instant.  

        

                             (a) CPU time                              (b) Precision 

Fig. 5. The performance and precision on the number of K 

We compare the performance of MACKNN, CKNN and IMA by varying the value 
of K from 10 to 50. Figure 5(a) shows that the CPU overheads for these two algo-
rithms grow when k increases and MACKNN outperforms its competitor CKNN in all 
cases. Figure 5(b) shows that the precision of MACKNN decreases slightly as K in-
creases, but it is above 80 % in all cases. While the precision of IMA is at best about 
60%. This demonstrates that our approximate approach outperforms the IMA and 
CKNN algorithm. 
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6   Conclusions 

In order to process the CKNN queries over the moving objects with uncertain velocity 
in road networks more efficient, a novel MACKNN technique is proposed to process 
the approximate CKNN queries over the moving objects. A Moving State of Uncer-
tain Object (MSUO) model is firstly presented to determine the moving state of object 
by calculating the moving degree of moving object to the query point. With the help 
of MSUO model, the MACKNN technique is composed of pruning phase and refining 
phase. The pruning phase is used to prune non-qualifying objects by computing the 
distance between moving objects and query point q within given time subinterval. The 
refining phase is designed to determine the subinterval where the query result could 
be certain. Experimental results show that our approach outperforms CKNN and IMA 
in terms of running time and precise rate, respectively, while retaining a certain accu-
racy level. 
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Abstract. Advanced applications of sensors, network traffic, and finan-
cial markets have produced massive, continuous, and time-ordered data
streams, calling for high-performance stream querying and event detec-
tion techniques. Beyond the widely adopted sequence operator in cur-
rent data stream management systems, as well as inspired by the great
work developed in temporal logic and active database fields, this paper
presents a rich set of temporal operators on events, with an emphasis
on the temporal properties and relative temporal relationships of events.
We outline three temporal operators on unary events (Within, Last, and
Periodic), and four ones on binary events (Concur, Sequence, Overlap
and During). We employ two stream partitioning strategies, i.e., time-
driven and task-driven, for parallel processing of the temporal operators.
Our analysis and experimental results with both synthetic and real-data
show that the better partitioning scheme in terms of system through-
put is the one which can produce balanced data workload and less data
duplication among the processing nodes.

1 Introduction

Stream data is flooding in real life. GPS-devices, body and environment sensors,
videos, and financial market generate enormous amount of streams every day.
Stream data is usually affiliated with an explicit or implicit time-stamp, exhibit-
ing continuity and temporality characteristics. From raw stream data, high-level
meaningful events of interest to upper applications can be detected. Most stream
processing tasks today are related to continuous event monitoring and detection
associated with time.

To facilitate event detection, we first need to establish a way to describe events
and their temporal properties. Expressing the temporal occurrence of an event
by means of a precise and absolute time point or time interval in a time line is
one way. Beyond that, taking into account that a lot of temporal knowledge in
practice is imprecise and relative, and has little relation to an absolute time point
or interval, the temporal references of events could also be implicitly presented
by the description of how one event is related to others temporal properties of
events. S1: “My colleague and I arrived at the meeting room at exactly the same
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time” (two temporally concurrent events) S2: “I arrived at the meeting room 10
minutes earlier than my colleague” (two temporally sequential events) S3: “A car
accident happened while I was jogging in the street yesterday” (two temporally
containing events) S4: “When I was at home yesterday, a fire went on, and I
had to run out of the burning house immediately” (two temporally overlapping
events between my being at home and the fire).

Researchers from the active and stream data management fields have devel-
oped a bundle of operators like sequence, conjunction, disjunction, negation,
kleene closure, periodic, and aperiodic over atomic or composite events [2,7,10].
Beyond these, we are aiming at a richer representation of temporal properties and
relative temporal relationships of events. Inspired by the great work developed
in temporal logic [3] and active database fields [2], we investigate seven temporal
operators upon event(s) beyond the widely adopted temporal sequence operator
in the current data stream management systems. This set of temporal opera-
tors consists of three operators on a single unary event, i.e., Within (temporal
occurrence of an event), Last (temporal duration of an event), and Periodic
(periodic occurrence of an event with/without frequency), and four operators on
two binary events, i.e., Concur (two concurrent events), Sequence (two sequen-
tial events with/without temporal distance), Overlap (two overlapped events
with/without overlapping interval), and During (two temporally encapsulation
events). These operators are powerful enough to describe any temporal property
and temporal relationship of events.

For efficient processing of these event operators over a large volume of stream
data, we further pursue the parallel technology and partition streams into frag-
ments, which are then allocated to different computer nodes to process. We
employ two stream partitioning strategies, i.e., time-driven and content-driven.
The first time-driven scheme employs a sliding-window approach. It chops a
stream into temporally consecutive fragments according to the time-stamps of
stream records. The temporal length of each fragment (the size of sliding win-
dows) remains the same. The second task-driven partition scheme decomposes
an event detection task (i.e., processing of a temporal operator) into several in-
dependent sub-tasks. Each sub-task is executed by a computer node and upon
a fragment of stream records. We evaluate their performance on both synthetic
and real-life GPS. Our experimental results show the throughout of the overall
system is influenced substantially by two factors. The first is the total amount
of stream records to be processed by the computer nodes. More data overlaps
among fragments incur more time cost, and thus less throughput. The second
influential factor is even distribution of stream data among nodes, as we count
the total elapsed time when the final result is out. Thus, the better partition
scheme is the one which causes less data duplication and even data distribution
among nodes.

The remainder of the paper is organized as follows. We describe some closely
related work on stream processing in Section 2. A set of temporal operators on
events are presented in Section 3. We employ two stream partitioning strategies
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for parallel event detection from streaming data in Section 4, and report our
performance study in Section 5. We conclude the paper in Section 6.

2 Related Work

There are four typical types of stream data processing languages in the liter-
ature, which are relation-based, object -based, procedure-based, and event alge-
bra-based. Relation-based languages like CQL [4], StreaQuel [19], and GSQL [9]
extend the SQL language to query timestampe relations with the support of win-
dows and ordering [13] [18]. Object-based languages also resemble SQL, but use
abstract data types and associated methods for processing stream data [1, 14].
Procedural-based languages construct queries by defining data flows through var-
ious operators [8]. Event algebra-based languages such as CEDR [6] and [5, 2, 7]
integrate knowledge from active and streaming data management fields for com-
plex event specification and detection.

Parallelism magnifies the power of individual computers and offers high com-
puting performance. Early technologies of parallel data management are out-
lined in the good survey paper [17]. Control flow and data flow are two basic
types of parallel mechanisms [11, 21], and data partitioning is mostly based on
round-robin, hash, range, or hybrid-range [12]. [17, 15] introduces two stream
partitioning strategies, i.e., window split and window distribute. [16] proposes to
dynamically choose the optimal partitioning scheme by analyzing the query set.

Different from the previous work, this study aims to study a richer set of
unary and binary temporal operators over streams, and parallel optimization
and execution of these temporal operators.

3 Temporal Operators on Events

Detection of events are based on time-stamped data streams. A data stream
is a sequence of continuous data records of the same data structure. Taking
position tracking for examples, a GPS data stream SGPS has a schema with three
attributes SGPS = (t, id, xyPosi). Each record rec in SGPS details a physical
coordination xyPosi of a person/device of identity id at time-stamp t.

There is no doubt that temporality is one of the most characteristics that dis-
tinguish data streams from other kind of data. To facilitate event detection from
time-stamped streams, we first present the notion of time and event, followed
by a set of fine-grained temporal operators, which are used to describe temporal
properties and relationships of events.

Time. We distinguish the notion of time point and time interval. “ time-point-
format=clock-time-format, time-interval-format= [clock-time-format,clock-time-
format], clock-time-format = [Year:Month:Week:Day:] Hour: Minute: Second ”.
where [Year:Month:Week:Day:] is optional. The domain of time point t, denoted
as Dom(t), is assumed to be discrete with an equal-distance. A partial temporal
order ≤t is used to declare two time points t1 and t2 in sequence. t1 <t (>t) t2
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states that t1 is earlier (later) than t2 in the time line. (t1 =t t2) indicates two
exactly the same time points. ≤t (≥t) denotes not earlier (later) than temporal
relationship.

A time interval [t−, t+] has a start time point and an ending time point,
where (t−, t+ ∈ Dom(t)) and (t− ≤t t+). The time length of [t−, t+] is the time
difference of t+ and t−, represented as (t+ −t t−). When (t− =t t+), the time
interval degrades to a time point, becoming a special case of time interval with
a zero time length.

We call a time interval [t′−, t′+] a sub-interval of [t−, t+], denoted as [t′−, t′+] ⊆t

[t−, t+], if and only if (t′− ≥t t−) and (t′+ ≤t t+). A time point t belongs to time
interval [t−, t+], denoted as t ∈t [t′−, t′+], if and only if t falls in the time interval,
that is, (t− ≤t t) ∧ (t ≤t t+).

Event. An event is an atomic (happening completely or not at all) occurrence
in the world [2]. An event can be either an instantaneous event (e.g., turning off
the light in a room, entering the room, etc.) or a persistent one (e.g., staying in a
shop to buy something, having a traffic jam, etc.). The former may last for a very
short moment, while the later may take a time period, represented using a time
interval. From a discrete collection/sampling point of view, an instantaneous
event occurs at a time point. Taking instantaneous events’ moment nature into
account, and meanwhile for uniformly describing temporality of instantaneous
and persistent events, we affiliate a time interval [t−, t+] (t− ≤t t+) to signify
the happening period of an event E. We use E.att to denote attribute att of
event E.

The occurrence of event E from one or more data streams S1, S2, . . . , Sn can
be detected via an event detection expression, taking the form of a conjunction of
disjunctions of boolean predicates on event’s attributes. Detect(E, S1, S2, . . . , Sn)
= (q1,1∨ . . .∨ q1,n1) ∧ . . . ∧ (qm,1∨ . . .∨ qm,nm), where qi,j is an either positive
or negative predicate literal. A TRUE value indicates the occurrence of event E,
and FALSE, otherwise.

Temporal Operators on Events. To richly express temporal properties and
relationships of events, we present the following set of temporal operators on
events. This work draws inspiration from Allen’s excellent work on temporal
relationships in the domain of temporal logic [3].

1) Within(E, [t−
′
, t+

′
])=TRUE, if and only if ([E.t−, E.t+] ⊆t [t−

′
, t+

′
]). The

Within operator examines whether the happening time interval of event E is
within a larger time scope [t−

′
, t+

′
]. The event that “someone entered the market

at mid-night during 6am and 11pm” can be expressed as: Detect(E, SGPS) =
Near(E.xyPosi, “market”) ∧Within(E, [6 : 0 : 0, 23 : 0 : 0]).

2) Last(E, Δt)=TRUE, if and only if (E.t+−t E.t− =t Δt). The Last operator
examines whether event E lasts for a certain period of time length Δt. For
simplicity, we use |E| to denote the time length of event E, i.e., |E| = (E.t+ −t

E.t−). The event that “person of id 1 has been at the ABCShop for 1 hour” can
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be detected via the event expression: Detect(E, SGPS) = EQ(E.id, 1) ∧ Near
(E.xyPosi, “ABCShop”) ∧ Last(E1, 1 : 0 : 0).

3) Periodic(E, {n, }{Δt, }[t′−, t′+])=TRUE, if and only if event E occurs n

times with a frequency Δt within time interval [t′−, t′+], where ([E.t−, E.t+] ⊆t

[t′−, t+]) and n is a positive integer. {n} and {Δt} are optional. The Periodic
operator can express such event that ”person of id 2 went to the ABCShop
four times from 8am till 12am”, whose event detection expression is: Detect(E,
SGPS) = EQ(E.id, 2) ∧ Near(E.xyPosi, “ABCShop”) ∧ Periodic(E, 4, [8 :
0 : 0, 12 : 0 : 0]).

4) Concur(E1, E2)=TRUE, if and only if (E1.t
− =t E2.t

−) ∧ (E1.t
+ =t E2.t

+).
The Concur operator indicates that the two events happen concurrently dur-
ing the same time interval. Statement that ”person of id 1 and person of id 2
went together to the cinema to watch the movie” can be detected via the expres-
sion: Detect(E1, E2, SGPS) = EQ(E1.id, 1) ∧ Near(E1.xyPosi, “cinema”) ∧
EQ(E2.id, 2) ∧ Near(E2.xyPosi, “cinema”) ∧ Concur(E1, E2).

5) Sequence(E1, E2, {Δt})=TRUE, if and only if (E1.t
+≤t E2.t

−) ∧ (E2.t
−−t

E1.t
+ =t Δt). The Sequence operator is similar to the traditional sequence op-

erator, except that it indicates specifically that event E2 happens Δt time later
than event E1. The omission of Δt signifies any value not less than 0:0:0 of time
length. When Δt =t 0 : 0 : 0, the Sequence operator states a temporally joining
relationship that one event is followed exactly by another event without any tem-
poral gap in between. Statement that “a person went to a shop first and 40 min-
utes later entered the cinema” describes the sequential relationship between two
events. Detect(E1, E2, SGPS) = EQ(E1.id, E2.id) ∧Near(E1.xyPosi, “shop”) ∧
Near(E2.xyPosi, “cinema”) ∧ Sequence(E1, E2, 0 : 40 : 0).

6) During(E1, E2)=TRUE, if and only if ((E1.t
− >t E2.t

−) ∧ (E1.t
+ ≤t

E2.t
−)) ∨ ((E1.t

− ≥t E2.t
−) ∧ (E1.t

+ <t E2.t
−)). The During operator in-

dicates that event E1 happens within the time interval of E2. This is different
from Within, which states an absolute time scope where an event happens.
Statement like “person of id 1 arrived at the campus when person of id 2 was at
the lecture hall to give a lecture” can be represented as Detect(E1, E2, SGPS) =
EQ(E1.id, 1) ∧Near(E1.xyPosi, “campus”)∧ EQ(E2.id, 2)∧Near(E2.xyPosi,
“lectureHall”) ∧During(E1, E2).

7) Overlap(E1, E2, {Δt})=TRUE, if and only if (E1.t
− <t E2.t

−) ∧ (E1.t
+ <t

E2.t
+) ∧ (E1.t

+−t E2.t
− =t Δt). The Overlap operator indicates that event E1

happens earlier than event E2, and the two events have an intersectional time
interval of length Δt. The omission of Δt signifies any value not less than 0:0:0 of
time length. Statement that “when person of id 1 saw person of id 2 entered the
building, person of id 1 ran out of the building” exhibits the temporal Overlap
relationship between two events associated with person of id 1 and 2, respec-
tively. Detect(E1, E2, SGPS) = EQ(E1.id, 1) ∧ Near(E1.xyPosi, “house”) ∧
EQ(E2.id, 2) ∧ Near(E2.xyPosi, “house”) ∧Overlap(E1, E2).
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4 Parallel Processing of Temporal Operators

For high-performance process of the above temporal operators upon massive
stream data, we adopt a divide-and-conquer strategy and magnify the processing
with parallelism.

Dispatch Task

Receive Data

Receive Detected 
Events

Send Detection Request 
& Partitioned Data

Event Detection Request

Node 1 Node 2 Node n

Event Detection Result

stream(s)

Input buffer

Determine 
Execution Strategy

Fig. 1. Parallel event detection

Figure 1 outlines our parallel pro-
cessing framework. Incoming stream
data is first put into an input buffer
by the data receiving module. The
task dispatching module breaks down
the incoming stream data into smaller
pieces according to the user’s event de-
tection request, as well as the stream
partition scheme returned from the
strategy determination module. The
request-and-data sending module then
distributes different workload (i.e., de-
tection request and partitioned stream
data) to different computer nodes to
process. The events’ receiving module

finally collects and combines events detected by different nodes and returns them
to the user.

4.1 Stream Partitioning

To ensure the stream does not undergo semantic change during partitioning, we
enforce the following two correctness criteria during partitioning. 1) Complete-
ness. If a stream S is partitioned into several pieces S1, S2, . . . , Sn, each record in
S must appear in one or more of Si. This property ensure data lossless decompo-
sition, which is identical to lossless fragmentation in distributed databases [20].
2) Integrity. If an event E can be detected from stream S, it can also be de-
tected from one and only one partitioned piece of Si. This property ensures each
processing node to obtain an integral set of stream records in order to detect an
event independently. We examine two types of data partitioning schemes, i.e.,
time-driven and task -driven, for parallel detection of events from streams.

I. Time-Driven Stream Partition
A stream is partitioned into smaller fragments based on time-stamps of stream
records and temporal properties of events to be detected. Each fragment con-
tains a temporally consecutive list of stream records. The temporal length of a
fragment, |frag|, is thus the same.

Since the paper focuses on temporal operators, we detail our time-driven
partitioning for different types of operators in the following diagrams. Stream
fragments are allocated to computer nodes in a round-robin manner.

A fragment may contain η number of pieces, whose spanning time length varies
from the temporal operators, as illustrated in Figure 4.1. For Within(E, [t−

′
, t+

′
]),
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stream
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stream
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+

++ +

++ t- t-

Fig. 2. Time-driven partition for operators

each piece has a time length of event E, i.e., |E|. If |E| is unknown from the
detection requirements, we set it to the time distance between every two stream
records, i.e., the sampling frequency when acquiring stream data records. No
overlap exists in this case. For Overlap(E1, E2, Δt), each piece has time length
|E1|+ |E2| −Δt.

A fragment may contain η number of pieces. Except the Within operator,
some data duplication exists among every two consecutive fragments. This is
for the sake of complete detection of all events, and the length of duplication is
equal to the piece length.

stream

Node 1:

Node 2:

Node 3:

fragment

- - -

Concur(E1, E2)

Fig. 3. Task-driven partition for
operator Concur based on id

II. Task-Driven Stream Partitioning
The task-driven partition is to decompose
an event detection task into a few sub-tasks.
Each sub-task is executed by a computer node
independently. The results from all the com-
puter nodes are later combined to have the fi-
nal result. Data needed for each sub-task will
be allocated to the corresponding node for
processing. For instance, to detect an event

that “someone appeared at a park for 3 hours” from a GPS stream, we can
divide this detection task into several sub-tasks based on person’s id. In this
case, we can assign node 1 to process stream records related to person of id 1,
assign node 2 to process records related to person of id=2, node 3 to person of
id 3, and so on. In this case, no fragment overlaps exist. However, in another
example, when checking “whether two persons stayed in the same place from
the beginning to the end”, and assuming the stream records three persons’ GPS
data, such a partition schema decomposes the detection into three sub-tasks,
and assigns node 1, 2, and 3 to process Concur(E1

1 , E2
2), Concur(E1

1 , E3
2), and

Concur(E2
1 , E3

2), respectively, where Ei
1 (1 ≤ i ≤ 3) represents the event subject

is person of id = i. Inevitably, fragments detailing person of id=1 are distributed
to node 1 and 2, and fragments detailing person of id=2 are to node 1 and 3,
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and fragments detailing person of id=3 are to node 2 and 3 in Figure 3. High
data duplication exists in this situation.

4.2 Analysis of The Two Partitioning Strategies

Different partitioning strategies lead to different stream workload and dupli-
cation for different nodes to process. Table 1 gives the parameters and their
meanings.

Table 1. Parameters and Meanings

Para Meaning Para Meaning

s sampling rate η number of pieces per fragment

μt elapsed time period of a piece α number of ids

n number of nodes γt elapsed time period

We define the imbalance degree of stream workload in the system as the maxi-
mum difference in terms of the number of stream records between two processing
nodes. That is,

ImBtime =

⎧⎨⎩
η∗μt∗s−(1− γt∗s

η∗μt∗s−� γt∗s
η∗μt∗s�)

r if ( γt∗s
{(η−1)|η}∗μt∗s mod n) ≥ 1

(
γt∗s

η∗μt∗s−� γt∗s
η∗μt∗s�)∗η∗μt∗s

γt
if ( γt∗s

{(η−1)|η}∗μt∗s mod n) < 1

ImBtask =

{
1

C
2|1
α

if (C2|1
α mod n) �= 0

0 if (C2|1
α mod n) = 0

if unary opeators C1
α , otherwise C2

α

For ImBtime, when data duplication across two consecutive fragments exists,
the denominator in ( γ

{(η−1)|η}∗μt∗s mod n) takes (η − 1) ∗ μt ∗ s, otherwise, it
takes η ∗ μt ∗ s. For ImBtask, when sub-tasks are dispatched to processing nodes
equally, the imbalance degree is 0, otherwise, 1

C
2|1
α

(number of subtasks in task-
driven partition).

Duptime =
{ 1

(η−1) − μt∗s
γ if data duplication exists

0 if otherwise

Duptask =
{

n for binary operators
0 for unary operators

We further define the data duplication degree among the processing nodes as the
ratio of total number of duplication records versus the total number of arriving
records in an elapsed time period. It describes the redundant workload of the
system. Apparently, the smaller the above two indicators are, the better the
throughout is.
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We can select an appropriate partitioning strategy according to their imbalance
and duplication degrees. Considering the overwhelming amount of streaming data
to processed, the influence of duplication is greater than data imbalance. Hence,
we first examine their duplication degrees, followed by imbalance degrees.

In addition, for the time-driven partition, parameter η determines the temporal
length of a fragment, as shown in Figure 4.1. Appropriate setting of η leads to good
performance. When duplication degree Duptime is zero, we sets η value which can
produce the smallest ImBtime(η). When duplication is not zero, we choose η which
can have the smallest Duptime(η). We proof this in our experiment.

5 Performance Study

We evaluate the performance of the two partitioning methods, implemented
usnig C++ and MPICH2 parallel programming tools. System performance is
measured by throughput, i.e., within a period of time, how many stream records
are processed.

5.1 Experiments on Synthetic Stream Data

We study the scalability of the two partitioning methods on a synthetic GPS-
like stream of scheme SGPS = (t, id, xyPosi). For each id, we simulate its GPS
movement in four possible directions (i.e., east, south, west, or north), and then
randomly assign a distance from its previous physical location to get the current
xyPosi. The sampling of GPS is 1 record per second for each id (s = 1 rec/sec),
and the number of ids considered varies from 10 to 50. Experiment 1 and 2
examine the system throughput under different elapsed time periods and total
id numbers, respectively. Experiment 3 examines the behavior of the time-driven
partitioning strategy under different η settings.

Experiment 1: Effect of the Elapsed Time Period
The parameter settings in Experiment 1 are (η, α, n) = (3, 25, 3) and γt is set
to 400, 800, 1200, 1800, 2000 seconds. Figure 4 shows the behavior of the two
stream partitioning strategies. It is interesting to note that when processing
binary-event operators (Concur, Sequence, Overlap, and During), the time-
driven partitioning strategy performs consistently better than the task-driven
strategy. This is because the task-partitioning strategy has to allocate a large
volume of stream records to more than one processing node to ensure partition
integrity. For instance, for Overlap, Duptask = 300% > Duptime = 48.8%, so
time-driven partition is better than task-driven partition.

However, when processing the two unary-event operators (Last and Periodic),
as each node is responsible for detecting events of certain ids without id dupli-
cation among nodes, there is no data overlap under the task-driven partitioning.
It thus achieves a higher throughput than the time-driven partitioning which
has data overlap among every two nodes. For example, in Last, Duptask =
0% < Duptime = 48.8%, so task-driven partition is better. Surprisingly, unary-
event operator Within in Figure 4 gives a contradictory result. Because both
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(a) Within(E,[1:0:0,
23:0:0])

(b) Last(E, 0:0:3) (c) Periodic(E, 3, 5,
[1:0:0, 2:0:0] )

(d) Sequence(E1,
E2, 0:0:5)

(e) Overlap(E1,E2,
0:0:5)

(f) Concur(E1,E2) (g) During(E1,E2,
0:0:5)

Fig. 4. Exp-1: Elapsed time vs. throughput

(a) Within (E,[1:0:0,
23:0:0])

(b) Last(E, 0:0:3) (c) Periodic (E, 3, 5,
[1:0:0,23:0:0] )

(d) Sequence (E1,
E2, 0:0:5)

(e) Overlap (E1, E2,
0:0:5)

(f) Concur(E1, E2) (g) During (E1, E2,
0:0:5)

Fig. 5. Exp-2: Number of record ids vs. throughput

partitions for Within operator don’t have data duplication, ImBtask = 4% >
ImBtime = 0.8%, so the time-driven method is better.

Experiment 2: Effect of Total Number of Record ids
In Experiment 2, (γ, n, γt) = (2000, 3, 2000) and α is set to 20, 25, 30, 40,
50. The number of ids in a stream affects the throughput when processing the
binary-event operators negatively, as evidenced by Figure 5(d)(e) (f)(g). This is
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obvious, as large amount of duplication data has to be processed. Duptask=30%,
but Duptime=48.5%. Therefore, the time-driven method performs better.

Nevertheless, when processing the unary-event operators in Figure 5(a)(b)
(c), taking Last for example, Duptask=0% and Duptime>0, so the task-driven
approach is better. For the Within operator, both partitions have no data dupli-
cation, but the imbalance degree varies. When α (number of ids) varies at 20, 25,
30, 40, 50, ImBtime = 0.53%, ImBtask is 5%, 4%, 0%, 2.5%, 2%, respectively.
So only when total id number is 30, the task-driven partition is better than the
time-driven partition.

Experiment 3: Effect of Fragment Length in T ime−Driven Partition
In Experiment 3, (α, n, γt) = (25, 3, 2000) and η is set to 4, 6, 8, 10, 12. From the
experimental results presented in Figure 6, we can find that fragmentation length
affects the throughout performance of the time-driven partitioning scheme. The
reason is obvious, as a larger fragment length leads to a less number of total
fragments to be dispatched to the processing nodes, thus the less amount of
data overlaps among the nodes to process. That’s why we can see a growing
trend with the increase of the number of pieces per fragment (i.e., η). However,
when η reaches a certain value, such an improvement gets lost. The reason is
one or two nodes need to process one more fragment while the third node has
no fragment allocated when the stream comes to the end.

Fig. 6. Exp-3: Number of pieces per fragment (η) vs.
throughput under the time-driven partition

To set η properly,
for the Within operator,
Duptime = 0, so we only
consider the imbalance
factor. Let η be 4, 6,
8, 10. ImBtime is 1%,
0.51%, 1%, 1%. As we
can see in Figure 6, when
η = 6, the system obtain
the best throughput.

For the rest operators,
say the Overlap opera-
tor, we consider Duptime

and ImBtime in order. Let η be 4, 6, 8, 10, 12. Duptime is 3.2%, 1.9%, 1.3%,
1.1%, 0.85%. As we can see in Figure 6, when η = 12, the system obtain the
best throughput. This is consistent to our previous analysis result.

5.2 Experiments on Real GPS Data

We investigate the applicability of the two partitioning methods upon a real
GPS stream SGPS = (t, id, xyPosi). We trace a person’s GPS location every 30
second for 10 days, 10 hours each day and obtain 12K records. The number of
GPS ids is 1 and η is set to 3.
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Fig. 7. Experiment on real GPS
stream

Experimental results on the real GPS stream
are consistent with those on the synthetic data,
as shown in Figure 7. For the real GPS stream,
as the total number of ids is 1, the task-driven
partitioning based on id allocates all the task
to only one node. In this situation, it is equiv-
alent to a single node’s processing. Compared
with the parallel execution under the time-based
partitioning strategy, the later performs consis-
tently better than the former as expected, as
illustrated in Figure 7.

6 Conclusion

We describe two types of temporal operators upon events to to facilitate event
detection from stream data. Two stream partitioning methods (i.e., time-driven
and task -driven) are adopted for parallel processing of the temporal operators.
The experiments with both synthetic and real life stream data sets show that
the amount of data duplication among processing nodes, as well as the bal-
anced sub-task assignment (under the second task -driven approach), influence
the throughput performance of the overall system substantially. Adopting which
partitioning strategy must take these two factors into consideration. Issues re-
lated to out-of-order data arriving and more temporal operators in one query
are also interesting topics to pursue in the future.
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Abstract. Microblogging has become one of the most popular social
Web applications in recent years. Posting short messages (i.e., a max-
imum of 140 characters) to the Web at any time and at any place
lowers the usage barrier, accelerates the information diffusion process,
and makes it possible for instant publication. Among those daily user-
published posts, many are related to recent or real-time events occurring
in our daily life. While microblog sites usually display a list of words rep-
resenting the trend topics during a time period (e.g., 24 hours, a week
or even longer) on their homepages, the topical words do not make any
sense to let the users have a comprehensive view of the topic, especially
for those without any background knowledge. Additionally, users can
only open each post in the relevant list to learn the topic details. In this
paper, we propose a unified workflow of event detection, tracking and
summarization on microblog data. Particularly, we introduce novel fea-
tures considering the characteristics of microblog data for topical words
selection, and thus for event detection. In the tracking phase, a bipar-
tite graph is constructed to capture the relationship between two events
occurring at adjacent time. The matched event pair is grouped into an
event chain. Furthermore, inspired by diversity theory in Web search,
we are the first to summarize event chains by considering the content
coverage and evolution over time. The experimental results show the
effectiveness of our approach on microblog data.

1 Introduction

Since Twitter launched in 2007, microblogging has been becoming more and more
popular. In China, Sina Microblog1, the most popular China microblog site, has
attracted over 100 million registered users since it went online in 2009. Everyday
users publish millions of short messages covering different topics and describing
various events in our life. The microblog data contains rich contents such as text,
social networks, multimedia, and temporal information. The huge amount of
user generated data has arisen strong interests from the industry world. Google,
Microsoft and Yahoo have ordered Twitter data for real-time search. On the

1 http://t.sina.com.cn
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other hand, it also brings many challenges to the academia especially in the field
of natural language processing, Web mining and machine learning.

The character length restriction makes a microblog post rather short, which
is quite different from the many other contents published on the Web. Facing
the shortness of the content, many existing mining algorithms always suffer from
poor performance due to the feature sparsity. Meanwhile, the microblog commu-
nity is producing a continuously changing data stream corpus. The microblog
data reflects the dynamics of our social society and records what is happening
in our daily life. With respect to the two key characteristics of microblog data
mentioned above, one cannot expect to have the comprehensive view of an event
through reading one or several posts.

Let us present a concrete example in Sina Microblog. On March 2nd, 2011,
several posts mention “Steven Jobs” in their contents. Later “Steven Jobs” be-
come a topical word appearing in many posts, and thus was listed as a hot topic
in the Sina Microblog trend notice2. However, a single word “Steven Jobs” in
the trend notice cannot tell sufficient information about what happened or is
happening. In order to better understand the event, users have to look up the
news wire or read many related posts, which might take much time. Finally, they
found the Apple Corporation organized a conference to release its new tablet PC
iPad2 on March 2nd, 2011. Steven Jobs presented the conference and introduced
the product. In the following days, users continued to post messages to discuss
the conference and express their opinions on iPad2.

Thus, it is necessary to generate a summary which represents the event con-
text for users to understand and follow. Here, how to capture the embedded
semantics of posts related to an event is an issue. Besides, how to organize the
mined topical information for a comprehensive summary is another issue to deal
with. Furthermore, since the event evolves over time, change tracking should be
considered and the event summary should reflect the topic drifts.

In this paper, we propose a unified workflow to detect events, track events
and summarize event streams from microblog posts, which tries to address all
the above issues. The main contributions are summarized as follows.

– We introduce novel features considering the characteristics of microblog data
to select topical words, and thus detect events.

– We formulate the event tracking task as a graph matching problem on a
bipartite graph. Through the maximum-weight bipartite graph matching
algorithm, we achieve the global optimization for tracking events in adjacent
time, and group the related events in form of event chains.

– We propose a novel approach to summarize events. Instead of generating
simple text snippets or a single sentence to describe the event, we present
the summary with several selected posts by considering their relevance to
the event as well as their topical coverage and abilities of reflecting event
evolution over time.

2 http://t.sina.com.cn/pub/top/alltopic
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This paper is organized as follows. We discuss the related work in Section 2.
Section 3 presents the overview of the workflow and the approach details. In
Section 4, we show the experimental results, and finally we conclude the paper.

2 Related Work

Nowadays, microblogging especially Twitter has caught much attentions from
researchers. In 2007, Java et al. [2] studied the social network of Twitter users
and investigated the motivation of these users. Takeshi Sakaki et al. [6] made
use of the Twitter data to detect earthquake by the real-time nature of tweets.
Jaime Teevan et al. [9] made a comprehensive comparison between microblog
search and traditional Web Search through analyzing a large amount of Twitter
query logs. They found that people tend to search temporal relevant information
(e.g., breaking news and popular trends) or social information like sentiments
and user opinions on some specific events or entities). There also exists some
sociological study [5] which tells you how to become visible in Twitter.

In the technical point of view, the most related task is summarization. While
sentence summarization within documents and event summarization of news
articles have been studied for years, summarization over microblog data is still in
its infancy. [8] is the only recent effort who works on summarizing tweets. Beaux
Sharifi et al. proposed an algorithm called “Phrase Refinement” to summarize
multiple tweets representing the same event and output the final summary with
just one sentence. Compare with our work (i.e., event stream summarization),
they failed to consider the topical coverage and topic evolution over time.

Another related task is called TDT (Topic Detection and Tracking)3. It aims
at extracting and tracking events from textual corpora including news wires and
corporation documents. Qiankun Zhao et al. [10] proposed a method to detect
events from social text streams based on temporal and Information flow. In [7],
Hassan Sayyadi introduced a way to detect events based on a graph built by
keywords from news documents. However, these approaches cannot be directly
applied to microblog data. Different from general textual data, a microblog post
is very short with a maximum of 140 characters. Its content reflects real-time
events in our life. It also contains rich social information (e.g., following and
followed relations) and temporal attributes. In this paper, we adapt the exist-
ing methods by integrating novel features appropriate to the characteristics of
microblog data.

3 Approach Details

The whole process is composed of three steps. First, we detect events from daily
microblog posts. Then related events are tracked based on our novel tracking
algorithm. Finally, tracked event chains are summarized for user to better un-
derstand what are happening. Figure 1 shows the overall workflow.
3 http://www.itl.nist.gov/iad/mig/tests/tdt/
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Fig. 1. The unified workflow of event detection, tracking and summarization

3.1 Clustering-Based Event Detection from Topical Words

In this section, we present a clustering-based method to detect events based
on carefully selected topical words. In the context of microblogging, events are
usually hot topics occurring in posts followed or retweeted by many users. For ex-
ample, the event “Apple Cooperation publishes iPad2 officially” attracted many
attentions from Apple fans from all over the world. They give comments and
share the information to their friends. Among the related posts, several words
like “Apple” and “iPad2” frequently co-occur. They can be regarded as a com-
pact representation of the event. We call these words topical words of an event.
Moreover, the co-occurrence degree reflects the relationship strength between
two topical words. Thus, the event detection task is reduced to two sub-tasks:
1) how to select representative topical words for some given event; and 2) how
to group topical words into clusters in which each cluster represents an event.

Topical Words Selection
A topical word is usually more popular than others with respect to an event.
Document Frequency[1] is widely used for feature selection in textual corpora
and therefore can be adapted to select topical words.

dfi =
|{d : ti ∈ d}|
|D| (1)

where |D| denotes the total number of documents, and |{d : ti ∈ d}| represents
the number of documents where the term ti appears. Here, we consider the total
document set as a one day’s post because it allows us to capture emergent events
within one day. Regarding long-term events, we divide them into pieces (each
per day) as event chains for tracking. For the purpose of frequency smoothing,
we further calculate the average document frequency of the word wi in the
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consecutive three days (i.e., the current day and the previous two days). The
value of dfi is then updated by the newly calculated score.

Besides words from microblog posts themselves, hashtags are indicators to
reflect users’ intension and are usually related to events. Therefore, the frequently
occurred words in hashtags are more likely to be topical words. We introduce
“Word Occurrence in Hashtag” as an unique measure to calculate the probability
of a word to be a topical word. The equation is as follows.

pohi =
ni

N
(2)

where ni is the number of occurrences of the word wi in hashtags, and N is the
total number of hashtags during some time period. Here, we also consider one
day as the basic time duration unit.

In addition, we observe topical words are not uniformly distributed within
one day. Particularly, for some emergent events, a related topical word appear
much more times in some period. In this way, we borrow the idea of entropy
from the information theory [4] to measure this characteristic. Given that we
divide one day into 24 hours, the probability of a word appearing in the ith hour
is Pi = TFi

TF , where TFi is the frequency of the word wi within posts as a single
document in the ith hour, and TF is the total term frequency in the whole day’s
posts. The entropy of the word wi is defined as

entropy = −
k∑

i=1

pi ∗ log(pi) (3)

When a word satisfies all the following criterions at the same time, it is selected
as a topical word.

– The document frequency of a topical word should be larger than the average
document frequency of all words appearing in the same day’s posts;

– the increasing rate of the word’s document frequency should be larger than
some empirical threshold;

– the probability of the word occurrence in hashtags should be larger than the
average value of total words;

– the word entropy should be smaller than the average value of total words.

Grouping Topical Words into Event Clusters
As mentioned above, if the two topical words co-occur frequently, they might
be related with each other to represent different aspects of an event. In order to
group related topical words together to clusters in which each represents a unique
event, we build a co-occurrence graph G(V, E) from the selected topical words.
Each vertex vi ∈ V represents a topical word wi, and an edge ei,j ∈ E between
vi and vj denotes that wi and wj co-occur in some posts. The weight of the edge
reflects the co-occurrence strength. Then a hierarchical divisive clustering ap-
proach is used on the graph G to divide topical words into k clusters. To achieve
a better clustering result, the adjacency matrix of G is normalized. As a result,
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related topical words are grouped together to event clusters. Here, we perform
event clustering using Cluto toolkit4 which has the algorithm implemented.

3.2 Graph-Based Event Tracking

Maximum-Weighted Bipartite Graph Matching
While we discover events in form of clusters for each day, events occurring at
different days might be related. In this section, we try to further track the changes
among related events happening at different time. Here, we formulate the event
tracking task as a bipartite graph matching problem.

We organize the consecutive days’ event clusters on different side. Edges are
added between two clusters if the two events are related to form an event chain.
Formally speaking, a bipartite graph G is in the form of (V1

⋃
V2, E) where

V1 and V2 represent the two event cluster sets in the consecutive days, and
E = {(vi, vj), vi ∈ V1, vj ∈ V2} in which each (vi, vj) represents two events
related to form an event chain, and should be linked together. Furthermore, we
extend the bipartite graph G to G′ by assigning edge weights. The weight of an
edge shows the probability of the event cluster pair to be linked together and
is denoted as wi,j where (vi ∈ V1, vj ∈ V2). Here we adopt maximum-weighted
bipartite graph matching (MWBGM) to G′. The objective of MWBGM is to
maximize the multiplication of probabilities of the finally linked event cluster
pairs. The process of MWBGM is to estimate the maximum likelihood, which
can be simply reduce to maximize the sum of those log probabilities of the final
linkages. We apply the Kuhn-Munkres algorithm5 to solve this problem. The
similarity between two event clusters is measured by their intersection. Finally
the related event clusters are grouped in form of event chains.

Assessing the Accuracy of the Linkage
In order for tracking events, the basic building block in maximum weighted
bipartite graph matching is similarity calculation between two event clusters. An
intuitive way to measure the relatedness between two events is to use Jaccard
coefficient6 which calculates the ratio of the intersection between two clusters
to their union. The intersection counts for the common words in both clusters
and the union considers the total number of topical words from either cluster.
However, the above measure encounters a problem that it usually leads to very
low scores so that it is hard for us to distinguish related events from others. For
example, two related events might share only one word. As a result, for some
high threshold, we will filter the linkage between them out. It causes a false
negative example. On the other hand, when we set relative low threshold, we
would remain incorrect linkages which belong to false positive examples. Hence,
we slightly change the Jaccard coefficient to r =

∑
i dfi∈I∑
j dfj∈U , where I denotes

the intersection word set, U is the union word set, and dfi (dfj) represents

4 http://glaros.dtc.umn.edu/gkhome/views/cluto
5 http://en.wikipedia.org/wiki/Kuhn-Munkres algorithm
6 http://en.wikipedia.org/wiki/Jaccard index
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the document frequency of the word wi (wj). By substituting the document
frequency for direct counting, we can still have a large linkage score for the
above example if the common word is of high frequency.

3.3 Event Summarization

In order for users to understand what are happening, an event summary of an
event chain generated from the previous step (i.e., event tracking) is useful to
capture the event context. Similar to document summarization, content coverage
should be considered. Therefore, we select relevant but as much content coverage
as possible microblog posts with respect to events in the event chain from the
whole data set.

More precisely, each event cluster denoted as c is represented as a vector of
topical words. All relevant posts in which each contains at least one topical word
are called Dc. The similarity sim(c, d) between a post d ∈ Dc and the cluster c
is measured by the cosine similarity between their feature vectors. Similarly, we
can calculate the similarity sim(d, d′) between two posts d and d′. We reduce
the event summarization task into finding a subset S ⊂ Dc which is composed of
top-k most relevant posts with as much content coverage as possible. To reflect
the content coverage characteristic between two related posts, we incorporate the
normalized time interval into their original similarity function. The normalized
time interval is denoted as time interval(d, d′) = |t(d) − t(d′)|/24, where t(d)
and t(d′) represent the time stamp of the post d and d′ respectively. This nor-
malization is intuitive to group one days’ posts into different hour periods, so 24
is chose as a normalization constant. The updated similarity function sim′(d, d′)
can be represented as the multiplication of sim(d, d′) and time interval(d, d′).
Therefore, two similar posts tend to have a larger similarity score if their time
interval is longer. The similarity between the subset S and a post d /∈ S is then
defined as

sim(S, d) = max
d′∈S

sim′(d, d′) (4)

where we calculate the maximal similarity score between d and one post belong-
ing to S and treat it as the similarity score between the post and the subset.
Since the content coverage is usually NP-hard, we use a greedy algorithm to
select the subset S with k posts. The whole process is as follows.

– when S is an empty set, we select a post d = arg maxd∈Dc sim(c, d), and
update S to {d}

– then we continue to add a post d′ to the subset until we have k posts in S.
Here, we pick up a post if d′ = argmind′∈Dc(sim(c, d′)× sim(S, d′)).

Once we generate the summary for any event cluster in an event chain returned
in the tracking step, we can get the event chain summary composed of these
event summaries plotting on the time line. Using this greedy algorithm, we have
an overall computational complexity of O(|S| · |Dc|) for choosing each successive
post, or O(k2 · |Dc|) for re-ranking the top k posts, where |S| (|Dc|) denotes the
size of S (Dc).
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4 Experiments

4.1 Data Collection and Preprocessing

While our proposed approach is language-independent, we use Sina Microblog as
our experimental data source. We crawled Sina Microblog from December 23th,
2010 to March 8th, 2011 through its API. As a result, we have collected more
than 22 million microblog posts published by 6.8 million different user. The data
collection was divided into 76 pieces in which each consists of one day’s posts.

Before event detection and the following steps, we pre-processed the data
collection as follows. Firstly, we removed emotion phrases (e.g., ha-ha), short
URLs (e.g., http://sinaurl.cn/hVyH0) formatted by Sina Microblog and repost-
ing marks like “RT” and “//”. Then we used an English stop-word list to filter
English stop words such as “the”. Finally, we used “ICTCLAS”7 for Chinese
word segmentation in all posts.

4.2 Evaluation of Event Detection

Although TDT (Topic Detection and Tracking) has sophisticated evaluation
metrics, we cannot directly use these metrics for our task. Different from TDT,
we do not know the number of events occurring in one day and we do not know
what these events are about. In other words, there are no ground truths available
for event detection and tracking in microblogging. Thus, we select precision as
our only evaluation metric. Since event detection over microblog data does not
have any restrictions on event details, we cannot compare our method with those
used in TDT. There are two aspects that will influence the accuracy of whether
one cluster actually represents an event: features used for topical word selection
and algorithms used for clustering. Hence, we divide topical word feature se-
lection into three levels (i.e. document frequency only denoted as D, document
frequency + entropy as DE, and further including word occurrence in hashtags as
DEH). We also list three clustering options namely K-means, hierarchy cluster-
ing and k-way top-down divisive clustering used in this paper. Then we compare
the precision performance using different clustering algorithms based on various
feature selections for topical words.

As shown in Figure 2, we can see our proposed feature selection outperforms
considering document frequency only and document frequency with entropy con-
sistently using any clustering method. It also shows that the hierarchy clustering
and K-means get rather poor performance no matter what k to use. Here, k is
a parameter to control the termination of the clustering process. Moreover, our
proposed clustering with the carefully selected topical words (based on DEH)
achieves the best precision at the value around 0.4. When considering the contri-
bution of k, we find that returning 20 event clusters is always the optimal choice
which tend to return as many correct events as possible and avoid incorrect ones.
Compared with the performance results reported by TDT, ours is relatively low.
However, since our task does not restrict the number and other details of events
7 http://ictclas.org/



660 R. Long et al.

Fig. 2. Precision of events detection under different criterions of topical words selection
and different clustering methods

and runs on microblog data instead of news articles (much easier to process),
the precision performance by our approach is still acceptable.

4.3 Evaluation of Event Tracking

As mentioned in Section 3.2, we introduced a slightly changed Jaccard coeffi-
cient r as an event linkage threshold. In the evaluation of event tracking, we
set r to different values (i.e., 0.05, 0.2, 0.4, 0.6, 0.8, and 1.0). Once we get the
event tracking results under r using a different value, we check the correctness of
linkages between events happening in consecutive days. Furthermore, we man-
ually add missing linkages. Thus, both precision and recall can be calculated
for event tracking performance evaluation. Figure 3 presents the experimental
results. More precisely, Figure 3(a) shows the Precision-Recall curve under dif-
ferent r values. With the decrease of r, we relax the requirement to filter out
linkage candidates. Hence, we have discovered more linkages, which results in
higher coverage but lower precision due to the fact that we introduce more
noise. Figure 3(b) illustrates the corresponding F1-measure curve where we get
the best performance when r is chosen around 0.4.

4.4 Evaluation of Event Summarization

In the multi-document summarization task, ROUGE [3] is widely used to mea-
sure the similarity between an automated summary and each of the manual
labeled summaries. Different from multi-document summarization (in form of
several selected keyphrases), we return k most relevant but diverse posts to
users to capture the event context. Since we do not have manually labeled sum-
mary in hand, we cannot directly use an automatic evaluation framework like
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(a) (b)

Fig. 3. Event tracking result w.r.t Precision-Recall and F1-Measure

ROUGE. In our experiment for event summarization evaluation, we use precision
@ n (P@n) to assess the relevance of an event summary. Note that n denotes
the number of posts selected to represent an event. Figure 4 shows the average
precision value where n ranges from 1 to 10. From the table, we can always get a
precision score larger than 0.5, which is acceptable with respect to the very hard
open event summarization on microblog data. Meanwhile, when n ranges from 1
to 3, the precision score is large and acceptable. Furthermore, with the increase
of n, it is no surprising that the precision falls down. While the summary might
contain noise posts, it provides much comprehensive view of the whole events.

Fig. 4. P@n results of relevance of event summary

We then evaluate the content coverage of S. Intuitively, we could order all
the posts related to an event cluster by the similarity between a post and an
event cluster in decreasing order, and then choose the top k posts. This method
is called Top K Selection. Our method is compared to the method above. Be-
fore the evaluation metric is introduced, an assumption, that posts in an event
summary could represent information contained by the unchosen posts Pr in
all the posts related to the event cluster, is made. With the assumption above,
the sum of maximum cosine similarity between an event summary S and the
unchosen posts Pr could be used to measure coverage. The exact equation is
defined as sum of similarity =

∑n
i=1 argmaxp∈S sim(pi, p), with pi as the ith

post in Pr, and n as the size of Pr. The larger the value of sum of similarity
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is, the better the coverage is. As Table 1 illustrating, our method achieves much
better result than the other method. It is clear that the relevance criterion is
not sufficient during considering the content coverage of an event summary. The
event evolution over time should be considered.

Table 1. Event summary coverage comparison between two methods

Our Method Top K Selection

Coverage 105.271 90.268

Figure 5 presents a snapshot of partial results of event detection, tracking,
and summarization in the consecutive three days since February 26th, 2011.
Each oval node represents an event and its color indicates the popularity of
the event. The deeper the color is, the more popular the event is. In the right
part of the figure, we can see some events are becoming more and more popular
while some others attract less attention. In the left part, we list the summary
for a given event in which the selected relevant posts are sorted by their time
stamps. Users can also track an event chain through reading posts in the event
summaries. Thus, we provide a way to present the complete view of event chains
with the summaries for involved events in detail.

Fig. 5. A snapshot of partial results of event detection, tracking, and summarization
in the consecutive three days since February 26th, 2011
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5 Conclusion

In this paper, we proposed a unified workflow for event detection, tracking and
summarization on microblog data. It covers three main steps including event
detection, event tracking and summarization. Compared from existing work, we
introduced novel features considering the characteristics of microblog data to
select topical words for event detection. Moreover, we are the first to return
a comprehensive summary which considers the content relevance and coverage
with respect to the topic as well as the event evolution over time. In the future,
we plan to apply our workflow on other microblog sites like Twitter and try more
sophisticated semi-supervised clustering for this task.
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