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Preface

The International Science & Education Researcher Association (ISER) puts its
focus on the study and exchange of academic achievements of international teach-
ing and research staff. It also promotes educational reform in the world. In addi-
tion, it serves as an academic discussion and communication platform, which is
beneficial for education and scientific research, aiming to stimulate the interest
of all researchers.

The CSEE-TMEI conference is an integrated event concentrating on the field
of computer science, environment, ecoinformatics, and education. The goal of the
conference is to provide researchers working in this field with a forum to share
new ideas, innovations, and solutions. CSEE 2011-TMEI 2011 was held during
August 21–22, in Wuhan, China, and was co-sponsored by the International
Science & Education Researcher Association, Beijing Gireida Education Co. Ltd,
and Wuhan University of Science and Technology, China. Renowned keynote
speakers were invited to deliver talks, giving all participants a chance to discuss
their work with the speakers face to face.

In these proceeding, you can learn more about the field of computer science,
environment, ecoinformatics, and education from the contributions of several
researchers from around the world. The main role of the proceeding is to be
used as means of exchange of information for those working in this area.

The Organizing Committee made a great effort to meet the high standards of
Springer’s Communications in Computer and Information Science (CCIS) series.
Firstly, poor-quality papers were rejected after being reviewed by anonymous
referees. Secondly, meetings were held periodically for reviewers to exchange
opinions and suggestions. Finally, the organizing team held several preliminary
sessions before the conference. Through the efforts of numerous people and de-
partments, the conference was very successful.

During the organization, we received help from different people, departments,
and institutions. Here, we would like to extend our sincere thanks to the pub-
lishers of CCIS, Springer, for their kind and enthusiastic help and support of our
conference. Secondly, the authors should also be thanked for their submissions.
Thirdly, the hard work of the Program Committee, the Program Chairs, and the
reviewers is greatly appreciated.

In conclusion, it was the team effort of all these people that made our con-
ference such a success. We welcome any suggestions that may help improve the
conference and look forward to seeing all of you at CSEE 2012-TMEI 2012.

June 2011 Song Lin
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The CAT Bézier Curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
Jin Xie, XiaoYan Liu, and LiXiang Xu

A Secure Searchable Public Key Encryption Scheme with a Designated
Tester against Keyword Guessing Attacks and Its Extension . . . . . . . . . . . 131

Chengyu Hu and Pengtao Liu

The Modeling of Radar Electromagnetic Propagation by Parabolic
Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

Bole Ma, Xiushan Zhang, and Zifei Zhang



Table of Contents – Part II XI

Sharing Computation Resources in Image and Speech Recognition for
Embedded Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

Seung Eun Lee

Differential Detection Techniques for Spectrally Efficient FQPSK Signals 157
Hyung Chul Park

Improved Car-Following Model for Traffic Flow and Its Numerical
Simulation on Highway with Gradients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

Wen-Xing Zhu and Zhi-Ping Jia

Cycle Accurate Power and Performance Simulator for Design Space
Exploration on a Many-Core Platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

Seung Eun Lee

A New Hydrological Model (SEM-SHA): II. Mathematical Theory for
Rainfall-runoff Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

Yu Tian, Genwei Cheng, Jihui Fan, and Yunchuan Yang

Design and Practice Research of City Ad Titles in the Image
Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

Guobin Peng and Youneng Wu

Three-Dimensional Game Modeling and Design Research Based on
3Dmax Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

Guobin Peng, Yueqing He, Yu Sun, and Kai xi Zhou

Teaching System Modeling Based on Topic Maps . . . . . . . . . . . . . . . . . . . . 197
Xilun Chen, Xia Hou, and Ning Li

The Reform of the Practice Teaching and the Training Mode of
Creative Talents for Electronic-Information-Type Specialties . . . . . . . . . . . 205

Liqun Huang, Ping Gong, and Jie Zhang

Model of Fuzzy Comprehension Evaluation of Traffic Operations Safety
on Urban Ice and Snow Road . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

Yulong Pei, Chuanyun Fu, Weiwei Qi, and Ting Peng

Image Decomposition and Construction Based on Anisotropic Atom . . . . 216
Song Zhao, Hongliang Zhang, and XiaoFei Wang

Block Based Web Page Feature Selection with Neural Network . . . . . . . . . 222
Yushan Jin, Ruikai Liu, Xingran He, and Yongping Huang

Local Analytic Solutions of a Functional Differential Equation Near
Resonance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230

LingXia Liu

Analytic Solutions of a Second-Order Functional Differential
Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

LingXia Liu



XII Table of Contents – Part II

Synchronization of the Modified Chua’s Circuits with a Derivative
Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243

Weiming Sun, Xinyu Wang, and Junwei Lei

Double Integral Adaptive Synchronization of the Lorenz Chaotic
Systems with Unknown Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 248

Weiming Sun, Xinyu Wang, and Junwei Lei

Actuarial Model for Family Combined Life Insurance . . . . . . . . . . . . . . . . . 253
NianNian Jia, PanPan Mao, and ChangQing Jia

Fuzzy Optimal Control of Sewage Pumping Station with Flow
Concentration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259

Zhe Xu, Lingyi Wu, Xuetong Zhang, and Anke Xue

The Application of Switched Reluctance Motor in Electric Screw
Presse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267

Zhang Fangyang and Ruan Feng

Software Defects Detecting Method Based on Data Mining . . . . . . . . . . . . 272
Peng Yang

A Mechanism of Resource Co-reservation in Large Distributed System
Based on Virtual Resource . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279

Jing Li and Qiyun Han

Characteristics of Risky Merging Driving Behavior on Urban
Expressway . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 284

Yulong Pei, Weiwei Qi, and Chuanyun Fu

Research and Design of Direct Type Automobile Tire Burst
Early-Warning System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 291

Min Li, JiYin Zhao, XingWen Chen, and YaNing Yang

A Research on Tourism Service Quality: Measurement and
Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 298

Min Wei

Design and Realization of Real-Time Interactive Remote Video
Teaching System Based on FMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305

Hua Huang, Yi-Lai Zhang, and Min Zhang

Orthogonal Matching Pursuit Based on Tree-Structure Redundant
Dictionary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 310

Song Zhao, Qiuyan Zhang, and Heng Yang

Formal Methods for Aspect-Oriented Specification of Cyber Physical
Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 316

Lichen Zhang



Table of Contents – Part II XIII

MDA Approach for Non-functional Characteristics of Cyber Physical
Systems Based on Aspect-Oriented Method . . . . . . . . . . . . . . . . . . . . . . . . . 323

Lichen Zhang

QoS Specification for Cyber-Physical Systems . . . . . . . . . . . . . . . . . . . . . . . 329
Lichen Zhang

The Exploration of Cloud Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 335
Yan-Xiao Li, Yue-Ling Zhang, Jun-Lan Liu, Shui-Ping Zhang, and
Feng-Qin Zhang

Application of SPAD and Vis/NIR Spectroscopy to Estimation
Nitrogen Status of Oilseed Rape Plant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341

Dengsheng Zhu, Fei Liu, Yongni Shao, and Yong He

DOA Estimation of UCA Based on Reconstructing Matrix . . . . . . . . . . . . 348
ChangPeng Ji and MeiYu Wu

Determination of the Feasibility Regions of Control Variables in
Coordinated Control System of Coal-Fired Unit . . . . . . . . . . . . . . . . . . . . . . 354

JunJie Gu, YanLing Ren, and Zhi Yang

Research and Practice on CAD / CAM Highly Skilled Personnel
Training Based on Web . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 361

Qibing Wang

On the Edge-Balance Index Sets of the Network Graph . . . . . . . . . . . . . . . 367
Yuge Zheng and Hongjuan Tian

The Simulation of Applying Wavelet Transform to Identify Transformer
Inrush Current . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 373

Hang Xu, Xu-hong Yang, and Yu-jun Wu

Responses of the Non-structural Carbohydrates in Fargesia nitida to
Elevation in Wolong Nature Reserve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 380

Hongli Pan, Yu Tian, Sangen Wang, Zhong Du, Xingliang Liu, and
Maihe Li

Eliminates the Electromagnetic Interference Based on the PLC
Configuration Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 386

Zu Guojian

Research on Fault Detection System of Marine Reefer Containers Based
on OC-SVM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 392

Jun Ji and Houde Han

H.264 Interframe Coding Mode Decision Based on Classification and
Spatial Correlation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 398

Qin Huanchang



XIV Table of Contents – Part II

Algorithm of Multiple Sensitive Attributes Privacy Based on Personal
Anonymous . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 405

Shen Guozhen

Research of Embedded Real-Time System Security Level Assessment
Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 411

Wu Yufeng

A Kind of Data Stream Clustering Algorithm Based on Grid-Density . . . 418
Zhong Zhishui

The Research on Algorithm of Multi-sensitive Properties Privacy Based
on Personal Anonymity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 424

He Yali and Peng Guoxing

Analysis of Embedded Real-Time System Security . . . . . . . . . . . . . . . . . . . 429
Ma Jingjing

Proper Contactless Switch Selection in Control System . . . . . . . . . . . . . . . 434
Zu Guojian

The Design of Distributed Simulation Platform for Magnetic Suspension
Rotor System Based on HLA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 440

HaiNing Fang, JinGuang Zhang, and JiaYing Niu

A Method of Distributed Data Storage Based on Integrated
Threshold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 446

Cao Hong

Assess Impact of Expo 2010 on House Price Based on Mathematical
Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 452

Yue Jia, Long Zuo, Zheng-gang Zhao, and Wen-shan Ren

Study of Anti-lock Brake System Control Strategy in Automobile . . . . . . 458
Jifei Chen and Gangping Tan

Subjective Trust Evaluation Model Based on Preferences . . . . . . . . . . . . . . 466
Ruizhong Du and Pengyuan Zhao

Research on Client Detection of BitTorrent Based on Content . . . . . . . . . 473
Ying-xu Qiao and Hong-guo Yang

The Research of Dynamic Mining Technology In the Application of
E-Commerce . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 477

Rencai Gao

Translating Artifact-Based Business Process Model to BPEL . . . . . . . . . . 482
Dong Li and QinMing Wu



Table of Contents – Part II XV

A Personalized E-Commerce Recommendation Method Based on
Case-Based Reasoning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 490

Huailiang Shen

The Exact Solutions of Variable Coefficient Auxiliary High Order
Generalized KdV Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 496

Bo Lu, Yuzhen Chen, and Qingshan Zhang

The Design of Police-Using Information System Based on GIS . . . . . . . . . 500
Xiaotian Wang and Hui Zhou

Knowledge Management Capability of Library: Scale Development and
Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 507

YangCheng Hu

A Fast Algorithm for Outlier Detection in Microarray . . . . . . . . . . . . . . . . 513
You Zhou, Chong Xing, Wei Shen, Ying Sun, Jianan Wu, and
Xu Zhou

Modeling and Solution for Multiple Chinese Postman Problems . . . . . . . . 520
Jing Zhang

Damage of Earthquake and Tsunami to Coastal Underground Works
and Engineering Fortifying Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 526

YanRu Li, ZhongQing Cheng, and HaiBo Jiang

Intelligent System of Circumstance Monitoring and Safety Evaluation
for Underground Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 532

Zhongqing Cheng, Yunpeng Zhao, and Yanru Li

Research on Application of Collaborative Filtering in Electronic
Commerce Recommender Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 539

Wangjun Zhang

A Model of Real-Time Supply Chain Collaboration under RFID
Circumstances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 545

Yi Tao and Youbo Wu

Cooperative Packet Transferring in MANET . . . . . . . . . . . . . . . . . . . . . . . . 552
Yujie Yan and Bitao Ma

Application of Three-Dimensional Finite Element Simulation Analysis
for Homogeneous Earth Dam Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 560

DongYu Ji

Finite Element Simulative Analysis of Inclined Clay-Core Wall Rockfill
Dam Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 566

DongYu Ji



XVI Table of Contents – Part II

An Improved Algorithm of Sensors Localization in Wireless Sensor
Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 572

Xiaohui Chen, Jing He, and Bangjun Lei

Identification of pH Neutralization Process Based on the T-S Fuzzy
Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 579

Xiaohui Chen, Jinpeng Chen, and Bangjun Lei

The Reseach on Distributed Data Storage Method Based on Composite
Threshold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 586

Yue Fuqiang

Open-Closed-Loop PD-Type Iterative Learning Control with Variable
Gains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 592

JianMing Wei and YunAn Hu

Matching Web Services Based On Semantic Similarity . . . . . . . . . . . . . . . . 598
Xiang Ji, Yongqing Li, Lei Liu, and Rui Zhang

Heilongjiang Ice-Snow Tourism Industry Competitiveness Evaluation
Index System Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 605

Liang Zhang and XiaoMei Zhang

A Study on the Application of Computer-Assisted Teaching of English
Writing to Vocational College Students . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 611

Sujuan Xiong, Wanwu Huang, and Yaqi Chen

On Autonomous Learning Mode in Translation Practice
Based on Web . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 617

Zhongyan Duan

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 623



S. Lin and X. Huang (Eds.): CSEE 2011, Part II, CCIS 215, pp. 1–6, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

The Implementation of NPKI System Based LDAP 

DaWei Xu1 and XiaoHong Hu2 

1 Computer Science and Technology, Shandong University of Finance, Jinan, China 
xudw76@163.com 

2 Department of Finance of Shandong ProvinceJinan, China 
haohuhu@163.com 

Abstract. This paper presents a NPKI model based LDAP directory service, 
describes the implementation of certificate and CRL management system in 
detail. The model uses three-tier structure of web browser-web server - the 
directory server, describes details of the implementation of the various 
functional components of certificate and CRL storage system, and describes 
certificate and CRL extensions, treatment of the recommendation of directory 
server and client, and several other basic services in detail. Meanwhile, it 
describes the details of the certificate and CRL in the inserted and asynchronous 
query implementation of directory information. The system is open, scalable, 
security, ease to maintain and so on, and provides users with a positive, 
intelligent, dynamic certificate services. 

Keywords: LDAP; NPKI; Certificate; CRL. 

1   Introduction 

NPKI, which is based on nested certificate PKI, it use ordinary certificates and nested 
certificate, change the certificate verification path and the verification algorithm of the 
subject certificate and nested certificate in the path, reaching efficiency, flexibility 
and user-centered design purposes[1]. As the issuance of the nested certificate in the 
NPKI system, the certificate number of the entire system has increased significantly. 
Therefore, author introduces the LDAP directory into NPKI system, when the number 
of the certificate is substantial increased, it uses LDAP directory to store the 
certificate distributed, by using the division of the directory information and 
recommendations, whose network will be set up into a manageable, easy to control 
and orderly world. Through the organic integration of NPKI and LDAP directory 
services, it can provid fast, secure certificate services[2]. 

2   Implementation of System 

As a core component of NPKI model， to realize a management system based LDAP 
directory of certificate and CRL, it uses three-tier B / S structure, directory partition 
and recommendations, to realize the distributed query of the certificate and CRL.  
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2.1   Directory Information Structure 

Design a directory service structure should be considered:  

 the number of users need to use the network 
 the location of network users (preferably to achieve centralized 

management of the account) 
 types of enterprises and organization  
 resources of users to access (type, quantity, location and management)[3]  

According to the above demand, directory information is to be partitioned on 
geographical location, and be partitioned on provinces and municipalities as the unit 
of origin, with the lower-level directory server established, the server store all the 
local certificate and some other parts of the certificate.it can not find the certificate in 
local server, to provide services through the recommendation mechanism. As shown 
in fig1, the performance of this division, including: dc is a Domain Component, and 
ou is organise unit. 

d c = c o m

d c = c a

d c = C h i n a

d c = T i a n j i n d c = B e i j i n g d c = S h a n d o n g d c = S h a n g h a i

o u = o r g a n i s eo u = p e r s o n a l

o u = p r o v i d e ro u = c u s t o me r

o u = c r l o u = ma n a g e r

u i d = c 1 u i d = c 2 u i d = p 1 u i d = p 2

c n =
0 0 0 6 0
6 1 2 0 0 c n = s e c u r i t y

 

Fig. 1. Components of directory tree 

2.2   Certificate and CRL Storage Process 

Extension of certificate class and attribute 
This model has two kinds of certificates: X.509 certificate and nested certificates. So it 
is necessary to extend the standard object class and attribute provided by LDAP. In the 
storage of X.509 certificate, LDAP provides an standard attribute usercertificate, but 
did not provide a standard attribute for the storage of nested certificate, so the model 
defines an extension attribute for nested certificate is nestedcertificate. In order to store 
the certificates in the directory server, records of any one user or server must have the 
corresponding attribute in the certificate, which also need to extend the standard object 
class to design a new object class certificateobject used to store information of users or 
unit and certificate. The object class attribute must be included: surname (sn), name 
(cn), ID (uid), it can contain attributes for the user e-mail (e-mail), X.509 certificates 
(usercertificate), nested certificates ( nestedcertificate) and so on. 
Extension of CRL class and attribute 
In order to meet the needs of storage and issue of CRL, the system design a new 
object class certificaterl based on the standard class provided by the LDAP. The 
object class attribute must be included: CRL attribute (sn), CRL name (cn), certificate 
revocation list (certificaterevocationlist), etc., and can contain attributes: whether 
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Delta-CRL (delta), the serial number (serialnumber), issue time(createtime), the next 
issue time (nexttime) and so on. Certificaterevocationlist is used to store CRL, 
createtime, nexttime and the delta are extended attributes, being respectively used to 
store the issued time of CRL, the issued time of the new CRL and whether the identity 
of Delta-CRL, that is the different revocation record with the base CRL. 
Storage Process 
Based on specifications of LDAP[4], the basic process of store model certificate as 
follows:  

 receives and generate certificate file from the CA, obtain the certificate 
content; 

  initialize connection with the directory server;  
  bind the certificate to the directory server as an administrator;  
 search directory, obtain the corresponding full DN by account of the user 

corresponding to the certificate;  
 according to the certificate type, decide the certificate attribute should be 

stored. Write, write the contents of the certificate to the corresponding 
attribute of corresponding DN records;  

 Disconnect from the directory server.  

The basic process of store CRL as follows: 

 CRL file generated from the CA obtain the latest CRL content;  
 initialize connection with the directory server; 
 bind to the directory server as a CRL administrator; 
 using filters sn = new search directory, find and record the DN of the latest 

CRL before the update; 
 Add a CRL record, write the latest contents of the CRL and some 

additional information to the record and set sn is new;  
 If the 5th operation is successful, update the sn attribute of the latest CRL 

ewritten as old; disconnected from the directory server. 

2.3   Implementation of LDAP Directory Recommendation 

In order to achieve the directory recommendation, the model designs a referral class 
that has a attribute ref, ref attribute has the following purposes: 

Name recommendation: name a reference server by ref attribute, the attribute value 
identify the appropriate directory items on the referenced server. Identifies name of 
ref attribute can be a naming context managed by the directory server, it can be some 
directory item identifies name of this server. 
Higher recommendation: When the server receives a request, which does not contain 
the basic items or the name context in the request, the server will return a higher level 
recommendation, the value is the ref attribute of the root DSE. 
No name recommendation: It is not only a concept of distributed queries and cross-
index in multi-server, in using the recommendation server, recommendation is used 
for the name directory items, in the process of query, the directory items named by 
recommendation can contain a number of other attributes. 
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Process of server treats with recommendation 
When a client send a directory request to the server, the server itself does not have the 
requested directory information, it should return a recommendation to the client, but 
when the client try to read a directory item may exist but does not actually exist or can 
not be returned due to licensing reasons, it returns an error message or no response. 
When directory server returns a recommendation, it allows map a directory item or a 
directory information tree to ldapURL, as follow situations: 

 generates a pointer point to a different directory server containing the same 
namespace;  

 generates a pointer of a different name space on the local server;  
 generates a pointer of a different namespace on different server (can be a 

remote server). As shown in fig,2, 

B e i J i n g
d c =c a . c o m

o u =o r g a n i s eo u =p e r s o n a l

S h a n g h a i
d c =c a . c o m

o u =s e r v i c e so u =ma r k e t

 

Fig. 2. Recommendation point to a different namespace of different server 

If all of requests of “o = personal.beijing.ca.com, c = cn” on Beijing server are 
redirected to “o = market.shanghai.ca.com, c = cn”, only set the following 
recommendations: “ ldap: / / o = shanghai.com, c = cn” in the directory item “o = 
beijin.ca.com, c = cn”, which can generate a pointer as shown in Figure3.If in a query 
request the immediate subordinates directory item of the basic item contains rel 
attribute, the server returning recommendation must contain base range in returning of 
corresponding SearchResultReferenceLdapURL, attribute ref of multi-valued can be 
used for showing different locations of the same resources, as shown, 

Be i j i n g
d n : o =p e r s on a l , c =c n
r e f : l d a p / / S ha n g h a i / o =pe r s o n a l , c =c n
r e f : l d a p / / T i a n j i n / o =p e r s o n a l , c =c n
ob j e c t c l a s s : r e f e r r a l

d n : o =o r g a n i s e , c =c n
r e f : l d a p / / S h a n g h a i / o =o r g a n i s e , c =c n
o b j e c t c l a s s : r e f e r r a l

 

Fig. 3. Multiple-valued recommendation 

If a client sends an queries to subtree “c = cn”, this time, any directory item of 
naming context containing “c = cn” matchs to the filters, the server in Beijing will 
return two continued recommendation, one is “o = personal, c = cn”, the other is “o = 
organize, c = cn”. As following form, 

…SearchResultEntry response… 
searchResultReference 

{ldap://Shanghai/o=personal,c=cn 
           ldap://Tianjin/o=personal,c=cn} 

SearchResultReference 
{Ldap://Shanghai/o=organize,c=cn} 
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SearchResultDone”success” 
If a client sends an single query request to “c = cn”, the server will return two 
continued recommendation, as following form, 

…SearchResultEntry response… 
searchResultReference 

{ldap://Shanghai/o=personal,c=cn?? base 
           ldap://Tianjin/o=personal,c=cn?? base} 

SearchResultReference 
{Ldap://Shanghai/o=organize,c=cn?? base} 

SearchResultDone”success” 

At this point, continued recommendation of the returned URL include base range, 
which indicates single query semantics. 
Process of client treats with recommendation 
When the client receive the recommendation, it should sends a same request to the 
server referred by the recommendation automatically. If the client provide connection 
authentication in the initial directory requests, the same authentication information 
should be used to connect new server after it receive the recommendation. Client has 
a track recommendation limitation, which can reduce query time of directory network 
service by limiting the number of tracking recommendations, also help to reduce 
process hang as a result of recommendations ring. 

When the client receive the recommendation, the client will format the original 
request automatically to fit collection range of recommendation, then the client will 
re-process the request. The client will automatically query the directory and the 
information tree represented by the URL. In this case, the query basic items will be 
modified to fit the identification name of recommendation, the new operation’s 
success depends on whether the remote directory system allows this operation. In the 
same case, if you try to modify a directory item, and this directory item is 
recommendation pointing to another server, the client will reformat the request to fit 
collection range of recommendation. 
Implementation process of recommendation 
In this model, the recommendation mechanism of the directory completed by a few 
pointers, they are: parent pointer, lower pointer, cross-pointer. 

Parent pointer: In addition to the server storing the highest node of directory 
information tree, the other each server has only one parent pointer to point to higher 
server its own, if the directory item of a client request operation is not in the root node 
of directory information tree of local server, the server returned to the client a parent 
pointer; 
Lower pointer: When parts of sub-tree of directory item stored in the server are in the 
other server, it needs to include a lower pointer, the number of pointers is the number 
of lower level server. Lower pointer is stored in the directory as a special directory 
items, whose object class is referral. when the server find the directory items of the 
class referral, it will return a lower pointer; 

Cross-Pointer, this pointer is optional. The server can complete all of the 
distributed operations with the lower pointer and the parent pointer, but the cross-
pointer can increase the efficiency of distributed operation. 
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2.4   Implementation of LDAP Directory Function 

In the beginning of creating a directory, the most standard way to add data to the 
LDAP server is creating a LDIF (LDAP Directory Interchange Format) files. 

The basic process of the conversation: 

 The initialization of the LDAP conversation is implemented by calling 
ldap_open (), ldap_open() returns an handle, allowing open multiple 
conversation in the same time; 

 Client authentication is implemented by Ldap_simple_bind_s () and related 
functions. Multiple authentication methods are supported, ranging from 
simple authentication to the Simple Authentication Security Layer (SASL) 
of the LDAP V3. 

 Directory operations. Once a successful connection is established, a variety 
of LDAP operations can be carried on directory, such as search, add, delete, 
modify, and so on. 

 End of the conversation is implemented by calling ldap_unbind ()[5]. 

The choice of synchronization and asynchronization 
LDAP protocol allows multiple sessions processed at the same time, indicating that 
the server can handle multiple queries, however, their processing order depends on 
the server. LDAP protocol itself is an asynchronous protocol[6]. 

In the asynchronous communication mode, ldap_search sends “search” requests 
only, not returns the results directly, but returns a message ID. The message ID 
identifies the “search” request which the server should process, the same time, the 
server will set this message ID as parameters of ldap_result, so that you can retrieve 
results of “search”. 

3   Conclusion 

LDAP provides a good directory (data) access in a heterogeneous network 
environment, which has been widely used with the development of Internet. NPKI 
model based LDAP, its core idea is the use of LDAP technology to store and access 
data, it is so greatly improved the quality of service in reliability, access speed, open 
and cross-platform, which provides strong technical support for modern open network. 
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Abstract. A kind of backstepping integral control strategy is designed for a 
large family of nonlinear systems with both input nonlinearity and uncertain 
functions. With a assumption that the input nonlinearity satisfies the so called 
linear field nonlinearity condition, the backstepping technology is used to 
control high order systems and a Lyapunov function is constructed to guarantee 
the stability of the whole system. And the integral action is used to cope with 
general kinds of uncertainties. The situation of input nonlinearity of two order 
system is researched and a backstepping integral controller is designed to cope 
with the system uncertainties included both input nonlinearity and unknown 
nonlinear functions.  

Keywords: Backstepping; Integral; Nonlinear; Control. 

1   Introduction 

Backstepping technology is a well-known method which is widely used in the design 
of high order systems[1-5]. The advantage of backstepping technology is that it is a 
universal design technolgy for any high order system. Especially, it can integrated with 
Lyapunov funciton and the stability of whole system can be analyzed thoroughly. 
Integral control is a old and traditional strategy. It has been widely used in all kinds of 
control systems for nearly 100 years. But it is still useful and also it is necessary in 
most control systems because of its strong ability to solve the robustbility problem. 

In this paper, the backstepping technology is integrated with integral action 
perfectly. So it composes a universal adaptive and robust control strategy. It can be 
widely used in any high order systems under assumptions proposed in the below text. 
To explain this theory clearly, a general two order system is used to analyze the 
stability with this backstepping integral method. 

2   Model Description 

A simple general two order system is used as an example to illustrate the main theory 
of this paper as follows: 
                                                           
* Corresponding author. 
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1 1 1 1 1 2

2 2 2

( ) ( )

( ) ( ) ( )

x f x f x x

x f x f x g u

= + Δ +
= + Δ +

, (1)

Where 
1 2( , )x x x= ,

1x ,
2x  are states of the system, 

1 1( )f xΔ and 
2 ( )f xΔ  are system 

uncertainties, ( )g u is input nonlinearity. And 
1 1( )f xΔ , 

2 ( )f xΔ  and ( )g u  satisfies 

the follows assumptions respectively. 

Assumption 1: 1 1( )f xΔ , 2 ( )f xΔ  satisfies the below condition: 

1 1 11 1 1 12

2 21 2 1 22

( ) ( )

( ) ( )

f x T g x T

f x T g x T

Δ ≤ +

Δ ≤ +
, (2)

Where 1 1( )g x and 2 ( )g x  are known functions. 

Assumption 2: ( )g u  is a continues nonlinear function with (0) 0g = , and  there 

exist 1ε and 2ε  such that 

2 2
1 2( )u ug u uε ε≤ ≤ . (3)

The control objective is to design a control law u such that the state 1x
 
can track 

to the desired value 1
dx . 

3   Design of Backstepping Integral Controller 

Considering the above subsystem, a backstepping integral controller is designed as 
follows. 

First, define a new variable as 1 1 1
de x x= − , then the first order subsystem can be 

written as 

1 1 1 1 1 2 1( ) ( ) de f x f x x x= + Δ + − . (4)

Design a virtual control 2
dx as follows 

2 1 1 2 11 1 12 1 1 1( ) ( )d dx f x x k e k e dt xη= − + − − −∫ . (5)

Define a new variable as 2 2 2
de x x= − , then  

2
1 1 1 2 11 1 12 1 1 1 1 1 1 1 1( ) ( )e e e e k e k e e dt e f x e xη= − − + Δ −∫ . (6)

And it is easy to prove that 

1 1 1 1 1 1 1 11 1 1 1 12 1 1 1( ) ( ) ( ) ( )e f x e x e T g x e T e xη ηΔ − ≤ + − . (7)
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Design  

1 1 11 1 1 1 12 1
ˆ ˆ( ) ( ) ( ) ( )x T g x sign e T sign eη = + . (8)

Define a new variable as 11 11 11
ˆT T T= − , then 

11 1 1 1 11 1 1 1 1 11 1 1 1
ˆ( ) ( ) ( ) ( )T g x e T e g x sign e T g x e− = . (9)

Design the adaptive turning law as 

11 1 1 1
ˆ ( )T g x e= ,

12 1T̂ e= . (10)

Considering the second order subsystem, it can be written as follows 

2 2 2 2( ) ( ) ( ) de f x f x g u x= + Δ + − . (11)

Design the control law as 

21 2u k e= − . (12)

Then  

2 2 2 2 2 2 2 2 2( ) ( ) ( ) de e e f x e f x e g u e x= + Δ + − . (13)

So 

21
2 2 21 2

21 21

1
( ) ( ) ( )e g u e g k e ug u u

k k

ε= − = − ≤ − . (14)

It is easy to get 

2
2 1 21 2( )e g u k eε≤ − . (15)

Assume that there exists ( 1, 2,3)iC i =  and big enough 21k such that 

2
2 2 2 2 2 2 1 2 2 2 3( ) ( ) de f x e f x e x C e C e C+ Δ − ≤ + + . (16)

Then it is easy to prove that there exists constant C such that if 2e C> , then  

2 2 0e e ≤ . (17)

Choose a Lyapunov function as 

2 2 2 2
1 2 11 12

1 1 1 1

2 2 2 2
V e e T T= + + + . (18)
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It can be proved that if 2e C> , then 0V ≤ . So the signal 2e is bounded. Then it 

is easy to get 1e is also bounded. Then all signal of the closed-loop system are proved 

to be bounded.  

4   Conclusions 

The situation of input nonlinearity of two order system is researched and a 
backstepping integral controller is designed to cope with the system uncertainties 
included both input nonlinearity and unknown nonlinear functions. The whole system 
signals are proved to be bounded with the help of the Lyapunov function. So a better 
control law, which can make the state 

ie  converged to zero thoroughly, will be 

studied in our future work. 
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Abstract. A kind of high order sliding mode control strategy is designed for a 
three order nonlinear systems with both input nonlinearity and uncertain 
functions. With a assumption that the uncertain function satisfies the bounded 
uncertainty condition and the input nonlinearity satisfies the linear field 
nonlinearity condition, a novel kind of sliding mode is constructed with integral 
action which is useful to cope with the uncertainties of the system. Most 
important of all, the input nonlinearity problem is solved by the new kinds of 
sliding mode control method. And this method can also be applied in a large 
family of nonlinear systems with the same input nonlinearities situation. 

Keywords: Sliding Mode; Control; Nonlinearity; Uncertainty. 

1   Introduction 

Sliding mode control method is widely used in the design of high order systems[1-5]. 
The advantage of sliding mode control is that it can reduce the system order and make 
the design of high order system to be very simple. Input nonlinearity is caused by 
many practical factors and it exists in many kinds of real systems. It is difficult to 
solve input nonlinear problem with traditional classic control methods. 

In this paper, the input nonlinearity problem is solved with a high order integral 
sliding mode control strategy. To make it simple, a third order uncertain system is 
chosen as an example to explain the main theory of this paper. 

2   Model Description 

A simple general two order system is used as an example to illustrate the main theory 
of this paper as follows: 

1 1 1 1 1 2

2 2 1 2 2 1 2 3

3 3 1 2 3 3 1 2 3

( ) ( )

( , ) ( , )

( , , ) ( , , ) ( )

x f x f x x

x f x x f x x x

x f x x x f x x x g u

= + Δ +
= + Δ +
= + Δ +

, 
(1)

                                                           
* Corresponding author. 
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Where 1x , 2x , 3x are states of the system, 1 1( )f xΔ , 2 ( )f xΔ and 3( )f xΔ are 

system uncertainties, ( )g u is input nonlinearity. And 1 1( )f xΔ , 2 ( )f xΔ , 3 ( )f xΔ  and 

( )g u  satisfies the follows assumptions respectively. 

Assumption 1: 1 1( )f xΔ , 2 ( )f xΔ and 3( )f xΔ satisfies the below condition: 

1 1 11 1 1 12

2 21 2 1 22

3 31 2 1 32

( ) ( )

( ) ( )

( ) ( )

f x T g x T

f x T g x T

f x T g x T

Δ ≤ +

Δ ≤ +

Δ ≤ +

, 
(2)

Where 1 1( )g x , 2 ( )g x and 3 ( )g x  are known functions. 

Assumption 2: ( )g u is a continues nonlinear function with (0) 0g = , and there 

exist 1ε and 2ε such that 

2 2
1 2( )u ug u uε ε≤ ≤ . (3)

The control objective is to design a control law u  such that the state 1x can track 

to the desired value 1
dx . 

3   Design of Sliding Mode Controller 

Considering the above subsystem, a sliding mode controller is designed as follows. 

First, define a new variable as 1 1 1
de x x= − , then the first order subsystem can be 

written as 

1 1 1 1 1 2 1( ) ( ) de f x f x x x= + Δ + − . (4)

Design a sliding mode surface as follows 

0 1 1s e e dt= + ∫ . (5)

Solve its derivative and define a new variable as 

1 0 1 1 1 1 1 1 2 1( ) ( )s s e e f x f x x e= = + = + Δ + + . (6)

Solve its second order derivative and define a new variable as 
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2 0 1 1 1 1 2 1

1 1 1 1 2 1 2 2 1 2

1 1 1 1 2 1 3

( ) ( )

( ) ( ) ( , ) ( , )

( ) ( ) d

s s f x f x x e

f x f x f x x f x x

f x f x x x x

= = + Δ + +

= + Δ + + Δ

+ + Δ + − +

. (7)

Solve its third order derivative and define a new variable as 

3 0 1 1 1 1 2 1 2
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( ) ( ) ( , )

( , ) ( ) ( )

( , , ) ( , , ) ( )d

s s f x f x f x x

f x x f x f x

x x f x x x f x x x g u

= = + Δ +

+ Δ + + Δ

+ − + + Δ +

. (8)

Define a sliding mode surface for the whole system as 

2

0
i i

i

S c s
=

=∑ , (9)

Where ( 0,1,2)ic i =  are coefficients of a hurwitzs polynominal. 

Solve its derivative, it satisfies 

2

0 1 1 2 2 3 2
0

( )i i
i

S c s c s c s c s c g u L
=

= = + + = +∑ , (10)

Where L  constains both known information and unknown information of the system. 
Assume that there exists a constant 

1k  such that 

1L k S≤ . (11)

Design the control law as 

3u k S= − . (12)

Then  

2 ( )SS Sc g u SL= + . (13)

So 

2 2
3 2 2 1 2 1 3( ) ( ) ( )k Sc g u ug u c u c k Sε ε= − ≤ − ≤ − . (14)

Then  

2 2
2 2 1 3 1( )SS Sc g u SL c k S k Sε= + ≤ − + . (15)
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It is obvious that, choose proper parameters such that 2 1 3 1c k kε > , then 

0SS ≤ . (16)

So the system is stable. 

4   Conclusions 

The situation of input nonlinearity of three order system is solved by the constructing 
of a novel kind of sliding mode control strategy. With the help of a main assumption 
that all uncertianties are bounded by the sliding surface, the whole system is 
guaranteed to be bounded and stable. And the control objective is fulfilled 
completedly. The main defect of this paper is that the assumption is too strong and it 
will be relaxed in our furture works. 
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Abstract. Nowadays, the performance of large-scale parallel computer system 
improves continuously, and the system scale becomes extremely large. 
Performance prediction has become an important approach to guide system 
design, implementation and optimization. Simulation method is the most widely 
used performance prediction technology for large-scale parallel computer 
system. In this paper, after analyzing the extant problems, we proposed a novel 
execution-driven performance simulation technology based on process-switch. 
We designed a simulation framework named PS-SIM, and implemented a 
prototype system based on MPICH2. Finally, we verified the proposed 
approach by experiments. Experimental results show that the approach has high 
accuracy and simulation performance.  

Keywords: Performance Prediction, Large-Scale Parallel Computer System, 
Execution-Driven Simulation, MPICH. 

1   Introduction 

With advances in architecture and semiconductor technology, the performance of 
large-scale parallel computer system improves continuously. In recent years, the 
computing speed of parallel computer system has reached Petascale, and forwarding 
to Exascale[1]. The extremely large scale system will take years to design and 
implement. In order to reduce cost and shorten the development cycle, researchers 
often need to conduct a comprehensive performance analysis before the system 
developed, using performance prediction technologies to evaluate whether the 
application can achieve the expected performance, will further guide the hardware and 
software design and provide reference for the improvement and optimization. 

Simulation is the most widely used performance prediction technology. Trace-
driven simulation and execution-driven simulation are two well-known approaches 
for performance simulation. The basic idea of trace-driven is to trace the program 
execution, and take the tracing information as the simulator's input to simulate the 
program performance in target architecture. The simulation process includes trace 
generation and trace simulation. Execution-driven simulation is another current 
mainstream performance simulation technology. Because of its high accuracy, it 
becomes a research hotspot in the field of performance prediction since 20th century 
90s. The basic idea is to simulate only the part which needs to be analyzed, and the 
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remaining part actually executes. Combined with software and hardware, it can 
improve the simulation accuracy and shorten simulation run time. 

Execution-driven simulator MPI-SIM[4] developed at University of California and 
trace-driven simulator BigSim[3] developed at University of Illinois are two well-
known performance simulators. Trace-driven simulation needs to obtain prior 
execution traces, which makes the program have to execute many times in the 
simulation process. As the scale of systems and the complexity of applications 
continue to increase, the cost of performance simulation increases rapidly, trace-
driven simulation will be further limited by the scalability. Meanwhile, the existing 
implementation of execution-driven simulator simulates process through the thread, 
which reduces accuracy. 

In this paper, the scope of the research lies in high-scalability and high accurate 
performance simulation for large-scale parallel computer system. We proposed a 
novel execution-driven performance simulation technology based on process-switch. 
The main contribution of the paper is as follows: 

— Proposed a novel execution-driven performance simulation technology based 
on process-switch, and designed the simulation framework PS-SIM. 

— Based on MPICH2, studied the key technologies in PS-SIM and implemented 
a prototype system of PS-SIM. 

— Verified the proposed approach and key technologies by Experiments. 
Experimental results show that this approach has high accuracy and simulation 
performance. 

This paper is organized as follows. Section 2 gives our basic idea and describes the 
general simulation framework. Section 3 presents the key technologies and the 
implementation of PS-SIM. The experiments and experimental result analysis are 
showed in Section 4. Some related work in performance prediction is reviewed in 
Section 5. We present our conclusions in Section 6. 

2   PS-SIM Framework 

2.1   Basic Ideas 

In this paper, we proposed a novel execution-driven performance simulation 
technology based on process-switch, which brings two advantages: First, simulating 
process by process, simulation is more accurate; and second is the high simulation 
efficiency since the program only needs to execute once. 

The basic ideas of execution-driven performance simulation technology based on 
process-switch can be summarized as follows: 

— Simulating process through process. Since the number of processor cores on 
target system is usually much larger than the host, multiple physical processes 
need to be mapped to one processor core in simulation environment. 
Traditional execution-driven simulation simulates multi-process on the target 
machine by running multiple threads on the host; we will simulate process by 
process, mapping a physical process in target machine to a logical process in 
the simulator, which means each processor core on the host will execute 
multiple logical process. 
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— Adopting execution-driven simulation method. The execution time of process 
includes the sequential computation time and the communication time. In the 
simulation, we obtain the sequential computation time through actual running, 
and the communication time is calculated using accurate communication 
model. Each process maintains local virtual time, sequential computation 
execution time and the calculated communication time will be accumulated to 
the virtual time for each logical process. When the simulation ends, we will 
get each process's execution time, in which the maximum is the predicted 
execution time. 

— Scheduling process based on minimum virtual time. In order to obtain the 
exact computation time and communication time, simulator will take over 
scheduling for all the logical processes. To ensure the correctness of program 
execution, we schedule process based on minimum virtual time, this means 
that the simulator always switches to the process which has the smallest virtual 
time. Virtual time update algorithms ensured the correct order of message send 
and receive. 

2.2   Overall Block Diagram 

For MPI applications, we designed the PS-SIM simulation framework based on 
MPICH2. The overall block diagram is shown in Fig. 1.  

MPI API

MPIR runtime library

ADI

CH3

TCP,SSM,Nemesis,...
Process 

Management

Schedule 

Strategy

pt2pt

Virtual Time 

Communication 

Model

 

Fig. 1. PS-SIM Overall Block Diagram 

The boxes drawn by thick dotted line are modules added based on the original 
library, the main changes is in the ADI layer of MPICH2 library and API layer 
completely retained. This ensures the application without modification, and we just 
need to use the framework to re-build before the program can be simulated. 

PS-SIM modified all point to point communication interfaces in order to obtain the 
communication time through the communication model and update the virtual time. 
Once the process blocked, switching process through the Process Management 
interface, the Schedule Strategy ensures that switching does not affect the correctness 
of the program. 
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As shown above, Support Structure module is the additional structure added in the 
MPI library for other function module. Such as local virtual time, the process state 
variables, global process list pointer, etc. Process Management module provides 
process-switch relevant interfaces, when communication blocked, the process 
management module will select the next executable process through the schedule 
Strategy, and suspend the current process. Virtual time module provides local virtual 
time initialization, updating and other functions. The virtual time update for 
communication operations need to call the communication model to calculate the 
communication time. 

3   Key Technologies and Implementation 

3.1   Process Scheduling Strategy 

The basic idea of the process scheduling includes two aspects: First, only one process 
is running at the same moment, each process updates the virtual time and then 
suspends it when switching, so that the virtual time can accurately record the 
sequential execution time; second, we always select the process which has the 
smallest virtual time to ensure the correctness of procedures. 

There are two types of process in Linux system: real-time process and general 
process. The priority of real-time process is higher than the general process. The 
scheduling strategy for real-time process includes first come first served strategy 
(SCHED_FIFO) and time-slice round robin strategy (SCHED_RR). When using the 
first come first served scheduling policy, the process will occupy the processor unless 
the process yields or a higher priority real-time process comes into an executable 
state. Linux provides related system calls to set process scheduling strategy, such as 
sched_setscheduler, etc. 

We set the scheduling policy of current process to SCHED_FIFO; other processes 
are general processes, so that the current process will not be preempted by other 
processes before yielding or switching. 

The process of switching process includes two steps: 

Step1: set the scheduling policy of target process to SCHED_FIFO 
Step2: set the scheduling policy of current process to SCHED_OTHER 

After Step1, the current and target process have the same priority, the target 
process cannot preempt CPU, then after Step2, the current process changes into a 
general process, CPU will immediately be preempted by the target process. 

3.2   Virtual Time Updating Algorithm 

Normal sequential execution time will be recorded to the local virtual time; the 
communication time of each message sent and received can be calculated by the 
communication model. Blocking event occurs only in the communication process. 
There are many MPI communication patterns, but most applications can be done by 
calling the following five functions: MPI_RECV, MPI_SEND, MPI_ISEND, 
MPI_IRECV, and MPI_WAIT. 
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MPI_SEND and MPI_RECV complete blocking message send and receive. 
According to different message length, the library uses two different transmission 
protocols. In which the eager protocol is used by short messages, and rendezvous 
protocol used by long messages. When using the eager way, the message body is 
immediately sent after the header, and the message body will be copied to the receive 
buffer once the receiving process found a matched request; when using the 
rendezvous way, the message header is sent first, and the receiver will return an ACK 
message to the sender if found an match, the sender will begin to send the message 
body after the response received. The virtual time updating process for blocking send 
and receive is shown in Fig. 2. 

 

Fig. 2. Blocking Send and Receive 

With eager protocol, the sender will send its virtual time with the message header to 
the receiver process, the receiver will update its virtual time when receiving operation 
completed, and the virtual time will be set to the maximum value of the sender virtual 
time and the current virtual time, this ensures the order of sending and receiving. 

With rendezvous protocol, the send request packet RTS and the receive response 
packet CTS carries the virtual time of the source process; process will update their 
own virtual time according to local virtual time, communication time and the partner 
virtual time when the message transmission is complete. 

Similarly, non-blocking communication protocol is also divided into eager and 
rendezvous. The difference is that the virtual time is updated when the MPI_WAIT 
completed. 

3.3   Virtual Time Update and MPI Interface Modification 

We add two virtual time related variables for each process: vTime and timeStall. In 
which vTime is the process local virtual time and timeStall saves the system time 
when the process suspends in the last time. In order to send the virtual time to target 
process in communication, we modified the message header data structure, adding the 
time variable, so that the virtual time could be sent contained in the message header. 

In mpich2-1.3.1, the default communication interface is Nemesis. Considering 
these most widely used interfaces, we need to modify the implementation of MPI 
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point to point communication interfaces, including MPI_Send, MPI_Recv, 
MPI_Isend, MPI_Irecv and MPI_Wait, the basic group communication interfaces 
MPI_Barrier, MPI_Reduce, MPI_Allreduce and MPI_Alltoall are also included. Most 
MPI applications can be implemented using these above interfaces. 

4   Experimental Results and Analysis 

The CPU used in experiment is Intel Xeon E5405, 2.00 GHz, 8 cores, 2.0G memory, 
the operating system is SUSE LINUX 11.2, kernel version of Linux 2.6.31.5. MPI 
library version is mpich2-1.3.1. We use the NPB 3.3-MPI as test program. 

Four NPB test cases are selected: CG, EP, FT, LU. Simulator will bind multiple 
processes running on a single core. The test program scale is set to Class A, the size 
of target system are 1, 2, 4 and 8 processors. The real execution time and predicted 
time are shown in Fig. 3. 

 

Fig. 3. Real execution time VS. Predicted execution time 

Experimental results show that the simulation result is accurate, and all test cases 
have maintained a relative lower error; the average relative error for performance 
prediction is less than 3%. 

In order to evaluate the performance of the simulator, we introduce the widely used 
metric slowdown, defined slowdown(H,T)=SimTime(H)/RealTime(T). 

SimTime(H) is the application simulation time running in the H-cores host. 
RealTime(T) is the real execution time for T-cores target machine. This experiment 
simulated 1, 2, 4 and 8 processor cores target using single-core, so H=1, and T= 1, 2, 
4, 8. The results are shown in Fig. 4. 

It can be seen from the figure, with increase in the size of simulated target, 
slowdown continues to grow. When H=T=1, the average slowdown of four tests is 
1.02, indicating that the modified MPI library has little effect to the computing 
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performance. When H=T/2, the slowdown is only 2.13. When H=T/8, the slowdown 
for EP and FT is less than 8.3, CG and LU are respectively 8.89 and 9.03. 
Experimental results show that the simulator has high simulation performance. 

 

Fig. 4. Performance of the simulator 

5   Related Work 

Performance prediction for large-scale parallel system is a widely researched area. 
The main performance prediction method can be divided into two categories: 
modeling analysis and simulation [5][6]. The main advantages for modeling method 
is low-cost, but the model building requires a better understanding for program 
algorithm and implementation, most of models are constructed manually by domain 
experts, which limits the applications of modeling analysis method. 

Simulation method is performed by constructing a system simulator to execute 
applications on it for performance prediction. Simulation technique can capture 
detailed performance behavior at all levels, and can balance the accuracy, cost and 
flexibility, therefore it is used more and more widely in the performance prediction 
fields. Execution-driven simulator MPI-SIM[4] developed at University of California 
and trace-driven simulator BigSim[3] developed at University of Illinois are two well-
known performance simulators. They have a better simulation of parallel network, but 
the problem how to get more accurate serial execution time is still not solved well. In 
PPOPP 2010, JiDong Zhai[2] proposed an accurate method to obtain execution time: 
Phantom, and implement this method in the simulator SIM-MPI. 

Our approach is inspired by these previous works. We expect this paper will 
motivate more progress in performance prediction for large-scale parallel systems. 

6   Conclusion 

In this paper, we proposed a novel execution-driven performance simulation 
technology based on process-switch, and designed a simulation framework named  
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PS-SIM. This approach brings two advantages: First, using process to simulate 
process, simulation is more accurate; and second is the high simulation efficiency 
since the program only need to execute once. 

We also implemented a prototype system based on MPICH2. Finally, we verified 
the proposed approach by Experiments. Experimental results show that the approach 
has high accuracy and simulation performance. 

The prototype system simulator is implemented by modifying the MPI library, it is 
simple and scalable. Our next step could be extending existing simulation system to 
support multi-core and multi-node platform for large-scale parallel computers. 
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Abstract. This article provides a kind of programmable amplifiers AD603 as the 
main design of small systems. Input signal generated by the DDS integrated chip, 
the two integrated broadband amplifiers, low noise variable gain amplifier 
cascade from AD603, the maximum voltage gain up to 60dB, 10dB step 
adjustable gain control to achieve through the microcontroller。Debugging 
results show that the system can meet the basic needs indicators. 

Keywords: DDS, variable gain, program-controlled, amplifier. 

1   Introduction 

In the complex marine environment, the sonar will detect acoustic signals of different 
frequencies, objectives, environment, reverb and more. In this case, if the goal is 
low-frequency signals to detect the low frequency response to a more significant 
signal amplification, while the other band signal amplification or attenuation of small 
amplitude, which involves a single amplifier should be designed to gain Variable 
problem. According to actual requirements, a program-controlled amplifier is 
designed, which can amplify 10mv amplitude sine wave signals of different 
frequencies, the maximum gain of 60dB, 10dB adjustable gain step, the pass band is 
100Hz ~ 40kHz. This design mainly includes three parts: the signal part; controllable 
gain amplifier part; MCU control part. The following specific analysis of these 
sections. 

2   Signal Generator 

We design a signal generator based on DDS(Direct Digital Synthesis) technology, 
which Can output frequency 100Hz ~ 200kHz, 10kHz sine wave signal step. 

DDS chip AD9851 has a high-speed frequency switching time, high frequency 
resolution and low phase noise, when frequency is changed, DDS can maintain a 
continuous phase, it is easy to realize the frequency, Phase and amplitude modulation. 
In addition, DDS technology is based on most digital circuit technology with 
programmable control of the outstanding advantages. Frequency step by SCM to 
achieve simple and convenient, AD9851 DDS chip with the input signal frequency 
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range is 100Hz ~ 200kHz, the microcontroller controls the frequency step, the main 
circuit shown in Figure 1. To meet the requirements of the input signal amplitude of 
10mV, in the following additional emitter follower allows the signal amplitude are 
attenuated. 
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Fig. 1. Signal Generator 

3   Controlled Gain Amplifier 

Now, the controllable gain amplifier to achieve the following ways: 

(1) The realization of the traditional discrete components. Multi-stage amplifier 
circuit using cascaded in order to meet the requirements of 60dB gain. Diode detector 
circuit produces an output voltage feedback circuit automatically adjust the preamp 
gain adjustment. However, due to a large number of discrete components, such as 
transistors and other, more complex circuits is difficult to adjust the operating point, 
in particular, it is very difficult to gain a quantitative regulation. And, circuit stability 
is poor, prone to self-excitation phenomenon becaue of using multi-level 
amplification. 

(2) analog switch with integrated programmable gain amplifier form, this is a 
common way, that is, respectively, with a number of op-amp inverting input 
connected in a deep negative feedback after the series into a multi-stage amplifier 
inverting amplifier, and then control the analog switch inverting input of op amp unit 
external resistor and the public to side pass, off state, then control the amplifier gain. 
The main disadvantage of this approach is the analog switch on-resistance of the 
amplifier gain, affect the signal transmission accuracy. 

(3) select op-amp, such as AD603.AD603 programmable gain adjustment is a 
dedicated chip produced by ADI Corporation in the United States, which is a 
low-noise, 90MHz bandwidth, integrated operational amplifier with adjustable gain, 
internally by the R-2R resistor ladder network and the fixed gain amplifiers, plus a 
ladder network in its input signal by the attenuation from a fixed gain amplifier 



 A Small System of Program-Controlled Amplification Amplifier Based on AD603 25 

output, attenuation is added to the reference voltage gain control interface decisions; 
and this reference voltage can be controlled by the microcontroller operation and D/A 
chip output control voltage obtained in order to achieve more accurate numerical 
control. In addition, AD603 can provide more than the work of DC to 30MHz 
bandwidth, single-stage when the actual work of more than 30dB of gain, two or more 
cascaded gain of 60dB can be obtained. Advantage of this approach is that the circuit 
is highly integrated, coherent clearer, easy to control, easy-to-digital processing with a 
single chip. Therefore, Two pieces of AD603 can be cascaded in a way that 
constitutes amplifier. The program can meet the pass band 100Hz ~ 300kHz, and even 
wider, the voltage gain of 60dB, the amplifier output voltage without significant 
distortion. Specific circuit shown in Figure 2 Gain and control voltage relationship: 

AG (dB) = 40 × V +10, level control is only 30dB, Tandem two-stage amplifier, 
the gain expression is 

AG (dB) = 40 × V1 +40 × V2 +20, Gain range is -20 ~ +60 dB, up to system 
requirements.  

 

Fig. 2. Controlled Gain Amplifier 

Two-stage amplifier circuit as the frequency response curve of the same, so when 
two AD603 series, its pass band up to 30MHz. Step by the microcontroller to control 
the gain. If the input voltage amplitude of 10mV, after the voltage by the amplifier 
should be able to reach 10V or so, but because the maximum output voltage 
amplitude of the AD603 in the 3V or so. It amplifies the signal to be amplified 
through the higher level after the output voltage amplitude. To improve the control 
precision of AD603 in its dual op amp plus control side LM358, the control voltage 
low-pass filter and voltage follower.9M typical first-level connection with AD603, 
single-stage gain-10dB ~ 30dB, second-level connection with 90M, single-stage gain 
of 10 dB ~ 50 dB. The actual gain of two cascaded up to 0dB ~ 80 dB, 10 dB gain 
step adjustable pass band up to 30Hz ~ 1MHz. Specific circuit connection shown in 
Figure 3:  
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                           (a)9M                            (b)90M      

Fig. 3. AD603Typical connection 

 

Fig. 4. Software flow chart 

4   Software Design 

In the small system, we select microcontroller AT89C51 to realize 10dB step 
adjustable gain, this design to application is very mature. Figure 4 shows the amplifier 
SCM software flow chart, the cutoff frequency and voltage gain step can be Presetde 
through the keyboard. 

5   Results and Analysis 

We connect various parts of the circuit after all the units are tested well. the main 
instrument include the oscilloscope and multimeter. Then we test the system In the 
following two cases: 

(1) Input signal is a sine wave signal f = 1KHZ (2)Input signal is a sine wave 
signal f= 4KHZ, The results are shown in Table 1 
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Table 1. Preset gain compared with the actual gain 

Preset gain（dB） 10 20 30 40 50 60 

actual gain（dB）(f=1kH) 10 19 28 39 52 60 

actual gain（dB）(f=4kHz) 11 19 29 41 51 60 

We can see from the test data, the amplifier voltage gain up to 60dB, 10dB gain 
step adjustable voltage gain error is less than 4%. Basically meet system design 
requirements. To reduce the error, in the actual design should be noted: ① Digital 
part and analog part of their power should be isolated from each other, ② gain 
controling part should be installed in the shielded box to avoid interference and 
high-level self-excited. ③ In order to avoid high-frequency gain decreased. All 
electrolytic capacitors at both ends of the signal coupling high-frequency ceramic 
capacitors in parallel 

6   Conclusion 

The basic design to system requirements, but also by a few monolithic control further 
expansion of its functions, and programmable filter circuit filter phase can be 
achieved. Can be widely used in other communication electronic circuits. 
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Abstract. In this work, we analyzed the fractal characteristics of the contact 
surface of needle punched nonwovens with different contents of polyurethane 
compressed under different pressures. Fractal dimensions, Da and Dg, were 
used to evaluate the fiber area distribution and grayscale distribution of the 
contact surfaces respectively. The results show that both Da and Dg increase 
with the increasing compressing stress. The more polyurethane the nonwoven 
contains, the larger Dg and smaller Da it has. 

Keywords: needle punched nonwovens, contact surface, Fractal dimensions. 

1   Introduction 

The wetting, adhesion, friction, wear and lubrication of materials, are, in most cases, 
closely associated with the materials’ surface characteristics [1]. In many cases, fabric 
is subjected to normal compressive loads, and the physical, hydraulic properties and 
so on, change with the surface state depending on the compressive load of the fabric. 
It is important to understand the contact characteristics when they are subjected to 
certain pressures. 

However, nonwovens have rough and irregular surfaces, and it is difficult to depict 
their surface structures by conventional geometric parameters. Fractal analysis is a 
method for assessing the randomness and irregularity of natural structures, and has 
been applied successfully for the texture analysis, especially for rough surface 
description [2,3]. The fractal dimension gives a feature of the roughness of a surface 
and can be used to quantify the texture information. The present work focuses on the 
fractal characteristics of the rough surface textures of needle punched nonwoven felts 
compressed under different pressures. 

2   Experimental Methods 

2.1   Specimens and Image Capturing 

4 nonwoven felts containing polyurethane in content of 0, 3, 6 and 9%, named sample 
1, 2, 3 and 4, respectively, were used in this study. The surface textures of the 
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specimens compressed at different pressures were observed by a polarized 
microscopy, and the images were captured by a computer through CCD camera. The 
apparatus is illustrated in Fig. 1. 

 

Fig. 1. Schematic diagram of apparatus for specimen compressing and image capturing. 1. 
compressing board 2. acrylic polarized board 3. sample 4. light source 5. reflecting microscope 
6. CCD camera 7. Computer. 

There is a polarized board which contacts the surface fibers of the felt at a certain 
pressure forced by an air pump system. The lights are irradiated to the polarized board 
as shown in Fig. 1, and they are adsorbed in the areas where there are fibers 
contacting the board, while reflected in other areas. Therefore, the fibers contacting 
the board are displayed in low grayscale level and the background in high grayscale 
level. The grayscale images and the corresponding binary ones are shown in Fig. 2 
and Fig. 3 respectively (take sample 1 as an example). 

       

           P=100           P=300           P=500           P=700          P=900 

Fig. 2. Grayscale images of sample 1 under different compress stress P (kgf·cm-2) 

       

           P=100           P=300           P=500          P=700          P=900 

Fig. 3. Binary images of sample 1, with fibers in black pixels and background in white pixels 

2.2   Surface Characterization by Using Fractal Geometry 

The fractal dimension can be used to quantify the irregular texture information. When 
a self-similar structure is covered with regular unit cell, it is known that the unit cell 
length (ε), and the number of occupied unit cells (N) have a linear relationship in the 
double logarithm plot. 
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In this work, the box-counting method was used to calculate the fractal dimensions. 
To get the box-counting dimension, a square with side length ε is used as the unit cell, 
and regard the image as a set A which is covered by the boxes (unit cells). For various 
side length ε, the number of coverings N(ε) is calculated, and a log-log plot of N (ε) 
versus 1/ε is made. The linear part of the curve of log N (ε)-log (1/ε) is the scale 
invariance section and the slope of the least square linear fit line is the box-counting 
dimension. Here, we use two kinds of methods to calculate N (ε). One is, to segment 
the grayscale image into a binary one displayed in black and white pixels, 
representing fiber and background area respectively (as shown in Fig. 3), and then 
cover it by boxes with side length ε. When a box contains any part of the fibers, it is 
counted. The total number of such boxes is Na(ε) [4]. We call the dimension obtained 
by this mean the fractal dimension of fiber area distribution, Da. 

The other method is, to take the grayscale image as the set A, and calculate Ng (ε) 
by the following equation [5]: 

εε /)min1 max()( kg
n

k kggN −∑
=

=  (1)

where gkmax, gkmin are the maximum and minimum gray level in the kth box, 
respectively, and n is the total number of boxes with side length ε. The dimension 
obtained in this way is called the fractal dimension of grayscale distribution, Dg. 

3   Results and Discussion 

3.1   Fractal Characteristic of the Fiber Area Distributions in the Images 

Fig. 4 is the illustration of calculating Da under a certain pressure, taking sample 1 
compressed at the stress of 100 kgf·cm-2 as an example. It is obvious that all the data 
points at the range of the first 10 points is in the linear section which means the curve 
has a scale invariance section. By the least-squares method, the linear correlation 
coefficients of the data can be obtained. For all the binary sample images, with the 
compressive stress P being 100~1000 kgf·cm-2, respectively, the square of linear 
correlation coefficients of the data are larger than 0.997. The high degree of linear 
correlation of the data proves the existence of fractal structures in the fiber area 
distribution. That means the fiber area distributions of the sample images under 
different compressive stresses are fractals. The slope of the best fit straight line 
through the data yields the fractal dimension of fiber area distribution, Da. 

3.2   Fractal Characteristic of the Grayscale Distributions in the Images 

Fig. 5 is the illustration of calculating Dg under a certain pressure, also taking sample 
1 compressed at the stress of 100 kgf·cm-2 as an example. The data points of each 
series in log-log plot are fitted by the least-squares method. For all the grayscale 
sample images, with the compressive stress P being 100~1000 kgf·cm-2, respectively, 
the square of linear correlation coefficients of all the images are larger than 0.999. 
That means the grayscale distributions of the sample images under different 
compressive stresses are also fractals. The fractal dimension of grayscale distribution, 
Dg, is determined by the slope of the best fit straight line through the data. 
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Fig. 4. Plot of the number of boxes Na(ε) as a 
function of box side length ε. The slope of the 
best fit straight line through the data yields the 
fractal dimension of fiber area distribution, Da. 

Fig. 5. Plot of the number of boxes Ng(ε) 
as a function of box side length ε. The 
slope of the best fit straight line through 
the data yields the fractal dimension of 
grayscale distribution, Dg. 

3.3   The Effect of the Compressive Stress on Da 

The effect of the compressive stress P on the fractal dimension of fiber area 
distribution is illustrated in Fig. 6. It shows that Da becomes larger with the increase 
of P. It can be explained that with the increase of P, the fibers are compressed to be 
flatter and the felt to be denser, thus the area of surface fibers contacting the polarized 
board increases. Suppose Rf is the ratio of the actual contact area to the nominal 
surface area which can be calculated as: 

(%)100
imagebinary in  pixels  totalofnumber 

imagebinary in  pixelsblack  ofnumber 
×=

f
R  (2)

From the binary images of different samples under different compress stress (as 
shown in Fig. 3), we can obtain the Rfs. There obviously exists a function relationship 
between Dfs and Rfs as shown in Fig. 7. Gathering the data points of all the samples, 
the obtained regression equation is y = 0.0005e6.0235x, and the square of correlation 
coefficient is 0.9979  

It also can be seen from Fig. 6 that more polyurethane contained in the felt leads to 
the smaller Da and Rf. It is possibly because that, the polyurethane makes the felt 
harder and more difficult to be deformed at a certain pressure. 

3.4   The Effect of the Compressive Stress on Dg 

Fig. 8 shows the effect of compressive stress P on the fractal dimension of grayscale 
distribution. For all the samples, Dg increases with the increase of P at first, and then 
inclines to be stable or a slight decrease. It can be explained that with the increase of 
P, the area of surface fibers contacting the polarized board increases, which enlarges 
the difference of gray level between fiber pixels and background pixels. When P 
reaches to a certain degree, it hardly deforms the fibers and the felt any longer, which 
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results the little change of Dg. It also can be seen from Fig. 8 that more polyurethane 
contained in the felt leads to a larger Dg. The larger Dg indicates that more 
polyurethane makes rough surface more difficult to be deformed. 
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Fig. 6. Effect of compressive stress on Da Fig. 7. Rf as a function of Da 
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Fig. 8. Effect of compressive stress on Dg 

4   Conclusion 

Nonwoven felts have fractal surfaces when they are compressed under different 
pressures. Two kinds of fractal dimensions, Da and Dg, reflecting the fiber area 
distribution and grayscale distribution respectively, have been used to evaluate the 
surface characteristics. Da is closely associated with the actual contact area of surface 
fibers, and Dg is related to the roughness of surfaces. The results show that both Da 
and Dg increase with the increase of compressing stress. The more polyurethane the 
nonwoven contains, the larger Dg and smaller Da it has. 
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Abstract. In this paper, we propose a novel cepstrum normalization method 
based on the scoring procedure of order statistics for speech recognition in 
additive noise environments. The conventional methods normalize the mean 
and/or variance of the cepstrum, which results in an incomplete normalization 
of the probability density function (PDF). The proposed method fully 
normalizes the PDF of the cepstrum, providing an identical PDF between clean 
and noisy cepstrum. For the target PDF, the generalized Gaussian distribution is 
selected to consider various densities. In recognition phase, a table lookup 
method is devised in order to save computational costs. From the speaker-
independent isolated-word recognition experiments, we show that the proposed 
method gives improved performance compared with that of the conventional 
methods, especially in heavy noise environments. 

Keywords: Cepstrum normalization, noisy speech recognition, order statistics, 
generalized Gaussian distribution. 

1   Introduction 

When speech signals are contaminated by additive noise, the statistical properties of a 
speech feature vector vary according to the types of noise and signal-to-noise ratio 
(SNR) levels. The statistical differences between clean and noisy feature vectors 
result in performance degradation of noisy speech recognition. Some methods are 
devised to decrease the statistical differences by normalizing cepstral moments 
[1][2][3]. However, these methods partly normalize the probability density functions 
(PDFs). 

In this work, we introduce a cepstrum PDF normalization (CPN) method, which 
fully normalizes the statistical properties. The CPN normalizes the PDFs of the clean 
and the noisy cepstrum to a target PDF so that the statistical properties are identical. 
In order to consider various densities, the generalized Gaussian distribution (GGD) is 
used as the target PDF. Moreover, a table lookup method is also devised to alleviate 
the computational load of the CPN. 
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2   Derivation of CPN 

For a sequence of cepstrum vectors },,2,1),({ Ntt =x , we obtain the sequence of 

normalized vectors },,2,1),({ NttCPN =x  by the scoring procedure [4] that uses 

expected values of the order statistics of a target PDF. With the independence 
assumption between elements, the cepstrum vector is normalized element-wise, and 
we use scalar notation )(tx  and )(txCPN for each vector element. The )(txCPN  is 

obtained by 

∫
∞

∞−
== dyyyfzEtx trtrCPN )(][)( )())((  (1)

where )(rz  is the r -th order statistic of the target PDF and )(tr  is the rank of 

cepstrum )(tx  and )(⋅rf  is the PDF of )(rz . Although exact solution of the 

expected value of the order statistics (1) is available for some PDF, it is hard to find 
the exact solution as the rank r  and/or the sample size N  increase. David and 

Johnson [5] presented approximations with an error of )( 3−NO  for (1) as  

},
)(

8

1)(
)(

3

1
{

)2(

)(

)2(2
)(][

4

4

3

3

2

2

2

)(

dp

pQd
qp

dp

pQd
pq

N

qp

dp

pQd

N

qp
pQzE

r
rr

r
rr

rr

rrr
rr

+−
+

+

+
+=

 (2)

where )(⋅Q is the inverse function of the cumulative distribution function of target 

random variable z  and 
1+

=
N

r
pr  and rr pq −= 1 . 

The GGD selected as the target PDF is a symmetric, unimodal density function 

parameterized by two constants, a variance 2σ  and a decay parameter 0>k  
defined as  

,
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Γ= σ  and )(⋅Γ  is the gamma function [6].  

The GGD is capable of varying its shape by changing the decay parameter k . 
With 1=k  and 2=k , the GGDs are Gaussian and Laplacian, respectively [5]. Let 

);( kpQQ =  be the inverse function of CDF of the GGD with the decay parameter 

k , and it is obtained using the numerical integration. The derivatives of );( kpQQ =  

in (2) are derived as follows:  
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where 
kk

kA

k

)}({
=η . Substituting (4), (5), and (6) into (2), we have the 

approximations of expected values with the decay parameter k .  
In addition to the above numerical method, we also use a table lookup method in 

the recognition phase. Let )(rSR  and )(rSC  be the expected values of r -th order 

statistic with sample size RN and CN , respectively. First, to reduce the computation 

load, we make a reference table },,2,1),({ RRR NrrST ==  with the frame length 

RN . Then, using the reference table RT , we approximate the table 

},,2,1),({ CCC NrrST ==  of the current utterance as 
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where CN is the frame length of current utterance and ⎣ ⎦⋅CN  is the rounding off 

operator. Using the current table CT , the normalized cepstrum sequence )}({ txCPN  

is obtained as  

CCCPN NttrStx ,,2,1)),(()( ==  (8)

3   Experimental Results 

We performed isolated-word recognition experiments in the environments of additive 
white Gaussian noise and car noise at various SNR levels. The database used for the 
recognition experiments consists of 100 isolated-words. The training data consist of 
2,400 utterances from 12 male speakers, while 1,600 utterances from 8 male speakers 
are used for testing. Each utterance was recorded in an ordinary office environment, 
and then sampled at 8 kHz with a resolution of 16 bits. We used 12-th order mel-
frequency cepstral coefficients as a feature vector and constructed the recognition 
system based on the simple left-to-right semi-continuous hidden Markov model. We 

use the GGDs as the target PDF with the unit variance 12 =σ and various values of 
the decay parameter )3,2,1( =k . The reference table with frame length 100=RN  

is used for the table lookup method in the recognition phase. 
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As shown in Fig. 1 and Fig. 2, the proposed CPN methods outperform the 
conventional cepstrum normalization methods, cepstrum mean normalization (CMN) 
and cepstral mean-variance normalization (CMVN). When the table lookup method is 
used, the recognition results are similar to those of the numerical integration method 
as shown in Fig. 3 and Fig. 4. We can see that the CPN method is useful especially in 
heavy noise environments. 

 

Fig. 1. Recognition result under additive white Gaussian noise environments (numerical 
integration method) 

 

Fig. 2. Recognition result under 100 km/h car noise environments (numerical integration 
method) 
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Fig. 3. Recognition result under additive white Gaussian noise environments (table lookup 
method) 

 

Fig. 4. Recognition result under 100 km/h car noise environments (table lookup method) 
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4   Conclusion 

In this work, we introduced a cepstrum PDF normalization (CPN) method. In contrast 
with the conventional methods of cepstrum mean and/or variance normalization, the 
CPN fully normalizes the PDF of cepstrum vectors. The isolated-word recognition 
results show that the CPN yields an improved performance, especially, in heavy noise 
conditions. Furthermore, the CPN can give the best performance by appropriately 
selecting the decay parameter of the generalized Gaussian density. 
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Abstract. Coking wastewater was advanced treated by electrolytic experiment. 
Through the orthogonal method, we found out the optimum experimental 
condition as current density 20 mA/cm2, electrode plate span 1cm, electrolytic 
time 60 min, PH 7 and electrical conductivity 8000 μs/cm. The removal rates of 
COD, NH3-N and phenol were 58.62%, 89.9% and 96.8% respectively and the 
corresponding concentrations were 97.78mg/L, 14.3mg/L and 0.43mg/L 
respectively, which can meet first discharge standard of GB 13456-1992. 

Keywords: The orthogonal method; electrolysis; coking wastewater; advanced 
treatment. 

1   Introduction 

It is difficult for coking wastewater to be treated because of its complex component, 
high consistency and nonbiodegradability [1]. It contains complex inorganic and 
organic pollutants, such as ammonium, cyanide, phenol and polynuclear aromatic 
hydrocarbons [2], most of which are refractory, toxic, mutagenic and carcinogenic 
[3]. This means that the coking wastewater if not treated, in the environment will 
become a permanent presence of pollutants and continue to accumulate, will cause 
great environmental harm [4]. At present, the biochemical treated coking wastewater 
generally have high concentrations of COD and NH3-N [5]. Selecting proper 
advanced treatment process of coking wastewater is very important. 

Coking wastewater was advanced treated by electrolytic experiment [6]. It was 
studied that the impact of these parameters, current density, electrode plate span, 
electrolytic time, PH and electrical conductivity, on treatment effects of COD, NH3-N 
and phenol based on an orthogonal test. We got the optimum experimental condition 
and the variation rule of the removal rate with change of parameters levels. It can 
guide the future experiment. 

2   Experimental Part 

2.1   Materials and Apparatus 

The treated water from a secondary clarifier of one coking plant was employed in the 
electrolytic experiment. The quality of raw water was shown in table 1. 
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Table 1. Raw water quality and GB 13456-1992 indexs 

Characteristics 
COD 

(mg/L) 
NH3N 
(mg/L) 

Phenol. 
(mg/L) 

PH Conductivity 
(μs/cm) 

Raw water quality 200~300 100~150 10~15 6~9 6250 
GB 13456-1992 ≤100 ≤15 ≤0.5 7~8  

Coking wastewater was pumped into electrolysis bath, which was made by organic 
glass with a dimension of 20cm × 10cm× 15cm. Both the specification of the stainless 
steel cathode plates and the titanium anode plates coated with noble RuO2 and TiO2, 
were 20cm × 10cm ×1cm [7]. The reaction system was shown in Figure1. 

w ater
pum ps

pow er
supply

electrolysis bath
output w ater

coking
w astew ater

 

Fig. 1. Experimental apparatus of electrolytic experiment 

2.2   Detecting Instrument and Method 

DC electrical source (MPS702); Ultraviolet and visible spectrophotometer (UNIC 
2100); PH meter ( PHS-3C); Conductivity meter(DDS-11A). COD was detected by 
dichromate titration. NH3-N was detected by Leonard's reagent spectrophotometric 
method. Phenol was detected by directive light intensity method of 4-anino-antipyrine 
[8]. 

There were many parameters which have effect on the treatment effects. The 
experiment chose current density, electrode plate span, electrolytic time, PH and 
electrical conductivity as the influence factor, and marked them with A, B, C, D and E 
respectively. Table 2 was the parameters and levels table. 

Table 2. Parameters and levels in orthogonal test 

Parameter 
Level A Current density 

(mA/cm2) 
B plate span 

(cm) 
C Electrolytictime 

(min) 
D 

PH 
E Conductivity 
（μs/cm） 

1 10 0.75 40 6 6500 
2 15 1 50 7 7000 
3 20 1.25 60 8 7500 
4 25 1.5 70 9 8000 
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3   Result and Analysis 

3.1   The Result of Orthogonal Test 

The test had 5 parameters, and each of them had 4 levels. Don't consider interaction 
between the parameters. The L16 (45) orthogonal table was selected [9]. Arrangement 
and results of the orthogonal test were shown in table 3. 

Table 3. Arrangement and results of the orthogonal test 

Mumber A B C D E COD (%) NH3-N (%) Phenol (%) 

1 10 0.75 40 6 6500 12.22 23.08 89.44 
2 10 1 50 7 7000 39.34 20.42 87.55 
3 10 1.25 60 8 7500 23.61 12.87 71.28 
4 10 1.5 70 9 8000 25.25 10.47 64.18 
5 15 0.75 50 8 8000 38.64 30.18 99.73 
6 15 1 40 9 7500 44.08 20.88 85.48 
7 15 1.25 70 6 7000 38.55 5.76 71.20 
8 15 1.5 60 7 6500 36.84 18.22 78.18 
9 20 0.75 60 9 7000 40.23 51.88 94.29 

10 20 1 70 8 6500 57.62 80.09 99.63 
11 20 1.25 40 7 8000 33.19 21.59 89.40 
12 20 1.5 50 6 7500 25.97 10.48 60.86 
13 25 0.75 70 7 7500 56.25 94.03 99.15 
14 25 1 60 6 8000 56.52 77.23 99.42 
15 25 1.25 50 9 6500 20.25 14.48 80.00 
16 25 1.5 40 8 7000 23.29 7.29 57.00 

With reference to table 3, advanced treating coking wastewater by electrolytic 
experiment, the treatment effects of NH3-N and phenol were well. But it was difficult 
to removal COD. Results of the orthogonal test could be analyzed in detail using 
extreme difference analysis. 

3.2   The Optimum Experimental Condition 

The extreme difference analysis is used widely in analyzing the results of the 
orthogonal test. Analysis results were shown in table 4.  

As shown in table 4,the current density, plate span, electrolytic time had a great 
effect on the removal rate of pollutants. The removal rate of COD could reach quickly 
with increasing of current density when it was less than 15mA/cm2, but it was 
decreased slightly if it exceed 15mA/cm2. This was because there existed removal and 
energy input requirement extreme for pollutants [10]. For the input energy was under 
the extreme circumstance, there was a higher removal efficiency and better redox 
reaction with the input energy increases [11]. On the contrary, with the increasing of 
input energy, the removal efficiency might decrease. The proper current density for 
the removal of COD was 15mA/cm2, NH3-N was 25mA/cm2, phenol was 20 mA/cm2. 
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Table 4. Analysis results of the extreme difference analysis 

Result  Analysis A B C D E 

K1 25.11 36.84 28.20 35.82 31.73 
K2 39.53 40.39 31.05 41.41 35.35 
K3 39.25 28.90 39.30 35.79 37.48 
K4 39.08 27.84 44.42 32.45 38.45 

range 14.42 12.55 16.22 8.96 6.72 
level 

influence 
A2>A3> 
A4>A1 

B2>B1> 
B3>B4 

C4>C3> 
C2>C1 

D2>D1> 
D3>D4 

E4>E3> 
E2>E1 

COD 
 

parameter 
influence 

C>A>B>D>E 

K1 16.71 49.79 18.21 29.14 33.87 
K2 18.76 49.66 18.89 38.57 21.34 
K3 41.01 10.82 40.05 32.61 34.57 
K4 48.26 11.62 47.59 24.43 34.87 

range 31.55 38.97 29.38 14.14 13.53 
level 

influence 
A4>A3> 
A2>A1 

B1>B2>
B4>B3 

C4>C3>
C2>C1 

D2>D3> 
D1>D4 

E4>E3> 
E1>E2 

NH3-N 
 

parameter 
influence 

B>A>C>D>E 

K1 55.50 95.93 80.33 80.38 86.90 
K2 83.72 93.26 82.10 88.94 77.51 
K3 86.14 77.97 85.94 82.07 79.41 
K4 84.25 65.06 83.85 81.99 88.40 

range 30.64 30.87 5.61 8.56 10.89 
level 

influence 
A3>A4> 
A2>A1 

B1>B2>
B3>B4 

C3>C4>
C2>C1 

D2>D3> 
D4>D1 

E4>E1> 
E3>E2 

Phenol. 

parameter 
influence 

B>A>E>D>C 

the optimum 
conditions 

A3B2C3D2E4 

The removal rate of COD reached a maximum when the electrode plate span was 
1cm, and it decreased conspicuously with the increase of the plate span. It might 
because when the plate span was small, there was much current around the electrode, 
and it had a higher concentration of H2O2 and·OH which influenced the degradation 
of organic pollutants. With the plate span increasing, there would be higher system 
resistance [12]. With the plate span became too small, the current on the electrode 
would decreased as the generation of spark in the reaction process and increasing 
electrode resistance, the removal rate was reduced. So we should choose a optimum 
electrode plate span to get an extreme input energy. Table 4 indicated that the proper 
plate span for the removal of COD was 1cm, NH3-N was 0.75cm, phenol was 0.75cm. 

The removal rates of COD, NH3-N kept a rapid growth with the length of 
electrolytic time in the first 60min and became slowly in the following 10min, and 
The removal rates of phenol decreased after 60min.  

PH and electrical conductivity had a slight effect on the removal rate of the 
pollutant. The optimum PH was 7 and the optimum electrical conductivity was 
8000μs/cm. The removal rate decreased probably because some substances produced 
in the acidic or alkaline liquor had a influence on the actinity of H2O2 and·OH.  



44 X. He et al. 

In the applications, considering the cost of power consumption, The current density 
and electrolytic time should be controled as low as possible when meeting the 
demand. Through a comprehensive comparision and analysis of the treatment effect 
of COD, NH3-N and phenol in table 4, the optimum technological conditions were 
determined as current density 20 mA/cm2, plate span 1cm, electrolytic time 60 min, 
PH 7 and electrical conductivity 8000μs/cm.   

3.3   Removal Rate in the Optimum Condition 

The optimum level of each parameter was elected through orthogonal test. 
Electrolyzing coking wastewater in the optimum condition (current density 20 
mA/cm2, plate span 1cm, PH 7 and electrical conductivity 8000μs/cm, the treatment 
effects were shown in Figure2. 

0

20

40

60

80

100

120

10 20 30 40 50 60 70

ti me  / min

re
m

ov
al

 r
at

e 
/ %

0

20

40

60

80

100

120

140

160

180

200

 c
on

ce
nt

ra
tio

ns
 / 

(m
g·

L
-1
)

R of COD R of NH3-N R of Phenol

C of COD C of NH3-N C of Phenol
 

Fig. 2. The removal efficiency of COD, NH3-N and phenol in the optimum condition 

As could be seen from Figure 2, the removal efficiency was better in 70 min 
compared with it in 60 min. After 60 min, the removal rates of COD, NH3-N and 
phenol were 58.62%, 89.9% and 96.8% respectively and the corresponding residual 
concentrations were 97.78mg/L, 14.3mg/L and 0.43mg/L respectively, which can 
meet first discharge standard of GB 13456-1992. For reducing cost, the optimum 
electrolytic time was 60 min. 

3.4   The Experimental Mechanism 

Electrolyzing coking wastewater could produce·OH, which has a strong oxidation 
ability to remove pollutants in wastewater [13]. Electrode reaction were shown as 
follows.: 

2 H2O → 2·OH + 2 H+ + 2e- . (1)
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Organic pollutants + ·OH → CO2↑+ H2O . (2)

2 NH3 + 6·OH → N2 ↑ + 6 H2O . (3)

2·OH → H2O + 1/2 O2↑. (4)

Much chloride ions in coking wastewater could emit electron at the anode to turn 
to Cl2 [14]. It can produce ClO- to destroy pollutants in wastewater by the strong 
oxidation. The reaction happened as follows: 

2 Cl- → Cl2↑ + 2 e- . (5)

Cl2 + H2O → ClO- + 2H+ + Cl- . (6)

organic pollutants + ClO- → CO2↑+ H2O + Cl- . (7)

4   Conclusion 

a) The current density, plate span, electrolytic time had a great effect on the 
removal rate of pollutant. PH and electrical conductivity had a slight effect on 
the removal rate of the pollutant. 

b) The optimum technological conditions were determined as current density 20 
mA/cm2, plate span 1cm, electrolytic time 60 min, PH 7 and electrical 
conductivity 8000μs/cm.  

c) The removal rates of COD, NH3-N and phenol were 58.62%, 89.9% and 96.8% 
respectively and the corresponding residual concentrations were 97.78mg/L, 
14.3mg/L and 0.43mg/L in the optimum consition. 
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An Analysis on Modern Technology Applied to Education 

Xiaojuan Liu 

School of Foreign Languages, Shandong University of Technology,  
Zibo, Shandong, China, 255049 

Abstract. Modern technology, due to its powerful features, has been widely 
applied to education. However, as more and more modern techniques applied in 
education, some problems have occurred. This paper aims at studying the 
status, problems and countermeasures of applying modern technology to 
education.  

Keywords: application, modern technology, education. 

1   Introduction 

In this information age, among various traditional ways of acquiring and spreading 
knowledge, such as books, newspapers, magazines, radio, television, and so on, 
people turn to computers and Internet for help more and more frequently. In the realm 
of education, as a result of the development of modern technology, a lot of advanced 
techniques, especially computerized equipments, have been employed to improve the 
efficiency and effect of teaching and learning. It’s almost believed that the new 
educational technology can cause a revolution in education and studies. 

2   Modern Teaching Technology Has Shown Great Power 

In the late 1950s and early 1960s, developed countries and a few developing countries 
showed great interest in applying the new communications techniques to education. 
People hoped to improve the quality of education, to offer equal opportunities of 
education to all people, to overcome the lack of teachers, etc. People also hoped to 
lower the cost of education greatly, and meanwhile, improve the efficiency of 
teaching. 

Some experts believed that the utilization of new technology in education can bring 
about the following results: 1) A cultural and educational environment in which 
knowledge and information can have more sources will be created. 2) Information can 
be better stored and more widely spread, thus offering larger space for life-long 
learning. 3) In formal education, new teaching technology can enable the students to 
study according to their own plan and progress, effectively avoiding the failure in 
their studies. 4) Cultivate students’ ability in acquiring and processing information, 
and benefit them in their future jobs and integration with the social environment.  

It has been proved that the modern educational technology has influenced 
education in three aspects: on the material facet, in the educational systematic 
structure and policies, and the concept of education.  
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2.1  The New Technology Has Modernized the Facilities in Schools and Bettered 
the Surroundings of Teaching and Learning 

It adds the interaction of the learners and the computers to the traditional methods of 
education, making the contexts of teaching more acceptable and easier to acquire for 
the students. Moreover, the vast range of information online enriches and develops 
the material used in education.  

2.2  The New Technology Enables the Learners to Have Access to the Material 
beyond the Limitation of Time and Places 

With the help of computer network, long-distance education is possible and 
convenient to be carried out, making classroom teaching only one of the choices in 
teaching and learning. New teaching method, such as personal consultation, 
differentiated teaching according to one’s own capability and situation, and so on, 
will be more and more prevalent, and will ultimately realize the revolution and 
transformation of the whole education system and, especially school education. The 
tendency of education is surely to be more open and flexible. 

2.3  The New Technology of Education Greatly Influences People’s Concept in 
Education 

It brings the new fruits and discoveries of international studies in education, providing 
people with the conditional elements of modernizing and transforming their concept 
in education. The new context, new methods and new policies in education brought 
by the new technology urge people to face a series of problems in education, giving 
people the inner motivation to reform the existing educational system.  

3  Negative Effects Have Occurred in the Utilization of the New 
Educational Technology 

In the latest years, new methods of teaching and learning, which are characterized by 
the using of computers and Internet, have been widely use in school education. People 
attitudes towards this phenomenon diversified from complete support to resolute 
opposition. Experts study the new educational technology by doing lots of 
experiments and researches of its utilization in teaching practice. Many of the 
experiments proved that in the traditional system of teaching, the new technology of 
education didn’t bring revolutionary influence. As emphasized by Bagley, “Only 
when closely combined with the reform of schools and complete change of teaching 
process, can the new technology have ideal effect.” Priscilla Norton also believed, 
“Offering computer to the teachers and students does not necessarily result in a much 
better effect in the teaching process. When using the new teaching technology, its 
influence on the different factors which forming the whole teaching and learning 
process must be taken into consideration.” 

According to a survey done by Japan’s Education Labor Union, private computers 
are very popular in both urban and rural elementary schools. Even in one of the 
primary schools surveyed in the remote mountain area, only one of the twenty 
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students in a class does not have private computer in his family. Parents buy 
computers for their children for the purpose of “creating” a companion for their 
children besides the aim of enabling the children to learn the operation of computers. 
This “companion” not only helps the children study, but also brings them lots of 
entertainments. The kids sit in front of the computers, pressing buttons, playing 
games, listening to sons…for many hours, and seem never be tired. Undoubtedly, this 
benefits the children in their learning. However, it causes some negative effects also. 
It’s reported that more than half the students surveyed have shown some negative 
tendencies brought by computers. For example, some of them have bad eye-sight, 
some are easily enraged, some are very anxious, and some are emotionally far away 
from parents and teachers because they mainly make friends through the Internet. 
More seriously, some kids become very selfish and difficult to communicate with. 

In addition, because of the dependence on computers, the students’ show an 
apparent decline in their capabilities of dealing with mathematic symbols and words 
used in verbal language, only having some improvement in the emotional and modal 
reaction to the visual images. They are used to the attractive learning material 
displayed by computers, and gradually becoming bored at the issues and phenomena 
in real life. The reason is that the learning materials in computer have effectively 
combined the inner structure and external forms, yet in reality, things don’t often have 
lively appearance. As a result, the learners feel it difficult to accept the normal 
educational contexts and patterns. 

The similar situation also holds true for television, another frequently used learning 
media. Television, as a popular form of media, not only has educational power, but 
also brings people various entertainments. Some people even think that television is 
mainly for entertainments. As a form of media, the functions of television are difficult 
to define. Whether it is mainly for education or for entertainments depends on the 
users’ differentiated understanding. 

For most children, watching TV is mainly a way of entertaining themselves. They 
spend large amount of time in front of televisions. A survey, made by N. Postmain, an 
expert in television and a professor in media in New York University, showed that 
American children, from six to eighteen years old, spend the average of 15,000 to 
16,000 hours watching TV, while they spend less than 13,000 hours studying their 
lessons. It’s definitely true that no matter for studying or for entertaining, watching 
TV has become the “primary course” for American students. Professor Postmain 
believes that there are two devastating consequences caused by spending so much 
time watching TV: Firstly, when watching TV, the students focus their attention and 
have positive attitude and become emotionally excited, however, they get no practice 
in their abstract thinking. By and by, their capabilities of language, abstract thinking 
and dealing with abstract symbols in mathematics will inevitably decline. It’s reported 
that some pupils in primary schools have a lot of difficulties in reading simple articles 
and doing some basic calculations. Moreover, TV programs have formed a peculiar 
cultural atmosphere, in which the differences of adults and children are totally 
neglected, for they have equal access to the same programs and information. This so-
called “spiritual civilization” is almost a disaster for the children, for it deprives them 
of their childhood. 

The negative influence of modern educational technology can be illustrated as the 
following: 
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Politically, the most powerful countries or companies mastering the core 
technology have deciding influence on culture and politics. The cultural industries 
and products, monopolized by few countries, spread their own values and attitudes to 
the whole world, putting some developing countries at a loss.  

Socially, the ability to acquire and process information becomes more and more 
important, and it has become one of the deciding factors for a person’s employment 
and integrating harmoniously with the society. Therefore, different levels of 
mastering the technology may bring imbalance of the social groups, and deepen the 
gaps of them.  

In educational activities, the new technology has shown much deficiency. In moral 
education, because of the lack of face-to-face communication, the teachers’ model 
behavior and influence as examples may be greatly weakened. In terms of the social 
intercourse, the students who are indulged in playing computers lack chances to 
communicate with the other people, hence hindering the improvement of their 
personality and the development of their individuality. And also, when the students 
spend a lot of time sitting in front of the computers, their physical and mental health 
will inevitably be harmed. For example, many may be near-sighted and ache in necks. 
Those who often surf Internet may be influenced by some false even harmful 
information for there is no effective way to prevent this kind of information from 
occurring online. Though many people may think that computers help a lot in the 
students’ learning knowledge and widen their horizons greatly, the basic knowledge 
and skills should be taught by teachers, and the fact is that teachers can do much 
better in this factor than computers. In addition, the effect of computer learning is 
largely decided by the quality of the teaching software. Though there has been rapid 
development of all sorts of soft wares, whether these soft wares and Internet sources 
of learning are good for learning or not is still a question without a definite answer, 
and people have a long way to go to find the ideal way to make use of the computer 
aided instructions (CAI) and sources online.   

4  There Are Many Difficulties in Popularizing the New Education 
Technology 

The popularization of the new teaching and learning technology will be restricted by 
many elements. They can be listed as follows: 

4.1   Limitation Comes from People’s Concept 

The fact is that people’s so-called understanding of the new technology only stays on 
the surface. It has been clearly shown that the new technology can improve the 
students’ interest in learning and can greatly enlarge the range of spreading 
knowledge. However, few people can see the potential meaning of utilizing the 
modern technology in teaching and learning, such as its influence on the development 
even revolution in the education concept. What’s more, many people don’t think it 
possible to combine the new technology and education theories effectively. The 
reason is that they think the new technology mainly involves machinery and 
equipment, while education theories are much more “human” and emotional, and the 
two opposites almost have polar difference. 



 An Analysis on Modern Technology Applied to Education 51 

4.2   There Exists the Economic Limitation 

The popularization and effective utilization of the new education technology require 
comparatively good material conditions. In many schools in the developing countries, 
the basic teaching facilities may not be guaranteed, let alone the modern equipments 
for the new teaching and learning technology. Some schools have experimental 
classes and try to use the new technology, but since the students in these classes must 
have private computers at home to finish some after-class activities, the proportion of 
the students in the experimental classes is usually very small. Thus, only a small part 
of students can have access to the new teaching and learning technology. 

4.3  The Quality of Teachers May Also Bring Some Trouble in Popularizing the 
Modern Teaching Technology 

Though most teachers have the basic skills to operate computers and use the teaching 
soft wares in teaching, many of them lack and special training and have difficulty 
making best use of the modern technology in teaching and guiding the students in 
their learning. Only when most teachers have the ability to operate computers 
skillfully and can develop teaching soft wares according to their own teaching 
purposes, can the modern education technology show its best and greatest effect in 
education.  

Some experts point that, the new technology can enable those educating and 
educated to improve the efficiency of their work and better accomplish their tasks of 
teaching and learning, however, the new technology can never replace the activities of 
“human” in the realm of education. In another word, the modern technology can only 
be a supplementary way in education and a good tool for all educators. The right 
attitude towards the modern technology in education is to combine it with the reforms 
of the schools and to make the best use of it in teaching and learning. When using the 
technology in classroom teaching, teachers should think more about the determination 
of teaching and learning aims, the management of teaching and learning process, the 
assessment of teaching and learning effects, and so on.  

5   Modern Technology Can Never Replace School Education 

American educator Bagley believes, “In this information age, reforms in all fields 
may have been influenced more or less by modern technology. When carrying out the 
reform of educational system, the utilization of modern education technology must be 
combined with the reforms of schools and teaching.” It’s true that the reform of 
education can have the best result when all aspects are taken into consideration.  

It must be admitted that some serious problems exist in education: fossilization, 
monopolization and closeness. As a result, new context, disciplines and methods must 
be taken in to better the educational system. We cannot deny the achievements of the 
school education and ignore the problems existing in this field. A feasible way of 
improving the whole education system is to make better use of school education. In 
the near future, most students can enjoy both school education and home-learning 
aided by computerized technology. Self-education will be an important factor in one’s 
learning process and contribute a lot in their acquirement of knowledge and skills.  
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Through all the factors discussed above, the conclusion can be drawn: Modern 
technology brings great changes in education; however, many problems still hinder its 
effectiveness and popularization. Only when the technology is combined 
harmoniously with the reforms of education concept and system, can it function well. 
In addition, school education will never be replaced completely by modern teaching 
technology. Its function in the whole educational system will surely be improved by 
the new way of education brought by modern technology.  
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Abstract. Multimedia Assisted Instruction (MAI) has great functions because 
of the powerful functions of the multimedia. Recently, MAI is widely used in 
the classroom teaching, especially in English classroom teaching in colleges 
and universities in China. However, in the application of the MAI, there exist 
some problems. This paper makes a survey to investigate the situation of the 
application of MAI in English classroom in colleges and universities.  

Keywords: multimedia, modern technology, college English teaching. 

1  Introduction 

The twenty-first century is the era of information and network. Progress in science 
and technology changes people’s lifestyle. The development of modern educational 
technology provides convenient conditions for all-round development of the students. 
Multimedia used in the teaching process is a good way to support teaching. 
Multimedia technology has been widely used by English teachers. This changes the 
traditional means and methods of English teaching. English classes are brought into a 
new realm. There are many advantages when multimedia technology is used in 
English teaching.  

2  Multimedia Is Modern Technology 

Multimedia technology refers to the technology composing text, graphics, sound, 
animation, video and other information with the media by computer processing to 
render the knowledge and information. It offers a variety of means in teaching and 
learning, so that students in class can get plenty of training in listening, speaking, 
reading and writing.  

2.1  Audio-Visual Recording Media Shows Students the Correct Pronunciation 
and Intonation  

Students hear the standard pronunciation from native English-speaking countries; 
together with high-density of spoken language training, students can independently 
correct errors in their pronunciation, and lay a good foundation of speech.  

2.2  Audio-Visual Effects Makes Heuristic Introduction of New Courses 

The aim of teaching is to introduce a new course, drawing the students’ attention to the 
new knowledge, and establishing substantive contact with the previous knowledge. In 
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the conventional teaching, it is not easy to realize. Multimedia provides colorful, clear 
images on the screen, allowing students to quickly focus on learning objects.  

2.3  Multi-media Create Scenarios, Presenting the Important and Difficult 
Points Vividly 

In the traditional teaching process, teachers take lots of wall charts and write a lot on 
the blackboards, which make them exhausted. Multimedia can use animation, 
graphics and image conversion features to reveal the rich content, to help students 
understand the nature of things in depth. With the help of multimedia, teaching points 
can be conveyed smoothly. For the complicated and difficult text, the use of 
multimedia technology, coupled with intuitive image of the sound and picture, the 
students can have profound impression.  

2.4  Multimedia Increases Density of Teaching and Improves the Learning 
Efficiency 

Multimedia-aided teaching can cover large amount of information, greatly improving 
the efficiency of teaching. Graphic is not language, but more lively, more concrete 
than language. Students in the classroom do high-quality practice in listening, 
speaking, reading and writing, whose basic skills are developed efficiently. 
Multimedia uses sound, shape, and vivid images to make the students understand, 
digest, and finally absorb the learning content.  

3  Multimedia Technology in Teaching Effectively Improves the 
Students’ Practical Use of English 

In the twenty-first century, the education pays special attention to developing people's 
overall quality. Every teacher is facing new challenges. How to make full use of 
multimedia technology in English teaching and to enable the students to acquire 
various abilities is a problem that every English teacher should think over. Computer 
aided instruction (CAI) show advantages in English teaching. 

3.1  It Stimulates Students’ Interest in Learning So That They Actively 
Participate in Classroom Activities 

Interest plays a vital role in learning. It helps the learners overcome the inherent 
psychological difficulties. The more interested they are in a course, the more time and 
energy they will invest in learning it. Multimedia technology, by showing real life, 
choosing proper examples, illustrations, fully mobilizes the students’ senses, and 
further expands their thinking, so that students can be actively involved in the content.  

3.2  It Fosters the Students’ Ability in Innovation and Creation 

In the traditional teaching, some teaching materials can not be displayed to the 
students. The use of multimedia caters to the student's cognitive and physiological 
characteristics, providing students with an adjustable environment of hearing, 
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speaking, reading, writing and doing, stimulating their learning motivation, so that 
their imagination, creativity can be developed effectively.  

3.3  It Brings Timely Feedback, Inspiring and Encouraging Students to 
Discover Rules and Knowledge, Improving Their Self-learning Ability 

The involvement of CAI provides a variety of choice, providing the results of study, 
feedback of information, and proper selection of learning methods for students. There 
are many soft wares for students to choose according to their own pace and interest, 
by which, students can always detect a problem with their timely correction of errors, 
and their ability of finding rules and knowledge will be developed gradually.  

The advantages of multimedia in English teaching are undeniable. But in the actual 
teaching process, if it is not applied reasonably, some undesirable consequences may 
occur.  

4  Some Problems Have Appeared in Current Multimedia 
Teaching 

4.1  Teachers Are Not Good Enough at Utilizing Multimedia Technology, and 
Courseware Is Unsatisfactory 

Although most English teachers get training in the use of computer-based training, 
many still feel it difficult to make out satisfactory teaching courseware. Some teachers 
download some teaching PPT from the Internet, and then apply them to classroom 
teaching without modification. However, downloaded courseware is difficult to 
achieve the desired effect in teaching. Some course wares pursue beautiful pictures, 
appealing music and stunning video, so the students are distracted by too many fancy 
things. Some English teachers just move the contents from the blackboard to the 
screen, simply combining the audio and video and slide, and thus greatly reduced the 
advantages of multimedia teaching.  

4.2  Multimedia Occupies the Dominant Position of Teachers and Hinders Their 
Personal Development 

The term “multimedia English teaching” suggests that multimedia is a tool to help 
teachers complete the task of English teaching, that the teacher still plays the 
dominant role at class. However, in the implementation process, an English class is 
often made a class to display multimedia courseware; teachers function as a 
"projectionist" and "narrator". Teaching is a complex process of human thoughts, and 
teachers should reasonably adjust their teaching methods to accumulate a wealth of 
teaching experience, improving their teaching.  

4.3  Multimedia Reduced the Students’ Enthusiasm of Participation in the 
Classroom, Splitting the Teacher-Student Interaction 

Many colleges and universities adopt large class teaching, and teaching contents are 
rich, time is limited, so some teachers take the advantage of the multimedia, using a 
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brief pause in showing the slides, demonstrating the content quickly, ignoring whether 
the students have taken in the information or not. Some students hardly have time to 
understand and take notes. In order to keep up with the teacher, the students have to 
concentrate on the screen, passively following the slide, and there is no time to think. 
That not only greatly reduces the initiative and enthusiasm, hindering students’ ability 
of innovation and development of thinking, but also split the interactive relationship 
between teachers and students.  

5  Some Countermeasures Have Been Worked Out as Follows 

5.1  Improve the Quality of Teachers; Promote Rational Use of Multimedia 
Technology 

Teachers’ awareness and operating skills of multimedia technology bring direct 
impact on the production of courseware and implementation of multimedia teaching. 
Teachers should continue to learn, reflect, and improve the skills in using modern 
educational technology, constantly improving teaching means and methods to 
optimize classroom teaching, and actively exploring new ways of CAI, making the 
technology a good helper for English teaching. In addition, schools should offer 
opportunities for the teachers to study multimedia operation, creating conditions to 
encourage teachers to observe and learn through short-term training.  

5.2  Teachers Demonstrate Their Leading Roles and Explore Modern Teaching 
Methods 

In English class, the teacher plays the leading role that the computer can not replace. 
Teaching content, teaching methods, classroom activities are designed and 
implemented by the teachers; more importantly, interaction between teachers and 
students is the most direct and most effective teaching and learning methods. 
Teachers convey information to students through posture, facial expressions, eye 
contact, tone and intonation. These can not be realized by computers. Therefore, in 
the teaching process, on the one hand, teachers should improve all-round quality, 
continuing to explore innovative teaching model; on the other hand, the "people" and 
"machine" function together.  

5.3  Focus on Students’ Position to Promote Effective Interaction between 
Teachers and Students 

Students are the ones who are learning the subject, so, no matter how good the 
teachers are, there is no substitute for students’ learning. Teachers should respect the 
subjectivity and initiative of students, recognizing the leading role of teachers and  
the main role of students in the process, guiding students to actively participate in the 
learning process. Therefore, the teachers should organize the teaching content and 
classroom activities according to the students’ specific conditions, taking advantage 
of multimedia, so that students may actively participate in classroom activities.  

In short, multimedia technology in English teaching reform has been a hot topic. 
It significantly enhanced the effect of teaching, effectively presenting the important 
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and difficult points in the teaching content. But the media is only a supplementary 
teaching tool, not a substitute for teachers. Only the rational selection and use of 
modern teaching media, together with its organic combination with traditional 
teaching methods can contribute to a reasonable mode of teaching, and achieve the 
most optimal teaching.  
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Abstract. Today's education is guided by the concept of quality education, but 
the concept of quality education in sports has not been formed. In fact, the 
quality education of the national sports can promote national stability, economic 
prosperity and social progress. However, the quality of China's National Sports 
is not satisfactory. This article focuses on how to promote people’s quality by 
bettering physical education.  
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1   Introduction 

In the 21st century, China’s economy, technology and civilization have been improved; 
the overall quality of people has also been improved and strengthened. However, the 
quality of national sports is lagging far behind in comparison with developed countries. 
There are many problems: people do not exercise, lack awareness and guidance of 
exercise; there are few large-scale sports industry and brokers. 

The concept of physical quality has been elaborated by the famous scholars Gong 
Zhengwei and Lai Tiande. The meaning of physical quality refines the study of sports, 
providing a theoretical basis for understanding and thinking. 

Unlike quality of the physical education, general physical fitness is the ability of 
human activities, which includes the motion, strength, speed, stamina, agility and 
flexibility and other functional capabilities of the body. The physical quality is the 
integrated system of a person's capability in sports, awareness of fitness and good 
exercise habits, knowledge on sports and sports shows, sports management 
capabilities. It is a person's overall acknowledgement and implement of sports.  

2   Problems of Chinese People’s Physical Quality 

2.1   Sports Skills Are Poor 

In the physical quality, technical ability is a major external factor in sports. In general, 
the better one masters the skills, the better body quality he will have, and the more 
comprehensive technical movements he will do. Therefore, he will have a sense of 
pride and accomplishment, which inspires him to participate in sports more 
frequently. Instead, a person who doesn’t master the skills cannot be happy and 
satisfied, and can hardly experience the fun of sports.  
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2.2   Awareness of Sports Mainly Includes 

People should improve learning ability and to master sports skills, to organize and to 
participate in sports activities, to develop and to operate sports industries. Social 
development shows that the right concept of sports is the core of the development of 
physical quality. Only when the national sports consciousness is increased, can 
people's physical quality be strengthened. In the current physical education, the 
concept of sports quality is seldom mentioned in textbooks.  

2.3   Sports Expertise and the Relevant Knowledge Are Not Enough 

Now, knowledge of sports has developed from sports activities, exercise physiology, 
biochemical, to exercise care, management. What’s more, a three-dimensional 
structure of biological, psychological and social sports knowledge has been formed. 
But most people still lack the basic sports knowledge. For example, college students 
don’t know how to deal with closed soft tissue injury which often appears at P.E. 
class.  

2.4   The Cultural and Technological Content of Physical Education Is Not High 

Physical culture is one of the indispensable qualities, but physical education involves 
little content about culture. In physical education, there is not much technological 
content. For example, different students have different physical features, yet most 
teachers only use subjective feelings to judge each student's situation.  

2.5   The Developers of the Sports Industry Do Not Have High Quality at Sports 

Sports industry developers should have both the wisdom and high quality at sports, 
and this can maintain the continuous improvement of the sports industry. Therefore, 
improving the quality the sports developers is a deciding factor to improve sports 
industry. Meanwhile, we should learn more advanced foreign experience in the sports 
industry to identify a suitable system for China's sports industry development.  

2.6   Most People Lack Ability of Appreciating Sports 

A person’s sports quality involves many factors. If one is not good at doing sports, he 
can enjoy participating in or appreciating sports. If interested in watching the games 
or sports, one will also enjoy a lot of fun. One can experience emotions such as the 
pain, frustration, excitement, and so on when participating or appreciating sports. But 
today, many people don’t take or watch any sports at all; some watch the game only 
to vent their anger.  

3   Cause of the Problem 

3.1   In School Education 

1) There is no systematic Physical Education in schools 

There are many problems in the setup of the P.E. course. As a course in 
curriculum, P.E class should have the teaching content which is from the simple to the 
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complex, from the easy to the difficult. The current situation is that physical education 
is often repeated. For example, in primary schools, it is not necessary for students to 
study and master the technology. It’s the period to develop the main physical qualities 
of students such as sensitivity and coordination, and to develop their exercise habits, 
so they can be happy when doing sports. Junior middle-schools should focus on 
developing the students’ basic physical fitness and basic technology. Comprehensive 
technical teaching can be done in high schools and in universities.  

2) Physical education is not taken seriously 
School is the main place of Physical Education, where a person can have a variety 

of physical quality. Physical Education is one of the longest courses at school in one’s 
lifetime. Schools should have systematic quality education of sports for students. 
From the present situation of education in China, although more importance is 
attached to students’ performance in sports, the overall view of physical education is 
still at a disadvantageous stage. Many school leaders and teachers, including parents 
(especially in high school), don’t have enough awareness of the importance of P.E. 
Students make little use of P.E. textbooks: I have surveyed more than 600 high school 
sophomores. Among them, only 10% had ever read books of sports, most students did 
not read their P.E. textbook, even some of them didn’t know they got P.E textbooks. 
Most students are passive in doing sports and lack proactive sports consciousness. 

Currently, several serious problems exist in school physical education: one is that 
the goal of physical education is unreasonable, too much emphasis being put on 
technical education and too little on cultivating interests. The second is the teaching 
content is old and materials are not fundamentally improved. Third, the evaluation of 
physical education is not proper. Teachers focus only on the form, while the physical 
and mental pleasure, which can reduce stress and develop intelligence, may be lost. 
Fourth, sports economy, consumption, and sports industry haven’t been adopted as 
the teaching materials in schools.  

3.2   Seen from the Social Environment 

Social environment doesn’t provide proper understanding and favorable support for 
the physical quality education. Since the National Fitness Program was issued and 
implemented, awareness of health and participation in sports increased and people 
enjoy watching the games. But some problems still exist: 

1) Bias in understanding sports interferes with fostering physical quality. Among the 
many qualities of people, cultural quality tends to be attached more importance, while 
the other qualities tend to be ignored. The physical quality is not taken seriously.  

2) Lack of places to exercise is another important factor. In our country, the 
facilities still can not meet the needs of people involved in physical exercise. With the 
urbanization process in recent years, green space and trees increasingly are replaced 
by "concrete jungle", forcing people to pay for exercise indoors. But with the 
improvement of the community sports, this problem is expected to be resolved.  

3) Pace of sports socialization process is slow. Physical exercise does not form a 
climate. Serious differences exist between urban and rural areas. Sports socialization 
is linked with the economic development. In the vast rural areas, due to the lack of 
awareness and some economic reasons, people rarely do exercise and they need to 
vigorously promote the implementation of Physical Education.  
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4   Solution  

4.1   Innovate School Education 

1) The schools should attach importance to the quality education of sports, 
improving ideological and moral quality of training, cultivating the psychological 
maturity and developing the intellectual abilities of students, so that all-round quality 
improvement and development can be realized.  

2) Reform the physical education curriculum, forming a complete system of 
physical education from primary schools to universities, from the easy tasks to the 
difficult, from the simple to the complex, so that the course has a vertical linkage. 
Specify stages of the teaching tasks, choosing appropriate teaching content and 
teaching methods. Break the traditional technology teaching style in primary schools 
and junior middle-schools, trying to make students interested in improving the 
physical fitness.  

3) Increase the technological content of physical education. The 21st century is the 
era when people believe in science. The facts speak for themselves. Using science to 
guide physical education is a major principle in the new century.  

4) School leaders and physical education teachers should pay attention to physical 
education for all students, putting the teaching, training and scientific research on the 
same position.  Physical education teachers must value their work and be physically 
fit and strong, civilized in behavior, rich in wisdom.  

5) Schools should create a good atmosphere, encouraging the students to 
participate in sports activities and competitions on a regular basis. For excellent 
performance, schools should treat the participants in sports the same as treating 
outstanding students in intellectual performance, giving them recognition and reward.  

6) The school should absorb some of the non-sports events as a teaching content, 
such as folk games for the region to not only develop the physical fitness of students, 
but also a combination of local features. The form of some events an also be changed 
to be more suitable for students.  

4.2   Seen from the Social Environment 

1) Try to create a good atmosphere, so that the physical exercise may become an 
important part of life. Sports promote health; health is the basic guarantee of life and 
work. Only when understanding this truth, the whole community can have a good 
public opinion, and people may have sense of physical training.  

2) Increase investment in construction and facilities, protecting of our country's 
economy by people’s physical fitness. Investment in the construction of sports venues 
can not be measured by the economic value. If not for sports and exercise, human life 
span will be shortened; physical condition will decline, thereby causing negative 
effects to the entire social and economic development.  

3) Use extensive publicity to praise prominent figures in sports activities, teaching 
people good ways of physical exercise, telling people the importance of good health 
conditions. Individuals achieving a lot in sports industries must also be praised, so 
that people know about the sports industry, thus increasing people's confidence in 
investment and consumption. 
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In short, the concept of Physical Education, more in line with the concept of the 
new century demands of sports. Quality education of sports is not only a goal for 
schools; it is the goal of the whole society. If people's understanding of sports is as 
deep as people’s understanding of culture, then the quality of sport in our country will 
be greatly improved. Consequently, it will accelerate the pace of China's socialist 
construction and economic development.  
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1  The Ancient Library  

According to research, the word “library” originated in Latin, Libraria, with the 
meaning of "place storing books". So, the ancient libraries and libraries of today are 
essentially different.  

1.1  The Foreign Ancient Library  

Early libraries appear in Babylon, Greece, Rome, Egypt and other countries. In fact, 
these ancient Libraries were dominated by the state. According to archaeological 
discoveries, the world's first library was that of the kingdom of Babylon, which 
appeared in the 10th century BC, followed by Nineveh Palace Library of 7th century 
BC, in the Assyrian empire and the Library in the Kingdom of the 6th century BC 
Greek city of Athens. The most noteworthy is Alexandria Library (now Alexandria), 
which was built in the 4th century BC. King Ptolemy I had a dream: to convert the 
entire world's literature and to write down all the things worth remembering. 
Ptolemaic dynasty took a very big effort to recruit the famous scholars to work for the 
library, to take all means to collect books, expand collections, hoping to achieve this 
goal. Indeed, the Alexandria Library was truly the center of the era of Greek literature 
and, in up to 200 years, playing a unique role in Greek culture. After Roman Empire 
conquered Greece, all books were moved to Rome, and in the 2nd century BC, a new 
library was established in Rome. In addition, in the early Middle Ages, religious rules 
hanging over the West, many monastic libraries appeared in this period. During 11th 
to 13th century AD, with the rise of universities, university libraries also developed 
quickly. Therefore, the National Library, the monastery and university libraries 
together constituted the foreign Ancient Library.  

1.2   Ancient Library in China  

Before the term “library” was introduced into China, "places storing books" were 
referred to as the "building storing books." According to historical records, our 
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official collection was formed in the Western Zhou Dynasty to the Warring States 
period; the Zhou Dynasty had a collection agency called "storage room." According 
to "Historical Records", Laos had been in charge of this agency and can be regarded 
as the earliest chief of the National Library.  

The colorful Chinese characters led to the fact that a variety of names for 
“libraries” appeared. For example, there was “Gu fu（府）” in the Western Zhou 
Dynasty, " Epang gong（宫）", such in Qin Dynasty, “Tianlu ge（阁）” in Han 
Dynasty, “Guanwen dian（殿）” in Sui Dynasty, “Chongwen yuan（院）” in Song 
Dynasty, “Dansheng tang（堂）” in Ming Dynasty, "Buzu zhai（斋）”, “Tieqin 
tongjian lou（楼）” in Qing Dynasty, and so on.  

Collection of Books in Ancient China consists of four branches: 

1) Official collections: In China, in the Yin Period of the 13th century BC, the 
royal family have a place to collect books, which can be seen as the origin of library 
in China. It also showed that he beginning of book collection was state-run business.  

2) Private Collections: The rise of private collections appeared in the Warring 
States  

Period to the Han Dynasty, for the reason that the government attached importance 
to the academic culture, emphasized education, tried efforts to promote private 
libraries, and so on.  

3) College collections: Starting from the Song Dynasty, College library became 
more popular, among which there were the famous "Bailudong Academy”, "Yuelu 
Academy", "Yingtian Academy” and “Songyang Academy”. These are called “the 
four Academies in Song Dynasty”, having a large number of books.  

4) Temple collections: Taoism began in China and generated a lot of Taoist books, 
which resulted in the collection of “Taoist books”. Buddhism is a foreign religion. 
With the introduction of Buddhist scriptures, the books were gradually spread to more 
people, composing another important branch of Temple Books. It can be said that 
temple library is the product of religious culture.  

No doubt, the form and functions of the ancient libraries had a profound social 
background. Ancient Libraries focused on collection and preservation of books. The 
name “Building Storing Books” showed that these places were built mainly for the 
collection of literature, and because there was very few or even only one copy, these 
books were seldom seen outside the ancient libraries.  

2   The Recent Epoch Library—The Modern Library   

The occurrence of recent Epoch Library is accompanied by the formation of the 
capitalist system, evolved from the ancient library.  

The industrial revolution in the 18th century resulted in the sprouting of capitalism 
in the West, creating new conditions for the development of libraries. Production 
requires large machines operated by knowledgeable workers in the premise of process 
control technology. Therefore, the bourgeois government not only has to promote 
school education, but to set up new libraries for an open society, to improve the 
workers’ scientific and cultural knowledge. In this case, some libraries in European 
countries were separated from the palaces and the churches, becoming the Modern 
Library for the open society.  
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China's modern library is a product of Western ideology and culture. After the 
Opium War in 1840, shocked by the Western capitalist culture, feudal culture 
declined greatly, and there was the increasing trend of learning Western culture and 
science. In this context, the feudal library building was no longer meeting the needs of 
social development. With the introduction of Western models of modern library, the 
old buildings storing books gradually disintegrated. Xu Shulan, in 1902, imitated 
western modern library to build up a new library, the Guyue Book-storing Building, 
with his private efforts. Although the name was in the old term, it is truly a new 
library—to make articles of association, public borrowing, with the prototype of the 
modern library. At the same time, a group of government-run new libraries were built 
and completed in 1904, such as Library of Hunan Province, Library of Hubei 
Province (China's first collection unit using the name "library"), Library of Fujian 
Province, and so on. In 1910, the Qing government issued" Charter of libraries in 
capital city and provinces" and announced the establishment of Imperial Library (now 
National Library), which was completed and opened in 1912. Then the provinces set 
up public libraries on after another. From the Revolution to the Sino-Japanese War, 
the transition from the ancient libraries to the modern libraries was completed, and it 
is the most important revolution in the history of China’s literature. The most 
essential difference between the ancient and modern libraries books lies in whether 
they are open to public. Modern libraries attach importance to both collection and 
application. Therefore, the Modern Library is more than just a place to store books, it 
is a place to spread knowledge culture, is a social organization.  

3  The Contemporary Library  

After World War II, the new information technology brought the library into the 
modern period of development. The difference between modern Library and the 
traditional library lies in the management philosophy—to be the service center or to 
be the center of storing books. Modern Library owns service-oriented operation 
mechanism, and its business activated with of every aspect of services for the readers. 
Books in the library system and services are often based on social needs, the needs of 
the readers. Characteristics of the Contemporary Library are as follows:  

Focus of work: transferring from books to people—readers.  
Business focus: from the second line to the first line, which is a major adjustment 

of business structure, through the application of new technology and business 
outsourcing, etc., to reduce the cost of information processing, paying more attention 
to the service focused on the first line.  

Service focus: from general services to consulting services, librarians should 
become consultants, librarians should be a knowledge navigator.  

Collection: from a focus on "ownership" to focus on "access", online networks, 
interlibrary loan, document delivery and other means to make the library resource 
shared, greatly increasing service capacity.  

Services: extending to the community and family. The modern library is becoming 
an integral part of community culture, being family teachers.  

In addition, the library is a center of life-long education and entertainment center, 
and the center of information dissemination and exchange. Therefore, the modern 
library’s characteristic as a social and cultural system becomes more significant.  
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4  Definition of Library  

What is a library? The question seems very simple, and some people even blurt out: 
"Library is the place to borrow books."  

This answer is not the scientific definition of a library, because it did not explain 
the nature of the Library. To accurately and scientifically answer this question, we 
must point out the core of the definition of the meaning and to find the real nature of a 
library—a comprehensive system of the quality of a library, creating the proper 
concept of it. The scientific definitions of library, due to the different angles, are 
expressed in different words. 

So far, domestic and foreign scholars and experts of libraries gave different 
definitions for libraries, as the following:  

France's "Great Larousse Encyclopedia" defines: the task of the library is to 
preserve the human mind information written in different words, expressed in various 
ways, ... ... library collects books and materials of various categories, organized 
according to certain methods. These data can be used for study, research or serve as 
general information.  

"Soviet Encyclopedia" defines: The library is the subsidiary organs in the form of 
cultural organization of social education through publications and science. Library is 
engaged in the systematic collection, preservation, and promotion of publications as 
well as lending them to the readers; meanwhile, it carries out the task of book and 
information processing.  

"British encyclopedia" defines: Library is a facility of collecting books for people’s 
reading, studies or reference.  

"American Encyclopedia” defines: Since its appearance, the library has gone 
through many centuries, carrying three main functions: to collect, to preserve and to 
provide information. The library is an important tool for the books and their 
predecessors to implement their inherent potentials. 

In Japan, “Dictionary of Library Terms” defines: Library is a public service 
organization to collect, organize, preserve all books and other materials and 
information, and to provide them in accordance with the requirements of users.  
In China, since 1930s, scholars have been exploring what libraries are.  

Mr. Liu Guojun thought that the library was to collect all records of human 
thoughts and activities, using the most scientific and most economical way to save 
them, organize them so that all people in society can make use of them.  

Mr. Huang Zongzhong pointed out in his "Introduction to Library Science” that a 
library is to collect, process, sort, store, select, control, transform and deliver all the 
documents containing information, knowledge, and scientific literature as the content, 
providing readers with a  information system. In short, the library is the center of 
storing and transferring information.  

Mr. Wu Weici pointed out in his “Introduction to the Library” that the library is the 
cultural and educational institution that can collect, collate, store books and 
information, serving a certain kind of economic society.  

"Library Encyclopedia" defined library in this way: the library is a scientific, 
cultural, educational institution to collect, collate and save the document information, 
providing benefits to the readers.  
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Despite divergent views on the definition of the library, these explanations include 
two things in common: First, the library is a place of collection of books and 
materials; Second, the collection of books and reference materials are for people to 
use.  

To sum up, the question “what is a Library” can be replied in this way: Library is 
the cultural and educational institution to collect, organize, store and use literature 
information, thus to serve the politics and economy of a society. This explanation has 
three meanings: the library is a scientific, educational and cultural institution; Library 
is the institution to collect, collate, store and utilize the documents and literature; 
Library is for the community's political, economic services. 
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Abstract. We consider the video image detector systems using tracking 
techniques which can be handling of the all kind of problems in the real world, 
such as shadow, occlusion, and vehicle detection by nighttime. Also we have 
derived the traffic information, volume count, speed, and occupancy time, 
under kaleidoscopic environments. In this system we propose a shadow cast 
algorithm and this system was tested under typical outdoor field environments 
at a test site. We evaluated the performance of traffic information, volume 
counts, speed, and occupancy time, with 4 lanes in which 2 lanes are upstream 
and the rests are downstream. And the performance of our video-based image 
detector system is qualified by comparing with laser detector installed on 
testing place. And we propose an accident detection monitoring system through 
this tracking trace. 

Keywords: vehicle detector systems, mean square error, accident detection 
system. 

1   Introduction 

Vision-based traffic monitoring systems are widely used in intelligent transportation 
system. The goal of a traffic monitoring system is to extract traffic information, such 
as the vehicle volume count, traffic events, and traffic flow, which plays an important 
role for traffic analysis and traffic management [1]. Because video-based image 
detector systems are more efficient than other systems such as the loop detector, 
spatial traffic information based on video image can be more useful than spot 
information at a single point. In fact, by averaging trajectories over space and time, 
the traditional traffic parameters are more stable than corresponding measurements 
from point detectors, which can only be averaged over time. Additional information 
from the vehicle trajectories could lead to improved incident detection, both by 
detecting stopped vehicles within the camera's field of view and by identifying lane 
change maneuvers and acceleration/deceleration patterns that are indicative of 
incidents beyond the camera's field of view [2, 3].  

The occlusions have taken place when multiple vehicles are regarded as one 
vehicle because of overlapping of objects from the viewpoint of camera. In the 
explicit occlusion, multiple vehicles that enter a scene separately merge into a moving 
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object region in the scene. And the other case, implicit occlusion, multiple vehicles 
enter the scene of being overlapped with each other from beginning. The explicit 
occlusion can be detected easier than implicit occlusion because of identifying 
individual vehicles before occlusion. In implicit occlusion case, we cannot obtain 
information of individual vehicles in the occluded region beforehand. 

The existence of the cast shadow in the moving object degrades extraction 
accuracy. For example, one solution to identify the vehicle segmentation is based on 
model matching, however this is a difficult task by itself, and it may not always work 
property. 

This may misclassify shadows as foreground objects, which can cause various 
unwanted behavior such as object shape distortion and merging, affecting surveillance 
capability like target counting and identification [4]. The lighting condition changes 
by the weather, light sources, and other factors such as daytime and nighttime. It is 
difficult to solve the all kinds of situations with a single approach. The vehicle 
segmentation at nighttime is a complicated issue due to the lack of valuable visual 
information. Especially disturbances caused by headlights and their corresponding 
reflections into road have been badly affected vehicle detection.  

Generally, image processing and object tracking techniques have been mostly 
applied to traffic video analysis to address queue detection, vehicle classification, and 
volume counting [5, 6]. Model-based tracking is highly accurate for a small number 
of vehicles [7]. The most serious weakness of this approach, however, is its reliance 
on detailed geometric object models. It is unrealistic to expect it to have detailed 
models for all vehicles on the roadway. In region-based tracking, the process is 
typically initialized with the background subtraction technique. In this approach, the 
VIPS identifies a connected region in the image, a ‘blob’ associated with each 
vehicle, and then tracks it over time using a cross-correlation measure.  The Kalman-
filter-based adaptive background model allows the background estimate to evolve as 
the weather and time of day affect the lighting conditions. If a separate contour could 
be initialized for each vehicle, then each one could be tracked even in the presence of 
partial occlusion [2, 8].  

Objects in the world exhibit complex intersections. When captured in a video 
sequence, some intersections manifest themselves as occlusions. A visual tracking 
must be able to track objects which are partially or even fully occluded [9]. 

Occlusions are classified as track occlusions due to other moving objects, 
background object occlusions due to fixed objects, and apparent or false occlusions 
due to sudden shape changes [10]. 

The mainly adaptive field of occlusion is tracking people in public places, such as 
airport, subway station, bank, and park. The most cited paper [11] for occlusion is a 
real time visual surveillance system for detecting and tracking multiple people and 
monitoring their activities in an outdoor environment.  

To resolve more complex structures in the track lattice produced by the bounding 
box tracking, it used by appearance based modeling [9]. The appearance model is an 
RGB color model with probability mask similar to that used by Ismail Haritaoglu et. 
al [11]. In methods to solve the implicit occlusion problem in moving objects, the 
fusions of multiple camera inputs are used to overcome occlusion in multiple object 
tracking [1,12,13,14]. 

The Predictive Trajectory Merge-and-Split (PTMS) proposed to uses a multi stage 
approach to determining the vehicle motion trajectories and eventually the lane 
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geometry [15]. Approaches based on spatial reasoning use more complex object 
representations such as templates or trained shape models, or appearance models. 
However this is dependent on image resolution and only works under partial 
occlusion. Some shadow elimination techniques have been classified in the literature 
into two groups, model-based and property-based technique [16]. Model-based 
techniques are based on matching sets of geometric features such as edges, lines, or 
corners to 3D object models, and rely on models representing the a prior knowledge 
of geometry of the scene, the objects, and illumination. However they are generally 
only applicable to the specific application and designed for specific applications. The 
shadow removal approaches are based on an assumption that the shadow pixels have 
the same chrominance as the background but are of lower luminance [4]. In generally, 
shadow pixels are classified as shaded background if they have similar chromaticity 
but lower brightness than the same background pixel [4, 17]. The earliest 
investigations in shadow removal proposed by Scanlan et. al., the image was split into 
square blocks and produced an image based on the mean intensity of each block [18]. 
The drawback of this method: the reduction of intensity contrast between image 
pixels, and the existence of blocking effect [19]. A. Bevilacqua proposed the gradient 
based technique, similar to SEBG algorithm, this method needed not prior knowledge 
in order to detect and remove shadows, represented one of the most general purpose 
systems to date for detecting outdoor shadows [20].   

Successful video surveillance systems for real traffic monitoring must be adaptive to 
different illumination conditions, including heavy shadows under strong sunlight, dim 
illumination in the morning or evening, vehicle headlight at night and reflections in a 
rainy day as well. Detecting and tracking vehicles accurately under such situations, 
especially the nighttime images happened everyday, is always an important but 
challenging work to whole system [21]. We know the vision-based with nighttime 
images was RACCOON system[22] which has been integrated into a car experiment 
on the CMU Navlab II, tracks car taillights. Another pattern classifier algorithm, 
Support Vector Tracking (SVT) integrates the SVM classifier into optic-flow based on 
tracker [23]. Ilkwang Lee et. al.,[24] applied the Retinex algorithm as preprocessing to 
reduce the illumination effects at nighttime images. Samyong Kim et. al.,[25] proposed 
that the vehicle detection method in the nighttime can extract bright regions by the 
heuristic classified light sources and verify by vehicle width in several continuous 
frames. The bright regions in the nighttime generated by headlights, tail lights, break 
lights, and reflected lights around light sources are used as the vehicle feature.  

In this paper, we propose VIPS measurement system and we shall show that our 
video-based image detector system is more appropriate by comparing with laser 
detector installed on testing place. And we propose an accident detection monitoring 
system through this tracking trace.  

2   Methodology for Vehicle Detection  

This system was tested under typical outdoor field environments at the test site, 
shown in Fig. 1. We have gathered for traffic data, volume count, speed, and 
occupancy time, with 4 lanes as 2 lanes are upstream and the rests are downstream for 
three days. And we have evaluated the performance of our system at four different 
time periods, i.e., daytime, sunrise, sunset, and nighttime, for 30 minutes each.  
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And the performance of our video-based image detector system is qualified by 
comparing with laser detector installed on testing place as illustrated in Fig. 1. It 
would be more appropriate to establish the verification of the proposed system by 
comparing to a non VIPS measurement system. The CCTV camera has a 640*480 
resolution with 30fps, and the analog image sequences are transformed to digital 256 
gray-levels via frame grabber board. The weather conditions during the test are clear 
two days, and one is rainy day. In the rainy day, we could not gather the baseline data 
from laser detector because the laser detector cannot operate in rainy day. 

 

Fig. 1. The outdoor test site 

In this section, we explain the basic idea behind the tracking algorithm developed 
in this research. Vehicle tracking has been based on the region-based tracking 
approach. For individual vehicle tracking the first step, acquisition image sequences 
and predetermining the detection zones at each lane. The second, we have conducted 
the background subtraction, deciding threshold for binary images. The background 
subtraction algorithm requires a relatively small computation time and shows the 
robust detection in good illumination conditions [26]. The third step, morphology for 
small particles removal as noise, sets in mathematical morphology represent the 
shapes of objects in an image, for example, the set of all white pixels in a binary 
image is a complete description of the image. The next step, it is important to remove cast 
shadows due to extract the vehicle area exactly, we developed the new algorithm in this paper 
using by edge detection and vertical projections within the vehicle particles. And the fifth 
step generates the vehicle ID and labeling to each vehicle, and individual vehicle’s 
bounding rectangle data, i.e., left, top, right, bottom coordinates. These particle data 
are saved into reference table which can be referred to next sequence frames.   

In this system, the occlusion detection is easy relatively because of short length of 
detection zones, less than 15m. And we have considered only limited to explicit 
occlusion. The explicit occlusion cases have taken place several times during the field 
test, that is, multiple vehicles enter a scene separately into detection zone, and merge 
into a moving object region in the scene. In this case, we have maintained each 
vehicle ID continuously as referred to previous frame. 

In the nighttime, diffused reflections on the road due to vehicle headlights pose a 
serious concern. Thus we need to pre-processing by reflection elimination to adjust 
the light parameters such as luminosity or brightness, contrast, intensity. 

And finally, generated the traffic information and saved these data into table. The 
performance evaluation of our system is computed by mean square error (MSE) 
comparing with baseline data, generated by laser detectors. For the vehicle extraction 
exactly, we have to consider about background estimation, occlusion, cast shadow 
detection and elimination, and light condition processing at night.  
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We have considered only limited to explicit occlusion. Our system has covered the 
four lanes with single camera. As the more system has to be processed, the less 
performance of system has been. The reason for that if we have included the implicit 
occlusion process, the performance evaluation marked low grade especially the 
calculation of velocity. The occlusion detection of this system is easy relatively 
because of short length of detection zones, less than 15m. 

So many algorithms of cast shadow elimination are proposed, the various cases are 
occurred in the real traffic flows, for example, dark or light gray shadows, shadow 
from trees or clouds. The proposed algorithms as mentioned before, have been 
applied to our experiment, the shadows cannot be extracted exactly as a result. Thus 
we have developed the appropriate algorithm in our test site. The basic concept is that 
the shadow area has less edge because of no variance within shadow. On the other 
side hand, vehicle area has more edges relatively. Let B be a binary image plane and 

xB  be a set of number of vertical pixels which value is 1 at x . We define a 

function xBxBVerti →/:  

 ),()( 1∑=
y

yxBxVertiby , 

where ),(1 yxB  is a pixel of which value is 1 at ),( yx  and xB /  is a projection 

of B into x . The graph of )(xVertiy =  is shown in Fig. 2c. after smoothing. In 

Fig. 2b., the distribution of edges from moving object area can be discriminated 
between vehicle and cast shadow and Fig. 2c. shows the density of edges via vertical 
projection. And then discard under 25%, that is cast shadow area, Fig. 2d.  

                  

(a) Original image                             (b) Edge of moving object   

                

         (c) Vertical Projection                      (d) Shadow area under blue line, 25% 

Fig. 2. Cast shadow detection process in our test site 

The light condition is a lot different from whether streetlamps are on the road or 
not. The around road with streetlamps has a bright gray under night, whereas around 
the vehicle headlight can be classified distinctly without streetlamp. In the test site has 
no streetlamp. Diffused reflections on the road due to vehicle headlights pose a 
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serious concern during the night processing even though no streetlamp. Thus we need 
reflection elimination to adjust the light properties such as luminosity or brightness, 
contrast, intensity. We have adjusted the luminosity in this test in order to eliminate 
the diffused reflections on the road. Then, vehicle detection can be achieved through 
the detection of headlight of 255 gray alone as shown in Fig. 3. 

                    

(a) Diffused reflections on the road            (b) Adjust the luminosity of headlights 

Fig. 3. Diffused reflection elimination during the night 

As an accident detection system, we propose a system of tracking vehicle trace Fig. 
4., in this trace we can find an accident from change of trace image. 

 

Fig. 4. Vehicle trace has no change 

3   Experimental Results 

We have tested under typical outdoor field environments at the test site. Since, as in 
Fig. 5. , we can find some change of trace image, and we present warning to system 
manager like as in Fig. 6. 

         

        Fig. 5. Vehicle trace is changed              Fig. 6. Warning is delivered to manager 
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And have evaluated the performance of traffic information, volume count, speed, 
and occupancy time. We cannot obtain the baseline data from the radar detection on 
second day, because of rainy day, for the reason that radar detector have generated the 
diffused reflections from raindrops under rainy day, therefore the baseline data are 
incorrect. The traffic information can be obtained by aggregating count vehicles 
passing through the detection zones for one minute. 

The evaluation basis, refer to mean square error (MSE), was calculated by following 
equation. 

MSE= 100
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1

2

×
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Where, tB , tM  is baseline data generated by laser detectors and measured mean 

data at time t respectively. T is total measuring time unit. Generally, the time unit T 
can be divided into four different time periods, i.e., daytime, sunrise time, sunset time, 
and night, the traffic information for time unit T is measured for 30 minutes each. The 
MSE of measuring for each time period are shown as Table 1.  

The more detailed measuring results, which are compared with aggregating one 
minute of baseline data and measuring volume counts for 30 minutes within each time 
period, are illustrated in Fig. 7. as followings.  

Table 1. The MSE of measuring traffic information on the test site 

Time 
Volume 
Error Rate 

Speed 
Error Rate 

Occupancy 
Time Error Rate 

First Day 
15:00~15:30(daytime) 

3.32 1.69 3.18 

2nd Day 
07:25~07:55(sunrise) 

5.73 4.01 7.84 

First Day 
20:00~20:30(night) 

4.64 3.30 5.56 

 

Fig. 7. Volume counts for 30 minutes within each time period 
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4   Conclusions 

In this paper, we use the measuring traffic information which is computed by mean 
square error (MSE) comparing with baseline data, generated by laser detectors. These 
systems can be handling of the all kind of problems in the real world, such as shadow, 
occlusion, and vehicle detection by nighttime. Also we have derived the traffic 
information, volume count, speed, and occupancy time, under kaleidoscopic 
environments. For the cast shadow elimination of our system, we have developed the 
new algorithm using analysis of edge distribution of vehicle and shadows. And the 
performance of our video-based image detector system is qualified by comparing with 
laser detector installed on testing place. In future works, applications of the tracking 
system developed in this study should be tested based on various environmental 
conditions for the any other sites. We have developed the accident detection system 
using tracking trace image.  
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Abstract. The streaming-media technology has been widely used in language 
teaching in classroom. This paper has discussed how to transform English 
language teaching from traditional classroom-oriented teaching method to the 
method combination of multi-media network and classroom teaching by 
adopting advanced streaming-media technology, and further apply personalized 
teaching. Meanwhile, it has demonstrated the application of the streaming-
media technology in English teaching based on network circumstance. Finally, 
this paper has studied the means of developing common audio-visual materials 
in foreign language teaching. 

Keywords: Streaming-Media Technology, Net-based English Teaching, 
Interactive Learning, Personalized Learning. 

1   Introduction 

With the rapid development of computer-based network multi-media technology, 
streaming media technology, which is a kind of upgraded technology based on the 
traditional multi-media broadcasting technology, has been further exploitured. The 
traditional broadcasting technology means that the completed file is downloaded by 
the users and played. On the otherhand,  the streaming-media technology indicates 
that the streaming transmissiong method is adopted, which means that the whole 
multi-media file is compressed into several compression packing bag, and then 
broadcasted in order through network. Thus the file can be being received and played 
by the users, which means the storing space of computer disk and time can be saved 
by the users. So the development of streaming-media technology has further broken 
through the limitation of the time and place of information broadcasting, which means 
that the streaming-media technology can be technologically adopted in English 
language teaching. The traditional teaching model that teacher-blackboard-chalk is 
oriented has been greatly challenged. The new stereocopic teaching system is being 
established in English language teaching. The appropriateness of  vision effect, the 
learning content, the learning method and the means of interactive practice is being 
reviewed by the teachers and students. This paper, based the author’s two-decade 
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teaching experience in the language lab, has dicussed the practical application and 
development of streaming-media technology under the network-based circumstance 
in English language teaching. 

2  The Application of Streaming-Media Technology in English 
Teaching 

(1) Video Broadcasting and Live Network Teaching 

The streaming-media technology can continuously transmit multi-media files 
including audio-frequency, video-frequency,document and photos ect.. The key point 
of the streaming-media technology is that the transmission of network database and 
the broadcasting of the users’ end can be done at the same time. Based on the 
network, the multi-media technology system organically combines various modern 
teaching equipment into integrated one, which can effectively collect, process and 
broadcast the information of text, photo, voice and picture in time. Thus it can dig out 
the potential and whole capability of the users and the equipments, and eventually hit 
the purpose of sharing the resources of teaching information and equipments together. 

The video live broadcasting server can capture the various different signals from 
TV, vidicon and video cassette recorder. It can broadcast through internet or 
intranet after being encoded, which can be done within 15 seconds. The video live 
broadcasting server has one strong function of video compression encoding, which 
can easily combine voice and image into multi-media format and transfer it to Web 
point. Thus it can carry out 5-30 frame internet live broadcasting per second. Based 
on this kind of technology, we can set several roads of video into the same video 
live broadcasting server. The live English teaching scene is transferred to video live 
broadcasting server through the vidicon equiped in the centered classroom. Then 
through the function of video compression encoding of video live broadcasting 
server, the voice and image are mixed into multi-media format and transferred to 
web point which delivers them to different classroom by the internet or intranet. 
The students an other learners can study at home, dorm or classroom through 
moden, PSTN, ADSL, cable modem which is connected with internet. This 
demonstrates the “student-centered” teaching idea, which can effectively improve 
the student’s language ability.  

(2) Interactive Learning 

That the interactive learning environment can be provided in the process of 
classroom teaching is the prominent feature that multi streaming-media technology 
teaching network is better than other media technologies. The information symbol 
of multi-media include text, graphics, diagram, audio frequency, videl frequency 
and so on. It is divided into quiet & live forms, scattered & mixed forms, and the 
forms of vision & audition. Thus a integrated body of multi-media information is 
formed after these multi-media information is dealt with by computer. The English 
teaching way based on text, recording, PPT, electronic teaching plan and internet 
PPT is helpful to creat real language learning scene and motivate the students to be 
interested in studying. 
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The language is a kind of social intercourse behavior generated in the specific 
environment but not only the unipol symbol system used for social intercourse. The 
good learning environment is the precondition and foundation for obtaining language 
knowledge. Because the network teaching gathers text, ICON, sound and animation 
as one integrated body, the English teachers and studens can make use of its 
diversified advantage and overcome the features of language studying such as simple, 
repeat and mode singleness. On the contrary, the teachers and students can create real 
diversified simulation language learning environment, and make student acquire 
vivid, abundant and visualized materials and have the motivation to keep high 
interests in studying. The current language teaching environment and teaching method 
cannot meet with the teaching requirements, and we are subjected to many subjective 
or objective condition in the language teaching. The development of network multi-
media technology based on the computer help us find out one way of improving 
language teaching environment. The approval makes use of the multi-media technique 
as fundamental streaming medium technique, we can easily convert classroom into 
classroom into a live simulation scene by streaming media technique based on multi-
media technology. Thus, being shown with vivid picture, music, the forms like 
animation,etc., the students seems to obtain a real language learning environment, 
which can motivate them be interested in the study, stir up their knowledge desire and 
participating desire. 

The application of streaming-media technique in the process of English teaching 
under the network environment is helpful for the teachers and students to establish 
one new interactive teaching method in the process of English teaching. The stereopic 
teaching system in English language teaching is set up, which is completely different 
from traditional English teaching system. 

(3) Personalized Learning 

The teaching model based on the streaming-media technique is a student-centered 
and personalized studying model that the students teach themselves by using internet. 
The good environment for personalized studying is provided through multi-media 
language lab, VOD system and internet. The students can log in the campus intranet 
at any time and at any place, according to their own requirements for the contents, 
method, means and strategies, to do speaking and listening practice. The resources 
provided for personalized studying are more rich under the condition of streaming-
media technology. The teachers can dub for animation by the multi-media streaming 
format, and make PPT by the software of Powerpoint and Flash. Also, the teachers 
can adopt the internet resources, original English movies and  parts of animation into 
the classroom. In addition, the teachers can re-organize the information resources 
according to the requirement for teaching and structure of the students’ major to 
create the language studying atmosphere. Thus,the purposes of intensive 
teaching&more practice, creative teaching and improving learning efficiency can be 
carried out by repeated interactive practice between the teachers and the students. The 
environment based on the network teaching also provide the students with relaxing 
and harmonious atmosphere to develop their personality, which means that the 
students would like to be interested in studying more actively under this teaching 
model. 
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3  The Development and Utilization of Common Video&Audio 
Resources under the Condition of Streaming-Media Technology 

(1) To Select DVD Film and Original Video&Audio Resources as Listening&Speaking 
Textbook 

Most DVD films in the market have different subtitles when they are played. If 
these films are input into the controlling machine or server in the controlling desk by 
using streaming-media technique, original video&audio teaching materials are 
obtained. The students can be attracted to participate in the interactice teaching and 
learning actively to improve the listening and speaking ability when the above 
mentioned teaching materials are used by the teachers in the classroom. 

(2) The Utilization of Video&Audio Resources Stored in the Library 

There are a lot of video&audio teaching resources stored in the universities 
library, but it is not used effectively. The library only provide service by lending them 
to students. Service by this way means that it only benefits very few of students and 
the DVD is easily damaged. If these materials are input into the controlling machine 
or server in the controlling desk by the making them into streaming-media format, 
and provide service through internet or intranet, the utilization ratio of these materials 
is greatly raised.  

(3)To Build up Foreign Language Broadcasting Station 

The English programmes of CCTV, BBC and VOA can be broadcasted by 
establishing multi-media teaching system. The students can obtain these resources by 
loging in the campus internet at any time. Thus the students can expand the capacity 
of words and expressions and improve their listening and speaking ability. 

4   Conclusions 

The application of network-based streaming-media technology in English teaching 
can develop the traditional English teaching method toward personalized teaching and 
learning method. Meanwhile, it indicates that listening&speaking English teaching is 
more practical, more cultural and more interesting. It can motivate both the teachers 
and the students. More importantly, the student-centered position is established in the 
process of teaching. Technically, it shows interactive, practical and operable features. 
In the process of English language teaching, the teachers should adopt new teaching 
ideas and take full advantage of computer and internet technologies to create better 
language learning environment for the students. 
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Abstract. We apply the complex wavelet structural similarity index to image 
matching system and propose an image matching method which has strong 
robustness to image transform in spatial domain. Experimental results show that 
the structural similarity index in complex wavelet domain reflects to a large 
extent structural similarity of the images compared, which is more similar to 
human visual cognitive system; in the meanwhile, because of approximate shift 
invariance of complex wavelet, this index shows good robustness to such 
disturbance as contrast ratio change and illumination change to template image, 
so it is more suitable to be used as similarity index for image matching under 
complex imaging conditions. Moreover, matching simulation experiment shows 
that this method has higher correct matching rate in complicated disturbance 
environment. 

Keywords: navigation technology; image matching; structural similarity; 
complex wavelet transform. 

1   Introduction 

Image matching1 is in such a matter that first use two different sensors to obtain 
image from the same image and then align the two images in space to determine the 
relative translation. It is widely used in such fields as pattern recognition, computer 
vision, navigation and guidance, remote sensing, etc [2][3].  

When shooting template images, due to various changes in shooting conditions such 
as cloud and mist, cloudy weather or sunshine intensity, it is unavoidable that for the 
real-time images there are such disturbances as partial occlusion, contrast ratio change, 
illumination change, hazy image, noise disturbance and so on. Hence, seeking image 
matching algorithm with robustness to such disturbances is an urgent matter. 

As for partial occlusion, conventional method is that: first detect the region 
occluded, and then adopt the same occlusion technology to occlude the corresponding 
region in the other image before matching. However, the complexity of occlusion 
makes it difficult toaccurately detect the region occluded, so this method is not 
practical. The method based on Hausdorff distance can resolve partial occlusion 
problem for image matching5. However, this method is often in failure in case of some 
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complex occlusion and noise disturbance. As for contrast ratio change, illumination 
change, hazy image and noise disturbance, some algorithms adopt spatial domain 
image enhancement and restoration or other preprocessing technology. In the course of 
preprocessing, other image features will change to some extent, this will also influence 
the matching accuracy. 

The key to seeking image matching method, which has robustness to complex 
disturbance to template images, lies in the similarity index, that is, the similarity index 
to be adopted should show sufficient robustness to the foresaid disturbances. Basing on 
the cognitive principle of human visual system, Wang 6 et al propose a novel image 
similarity evaluation model, which is a index model based on structural similarity. On 
this basis, Zhao7 and Mehul 8 et al respectively present structural similarity index 
model in complex wavelet domain. For the template image problems such as partial 
occlusion, contrast ratio change, illumination change and hazy image, as well as noise 
disturbance to image matching, this paper presents image matching method adopting 
the structural similarity index model in complex wavelet domain as similarity index, 
which satisfies image matching robustness requirement due to the feature that it is 
insensitive to image spatial domain change. 

2   Complex Wavelet Transform 

With good space and frequency domain localization property as well as a higher 
computational efficiency, the first generation and the second generation real discrete 
wavelet transform become an important tool for image multi-scale analysis and make 
great success in image compression field. However, it still has the faults as below: (1) 
lack of shift invariance; (2) poor directional selectivity, there is only horizontal, 
vertical and diagonal directional selectivity, and for the detail in diagonal direction, 
±45° cannot be distinguished. To make up this deficiency of conventional real discrete 
wavelet, many scholars extend structural space of wavelet to complex field, such 
complex wavelet transform not only keeps the time frequency localization property of 
conventional wavelet transform but also has good directivity. Among these, dual-tree 
complex wavelet transform based on Q-shift filter proposed by Kings-bury is widely 
used 12. Fig. 1 shows dual-tree complex wavelet decomposition diagram for one-
dimensional signal based on Q-shift filter. 

The key properties required for the Q-shift filters are that they should provide a 
group delay of either 1/4 or 3/4of a sample period, while also satisfying the usual 2-
hand filterbank constraints of no aliasing and perfect reconstruction. Since the filters 
are even-length, the time reverse of a 1/4 sample delay filter is a 3/4 sample delay 
filter, giving the required delay difference of 1/2 sample if the filter and its time reverse 
are used in trees a and b respectively.  

Dual-tree complex decomposition of two-dimensional image can be realized 
through separation, that is, first conduct one-dimensional transform from the row 
direction of image, and then carry out one-dimensional transform from the column 
direction of image 7, which is as shown in Fig. 1. As for the directivity, six sub-bands 
under each scale for two-dimensional image dual-tree complex wavelet decomposition 
can output the details in six directions, in such case, the directional selectivity is better 
than real discrete wavelet transform and a better effect for image processing can be 
obtained. 
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Fig. 1. Dual-tree complex decomposition of one-dimensional signal  

  

Fig. 2. Fliters of dual-tree complex for two-dimensional signal 

3   Complex Wavelet Structural Similarity Index 

3.1   Structural Similarity Index Measure 

Under the assumption that human visual perception is highly adapted for extracting 
structural information from a image, as in [6], Wang introduce an alternative 
complementary framework for quality assessment based on the degradation of 
structural information. As a specific example of this concept, we develop a Structural 
Similarity Index and demonstrate its promise through a set of intuitive examples. The 
SSIM provides surprisingly good image quality prediction performance for a wide 
variety of image distortions. 

In the spatial domain, the SSIM index between two image patches 
{ 1,2, }iX x i M= = and { 1,2, }iY y i M= = is defined as 
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SSIM( , ) ( , ) ( , ) ( , )X Y l X Y c X Y s X Yα β γ=  (1)

Where 0α > , 0β > , 0γ > are parameters used to adjust the relative importance 

of the three components. ( , )l X Y , ( , )c X Y and ( , )s X Y are luminance comparison 

function, contrast comparison function and structure comparison function, which are 
defined respectively as 
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3.2   Complex Wavelet Structural Similarity Index 

In the complex wavelet transform domain, suppose { }, 1,2,x x ic c i N= = and 

{ }, 1,2,y y ic c i N= = are two sets of coefficients extracted at the same spatial 

location in the same wavelet sub-bands of the two images being compared, 
respectively. Based on (3) and (4), the CW-SSIM index is defined as [8]: 
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Here *c  denotes the complex conjugate of and K is a small positive constant. The 
purpose of the small constant K is mainly to improve the robustness of the CW-SSIM 
measure when the local signal to noise ratios is low. 

CW-SSIM id considered as a useful measure of image structural similarity based on 
the believes that [13]: 

• The structural information of local image features is mainly contained in the 
relative phase patterns of the wavelet coefficients. 

• Consistent phase shift of all coefficients does not change the structure of the local 
image feature. 
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4   Comparison Test 

To test CW-SSIM robustness, we select Fig. 3(a) as original reference map and 
conduct various complex disturbances that might happen during imaging to simulate 
template image. As shown in Fig. 3(b)-(h) respectively represent the seven 
disturbances as partial occlusion, contrast ratio change, hazy image, illumination 
change (average brightness transform and point light illumination) and Gaussian noise, 
salt-and-pepper noise. After three-level decomposition of dual-tree complex wavelet 
for reference map and all simulated real-time images, conduct structural similarity 
computation and make comparison with the indexes widely used in image matching 
such as MSE, HDM, and SSIM defined in (4). The definition of MSE and HDM is: 

2

1

1
MSE( , ) ( )

M

i i
i

X Y x y
M =

= −∑  (6)

[ ]HDM( , ) max ( , ) , ( , )X Y h X Y h Y X=  (7)
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  (a) reference image     (b) occlusion image     (c) contrast stretch        (d) blurring 

    

(e) mean luminance shift (f) partial luminance shift (g) Gaussian noise        (h) salt noise 

Fig. 3. Test images  

Table 1. shows reference map, template images in all sorts of circumstances and 
four similarity index values. The results of comparison test for the template images 
under various complex disturbance conditions show that although from human visual 
point the two images compared have large similarity, they show a greater difference in 
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MSE than the other three indexes, and the difference is especially obvious in the event 
of a large image contrast ratio change and uneven illumination; HDM and SSIM have 
similar realization, but the former’s calculated amount is obviously higher than that of 
the latter; according to the whole sample data, due to approximate shift invariance of 
complex wavelet, CW-SSIM to the maximum extent reflects the structural similarity  
of the images compared, which is more similar to human visual system, so it has good 
robustness to image spatial domain change and is more suitable to be used as image 
matching similarity index under complex imaging conditions. 

Table 1. Results of comparison test 

Similarity index values Number 
of image MSE HDM SSIM CW-SSIM 

a 0   0  1.000    1.000 
b 503      62     0.978    0.948 
c 1566      37     0.851    0.873 
d 279      34     0.802    0.946 
e 443      30     0.929    0.961 
f 1365      21     0.814    0.883 
g 2217      96     0.742    0. 864 
h 512      36     0.875    0.890 

5   Image Matching Experiment 

To test the actual result of image matching with CW-SSIM as similarity index, we 
adopt another image as reference image 15and clip 50×50 image blocks at 50 random 
positions in the map as template images, as shown in Fig. 4. We respectively conduct 
the seven disturbances as shown in (b)-(h) in Fig.3 (disturbance 1 to disturbance 7) and 
respectively carry out matching experiments based on MSE, HDM, SSIM and CW-
SSIM. With the distance between two pixels as allowable error, the times of correct 
matching and correct matching probability are given in Table 2. 

 

Fig. 4. Reference image 
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According to the experiment results, average correct matching times of the four 
calculation methods is 253, 284, 259 and 304 respectively, and average matching 
probability is 72.3%, 81.1%, 74.0% and 86.9% respectively. The algorithm based on 
CW-SSIM is better than other algorithms, especially in the event of illumination 
change and contrast ratio change of real-time image, it has better robustness. It is 
necessary to note that because of the complexity of complex wavelet decomposition, 
the algorithm based on CW-SSIM is time-consuming and the time consumed is just 
less than that by the algorithm based on Hausdorff distance index. Therefore, how to 
simplify the algorithm and satisfy the real-time requirements of project is a matter 
worthy of concern.  

Table 2. Results of image matching experiment 

 

6   Conclusion 

For spatial domain disturbance to template imaging due to weather, illumination and 
other shooting conditions, this paper presents an image matching method based on 
complex wavelet structural similarity index. This method makes full use of the 
insensitive property to image spatial domain change and improves robustness under 
such interference conditions to template images as partial occlusion, contrast ratio 
change, illumination change, hazy image and noise interference. Simulation 
experiment results show that this method has a higher correct matching rate under 
complex conditions. And at the same time, this paper proposes that the real-time 
requirement for this method in project practice is a matter worthy of concern. 
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Abstract. In this paper, we developed the utilization of excess activated sludge 
(EAS) to extract protein. Firstly, activated sludge was hydrolyzed, using six 
different commercial proteolytic enzymes by the Kjeldahl method, at their 
optimal conditions respectively, and Alcalase was chosen as the ideal for further 
analysis.  Secondly, important parameters on protein extraction efficiency(PEE) 
of EAS by hydrolysis were investigated. Experimental results have been shown 
that 52.5 % of protein was extracted from EAS (accounting for 30.5％of initial 
dry sludge (DS) weight) and reducing the quality of activated sludge about 35% 
under optimum hydrolysis conditions. This novel technology is more 
environmentally friendly than the conventional sludge treatments. 

Keywords: Excess Activated Sludge (EAS), Protein Extraction Efficiency(PEE), 
Enzymatic Hydrolysis, Alcalase. 

1   Introduction 

Excess sewage sludge, produced in sedimentation after wastewater biotreatment, is an 
inevitable by-product of wastewater treatment processes[1] .McCarty[2] ancticipated a 
quasi-exponential growth of excess sludge production in USA. In1984, the excessive 
sludge to be treated in the European Union countries reached 5.56 million dry 
materials[3].With the expansion of population and industry, the increased excess 
sludge production is generating a real challenge in the field of environmental 
engineering technology. The USEPA report estimates an annual 2% increase in the 
quantity of sewage sludge produced[4], while the annual increase rate in China is over 
10% although more the four million tons(dry weight) of sewage sludge have been 
produced annually in China. The treatment of waste sludge in an economically and 
environmentally acceptable manner is one of the critical issues facing modern society 
today. 

In this paper, we have developed a novel technology to make use of the bacterial 
protein in the sewage sludge. Sewage sludge can be used as the protein source 
because its main constituents are protein and carbohydrate. The objective of the paper 
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work (i) investigate the effects of six wide-spectrum proteaseson the PEE; (ii) 
optimize the enzymatic hydrolysis reaction parameters(temperature, pH and enzyme 
to substrate(E:S) ratio)for one optimized enzyme. 

2   Materials and Methods 

2.1   Materials and Chemicals 

The excess sewage sludge samples used in this study were obtained from Qingpu 
Wastewater Treatment Plant with a capacity of 1.5×104m3/d, located at Qingpu District 
of Shanghai. This plant uses the typical anaerobic-anoxic-oxic process and the sludge is 
mechanically dewatered by a belt press filter. The excess sewage sludge samples were 
kept in a refrigerator at a temperature of 4±0.5 ℃ before experiments. 

2.2   Methods and Laboratory Instruments 

Moisture of sewage sludge was determined by the weight method. pH value was 
measured by pH monitor (METTLER TOLEDO(PE20)). The total nitrogen content of 
the non-hydrolyzed raw material and the aqueous phase generated by hydrolysis was 
determined using the Kjeldahl method. Crude protein was estimated by multiplying the 
total nitrogen content (%N) by the factor 6.25. (GB 5009.5-2010)[5,6] using 
KDN-1000 Kjeldahl apparatus(Tianwei Instrument Co., Ltd., Suzhou) and 
Spectrophotometry[5]. Absorbance measurements were carried out on a UV-7504 
ultraviolet-visual spectrophotometer from SHANGHAI XINMAO INSTRUMENT 
CO., LTD. Heavy metals concentration of sludge oxidized solution were determined by  
Inductively coupled plasma emission spectrometer ( Prodigy, Leeman Co., Ltd., USA).  

2.3   Extraction of Protein from Sewage Sludge by Enzymatic Hydrolysis 

5.0 g of activated sewage sludge (water content 84.3%, DS 0.785 g) were mixed with 20 
ml of de-ionized water in a water bath shaker and heated at a required temperature and 
pH for moderate time. Then 0.1 g enzyme was added to initiate the hydrolysis for a 
certain time, respectively. The enzyme was inactivated by incubating in boiled water for 
15 min, then centrifuged at 4000 rpm for 10 min. The protein solution (i.e., the 
hydrolyzate) was collected. The effects of the ratio of liquid to solid, reaction 
temperature, pH value and enzyme to substrate (E:S) ratio, reaction time, and heating 
temperature on the protein extraction efficiency(PEE) were investigated. The residual 
solid (RS) was weighted after oven drying for 24h at 105◦C. The protein content is given 
by Equation (1) : C . . 100                           (1) 

where CP is the protein content of the sludge sample, g/100g; c is the concentration of 
HCl, i..e 0.005mol/l; v is the volume of HCl, ml; m is the weight of  the sludge sample, g. 

The PEEs at different hydrolysis parameters were calculated as following: PEE(%) 100%                  (2) 



Optimized Process for Efficiently Extraction Protein from EAS by Alcalase Hydrolysis 91 

where CP is the content of protein in the protein solution, g/100g;VP the volume of the 
protein solution, mL; MB the content of protein in the blank sludge, g/100g; WB the 
weight of the blank sludge, g. 

3   Results and Discussion 

3.1   Blank Sludge Characterization 

The blank sludge contained 84.3% water, 58.7% protein(DS). These results were in 
accordance with those reported by several researchers. Tanaka et al. [7] reported that 
protein and carbohydrate were the main constituents of domestic sludge. Chen et al.[8] 
demonstrated that the waste sludge consisted of 61% protein.  

3.2   Enzymes Hydrolysis of the Blank Sludge for Protein Extraction 

The protein-extraction mechanism is usually destroyed the cell walls leading to the 
solubilization of extracellular and intracellular materials into the aqueous phase. 
Hence, different enzymes obviously influence the protein extractive rate. In this paper, 
six different commercial proteolytic enzymes  were investigated  at their optimal 
conditions respectively. The results were showed in Table 1. 

Table 1. Effects of different enzymes on protein extraction efficiency (PEE,%) 

Enzyme pH value E:S(%) T (℃) time(h) PEE(%) 
Papain 7.0 3 55 4 48.0 

Alcalase 8.0 3 55 4 52.4 
Trypsin 7.0 3 35 4 21.3 

Acid proleslytic enzyme 3.5 3 50 4 31.5 
Neutral protease 6.0 3 50 4 51.6 

Pepsin 2.0 3 25 4 36.8 

Table 1 demonstrated that Alcalase has the strengths of high activity, highest 
efficiency, followed by Neutral protease and Papain. Through the six protein obtained 
from the sewage sludge testes were compared, and alkaline protease was selected as the 
ideal enzyme ultimately. Further study was proceeded in the next experiment to the 
protein extraction of sewage sludge and optimize the best extraction conditions. 

3.3   Optimization of Parameters 

3.3.1   Effect of Reaction Time (h) and the pH Value on the PEE (%) 
Experiments were selected at pH7.5, pH8, pH9, pH10 respectively. Other conditions 
were: E:S 2%, reaction temperature 55 ℃, the ratio of liquid to solid 4:1. 
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Fig. 1. Effect of reaction time (h) and the pH on the PEE (%) 

Fig.1 illustrates the effects of the reaction time and pH on the PEE. It seemed that pH 
8 was beneficial for the protein extraction, and the PEE reached the highest level at pH 
8 at any reaction time. At a set pH value (e.g. pH 1.0), the PEE increased with an 
increase of the reaction time, and seems to continued to increased. This is because, the 
enzymatic hydrolysis process is gently compared to conventional methods(such as 
acidic hydrolysis), and part of the extracted protein  won’t decomposed into amino 
acids until about 24h later[9,10]. Therefore, a hydrolysis pH 8 was used as standard in 
all further investigations. 

3.3.2   Effect of Reaction Time (h) and Enzyme to Substrate (E:S) (%) on Protein 
Extraction Efficiency (PEE,%) 

Experiments were selected at enzymatic concentration3%, 2%, 1%, 0.5% respectively. 
Other conditions were: pH 8, reaction temperature 55 ℃, the ratio of liquid to solid 4:1. 

 
Fig. 2. Effect of reaction time (h) and enzyme to substrate (E:S) (%)) on PEE (%) 
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Fig. 2 shows the effect of enzyme to substrate (E:S) (%) on the PEE. The PEE 
increased gradually with an increase of the E:S and then rised moderately when the E:S 
was over 2%. The maximum PEE value was around 52.7% obtained at E:S 3%, which 
was close to E:S 2%. At the set of E:S 0.5%, PEE increased gently with the time go on. 
There was a sharp jump of PEE between E:S 0.5% and E:S 1%, while the change 
between E:S 1% and E:S 2% was little. Considered from the commercial, a hydrolysis 
E:S of 2% was therefore used as standard in all further investigations. 

3.3.3   Effect of Reaction Time (h) and Reaction Temperature (℃) on PEE (%) 
Experiments were selected at temperature 50 ℃, 55 ℃, 60 ℃ and 65℃ respectively. 
Other conditions were: pH 8, E:S 2%, the ratio of liquid to solid 4:1. 

 
Fig. 3. Effect of reaction time (h) and temperature (℃) on PEE (%) 

Fig. 1 shows the effect of hydrolysis temperature on the PEE. The PEE increased 
gradually with an increase of the temperature and then fell quickly when the 
temperature was over 65 ℃. The maximum PEE value was around 52.4% obtained at 
temperatures of 55 ℃. With the increase of the hydrolysis temperature, the sludge floc 
was disintegrated and the bacterial cell-wall was ruptured, so the protein in the cell was 
gradually released [11], resulting in the increased protein content in the hydrolytic 
solution. However, when the temperature was above 60 ℃, the PEE was rapidly 
decreased due to the enzyme activity was inhibited. Therefore, a hydrolysis 
temperature of 55 ℃ was used as standard in all further investigations. 

3.3.4   Effect of Reaction Time (h) and the Ratio of Liquid to Solid on PEE (%) 
Experiments were selected the ratio of liquid to solid1:3, 1:4, 1:5,1:6 respectively. 
Other conditions were: pH 8, E:S  2%, temperature 55 ℃. 

The ratio of liquid to solid is also a factor to protein extraction rate, plus the amount 
of water directly affect the probability of enzyme and the size of the protein 
interactions, but also affect the interaction of the mass transfer rate. Fig.4.demonstrate 
that when the ratio is up to 6:1, the appropriate enhance of  the ratio, extraction rate 
will increased although in a small apart, but also the extract reduced the total solids 
content which is not conducive to industrial production. 
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Fig. 4. Effect of reaction time (h) and the ratio of liquid to solid on PEE (%) 

Based on the above results, the optimal condition for protein extraction from the 
blank sludge was as follows: E:S of 2%, reaction time of 6 h, the ratio of liquid to solid 
of 6:1, pH of 8 and hydrolysis temperature of 55 ℃. Under these parameters, the 
highest PEE was 52.7%. 

3.3.5   Heavy Metal in the Protein Extraction 
The concentration of heavy metals in the liquid was measured. The table 2 summarized 
the experiment results of heavy metals concentration. 

Table 2. Heavy metals concentration of the extraction liquid 

Experiment 
number 

Cu Pb Cr Cd Hg As Ni Zn 

1 0.0951 ≤0.01 ≤0.01 ≤0.01 ≤0.01 ≤0.01 0.0825 0.0198 
2 0.1028 ≤0.01 ≤0.01 ≤0.01 ≤0.01 ≤0.01 0.0743 0.0256 
3 0.0989 ≤0.01 ≤0.01 ≤0.01 ≤0.01 ≤0.01 0.0901 0.0320 

mean 0.0989 ≤0.01 ≤0.01 ≤0.01 ≤0.01 ≤0.01 0.0823 0.0258 

 
Table 2 indicates that the leaching contents of Cu and Zn were far below their limit 

values required by the China Environmental Quality Standards for Surface Water [12], 
while those of Pb, As, Ni, Cd, Cr and Hg were below their detection limits. 

4   Conclusions 

This study developed a novel technology for the sewage sludge utilization. The optimal 
condition for protein extraction from the blank sludge was as follows: E:S of 2%, 
reaction time of 6 h, the ratio of liquid to solid of 6:1, pH of 8 and hydrolysis 
temperature of 55 ℃. Under these parameters, the highest PEE was 52.7%. The 
extraction protein solution produced in this study was in accordance with China 
Standard for feed protein standard. Accordingly, it could a very effective hydrolysis 
protocols for excess sludge protein extraction. 
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Abstract. Harmonic distortion can be caused by both active and passive non-
linear devices in a power system. These harmonic currents can cause voltage 
distortion and excessive power losses in the system. To maintain high quality 
power supply, the system harmonic levels must be measured and kept under 
control. Passive, active and hybrid filters can be used in a power system to 
eliminate harmonic currents at the load sides. In order to compensate harmonic 
in real time, each harmonic component is detected. Due to this complicated 
process, it is difficult to improve the processing speed and simplify harmonic 
detection process. A method of describing the total harmonic distortion in 
current detection is suggested in order to simplify harmonic detection. The 
results show that the approach of harmonic detection is applicable to detect 
each harmonic effectively. 

Keywords: Harmonic detection, power systems, hybrid filters, distortion. 

1   Introduction 

Modern power industries are using more and more power-electronics equipment, such 
as frequency changers, motor-drive systems, etc. Such equipment presents nonlinear 
impedance to the utility, generating large harmonic currents with well known adverse 
effects, such as low power factor, low efficiency and destruction of other equipment. 
Also, some precision instruments and communication equipment will be interfered.  

To improve the power quality, some methods for harmonic suppression have been 
used in power systems. Compensation techniques based on active and passive filters to 
eliminate current harmonics and to compensate reactive power have already been 
presented and published in the technical literature.  

Though traditional passive filter (PF) is cheap and simple, the effect of harmonic 
suppression is greatly influenced by impedance and it’s own parameters, and resonance 
may occur between power impedance and passive filter. The PF can't satisfy the needs 
of modern industry and power system.  

An active filter (APF) basically consists of a power electronic inverter circuit and a 
control circuit. The common operation of the active filter is as follows. First the 
harmonic detecting unit in the control circuit samples the instantaneous waveform of 
the power-line voltage and current and then computes the required compensating 
current. Second, based on the computed amount of current, the control unit generates 
gating signals to drive the inverter power circuit. Third, according to the gating signals, 
the inverter generates the compensating current and injects it into the power line to 
cancel its harmonic distortion. 
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Active power filter has good harmonic suppression effect, but is very expensive. So 
hybrid active power filter which combines low-capacity active power filter with high-
capacity passive filter becomes a “must-be” choice in application.  

An effective way for harmonic elimination is the harmonic compensation by using 
active power filter. An active power filter detects harmonic current from the distorted   
wave in power line, then generates a negative phase current same as the detected 
harmonic to cancel out the harmonic in power system. However, active power filter has 
complicated structure such that this causes time delay for harmonic compensation. In 
order to compensate harmonic in real time, each harmonic component is detected. 
Harmonic current detection method used in active power filter is very important, which 
determines the harmonic current detection accuracy and tracking speed and the effect 
of harmonic current compensation. 

This paper presents a method of harmonic detection for hybrid active filter. A 
system is modeled in Matlab Simulink to consist of the non-linear loads. Harmonic 
detection is developed to demonstrate the performance of the proposed method. The 
simulation results show that the method has the expected performance. 

2   Harmonic Detection Technology 

Generally, power electronic devices introduce mainly characteristic harmonics whose 
frequencies are integer multiple of fundamental frequency. In practice, the fundamental 
frequency of power signal always deviates slightly from its nominal value, and 
therefore its initial value used for iterative optimization can be chosen as 50 Hz. 

Harmonic current detection method used in active power filter is very important, 
which determines the harmonic current detection accuracy and tracking speed and the 
effect of harmonic current compensation. The harmonic parameters, except for the 
fundamental frequency, used to generate the voltage waveform are obtained from input 
current of an actual three-phase AC. Several detection algorithms are as following: 
low-pass filter, adaptive detection, and so on. 

In general, harmonic detection does not need to calculate the various aspects of 
harmonic components, but need to detect the harmonic current or reactive current or 
their sum. This paper mainly discusses the harmonic detecting and processing signal 
based on instantaneous reactive power theory. 
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Fig. 1. α-β coordinate system voltage and current vector 



98 Y. Liu and F. Wang 

According to instantaneous reactive power theory, we obtain instantaneous active 
power p and instantaneous reactive power q . The principle is shown in Figure 1. 

The process can be defined as follows: 
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Where p is instantaneous active power, and q is instantaneous reactive power 
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pi _ instantaneous active current 

qi _ instantaneous reactive current 
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By combining and rearranging (7) and (8), Eq. (9) can be written as 
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Clearly, a low pass filter (LPF) can also get three-phase current transformation and 
separate the fundamental frequency current and harmonic current. 

Harmonic detection has been carried out as shown in Fig2. One goal of these 
detections was finding the distribution system background harmonic levels. The 
harmonics were analyzed. The data were exported to MATLAB, where a detailed 
analysis of the data was performed. 

 

Fig. 2. Block diagram of harmonic detection circuit of ip-iq method 

3   Simulation Model and Results 

To analyze the performance of the proposed method of harmonic detection for hybrid 
active power filter, simulation model as shown in Fig3 and Fig4 has been carried out 
in the simulation environment MATLAB.  

 

Fig. 3. Simulation model of harnomic detection 

 

Fig. 4. Fully controlled three-phase bridge rectifier circuit 



100 Y. Liu and F. Wang 

Because of non-sinusoidal load currents consisting primarily of lower-order 5th, 
7th, 11th, and 13th harmonics that distort the system power quality, we considered the 
5th, 7th, 11th, and 13th harmonics detection. distortion current waveforms are shown 
in Fig.5. 

 

Fig. 5. Three-phase ( A,B and C ) distortion current of FFT 

 

Fig. 6. Simulation model of hybrid filter 

  

Fig. 7. Simulation results 

In hybrid filters, passive power filters are tuned to suppress part of harmonic 
currents and improve the power factor. The active power filter generates harmonic 
currents opposite to the harmonic currents caused by non-linear loads and improves the 
performance of passive power filters. The compensating current is injected to the 



 Harmonic Detection for Hybrid Filter 101 

power grid through power feeder. The active power filter focuses on suppressing 
harmonic currents and improving the performance of passive power filters, it is not 
necessary to compensate reactive power. To verify the performance of the proposed 
method of harmonic detection for hybrid active power filter, simulation model as 
shown in Fig.6 has been carried out in the simulation environment MATLAB. 

The comparison between before-compensation and after-compensation of the 
current waveforms are shown in Fig.7. Simulation results show the effectiveness of the 
proposed method of harmonic detection for hybrid active power filter.  

4   Conclusions 

This paper presents harmonic current detection and regulation for the hybrid active 
filter to enhance the harmonic suppression capability in industrial power system. 
Harmonic current distortion in FFT analysis can be induced that there are more serious 
harmonic interference when THD was 28.93%. From the harmonic order, these 
harmonics are mainly 5, 7th, 11th, 13th, 17th and 19th harmonics. Simulation results 
indicate that we can achieve satisfactory effectiveness by adopting hybrid active power 
filter to achieve harmonic suppression and improve the power quality. From simulation 
results we can get the following conclusions: the detecting method is much better in 
stability and detection accuracy. 
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Abstract. This paper introduces the application of wireless sensor networks 
(WSNs) based on ZigBee in the binary control of sequence control in power 
plant. And the process of the chemical water treatment is taken as an example to 
explain the system architecture and the problem. As the signals of binary 
control are transmitted through wireless channel and the process is implemented 
according to the logic sequence, the problem caused by delay is described in 
detail which isn’t encountered in cable networks and a solution based on delay 
estimation is proposed to settle it. Then on condition that the network is 
constrained in single-hop, the analysis of the method is carried out and the 
merits are also presented. 

Keywords: sequence control, ZigBee, binary control, delay estimation. 

1   Introduction 

In recent years, with the rapid development of microprocessor and wireless 
technology, the application of wireless sensor networks(WSNs) in industrial field will 
inevitably become a direction of research. And there have been wireless technologies 
or standards that we are familiar with, such as Bluetooth, WiFi, ZigBee and so on. 
There are many merits of ZigBee such as low energy consumption, ease of 
deployment, scalability, reliable data transmission and low cost [1]. Combined with 
the practical demands, considering the situation of the field and cost of the device, 
ZigBee is competent for our goal to realize the binary control in the process control. 
Chemical water treatment, which is chosen for the implementation of our research in 
binary control, is one part of the process of the treatment of boiler feedwater. There 
are several valves and pumps with different functions. The system architecture and 
the control streams are presented in Fig. 1. Obviously it is a closed-loop sensor 
network with binary control signals. The sink node works as the controller in the 
sequence control with the designed configuration program resided in, receiving DI 
and generating DO. Except the control packets (DI and DO) transmitted to realize the 
sequence control, other information, such as the energy state of wireless module and 
so on, is not presented in Fig. 1. 

Most of papers studying the control system with WSNs focus on the processing of 
analog signals and the controllers are designed [2,3]. Although the main problems of 
the wireless transmission, such as packet loss, delay and so on, are taken into 
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consideration in these papers and the effective models are presented to settle the 
problem, there are few papers about the problem of the binary control in WSNs. 
Problems introduced while using wireless networks to transmit the digital signals, 
especially the delay of the signals, will result in serious consequence. So the main 
purpose of this paper is analyzing the problem caused by delay and proposing a 
feasible and effective method to solve the problem. 

The rest of the paper is organized as follows. In Section 2, the problem caused by 
delay is described in detail while introducing the wireless technology into the binary 
control and the shortcomings of the method of using time stamps are stated. Section 3 
presents the delay estimation of the wireless sensor networks, based on which the 
problem described in Section 2 is settled. Section 4 gives the conclusion. 

 
Fig. 1. The architecture of control system with wireless networks introduced 

2   Problem 

In the continuous control system, the delay may lead to oscillating. And the things 
will be worse in discrete control system that controller may send out an instruction 
totally contrary to the actual need. At the same time, in traditional cable control 
system, because the binary signals are transmitted through the lead directly, the delay 
of transmission is so small that it won’t cause much trouble. But things are quite 
different in the wireless sensor network. There are lots of factors resulting in the delay 
of signal transmission or even the packet disorder while the signals are transmitted 
through the wireless channels. Firstly, because the CSMA/CA is adopted in ZigBee, 
each node has to compete for the access of media. Secondly, there may be a 
congestion happened in sink node, so that the arrival of the data will be discarded, 
requiring the retransmission of the data. Thirdly, in multi-hop networks, the packets 
have to be received and transmitted through the route nodes. All these will contribute 
to the delay of the transmission of the data.  

The delay of the signals transmitted through wireless channel would cause troubles 
in the sequence control. Fig 2 illustrates the situation. In the sink node with 
configuration program resided in, there is an output C derived from the logic 
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operation C=A&B. In Fig. 2, A and B are the signals from two different end nodes. 
The signals of dashed line stand for the sampled signals and the solid ones are the 
delayed signals. It shows clearly that there is no overlap of the actual signals in time 
domain and the output should be zero all the time. However, because of the delay, 
there comes an undesirable result that the signal is “1” between t3 and t'A2.  

Input A

Input B

output 
C=A&B

t

t

t

t4

t'A1tA1 tA2 t'A2

t'A2

t3

t3
 

Fig. 2. The unexpected result caused by delay of transmission 

One solution to this problem is using the time stamps while sampling the signals 
and packing the time stamps into the packets with the sampled signals in the end 
nodes. Then the packets are transmitted to the sink node. After the sink node receives 
the packets, the signals can be reverted according to their time stamps and then be 
used as the inputs of the logic operation. So the output will coordinate with the actual 
situation. However the implementation of this method must base on rigid time 
synchronization, otherwise the outcome will be wrong. In fact, the precisions of 
different time synchronization algorithms rank from microseconds to seconds [4]. 
Even if the rigid time synchronization is implemented, it has to consume lots of extra 
energy, which will affect the lifetime of the whole networks since the nodes are all 
power constrained [5]. What is more, with the time information carried in the frame, it 
increases the probability of the errors of the transmitted frames. So we introduce a 
method of using delay estimation to solve the problem.  

3   Delay Estimation 

There are lots of metal pipes in the field where the wireless end nodes are installed, 
which will cause distortions of the signals. So we locate the sink node, which works 
as a controller and gateway, close to the end nodes as possible to alleviate the 
interference to the transmitted signals through long distance transmission. All the end 
nodes are the neighbors of the sink node within single hop. And we model the 
wireless network as directed graph G=(V,E), where V (|V|=n)is the set of wireless 
nodes and E is set of the delays of wireless links. The weight of the link is noted by 
the delay.  

For the further research, we have to make some assumptions. Firstly, the node 
mean-time-to-fail(MTTF) is relatively large compared to the message transmission 
time. Secondly, the whole network is working at a stable state, the sink node being in 
the state of activity all the time and the end nodes sampling and transmitting signals at 
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a fixed interval. Thirdly, the time of end nodes sampling the valid device information 
to the buffer of the transceiver can be neglected. At last, the process speed of the sink 
node is greater than the arrivals of signals, so there is no congestion happened in sink 
node. We propose the solutions of the problem in two situations. 

Situation 1: the delay of the same wireless link keeps unchanged 
In [6,7], it presents that the expected normalized end-to-end packet delay using 

CSMA/CA is Di and the deduction of it is independent of time. For the end nodes 
sample signals at a fixed rate and the delay of the same wireless link keeps 
unchanged, the received signals in sink node are shifted Di back off compared to the 
sampled signals. Thus, for each end node linked to the sink node, there is Di 
(i=1,2,...,n-1) . The function of the logic operation is g. The output in sink node 
between t0 and t1 is f(k)|t0-t1, and k is the number of the input signals. So we have 

1 1 1
0 1 0 1 0 1( ) | ( ( , ), , ( , ))k k k

t tf k g S t D t D S t D t D→ = + + + +     (1) 

Si(t0+Di,t1+Di) is the signal sent by the ith end node and received by sink node 
between t0+Di and t1+Di. 

Situation 2: the delay of the wireless link changes with time. 
Because ZigBee adopts CSMA/CA as the MAC protocol, the delay of each node 

accesses wireless channel is stochastic. And we suppose that the delays at t0,t1,...,tn-1 
are all independent. The delay evaluation model can be derived as  
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0 is the value of delay at t0. The δi(tk) is sampled from gaussian white noise, with 

the mean value being 0 and the variance ζx=2ζ. And the δi(tk) is independent. Thus, 
the unbiased estimation of Di with minimum variance is given by 
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The estimated variance ζ2/n decreases linearly as the n increases. In (2), replacing 
dik-1 with (3), we have 
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The delay estimation with minimum deviation can be derived. Using (1) and (4), we 
can derive an output closer to the practical condition with minimum deviation. The 
result of the application is show in Fig. 3.The delayed signals can be transformed 
according to (4), thus we have t0= t1-D

1(t0), tn=tn+1-D
1(tn), tm=tm+1-D

2(tm), tp=tp+1-D
2(tp). 

The signals after transformation eliminate the overlap in time domain, so the output is 
always zero which coordinates with the actual situation. It can be seen clearly that the 
process of signals bases on the clock of the sink node. So it will alleviate the reliance 
on time synchronization greatly.  
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Fig. 3. The result derived with the method of delay estimation which accords with the actual 
situation 

4   Conclusion 

To settle the problem caused by delay while introducing wireless sensor networks into 
the application of the industrial control field, a method of using delay estimation is 
proposed. With the delay estimation of minimum deviation derived, the 
transformation of the delayed signals can be implemented and the transformed signals 
are taken as the inputs of the logic operation. And the output coordinates with the 
actual situation. Thus, this method not only works effectively, but also reduces the 
reliance on time synchronization. 
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Abstract. MBO plays a significant role in solving Chinese corporate property 
structure defects as well as promoting improvements of corporate governance. 
This is just the focus of this paper that is to discuss and evaluate the MBO 
financing methods and study some important derivative problems about MBO 
financing. Firstly, this paper introduced the features of MBO financing. 
Secondly, some significant issues about MBO were discussed and the paper 
pointed out some measures to solve these issues as well. The last but not least, 
one important derivative problem was studied. That was the method of pricing. 
The conclusion of this paper is that for China, there are some issues about MBO 
and some measures must be taken to solve them.  

Keywords: MBO (management buyout), financing obstacles, financing methods, 
pricing methods. 

1   Introduction 

There are two main financing methods of management buyout (MBO) in current China. 

1.1   Equity Funds 

In the process of management buyout, the equity funds supplied by management itself 
only take 10% to 20% of all needed funds that is essential for completing the whole 
management buyout. Compared with the all needs of funds, this number of equity funds 
is far more to be enough. As a result, in order to finish one management buyout the 
investors or purchasers often use some external funds to complete the whole process.  

1.2   External Funds 

In the general, the financing methods of external funds often include the following 
three approaches: loan from financial institutions, issuing bonds and issuing stocks. 

The last two financing methods are more easy to illustrate, which just mean that the 
purchaser of MBO go into the capital market to issue relevant securities to get money, 
including bonds, preferred stocks and common stocks. 

The first financing method refers to that the relevant people apply for loans from 
some certain financial institutions through taking some assets as the pledges and these 
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assets often include inventories and accounts receivable or other current assets. For one 
thing, the risk of this financing method is lower and commercial banks always intend to 
be the lenders. For another, the term of this financing method is shorter (1to 3 years) 
and the interest rate is lower. In general, for all funds of MBO, there are portions of 
15%--35% that are from this kind of financing method.  

2   Issues in the Process of MBO in China 

2.1   General Problems in the Process of MBO 

Firstly, it is difficult for Chinese enterprises to get the loan from commercial banks and 
other financial institutions when they plan to do MBO. The reason is that both Chinese 
commercial banks and other financial institutions have some serious restrictions about 
loans. Some regulations that are constituted by People's Bank of China forbid 
commercial banks and other financial institutions to lend money to enterprises to use 
for equity investments. Moreover, some relevant legal clauses also have the same rules. 
In addition, the current laws forbid enterprises to take some assets or equities as pledges 
to get loans from financial institutions and then transfer this money to individual 
persons. Also, in the goal of equity investments, individual persons are forbidden to get 
money from financial institutions just like enterprises. Finally, other relevant laws have 
the rules that security companies can not supply money to enterprises for equity 
investments directly. 

Secondly, the conditions of one enterprise to issue securities (such as common stock, 
preferred stock, bond and convertible bond) are very rigorous. Take bonds for one 
example. In some relevant Chinese laws, only some qualified enterprises can issue 
bonds. The first is joint-stock companies whose net assets should not lower than 
30,000,000 RMB. The second is limited liability companies whose net assets should 
not lower than 60,000,000 RMB. In addition, two important conditions must be 
satisfied. The first is that the cumulative amount of bonds outstanding should be lower 
than 40% of the issuer’s net assets. Another one is that the coupon rate of bonds should 
be lower than national interest rate. All of these restrictions about issuing scale of bonds 
and issuing conditions of bonds make it difficult for most enterprises to get money 
through the financing method of issuing bonds. Other marketable securities have the 
same characteristics such as rigorous issuing conditions and exorbitant issuing 
thresholds. All the above mentioned situations make it unrealistic for most enterprises 
to get money through the financing method of issuing bonds. 

The last but not least, the number of active institutional investors is too small. The 
institutional investor refers to one entity or one institution that holds a large number of 
bonds or stocks and participates in the process of strategic decisions actively. It is one 
normal phenomenon in the process of MBO in western developed countries to finance 
money from certain institutional investors. Nowadays, in Chinese financial market, 
several institutional investors construct special funds to help enterprises to do MBO, 
including New China Trust, Shanghai Rongzheng and so on. However, the scale of 
these funds is still very small compared with an increasingly large capital market.  
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2.2   Measures to Solve These Problems 

2.2.1   Vigorous Supports of National Regulations and Laws 
As one special method of capital operating, MBO needs vigorous supports of government 
and financial system.  

Firstly, many present laws have two obvious characteristics. The first is about 
“shunt” that means one economic system is changing to another system. Another is 
about “immature” that means Chinese market economy is still in the primary phase. 
With the construction and growth of Chinese market economy, two things must be done 
as soon as possible. The first is to do anything should be according to the requirements 
of market economy and constrict the range of legal functions of government. Another is 
to correct current relevant laws according to emerging situations.  

Secondly, it is necessary to have a developed financial system. This system should 
strengthen the construction of bank system and relax some restrictions about the range 
of commercial banks’ operations. At the mean time, the government should relax the 
control to the bond market and permit enterprises to issue junk securities based on the 
security rating, which can help one enterprise to get more money to use in the process 
of MBO. 

2.2.2   Reform of Financing Methods 
Due to the existing of narrow financing channels, management often misses the best 
opportunity of MBO because they have not the enough money to finish the acquisition, 
which will bring about some losses. As a resuly, it is necessary to expand financing 
channels and create some new financing methods. 

Firstly, some trust companies should interpose the financing methods of MBO. 
According to some relevant regulations of People’s Bank of China, one trust company 
can reform some new trust products due to the needs of capital market. Moreover, it is 
no any legal barriers for one trust company to lend money to one enterprise’s 
management to do MBO. As a result, trust companies can strut their stuff in the field of 
MBO because the funds of them can be gotten from many sources and their operating 
activities are very flexible and variable. There are many operating methods to do MBO 
with the form of trust. For one thing, the entity of MBO is one trust company and the 
management will not do it directly. Another, the management does the direct financing 
through using trust loan. In addition, the management can use the combination of 
equity funds and trust load to do MBO. 

Secondly, private-issued funds can play a role in the process of MBO. Funds for 
MBO are one kind of venture capital. At present, the funds that supply money to the 
process of MBO generally are private-issued funds. Private-issued funds refer to one 
type of funds that are issued only to some institutional investors and some rich 
individuals in the informal form. The sales and redemptions of private-issued funds are 
completed through negotiations between management of funds and the investors. On 
the other hand, one indirect financing method can be used by management of one 
process of MBO, which is private-issued funds can supply money to one trust 
company. This approach is a lawful activity. In a word, private-issued funds have the 
stronger flexibility, which is suitable for any projects and fields. In addition, according 
to its good secrecy, its wide investing fields and its higher annual return rate, 
private-issued funds are very appropriate for the financing of MBO. 
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Thirdly, institutional investors should play more important role in the process of 
MBO, which can optimize the financing structure of MBO in Chinese enterprises. 
Qualified institutional investors are the key factor and core that can help MBO of China 
to step in benign growth. The following contents are the major effects of institutional 
investors in the process of MBO. For one thing, based on the long-term investment, 
they can impel management to focus on the strategic reconstructions about enterprises’ 
growth in the long-run. Another, based on the equity capital, they can participate some 
post-MBO operating activities efficiently, including reorganization, supervising, 
restraint and controlling. This point can help one enterprise to complete structure 
optimization. In addition, based on the characteristics of specialization, management, 
human resource and investing experience, they can reduce the blindness of investing 
and promote the reasonable and healthy growth of MBO market. Finally, based on the 
large amount of funds and diversified investments, they can reduce the investing risks 
and defuse financial risks resulted in the individual financing.  

3   Pricing Problem in MBO 

3.1   Main Pricing Methods of MBO in China 

3.1.1   The Method of NAPS 
In China, the earliest pricing policies of MBO existed in the relevant regulations taken 
by the Committee of National Asset Management in 2003. According to these 
regulations, the transferring price of national shares in listed companies should be taken 
based on the profitability and the market value. On the mean time, the price can not be 
lower than one important financial ration that is net assets per share (total net assets 
divided by numbers of common stock), or NAPS.  

In the process of MBO, the pricing method that is based on net assets per share is 
named “the method of NAPS”. However, in practice, it is unrealistic that one enterprise 
only uses “the method of NAPS” as the pricing method of MBO. The reason is this 
method has several shortcomings.  

Firstly, the real value of national share is not equal to the value of net assets. On the 
other words, net assets can not be looked on as the proof of the value of national assets. 
It is very simple to take the value of net assets as the only basis of transferring price of 
national shares but it is short of truthfulness and effectiveness.  

Secondly, the premium of controlling is neglected when the value of net assets is 
taken as the pricing mechanism of MBO. Based on this method, management will get 
the control right by use one low price or even free. In China, in the process of MBO, the 
price paid by management often does not include the factor of control right, which is no 
difference with the trading of general minority shares. 

The last but not least, the factor of risk is neglected when the value of net assets is 
taken as the pricing mechanism of MBO. In any types of trading, all of political risks, 
legal risks and financial risks should not be ignored. However, this method does not 
take the factors of risk into the price. 

3.1.2   The Method of Income 
In addition to the method of NAPS, the method of income is often used in the process of 
MBO. This method refers that when management value the value of the target 
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company, the incomes that are based on assets are capitalized. On the other words, the 
normal future incomes of the target company are discounted to get the present value 
based on one appropriate capitalized rate. However, there still exist some shortcomings 
about this method of income. Firstly, it is difficult to confirm the appropriate 
capitalized rate. Secondly, in the analysis of the income, the different figures of income 
will affect the price directly. Nevertheless, many factors of accounting principles, such 
as changes of relevant accounting rules, can affect the level of the income, which means 
there exist uncertainties to the future incomes. 

3.1.3   The Method of Discounted Cash Flows 
The method of discounted cash flows means when management want to know the value 
of one enterprise, they can discount expected future cash flows to get the present value 
based on one appropriate discount rate. Compared with the above mentioned two 
methods, this method has some advantages.  

Firstly, MBO belongs to one kind of leverage acquisition, which means that the 
management or managers of the target company go to purchase the shares by using the 
debt funds. This activity requires that the target company can get enough cash in the 
future to meet the debt funds, which can remit the financial pressures.  

Secondly, all the factors that can affect the value of the target company, such as 
expected future cash flows, discount rate and the term, are able to be confirmed based 
on some sufficient information. As a result, the subjectivity and uncertainty are reduced 
sharply.  

3.2   Measures to Solve the Pricing Problems of MBO 

3.2.1   To Formulate Complete and Compulsory System of Information 
Disclosure 

There are two main reasons for many enterprises to evade open market pricing. Firstly, 
it is absence of guidelines from explicit policies. Secondly, it is absence of restraints 
from compulsive laws. Some measures should be taken, such as open of acquisitions 
and open of information, which can increase the costs of private trading and decrease 
the occurrence of private trading. Moreover, national assets can be protected.  

3.2.2   To Develop Intermediaries  
To develop intermediaries is one significant direction of the marketization. 
Management know some factors of one enterprise very well, including financial 
position, operating income and firm’s value. As a result, they can be the dominant 
position in the process of negotiation. Therefore, in order to avoid the losses caused by 
asymmetric information, the sellers of MBO should employ professional 
intermediaries to value the firm’s value and confirm the internal value of shares, which 
can reduce the disadvantages in the process of negotiation. 

3.2.3   To Complete the Market of Ownerships Trading 
Relevant departments should complete the market of ownerships trading as soon as 
possible and change the situation that only one buyer in the process. Through 
increasing the numbers of buyer, management will take part on the bid auction of 
shares as one of several buyers, which is helpful to many aspects. 
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3.2.4   To Complete the Legal Environment  
The higher level legislation should be taken because MBO is relevant to the 
management mechanism of national assets and pricing principles. As a result, the 
specialized laws and regulations should be formulated. The sufficiency of information 
disclosure, the transparency of negotiation and the fairness of trading can be ensured 
through the formulation of relevant laws and stronger monitors.  
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Abstract. Air fuel ratio has a great influence on emissions, power and economy of 
a CNG engine. When the CNG engine is at transient conditions, the air fuel ratio 
can not be precisely controlled at theoretical value by traditional means, which 
impairs the efficiency of catalytic converter and increases the emissions of CNG 
engines. To overcome the shortcomings of existing technology, a device and its 
operating method measuring air fuel ratio of CNG engines synchronously are 
developed. The moments which intake and exhaust valves open are used as the 
trigger signals for ECU to collect the test data of CNG engine simultaneously by 
sensors. Thus the measured air, intaking and than exhausting the cylinder, is at the 
same working cycle. And the throttle angle, the intake air, the speed and air fuel 
ratio of the CNG engine are measured simultaneously in transient conditions. 

Keywords: CNG Engine, Transient Conditions, Air Fuel Ratio, Synchronous 
Measuring. 

1   Introduction 

Compressed natural gas (CNG) is a cleaner burning alternative to conventional 
petroleum automobile fuels. Combustion of CNG produces the least amount of CO2 of 
all fossil fuels. CNG vehicles now generally equip with three-way catalytic converters. 
According to its characteristics, three-way catalytic converter can simultaneously 
convert HC, CO and NOX into harmless gases efficiently when air fuel ratio of the 
CNG engines nears the theoretical value. When CNG engines run at stable condition, 
the electronic control unit (ECU) can accurately force the air-fuel ratio to near the 
theoretical air-fuel ratio by detecting the intake air mass and applying closed loop 
control technology. However when the engines work in transient condition 
(acceleration or deceleration), the throttle angle changes so suddenly that there is a 
dynamic air fill-empty phenomena in intake pipe, which leads to the air fuel ratio 
measured by sensors is no longer the actual value [1][2]. Moreover, the oxygen sensor 
has response lag. The closed-loop control or the adaptive control methods commonly 
used can not be adopted to control the air fuel ratio precisely and can not meet the 
requirements in transient condition[3]. Therefore, the open-loop control method is 
generally used to control the air fuel ratio in transitional conditions at present. 
However, due to the restrictions on road conditions, most cars, especially the CNG bus 
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or taxi, run in transition conditions in urban areas for most of the time. It is necessary to 
control the air fuel ratio of CNG engine effectively in transition conditions. 

When CNG engines run in transition conditions, the signals exported by throttle 
position sensor, speed sensor, intake air pressure sensor and air flow sensor only 
represent engine state parameters at the moment, these parameters will change in a 
second. Therefore, controlling air fuel ratio by detecting the intake air flow has a certain 
degree of error. In addition, controlling air fuel ratio by feedbacking the oxygen sensor 
signals can not meet the requirements of real time in transition conditions. Because the 
air fuel ratio from oxygen sensor belongs to the air-fuel mixture having burned in this 
working cycle. The air fuel ratio will change in the next cycle. 

This paper takes the moments which intake and exhaust valves open as the trigger 
signals for ECU to collect the test data simultaneously. The throttle angle, the intake air 
flow, the speed and air fuel ratio of the CNG engine are measured simultaneously in 
transient conditions. 

2   The Principle of Measuring Air Fuel Ratio of CNG Engine 

The intake air and the fuel supply system of CNG engine mainly include intake air pipe 
and fuel pipe. Air fuel ratio R is defined as the ratio of the air mass Mac inhaled into the 
cylinder to the fuel mass Mfc injected into the cylinder in per cycle, that is to say, 
R=Mac／Mfc. The fuel mass Mfc injected into the cylinder in each cycle can precisely 
be controlled by ECU. Measuring the air mass Mac inhaled into cylinder accurately in 
each cycle is the key to achieve simultaneous measurement of air fuel ratio. According 
to the average value model of engine’s intake air, the air mass Mac passing through the 
throttle is a nonlinear function of throttle angle α and intake air pressure Pm [4], which 
can be described as:  

),(1 Pmf
dt

dMat α=                                            (1) 

The air mass Mac inhaled into the cylinder can be described as a nonlinear function 
of engine speed n and intake air pressure Pm, which can be expressed as: 

   ),(2 Pmnf
dt

dMac =                                              (2) 

When the engine is at transient conditions, there is a dynamic air fill-empty 
phenomenon in intake air system. So the air mass inhaled into cylinder is not equal the 
air mass flowing out the cylinder. According to the ideal gas state function, the 
relationship can be indicated as the following: 

  

RTm

PmVm
M am =                                                  (3) 

Where: Mam represents the air mass inside the intake pipe, Vm is the volume of 
intake pipe; R is the gas constant; Tm is the temperature of intake air. 

Derivative of the formula (3) on both sides gets: 

  

dt

dTm
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Pm
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dMam
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dt

dPm +=                         (4) 
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Taking into account the facts that heat conduction is very small in intake pipe, the 
pressure changes with time more greatly than the temperature does, the right second 
term of the formula (4) is ignored. The intake pipe system is taken as a pneumatic 
pump, the law of mass conservation is applied to the intake pipe system. 

  

dt

dMac

dt

dMat

dt

dMam −=                            (5) 

Combining formulas (4) and (5). 

  )(
dt

dMac

dt

dMat

Vm

RTm

dt

dPm −=                        (6) 

From formulas (1), (2) and (6), the air mass entering the cylinder through intake pipe 
in transition condition can be described as: 

),,(3 αPmnf
dt

dMac =                            (7) 

Formula (7) shows that the air mass Mac entering the cylinder in each cycle has a 
relationship with the engine speed n, the intake air pressure Pm and the throttle angle α. 
The inlet air pressure is influenced by atmospheric pressure, the adiabatic coefficient, 
volumetric efficiency, engine speed and throttle angle. Therefore equation (7) is 
expressed in complex function. 

Analysing the intake process shows the air pressure is mainly affected by engine 
speed and throttle angle in transition condition [5]. The parameters, such as engine 
speed, air pressure, intake air temperature and throttle angle, are measured by installing 
related sensors in intake pipe. Then the air mass entering the cylinder can be calculated 
according to the parameters. 

3   Synchronous Measuring Device for Air Fuel Ratio of CNG 
Engines 

Figure 1 shows the composition of the device measuring air fuel ratio of CNG 
synchronously. An air flow meter, a throttle position sensor, an intake air pressure 
sensor, an intake air temperature sensor, an intake valve displacement sensor, a exhaust 
valve displacement sensor, a three-way catalytic converter, a wide range oxygen 
sensor, a speed sensor and a ECU are installed on a multi-point injecting CNG engine. 

The first cylinder of CNG engine is chosen to collect test data. An intake valve 
displacement sensor and an exhaust valve displacement sensor are mounted on the 
intake valve and exhaust valve respectively. These sensors detect both valves’ actions 
and provide both valve’s opening signals. The signals are a trigger for ECU to collect 
test data. So the CNG engine state parameters, such as throttle angle, intake air mass, 
speed and air fuel ratio, are measured simultaneously in transient condition. 

ECU detects the signals of throttle angle with throttle position sensor and calculates 
the derivative of throttle angle. The value of derivative is a criterion to determine 
whether the engine is at transient condition. If the derivative of throttle angle is larger 
than the preset value, the engine is at transient condition; otherwise, the engine is at 
stable condition. A set of sensors, such as air flow meter, air pressure sensor and intake 
air temperature sensor, are installed in the intake pipe. ECU gets the signals with the 
sensors and calculates the intake air mass. 
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1. air flow meter; 2. throttle position sensor; 3. intake air pressure sensor;  
4. intake air temperature sensor; 5.intake valve displacement sensor; 6.spark plug; 

7. exhaust valve displacement sensors; 8.three-way catalytic converter;  
9.wide range oxygen sensor; 10.speed sensor; 11.injector  

Fig. 1. Synchronous measuring device for air fuel ratio of CNG engines engine 

A wide-range oxygen sensor is installed in the exhaust pipe to test the air fuel ratio of 
CNG engine. An engine speed sensor is installed on one end of crankshaft. 

4   Simultaneous Measuring Methods for Air Fuel Ratio of CNG 
Engine  

Figure 2 shows the simultaneous measuring flow process diagram for air fuel ratio of 
CNG engine. The CNG engine’s throttle is changed programmatically at different rates 
during tests. ECU constantly receives the signals from throttle position sensor and 
calculates the derivative of throttle angle. When the derivative is larger than the preset 
value stored in ECU, the engine is at transient condition. At this moment, ECU begins 
working in preparation for detecting the signals from intake valve position sensor and 
waiting the signal when the intake valve opens. As soon as the intake valve opens, the 
ECU sends the commands collecting the signals exported by air flow meter, throttle 
position sensor, intake air pressure sensor, intake air temperature sensor and engine 
speed sensor simultaneously. After these signals are converts into digital data by A / D 
converter, ECU reads and stores away these data in files; When the throttle derivative is 
less than the preset value, the engine is at stable condition, ECU stops collecting data. 

The measured gas, intaking and exhausting first cylinder, come from same working 
cycle. That is, the collected intake-air dada comes from the air being inhaled the 
cylinder during intake process, the collected exhaust-air dada comes from the air after 
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Fig. 2. Simultaneous measuring flow process diagram for air fuel ratio of CNG engine  

inhalation, compression, combustion, and discharge from the cylinder during exhaust 
process. The CNG engine working parameters, such as throttle angle, intake air mass, 
speed and air fuel ratio, are measured simultaneously in transient condition. 

5   Conclusions 

When CNG engine works in transition condition, there is a dynamic air fill-empty 
phenomenon in intake system, which leads to the air fuel ratio measured by sensors is 
no longer the actual value. Due to the response lag of oxygen sensor, the closed-loop 
control or the adaptive control methods commonly used can not control the air fuel ratio 
precisely and can not meet the requirements in the condition. 

This paper takes the derivative of throttle angle as a criterion to determine whether 
CNG engine is at transition condition. When the derivative is larger than the preset 
value, the engine is at transient condition; otherwise, the engine is at stable condition. 
This method is simple and efficient. 

The first cylinder of CNG engine is chosen to collect test data. Two displacement 
sensors are installed on the intake valve and exhaust valve respectively. The sensors 
detect both valves’ actions and provide both valve’s opening signals. The signals are a 
trigger for ECU to collect test data. The measured air mass, entering and then 
discharging the first cylinder, come from the same working cycle. So the simultaneous 
measurement of air fuel ratio is achieved. 
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Abstract. The process of separating initial source information from mixing 
signal is called blind signal separation (BSS). This paper mainly introduces the 
original, development, and style, etc of BSS, as well as analyzes model types of 
BSS algorithm. We simulate two signal of a sine and a triangle wave, then 
mixing them by non-linear matrix. Through simulation, based on BSS 
technology of typical Fast ICA or JADE algorithm, we concluded that the BSS 
algorithm can get the accuracy separation effect. However, because the 
observed signals in actual project may be non-linear mixing signal, and hard to 
determine, BSS algorithm of further research is very significant. 

Keywords: Blind signal separation (BSS), Signal process, ICA, JADE, Linear 
instantaneous model. 

1   Introduction 

In real life, we observed signals are often unknown, multi-input and multi-output 
linear system signal. If have not other priori information, only according to the source 
signal statistically independent of each other, use the observed signals to realize the 
mixed stack together separation  of source signals, which is called the blind source 
separation (BSS). BSS [1] is a process that returned from the mixed signal to recover 
cannot directly observation initial signal. Here, the ‘blind’ means two aspects, the 
source signal can not be observed and mixing system is unknown. Obviously, when 
we are hard to build mathematic model from source to sensor based on the 
transmission properties, or hard to establish a priori knowledge about the transmission 
or unable to obtain, BSS is a very natural selection. The core of BSS is matrix 
learning algorithm of separation (or solution mixed), the basic idea is act statistically 
independent feature extraction as input, and the representation of information is not 
lost. [2] 

2   The Development of BSS Technology 

BSS is a powerful signal processing method, which is early researched in late 1980s 
of 20th century. Due to the BSS has wide application foreground in the past decade in 
wireless communication, medical analysis, speech recognition, image processing [3] 
fields, the relevant theories and algorithms are rapidly development.  
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The international first researcher of study BSS method is Treichler and Larimore, 
they put forward with CMA can finish the source signal blind source separation and 
channel equilibrium in the same time, but this algorithm is unstable in much more 
signal mixing. [4] In the late 1980s, the French scholars Herault and Jutten put 
forward the basic concept of independent component analysis as well as independent 
components extraction nonlinear irrelevant law [5]. This method is based on feedback 
neural network by choosing odd nonlinear function constitute, which achieves the 
Hebb training, and the purpose of signal separation. But this method cannot 
accomplish more than two aliasing source signal separation, non-linear function 
selection is arbitrary, and lack of theory explanation. Linskesr also put forward 
greatly standards unsupervised learning thought based on the information 
transmission of neural network in 1988. [6] In 1991, Herault and Jutten published 
separation algorithm [7] [8] [9], which is considered the start of the study in the 
world. They pioneered the artificial neural network algorithm used to blind separation 
problem, which ushering a new field. In 1994, Comon puts forward independent 
component analysis (ICA) algorithm, provide a new thought for BSS, defined the 
basic assumptions problem of solving method of ICA, clearly defines the concept of 
independent component analysis, and presents an effective independent component 
analysis algorithm [10]. Tong present the perfect separation mathematical framework 
and analyzes separation problem reparability and uncertainty [11], and proposed 
decomposition methods based on higher order statistics matrix algebra features, which 
can solve transmission of linear algebra method. In 1995, Bell and Sejnowski using 
neural network, non-linear characteristics to eliminate the statistical correlation of 
high-order observed signals, and make the problem of BSS into information 
framework, let information maximization criterion to construct the goal function 
(Infomax algorithm). This paper gives the neural network optimal weight matrix 
iterative learning algorithm, which becomes the follow various algorithm basic. [12] 
In 1997, Cichocki improved Herault-Jutten algorithm network, the source signal 
mixed in worse scale and ill-posed problems are got better solution. [13] In 1999, 
Hyvarinen provides a quick nod algorithm based on the source signal gaussian 
measure, [14] this algorithm can extract single or multiple source signals according to 
the size order of non-gaussian character, which became the most representative batch 
algorithm, and has a very fast convergence speed, so, it is also called Fast ICA. In 
addition, the other scholars proposed method in different angles without using the 
perspective of the information theory to solve the separation question, Pham and 
Garat, etc first proposed maximum likelihood method [15]. Girolami proposed 
negative entropy maximization method [16]. Amari, Kung and Cichocki given 
respectively the source signal extracted algorithm in order based on kurtosis method, 
which has good effect. However, the algorithm has problems of stability. At the same 
time, non-linear PCA algorithm and maximum likelihood ICA algorithm is presented. 

3   The Application of BSS Linear Instantaneous Model  

According to the difference of mixing process, the mathematical model of BSS can be 
divided into two kinds, namely linear blind separation that source signal passing 
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through linear mixing and source signal passing through the non-linear mixing. Linear 
blind separation can divide again into signal delay instantaneous linear separation and 
the signal delay convolution blind source separation. Here, we only introduce the 
linear model without signal delay instantaneous researches and simulation. 

Linear instantaneous model is the simplest and most basic model and its principle is 
shown as Fig.1.[17] 

 

Fig. 1. BSS linear instantaneous model 

If we suppose n number of unknown source signal of 
1 2( ), ( ), , ( )ns t s t s t （m ≥ n）, 

during mixed stack matrix A and got m number mixed observation signal (or sensor 
signal) of 

1 2( ), ( ), , ( )mx t x t x t . Usually, observation signal can express as formula (1). 

1

( ) ( )
n

i ij j
j

x t a s t
=

=∑                                                          (1) 

Among formula (1), aij is mixing coefficient, and we can present it in matrix style 
as formula (2).  

( ) ( )t t=x As                                                                 (2) 

1 2( ) [ ( ), ( ), , ( )]T
nt s t s t s t=s  is a n dimension source signal vector, 

1 2( ) [ ( ), ( ), , ( )]T
mt x t x t x t=x  is a m dimension mixed signal vector, and A is a m× n 

dimension matrix. The basic idea of BSS is that in the premise of source signal s(t) 
and mixed matrix A unknown, only based on observation signal x(t) to look for a 
separable matrix W, and through constant adjustment separable matrix W, at last get a 
source signals as accurate estimate.  

( ) ( )t ty = Wx                                                                (3) 

( )ty  is the best estimation of source signal s(t). From Figure1, the front part is 

unknown source signal mixing process, this part is blind to signal processing port, and 
the back part is blind signal separation process, we can get separated signal through 
the processing observed signals.  

Linear instantaneous mixture model algorithm is the most simple and basic 
algorithm of BSS, the other model algorithm is obtained based on linear instantaneous 
model. According to the different ways of signal extracted, BSS algorithm can be 
divided into batch processing algorithm, adaptive algorithm and detect projection 
chasing method, etc. [17]. 
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Batch processing method is based on higher order statistics joint approximate 
diagonalization of eigenmatrices (JADE) method, JADE is the method of fourth-order 
accumulation learning algorithm, which is a kind of typical offline algorithm, to the 
number of various situations, all have certain function, but with the increases of 
source signal interrelation, JADE algorithm increases, the separation effect becomes 
poor. FOBI algorithm uses four order statistics to decompose independent source and 
identify mixed matrix method, it is essentially JADE predecessor.  

Adaptive algorithm handle observation signal with increasing input signal, which 
makes results to approach expected output gradually, is a kind of online processing 
method. Currently combining with neural network adaptive algorithm is the research 
focus. Adaptive includes maximum informatization method (Informax) and the 
expansion of maximum informatization method (EnInformax) [18]. 

In addition, projection chasing method separates one group of source signal every 
times, and cannot separate all source signals in one time. The ICA anchors algorithm 
is a kind of typical order extracts independent source algorithms. After fourth-order 
cumulate is improved, brings forward algorithm based on negative primogeniture 
fixed algorithm. The algorithm adopts fixed-point iterative optimization algorithm 
and the convergence speed is faster than the adaptive algorithm, also known as ‘Fast 
ICA algorithm’. Later, negative maximum Fast ICA algorithm primogeniture was 
expanded to complex field, which can solve the complex signal mixed separation 
problem. At present, the algorithm is the most widely used blind processing 
algorithm. Fast ICA algorithm is based on non-gaussian maximization principle, 
using the theory of anchors iteration for non-gaussian maximum [19]. 

3   Simulations and Analysis 

In order to understand the separation algorithm’s role in separated signal, we using 
two signals and blending, by using Fast ICA algorithm and JADE algorithm to 
observe accuracy of BSS separation algorithm. We assume a sine signals and a 
triangle wave respectively, which is shown a Fig.2. 

        

Fig. 2. Wave diagram of source signal 
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Fig. 3. Wave diagram of observation signal 

We mix the two signals in a 2×2 matrix A to get observation signal, observation 
signal is shown as Fig.3. Through Fast ICA separation algorithm and JADE 
separation algorithm BSS application, the result of separated signal is shown as Fig.4. 
From the Figure 4 we can see, BSS algorithm can get better identification effect. 

 

Fig. 4. Wave diagram of BSS signal 

5   Conclusions 

Although development of BSS technology has more mature, but because most of the 
algorithm is based on assumptions, the blind source separation algorithm is hard to 
realize in some special situation. Therefore, the study also should be in the more 
common non-linear mixed circumstances in quickly and effective separation 
algorithm. In addition, mixing matrix is full rank, or source signal is unknown, and in 
all kinds of noise circumstance, research of BSS algorithm is future research and 
focus.  
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The CAT Bézier Curves 

Jin Xie1, XiaoYan Liu2, and LiXiang Xu1 
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Abstract. A class of cubic Bézier-type curves based on the blending of 
algebraic and trigonometric polynomials, briefly CAT Bézier curves, is 
presented in this paper. The CAT Bézier curves retain the main superiority of 
cubic Bézier curves. The CAT Bézier curves can approximate the Bézier curves 
from the both sides, and the shapes of the curves can be adjusted totally or 
locally. With the shape parameters chosen properly, the introduced curves can 
represent some transcendental curves exactly. 

Keywords: C-Bézier curve, CAT-Bézier curve, shape parameter, local and total 
control, transcendental curve. 

1   Introduction 

In CAGD, the cubic Bézier curves, have gained wide-spread applications, see [1]. 
However, the positions of these curves are fixed relative to their control polygons. 
Although the weights in the non-uniform rational B-spline (NURBS) curves, have an 
influence on adjustment of the shapes of the curves, see [2]. For given control points, 
changing the weights to adjust the shape of a curve is quite opaque to the user. On the 
other hand, it is also noticed that those curves based on algebraic polynomials have 
many shortcomings, especially in representing transcendental curves such as the 
cycloid and helix, etc. Hence, some author proposed new methods in the space of 
mixed algebraic and non-algebraic polynomials, see [3-10]. Pottman and Wagner [4] 
investigated helix splines. GB-splines were constructed in [5] for tension generalized 
splines allowing the tension parameters to vary from interval to interval and the main 
results were extended to GB-splines of arbitrary order in [6]. Han, Ma and Huang [7] 
studied the cubic trigonometric Bézier curve with two shape parameters, the shape of 
which can be adjusted locally by shape parameters. Zhang [8, 9] constructed the C-B 
curves based on the space span{1, t, sint, cost}, which can precisely represent some 
transcendental curves such as the helix and cycloid, but can only approximate the 
curves from the single side. Wang, Chen and Zhou studied non-uniform algebraic- 
trigonometric B-splines (k≥3) for space span{1,t,t2…tk-2, sint, cost } in [10]. Note that 
these existing methods can deal with some polynomial curves and transcendental 
curves precisely. But the forms of these curves are adjusted by shape parameters with 
complicated procedures. 

In this paper, we present a class of cubic Bézier-type curves with two shape 
parameters based on the blending of algebraic and trigonometric polynomials. This 
approach has the following feature: 1.The introduced curves can approximate the 
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Bézier curve from the both sides, and the change range of the curves is wider than that 
of C-Bézier curves. 2. The shape of the curves can be adjusted totally or locally. 3. 
With the shape parameters and control points chosen properly, the CAT Bézier curves 
can be used to represent some transcendental curves such as helix and cycloid. 

2   The CAT Bézier Base Functions and Their Related Propositions 

Definition 2.1. For two arbitrarily selected real values λ and μ ,where
2

2 8
,

πλ μ
π

≤ =
−

 

5.27898, the following four functions in variable t with are called CAT-Bézier base 
functions: 

( )
( ) ( )

( )

( ) ( )

( ) ( )
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0 3

1 3 0 3
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2 2
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3 1 6 1
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,
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, ,

,

t t t co s t
b t ,

t s in t c o s t

b t b t ,

t s in t co s t

b t b t ,

t t s in t
b t

πλ π π π λ π λ λ

π π λ

π ππ π

π
π ππ

π
πμ π π μ μ

π

⎛ ⎞− − + − + − ⎜ ⎟
⎝ ⎠=

− + −

⎛ ⎞⎛ ⎞ ⎛ ⎞− + − −⎜ ⎟ ⎜ ⎟⎜ ⎟
⎝ ⎠ ⎝ ⎠⎝ ⎠= −

−
⎛ ⎞⎛ ⎞ ⎛ ⎞− + −⎜ ⎟ ⎜ ⎟⎜ ⎟

⎝ ⎠ ⎝ ⎠⎝ ⎠= −
−

⎛ ⎞− + + − ⎜ ⎟
⎝ ⎠=

− ( )6 2
.

π μ

⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪ + −⎩

            (1) 

It can be verified by straight calculations that these CAT Bézier base functions 
possess the properties similar to those of the cubic Bernstein base functions. 
(a) Properties at the endpoints: 

( )
( )

( ) ( )
( ) ( )

0,3 ,3

3,3 3 ,3

0 1 0 0
, ,

1 1 1 0

j
i

j
i

b b

b b −

⎧⎧ = =⎪ ⎪
⎨ ⎨

= =⎪ ⎪⎩ ⎩
                                    (2) 

where 0,1, , 1, 1,2,3j i i= − = ,and ( ) ( ) ( )0
,3 ,3i ib t b t= . 

(b) Symmetry: 

( ) ( )3 3 3 1i , i ,b t; , b -t; ,λ μ λ μ−= ,for 0,1,2,3i = .                         (3) 

(c) Partition of unity: 

   ( )
3

3
0

1i ,
i

b t
=

=∑ .                                               (4) 

Proposition 2.1. These CAT Bézier base functions are nonnegative for
2

2 8
,

πλ μ
π

≤
−

, 

namely, 

( )3 0i ,b t ≥ , 0 1 2 3i , , ,=                                      (5) 

Proof: By simple computation, for [ ]0 1t ,∈ and
2

2 8

πλ
π

≤
−

, we have ( )0 3 0,b t′ ≤ , so the 

non-negativity of ( )0 3,b t can be easily proved.    
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For [ ]0 1t ,∈ and 3 6

2 6

πλ
π

−<
−

, since ( ) ( ) ( )1 3 1 3 1 30 1 1 0, , ,b b b′= = = , ( ) ( ) ( )13

3
0 0

3 6 2 6,b
π

π π λ
′ = >

− − −
, 

and ( )
2

1 3 1 0
8 2,b

π
π

′′ = >
−

, if ( )1 3,b t fails to retain the same sign in the interval (0,1), then 

( )1 3,b t′ has at least four zeros in [0,1]. So  

( ) ( ) ( )
( )

( ) ( ) ( )( )
3

1 3

6 16

16 4 3 6 2 6 2 16 4 3 6 2 6 2,b t cos t sin t
λ πλπ πλ π π

π π π λ π π π λ
⎛ ⎞ − +

′′′ = − +⎜ ⎟⎜ ⎟− − − − − − − −⎝ ⎠
 

has at least two zeros in (0,1), which contradicts the properties of trigonometric 

functions. Since ( )1 3,b t retains the same sign and ( ) ( ) ( )
( ) ( )( )1 3

24 2 1 12 11
0 5 0

8 3 6 2 6,b .
λ λ π

π π λ
− + −

= >
− − −

 

for 3 6

2 6

πλ
π

−<
−

, the property of non-negativity of ( )1 3,b t is proved. By symmetry, the 

non-negativity of ( )3 3,b t and ( )2 3,b t can be proved similarly. 

So, for [ ]0 1t ,∈ and
2

2 8
,

πλ μ
π

≤
−

, ( )3 0i ,b t ≥ , 0 1 2 3i , , ,= . 

Fig.1 shows the figures of the four CAT-Bézier base functions and C-Bézier base 
functions. 
 

               
                                     (a)                                                               (b)   

        
                                           (c)                                                                 (d) 

Fig. 1. The figures of four CAT-Bézier base functions 

3   The CAT Bézier Curves and Their Related Properties 

3.1   Construction of the CAT-Bézier Curves 

Definition 3.1. Given points ( )0 1 2 3i i , , ,=P in 2R or 3R , then 

( ) ( )
3

3
0

i i ,
i

t b t
=

=∑r P                                                                (6) 
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is called a CAT Bézier curve, where [ ]0 1t ,∈ , 5 27898, .λ μ ≤ , ( )3i ,b t , 0 1 2 3i , , ,= are the 

CAT Bézier base functions. 
From the definition of the base functions, some properties of the CAT-Bézier 

curves can be obtained as follows: 

Theorem 3.1. The CAT-Bézier curve (6) has the following properties: 
(a) Terminal properties :  

 
( ) ( )

( ) ( ) ( ) ( ) ( ) ( )
0 3

1 0 3 2

0 1

3 3
0 1

3 6 6 2 3 6 6 2

, ,

, .
π π

π π λ π π μ

⎧ = =
⎪
⎨ ′ ′= − = −⎪ − + − − + −⎩

r P r P

r P P r P P
                (7) 

(b) Symmetry: 

0 1 2 3, , ,P P P P  and 3 2 1 0, , ,P P P P  determine the same CAT-Bézier curve in different 

parameterizations, i.e. 
( ) ( )0 1 2 3 3 2 1 01t , , ; , , , t , , ; , , ,λ μ λ μ= −r P P P P r P P P P .                             (8) 

(c) Geometric invariance:  
The shape of a CAT Bézier curve is independent of the choice of coordinates, 

namely, (3.1) satisfies the following two equations: 
( )0 1 2 3t , , ; , , ,λ μr P +q P +q P +q P +q  ( )0 1 2 3t , , ; , , ,λ μ= r P P P P +q ,                (9) 

  ( ) ( )0 1 2 3 0 1 2 3t , , ; * , * , * , * t , , ; , , , *λ μ λ μ=r P T P T P T P T r P P P P T ,                (10)  

where q is an arbitrary vector in 2R or 3R , and T is an arbitrary ×d d matrix, d = 2 or 3. 

(d) Convex hull property:  
The entire CAT-Bézier curve segment must lie inside its control polygon spanned 

by 0 1 2 3, , ,P P P P . 

3.2   Shape Control of the CAT-Bézier Curves 

By introducing the shape parameters λ and μ , the CAT-Bézier curves possess the 
better representation ability than C-Bézier curves. 

As shown in Fig.2, when the control polygon is fixed, by letting λ be equal to μ and 
adjusting the shape parameter from -∞ to 5.27898, the CAT-Bézier curves can range 
from below the C-Bézier curves to above the cubic Bézier curves. And, the shape 
parameters are of the property that the larger the shape parameter is, the more closely 
the curves approximate the control polygon. 

For [ ]0 1t ,∈ , we rewrite (6) as follows:  

( )
( )

( )( ) ( )( )
1 2

0 3 0 1 3 3 3 2

2 1 2 2 2
2 2 2 2

4 4

, ,

os sin sin cos

t

t; t; .

π π π ππ π

π π
λ μ

⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞− − + − − + −⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠= +

− −
+ − + −

t c t t t t t

r P P

b P P b P P

       (11) 

Obviously, shape parameters λ and μ only affect curves on the control edge P0P1 
and P2P3 respectively. In fact, from (11), we can adjust the shape of the CAT-Bézier 
curves locally: as μ increases and λ fixes, the curve moves in the direction of the edge 
P2 P3; as μ decreases and λ fixes, the curve moves in the opposite direction to the edge 
P2P3, as shown in Fig.3. The same effects on the edge P0 P1 are produced by the shape 
parameter λ .  
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                 Fig. 2. Adjusting the curves totally            Fig. 3. Adjusting the curves locally 

4   The Applications of the CAT-Bézier Curves 

In this section, we can represent some transcendental curves by means of CAT-Bézier 
curves precisely. 

Proposition 4.1. Let P0, P1, P2 and P3 be four control points as follows, 

( ) ( ) ( )( )
2

0 1 2 3

2 2 4
0 0 0 0 0

2 2
, , a, , a, a ,a a

π π π
π π

⎛ ⎞− − −⎛ ⎞⎜ ⎟= = − = = ≠⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠
P P P ,P .                    

Then the corresponding CAT-Bézier curve with the shape parameters 0λ μ= = and 

[ ]0 1t ,∈ represents an arc of cycloid. 

Proof. Substituting ( ) ( ) ( )
2
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0 0 0 0

2 2
, , a, , a, a ,a

π π π
π π
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P P P ,P into (6) yields 

the following coordinates of the CAT-Bézier curve,  
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⎧ ⎛ ⎞= −⎜ ⎟⎪⎪ ⎝ ⎠
⎨

⎛ ⎞⎪ = −⎜ ⎟⎪ ⎝ ⎠⎩

，

，

                                                    (12) 

which is a parametric equation of a cycloid. 

Proposition 4.2. Let P0, P1, P2 and P3 be four properly chosen control points such that 

( ) ( )( )0 1 2 3

2 2 2 2
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2 2

b
,a, , a,a, b a, a, , a, ,b a ,b .

π π π
π π
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Then the corresponding CAT-Bézier curve with the shape parameters 0λ μ= =  and 

[ ]0 1t ,∈  represents an arc of a helix.  

Proof. Substituting ( ) ( )0 1 2 3

2 2 2 2
0 0
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b
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P P ,P P  into 

(6) yields the coordinates of the CAT-Bézier curve  
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y t a s in t ,

z t b t ,

π

π

⎧ =⎪
⎪
⎪ =⎨
⎪
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                                                 (13) 

which is the parametric equation of a helix. 
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Remark: By selecting proper control points and shape parameters, one can show that 
the segments of sine, cosine curve and ellipse can also be represented via CAT-Bézier 
curves.  

5   Conclusions 

As mentioned above, the CAT-Bézier curves have all the properties of C-Bézier 
curves. What is more, the introducing curves can precisely represent some 
transcendental curves. Also, we can adjust the shapes of the CAT-Bézier curves 
totally or locally. Because there is hardly any difference in structure between a CAT-
Bézier curve and a cubic Bézier curve, it is not difficult to adapt a CAT-Bézier curve 
to a CAD/CAM system that already uses the cubic Bézier curves.  
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Abstract. Public key encryption with keyword search enables user to send a 
trapdoor to a server that will enable the server to locate all encrypted messages 
containing the keyword W, but learn nothing else. In a searchable public-key 
encryption scheme with a designated tester (dPEKS), only the designated server 
can test which dPEKS ciphertext is related with a given trapdoor by using his 
private key. PEKS/dPEKS scheme does not allow the user to decrypt the 
encrypted keyword or decrypt the encrypted massage which limits its 
applicability. Decryptable searchable encryption which enables decryption can 
resolve this problem. In this paper, we study the keyword guessing attack of 
dPEKS and propose an enhanced secure searchable public key encryption 
scheme. At last, we extend the dPEKS scheme to a decryptable searchable 
encryption scheme with designated tester.  

Keywords: searchable encryption scheme, decryptable searchable encryption 
scheme, designated tester, keyword guessing attack. 

1   Introduction 

With the development of internet technologies, the amount of sensitive data to be 
stored and managed on networked servers rapidly increases. To ensure the privacy 
and confidentiality of sensitive data from even inside attackers such as a malicious 
system administrator of a server, a user may encrypt the sensitive data before storing 
the data into a database server. However, this renders a server unable to perform 
searches for retrieving the data upon a query from a user. 

To resolve this problem, in 2004, Boneh et al. [1] proposed the concept of public 
key encryption with keyword search scheme(PEKS) to enable one to search encrypted 
keywords without compromising the security of the original data and proposed a 
universal transformation from anonymous identity-based encryption (IBE) [2, 3, 4] to 
PEKS. Abdalla et al. presented an improved universal transformation from 
anonymous IBE to PEKS and a novel expansion of PEKS that public-key encryption 
with temporary keyword search (PETKS) [5]. To achieve combinable multi-keyword 
search, two schemes with conjunctive keyword search (PECKS) [6,7] were respectively 
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proposed. In [8], Baek et al. proposed a searchable public key encryption for a 
designated tester (dPEKS) in which only the server can test whether or not a given 
dPEKS ciphertext is related with a trapdoor by using its private key. Under the 
practical condition that the size of keyword space is not more than the polynomial 
level, Byun et al. firstly defined off-line keyword guessing(KG) attacks [9] and 
showed that the PEKS scheme in [1] is insecure against KG attacks. Jeong et al. 
proved that any PEKS scheme satisfying at least computationally indistinguishable 
consistency implies successful keyword guessing attacks [10]. However, it is possible 
to construct a secure dPEKS scheme against KG attacks [11,12]. 

All of the schemes do not allow to retrieve the keyword, also they do not guarantee 
any relation between message and keyword. However, in some situation, users may 
want to sort the received encrypted emails using keywords without decrypting them. 
The PEKS/dPEKS is not applicable in this scenario. Decryptable searchable 
encryption which extends the notion of PEKS and enables decryption of keyword can 
resolve this problem. Fuhr and Paillier [13] put forward a construction for PEKSD 
scheme. However, it is improper that its test method can decrypt the ciphertext and 
get the associated keyword. Fang et al. present a decryptable searchable encryption 
scheme without random oracle [14]. But it is not the scheme with designated tester. 

This paper suggests that the schemes in [11,12] are insecure against KG attacks 
and construct an enhanced dPEKS scheme. We prove that the scheme is secure 
against KG attacks. Then we extend our scheme to a secure decryptable searchable 
encryption with designated tester. The rest of this paper is organized as follows. In 
Section 2, we review some preliminaries. In Section 3, we analyze two schemes in 
[11,12]. In Section 4, we present our new dPEKS scheme against keyword guessing 
attacks. The security analysis is given in Section 5. In Section 6, we extend the 
dPEKS scheme to a secure decryptable searchable encryption scheme with designated 
tester. Finally, we draw our conclusions in Section 7. 

2   Preliminaries 

2.1   Bilinear Pairings 

Let G1 be a cyclic additive group generated by P, with a prime order p, and G2 be a 
cyclic multiplicative group with the same prime order p. Let e : G1×G1 G2 be a map 
with the following properties [15]: 

1) Bilinearity: e(aP, bQ) = e(P, Q)ab for all P, Q ∈ G1, a,  b ∈Z*
p ; 

2) Non-degeneracy: There exists P, Q ∈ G1 such that e(P, Q) ≠ 1; 
3) Computability: There is an efficient algorithm to compute e(P,Q) for all P,Q ∈ G1; 

2.2   Searchable Public Key Encryption for a Designated Tester(dPKES) 

A searchable public-key encryption scheme for a designated tester consists of the 
following polynomial time algorithms where gp denotes a set of global parameters. 

1) GlobalSetup(λ):takes a security parameter λ as input, and generates a global 
parameter gp.  

2) KeyGenServer(gp):takes input gp, outputs a pair of public and secret keys (pkS, 
skS), of server S. 
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3) KeyGenReceiver(gp):takes as input gp and generates a pair of public and secret 
keys, (pkR, skR), of the receiver R. 

4) dTrapdoor(gp, pkS, skR, w):takes as input, gp, the server’s public key, pkS, the 
receiver’s secret key, skR, and a keyword, w. It then generates a trapdoor, Tw. 

5) dPEKS(gp, pkR, pkS, w):takes as input, gp, the receiver’s public key, pkR, the 
server’s public key, pkS, and a keyword, w. It returns a dPEKS ciphertext, C of w. 

6) dTest(gp, C, skS, Tw):takes as input, gp, a dPEKS ciphertext, C, the server’s 
secret key, skS, and a trapdoor, Tw. It outputs ‘yes’ if w=w’ and ‘no’ otherwise, where 
C= dPEKS(gp, pkR, pkS, w’). 

Consistency requires that for any keyword w, (pk, sk)= KeyGen(1λ), Tw = 
dTrapdoor(sk,w), we have dTest(pk, dPEKS(pk,w), Tw) = 1. 

3   Analysis of Two dPEKS Schemes against KG Attacks 

3.1   Attack on Schme in [11]  

We review Rhee et al.’s dPEKS scheme [11] and show that the scheme is insecure 
against KG attacks. Rhee et al.’s dPEKS scheme works as follows: 

1) GlobalSetup(λ): Given a security parameter λ, it returns a global parameter 
gp=( G1, G2, e, H1, H2, g, KS), where KS is a keyword space.  

2) KeyGenServer(gp): It randomly chooses α∈RZ*
p , and Q∈R G1, and returns skS=α 

and  pkS=(gp, Q, ys)=(gp, Q,gα) as a server’s pair of secret and public keys. 
3) KeyGenReceiver(gp):This algorithm randomly chooses x∈RZ*

p, and returns skR=x 
and  pkR=gx as a receiver’s pair of secret and public keys, respectively. 

4) dPEKS(gp, pkR, pkS, w): This algorithm randomly picks a rand value r∈RZ*
p, 

and outputs C=[A,B]=[(pkR)r,H2(e(ys,H1(w)r))], where w∈KS.  
5) dTrapdoor(gp, pkS, skR, w): This algorithm randomly picks a rand value r’ 

∈RZ*
p, and outputs Tw=[T1, T2]= ])(,[ '/1

1
' rxr

s gwHy ⋅ , where w∈KS. 

6) dTest(gp, C, skS, Tw): This algorithm compute T=(T2)
α/T1 and checks if 

B=H2(e(A,T)). If the equality is satisfied, then output ‘1’; otherwise, output ‘0’. 

We show that the scheme in [11] is not secure against KG attacks by the server. 
Suppose that a server is given a ciphertext C and a trapdoor Tw  for a keyword w  
such that dTest(gp, C, skS, Tw) =1. The server can determine which keyword is used in 
generating C and Tw as follows: 

(1) The server can get  gr’ from T1 using its secret key skS=α.  
(2) The server guess a keyword w’ in KS and compute H1(w’). 
(3) The server checks if e(pkR, T2)=e(pkR,gr’)e(g, H1(w’)). If so, the guessed 

keyword w’ is a valid keyword. Otherwise, go to (1).  

3.2   Attack on Schme in [12] 

Rhee et al.’s dPEKS scheme works as follows: 

1) GlobalSetup(λ): Given a security parameter λ, it returns a global parameter 
gp=( G1, G2, e, H1, H2, g, h, u, t,KS), where KS is a keyword space and h, u, t∈R G1.  
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2) KeyGenServer(gp): It randomly chooses α∈RZ*
p, and returns skS=α and  pkS=(gp, 

ys1, ys2, ys3)=(gp, gα, h1/α, u1/α) as a server’s pair of secret and public keys, respectively. 
3) KeyGenReceiver(gp):It randomly chooses x∈RZ*

p, and returns skR=x and  
pkR=( yR1, yR2, yR3)=(gx , h1/x, tx) as a receiver’s pair of secret and public keys. 

4) dPEKS(gp, pkR, pkS, w): This algorithm randomly picks a rand value r∈RZ*
p, 

and outputs C=[A,B]=[(yR1)
r,H2(e(ys1,H1(w)r))], where w∈KS.  

5) dTrapdoor(gp, pkS, skR, w): This algorithm outputs Tw= xwH /1
1 )( . 

6) dTest(gp, C, skS, Tw): This algorithm checks if )),((2
Ssk

wTAeHB = . If the 

equality is satisfied, then output ‘1’; otherwise, output ‘0’. 
We show that the scheme in [12] is not secure against KG attacks as follows: 

(1) The attacker guess a keyword w’ in KS and compute H1(w’). 
(2) The attacker checks if e(yR1, Tw)= e(g, H1(w’)). If so, the guessed keyword w’ is 

a valid keyword. Otherwise, go to (1). 

4   Our Enhanced dPEKS Scheme 

Our dPEKS scheme works as follows: 

1) GlobalSetup(λ): Given a security parameter λ, it returns a global parameter 
gp=(G1,G2,e,H1,H2,g), H1:{0,1}* G1, H2: G2 {0,1}*.  

2) KeyGenServer(gp): It randomly chooses α∈RZ*
p , and Q∈R G1, and returns skS=α 

and  pkS=(gp, Q, ys)=(gp, Q,gα) as a server’s pair of secret and public keys. 
3) KeyGenReceiver(gp):It randomly chooses x,t∈RZ*

p, and returns skR=x,t and  
pkR=(yR1, yR2, yR3, yR4)=(gx , gtx2, gxt, ys

t) as a receiver’s pair of secret and public keys. 
4) dPEKS(gp, pkR, pkS, w): This algorithm randomly picks a rand value r∈RZ*

p, 
and checks if e(yR1, yR4)= e(yR3, ys). If the equality is satisfied, then outputs 

C=[A,B]=[(yR2)
r,H2(e(yR4,H1(w)r))]= [ trxg

2

,H2(e(yR4,H1(w)r))].  

5) dTrapdoor(gp, pkS, skR, w): This algorithm randomly picks a rand value r’ 

∈RZ*
p, and outputs Tw=[T1, T2]= ])(,[ '/1

1
' 2 rxr

s gwHy ⋅ . 

6) dTest(gp, C, skS, Tw): This algorithm computes T=(T2)
α/T1 and checks if 

B=H2(e(A,T)). If the equality is satisfied, then output ‘1’; otherwise, output ‘0’. 

5   Analysis  

Since our scheme is similar to one in [11], we can show the security in same manner 
in [11]. We omit the proof of security of a dPEKS ciphertext. We show that our 
scheme is computationally consistent and is secure against KG attacks on the base 
that a discrete logarithm problem is hard. 

Firstly, similar to [11],our dPEKS scheme satisfies computationally consistency.  
Secondly, our scheme is secure against KG attacks. Suppose A is a attacker with 

advantage ε. Assume that Tw=[T1, T2] is a trapdoor. To obtain a correct keyword w 

from the given Tw, it should be possible that A get 
2/1

1 )( xwH or H1(w) from Tw. 
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Since a discrete logarithm problem is hard, A cannot easily get the unknown r’ or 
α∈Z*

p f rom '
1

r
syT = where ys=gα. Furthermore, even though A can compute 

))(,(),(/))(,( ),(/),(
22 /1

1
''/1

112
x

s
r
s

rx
ss wHyeygegwHyeTgeTye =⋅=  

A cannot guess w such that ))(,(
2/1

1
x

s wHye  with out a knowledge of a 

receiver’s secret key x or a server’s secret key α. Therefore, it is hard that A guesses 
2/1

1 )( xwH or H1(w) from Tw. 

Even the server can get  gr’ from T1 using its secret key skS=α. The server cannot 
guess a keyword w’ by checking if e(yR4, T2)=e(yR4,g

r’)e(g, H1(w’)).  

6  Extension to Decryptable Searchable Encryption with 
Designated Tester  

We extend the dPEKS scheme to a secure decryptable searchable encryption scheme 
with designated tester as follows: 

1) GlobalSetup(λ): Given a security parameter λ, it returns a global parameter 
gp=( G1, G2, e, H1, H2, H3, g), H1:{0,1}* G1, H2: G2 {0,1}*, H3:{0,1}* Zp.  

2) KeyGenServer(gp):It randomly chooses α∈RZ*
p , and Q∈R G1, and returns skS=α 

and  pkS=(gp, Q, ys)=(gp, Q,gα) as a server’s pair of secret and public keys. 
3) KeyGenReceiver(gp):It randomly chooses x,t∈RZ*

p, and returns skR=x,t and  
pkR=(yR1, yR2, yR3, yR4)=(gx , gtx2, gxt, ys

t) as a receiver’s pair of secret and public keys. 
4) dPEKS(gp, pkR, pkS, w): It randomly picks a rand value r∈RZ*

p, and checks if 
e(yR1,yR4)=e(yR3,ys). If the equality is satisfied, then outputs 

C=[A,B,D,E]=[(yR2)
r,H2(e(yR4,H1(w)r)), w⊕H2(g

r), e(g,g)rh]= [ trxg
2

,H2(e(yR4,H1(w)r)) , 

w⊕H2(g
r), e(g,g)rh], where h=H3 (A||B||D||gr).  

5) dTrapdoor(gp, pkS, skR, w): This algorithm randomly picks a rand value r’ 

∈RZ*
p, and outputs Tw=[T1, T2]= ])(,[ '/1

1
' 2 rxr

s gwHy ⋅ . 

6) dTest(gp, C, skS, Tw): This algorithm computes T=(T2)
α/T1 and checks if 

B=H2(e(A,T)). If the equality is satisfied, then output ‘1’; otherwise, output ‘0’. 

7) KeywordDec(gp, C, skR): This algorithm computes gr from A= trxg
2

using 

skR={x,t} and outputs w=D⊕H2(g
r) if E= e(g,gr) h where h=H3 (A||B||D||gr). 

7   Conclusion  

The public key encryption with keyword search enables one to search encrypted data 
without compromising the security of the original data. In this paper, we analyze two 
dPEKS schemes and suggest that they are insecure against keyword guessing attack 
and construct an enhanced dPEKS scheme. We prove that the scheme satisfies the 
consistency and is secure against KG attacks. At last, we extend our dPEKS scheme 
to a secure decryptable searchable encryption scheme with designated tester. 
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The Modeling of Radar Electromagnetic Propagation by 
Parabolic Equation 

Bole Ma, Xiushan Zhang, and Zifei Zhang 

Dept. of Computer Technology, Naval Univ. of Engineering, Wuhan Hubei, 430033 

Abstract. In modern battlefield with the utilization of radar frequently, the 
detection-range of the radar has become an important factor for commandant. 
Because of the invisibility of electromagnetic wave, there are much more value 
to simulate and display it. The simulation of electromagnetic wave has two 
steps, including simulation and visualization. In this paper, we studied parabolic 
equation and introduced some new theories to modify the factor of DMFT, 
otherwise compute the impedance by a new rough surface reflection coefficient. 
At last, we construct a model about electromagnetic radar, while we apply it on 
the clutter of sea to simulate radar detection-range. The result of simulation is 
the same as some papers. 

Keywords: parabolic equation, DMFT, reflection coefficient, propagation loss. 

1   Introduction 

The electromagnetic atmosphere of the battlefield is becoming more and more 
complex because the electric devices are used frequently in modern battlefield. The 
acquisition of the electromagnetic wave is the key to win a war. Radar is the most 
used electronic equipment in various battlefields. The simulation and the visualization 
of radar have high value in military. The simulation of the complex electromagnetic 
environment and constitution of three-dimensional states can increase senior 
commandant’s ability of processing the information in battlefield by the modern 
suppositional technique. 

Because of the invisibility of the radar, two steps are needed to appear to 
commander: modeling and visualization. Until now many models of propagation of 
the electronic wave have been created, normally by three methods: 1. method of 
moment, 2.FDTD, 3.Parabolic Equation. Method of moment applies to low 
frequency. FDTD needs enormous calculation and is confined by the choice of 
step[1]. Parabolic equitation is proposed by Leontovich and Fock for research of 
propagation of the electromagnetic wave. PE, applied to the independent reflected 
structure in atmosphere in which every distance and every height are independent, is 
the only effective method to calculate the propagation loss of the long distance 
between the visual zones to the shadow zone. PE synthesizes the influence affected by 
the atmosphere, terrain and so on[3]. By the research of the parabolic equitation, this 
paper is going to introduce the latest achievement in related field to construct the 
model of propagation of the radar electromagnetic wave. 
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2   Brief Introduction of Parabolic Equation 

As reference [4].Parabolic Equation (PE), derived from wave equation is a determined 
propagation model. When radar electromagnetic wave is being calculated, concerning 
the forward wave, ignoring the backward wave, second-order wave equation 
simplifies to one-order wave equation. This is PE equation. 

We set i te w- as time harmonic factor; （x,y）field quantity. In rectangular 
coordinate system meets Helhorthz’s wave equation. 

                 
(2.1) 

0k =2 / : spatial wave number; 

: length of wave; 
N: reflection coefficient 

Equation (2.1) is explained by:                  (2.2) 

Substitute (2.2) to (2.1) equals：             (2.3) 

Factorization:
                

(2.4) 

Q as pseudo-differential operator equals  
From above equation, the propagation of the electronic wave can be factorized of 

forward wave and backward wave. In actual spread, concerning the forward 
component of wave, the final PE is: 

                 (2.5) 

Q’s different approximation will get different types of PE 

               (2.6) 

 Inter alia:  

Substitute above (2.5) to get:
          

(2.7) 

3   Boundary Condition 

PE’s upper boundary is an infinite area. To avoid overflow and the reflection of 
wave’s energy due to the limitation of the calculation, we can add absorbing layer to 
the upper boundary to filter the field intensity, as add Tuky’s window function [5]. 

       
(3.1) 
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In research of the surface boundary, at the moment the most effective method is to 
research surface boundary by impedance boundary condition, In which electronic 
field intensity will satisfy the boundary condition[13]: 

                (3.2) 

Impedance index α  reflects the impedance of the surface boundary. On smooth 
surface according to different polarization α  shows below form [5]: 

α =
, ,2cos /r re q e- ; vertical polarization                 (3.3) 

α =
, ,2cosr re q- ; Horizontal Polarization                 (3.4)  

: g razing  angle  in  step,  
 :Surface’s complex permittivity. The expression is [14]; 

                 
(3.5) 

 : Surface’s relative dielectric constant; 

: Surface’s conductivity 

4   Definition of Initial Field 

The solution of PE is the research of initial value. Only showing the distribution of 
initial field by radar’s radiation pattern, the distribution of other field can be 
calculated precisely. Traditional definition adopts Fourier’s transition through 
antenna’s radiation pattern. This paper will adopt Green’s function in reference [4,5] 
to solve initial field. 

( )0(0, ) exp( / 4) exp( )
2 2 1/42 ( )0

k A p
u z i ipz dp

k p
p

p
+¥= ò-¥

-          (4.1) 

( )A p : Antenna’s radiation pattern� 0 sinp k q= , 

: Propagation angle in initial field, 

By the symmetry and anti-symmetry of initial field’s distribution in Space P, we 
can get(Vertical polarization): 

2 [ ( ) ( ) ] cos( )/ 4 0(0, ) 0 2 2 1 / 4( )0

ipa ipak A p e R A p e pziu z e dp
k p

p
p

- - -¥= ò
-

    
(4.2) 

R: Reflection coefficient of surface wave in vertical and horizontal polarization. 
a : height of antenna. 

, , 2sin cos

, , 2sin cos

r rR

r r

e q e q

e q e q

- -
=

+ -
 [4] Vertical polarization （4.3）（4.2）can be realized by 

DST or DCT. 
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5   Parameter of Models 

Previously I have introduced the characteristic of parabolic equation and the 
definition of initial value. How to unite them with natural environment to form 
integrated model is main content in this section. 

5.1   Model of Atmospheric Reflection Coefficient 

Radar electronic wave is mainly reflected and absorbed by atmosphere. Radar wave is 
distorted because of the reflection effect. The loss of the electronic wave changes by 
absorbing of atmosphere. 

Relative index of refraction N is used as it is not convenient to use standard 

atmospheric refraction index. As reference [3].       (5.1.1) 

sd : Steam partial pressure 

      (5.1.2)      (5.1.3) 

P: Atmospheric Pressure,  
T: Absolute Temperature, 

: Percentage of Relative Humidity.  
To inspect the gradient of reflection coefficient and the influence to the propagation 

of the electric wave the equation of reflection coefficient concerning the change of the 
height should be modified. 

 

0.157M N h= +                            (5.1.4) 
 

h: height.  
Sea wave guide effect includes: evaporation duct, surface duct and elevating duct. 

Evaporation duct changes reflection coefficient in height and direction most 
commonly and affects radar detection greatly. This paper will simulate evaporation 
duct to acquire the height division of atmospheric refraction index in evaporation 
duct. The paper adopts PJ model[15]. Atmospheric absorption includes Oxygen 
attenuation and steam attenuation. Reference [3] shows two kinds of numerical 
calculation formula and shows numerical value calculation equation in two situations. 

Oxygen absorption loss 
 

2 3[1 0.01( 15)]( 0.00719)( ) 10
1 2 1000

F
t a a

a
g -= + - + +            (5.1.5) 

 

T: bottom surface temperature, 
F: electromagnetic wave frequency 

  1
a =

6 .0 9

2( ) 0 .2 2 7
1 0 0 0

F
+                  

4 .8 1
2 2( 5 7 ) 1 .5

1 0 0 0

a
F

=
- +  

water-vapour absorption loss 

2 4(0.05 0.0021 )( ) *10
1 2 3 1000

F
g C b b b C

w
-= + + + +  (5.1.6) 
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C: Surface absolute humidity 
3 . 6

1 2( 2 2 . 2 ) 8 . 5
1 0 0 0

b
F

=
- +

1 0 . 6
2 2( 1 8 3 . 3 ) 9

1 0 0 0

b
F

=
- +

8 .9
3 2( 3 2 5 .4 ) 2 6 .3

1 0 0 0

b
F

=
- +

 

Total absorption loss: 

( )l H
a a w

g g= +  (5.1.7) 

H: relative ground level 

5.2   Terrain Model 

In dealing with irregular topography, reference [3] adopts boundary shift conversion 
algorithm by model APM. This paper will quote piecewise linear terrain translation 
frequency-Spectrum-transformation from reference [6] and [7]. As reference[6,7] ,the 
basic idea is boundary conditions processing of each point in irregular terrain by 
coordinate conversion. Traditional translational converter technique proposed by 
Beilis-Tappert, relying on terrain curvature, is not applicable to the simulation of the 
electronic map constituted subsection. From reference [7] piecewise linear parabolic 
equation can solve the above problems. Until now it is the most precise method which 
applies to Fourier’s fraction stepping method[6]. We will adopt the method of 
reference[6,7]. 

Coordinate conversion: 
, ( )x u z v T u= = -  

 

Fig. 1. Irregular terrain shift conversion 

Piecewise linearity wide angle PE: 

            (5.2.1) 

,T : Gradient of subsection topography.  
In branch points, forced multiplied by phase position factor the boundary shift 

conversion is continuous in branch points. As in the picture, the gradient of A and B 

are different. They are ,
AT  and ,

BT . The upper field of A and B is Au , Bu  in branch 

point AB, the field is 
, ,( )0

( , ) ( , )
ik z T TBAu x z u x z e

B A B A A B

-
=

                      (5.2.2) 
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Fig. 2. Inflexion Calculation 
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Define new impedance boundary condition by subsection linearity shift conversion: 

    
(5.2.3) 

: calculated grazing angle in surface.  

a : intersection angle between surface and horizontal plane, R  is Fresnel  
reflection coefficient 

5.3   Ocean Model 

Ocean can be considered as horizontal terrain as give the value 0 of ,T  in above 
equation. The processing of impedance boundary condition of rough ocean surface 
and terrain are different. Now frequently when we deal with the influence of 
roughness, the smooth sea surface reflecction index is multiplied by revision factor of 
roughness, which we use MB model usually. We should consider shadowing effect. 
So in this paper revision factor of roughness will substitute MB model quoted from 
reference [8,9,15]. The traditional expression of the revision factor of roughness is: 
 

0exp( 2 sin ) ( )ik p dqe e e
+¥

-¥
-ò                     (5.3.1) 

: probability density function obeyed rough sea height. This paper will use 
Ament’s model to suppose rough sea height obey Gaussian function. 

 

21
( ) exp( )

22 2
p

h h

ee
p

= -                        (5.3.2) 

 

According to reference [12] Standard deviation h is related to wind speed.  
3 2.02

106.28*10 *h v-=  [15], 10v  is wind speed of ten meters on sea surface. 

Reference [8] points out due to the shadowing effect when the rough sea surface is 
irradiated by plane wave, the average height of sea surface will raise. So as reference 
[8], we adopt new revision factor of roughness concerning to the shadowing effect. 
This paper will substitute (5.3.2) by revision factor of roughness from reference [15]: 

2
( )(1 2 )[ ( )]( , )new p Fp e eq e Ù+ Ù=              (5.3.3) 
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: calculated grazing angle in surface. : variance of slope of wave height 
2 0.5

105.62 *10r vs -=  [15]. Finally, we can get the reflection index of rough sea 

surface [8]: 

0exp(2 sin ) ( )newR R ik p d
s

qe e e
+¥

-¥
= ò         (5.3.4) 

As reference [15], we simplify that to: 
2 2 2
0

0

4 sin
exp( 2 sin )

2s

k
R R ik m e

e
qs

q= - -         (5.3.5) 

, are mean and standard deviation of（5.3.3）.  

We can get  by equation (19), (21) from reference[12] processed by Almet 

quadrature formulation. Finally，Impedance index of rough sea surface  [8]： 

                 1
cos ( )

0 1

R
ik

R
a q -
=

+
                     (5.3.6) 

From this we can get that the solution of the impedance factor of rough earth 
surface and sea surface relies on the determination of the grazing angle. Now the 
definition of grazing angle can be divided in two theories: spectrum estimation and 
geometrical optics. Stated by reference [8], Optics can’t solve the angle of irregular 
terrain because of the presence of shadow zone. Computational complexity of 
spectrum is huge. So in this paper the two theories will be combined. Optics applies to 
sea condition, meanwhile, spectrum estimation applies to irregular terrain 

6   Improvement of DMFT 

By the setting above, quoted Fourier’s mixed conversion can meet boundary 
condition. We can solve parabolic equation by DMFT. The theory of DMFT is using 
second-order difference to fit the differential form of boundary condition (3.2). By the 
auxilliary function we change Fourier’s mixed conversion to unilateral sine 
transformation. 

Because this kind of transformation exists oscillation of numerical value and huge 
computational complexity, this paper will quote the backward difference from 
reference [10] and improve the relative factor to solve the field intensity of piecewise 
linearity wide-angle parabolic equation and unification of the solution of terrain and 
ocean. 

The auxilliary function by backward difference fits the boundary condition. 

[ ]( , ) ,( 1)
( , ) ( , )

u x t z u x t z
w x t z u x t z

z
a

- -
= +            (6.1) 

We set 1(1 * )r za -= + （ 6.2） to solve difference equation. 

So（6.1）is simplified to: 
 

( , ) ( , ) [ , ( 1) ]w x t z u x t z ru x t z= - -                  (6.3) 
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( ,0) ( ) 0w x w N z= = , t=1:N-1                   (6.4) 

  DST conversion is made to equation (6.3): 
 

1
( ) ( , ) sin( )

1

N mt
W m p w x t z

Nt

p-
= å

=
                   (6.5) 

 

 m  =0: N  
N: point number of division. 

Equation（6.5）multiply propagator in spectral domain to 
get ( , )W x x m p+  

By IDSF conversion of ( , )W x x m p+  we can get: 
 

12
( , ) ( , ) sin( )

1

N m t
w x x t z W x x m p

N Nm

p-
+ = +å

=

                   (6.6) 

 

T=0:N. （6.3） is a first-order difference equation. Characteristic root: r , the 
solution: 

 

( , ) ( , ) ( ) tu x t z u x t z A x r
p

= +                     (6.7) 

By setting ( ,0)u x , we can get: 
 

[ ]( , ) ( , ) ,( 1)u x t z w x t z ru x t z
p p

= + -            (6.8) 

 

Above is the solution of each step. From（6.7）we can get ( , )w x x t z+ , then 

we can get ( , )u x x t z
p

+  by the substitution of above equation. 

First we define ( )B x [10], we can get solution of A: ( ) ( , )
0

N tB x r u x t z
t

= å
=   

(6.9) 

So   ( ) ( ) ( , )
0

N tA x B x u x t z rp
t

= - å
=

                                      (6.10) 

( )B x x+ can be solved by stepping of ( )B x : 

               
(6.11) 

From （6.9），（6.10），（6.11）we can get ( )A x x+  

 
,

( ) ( ) ( , )
0

N tA x x B x x u x x t z rp
t

+ = + - +å
=

                          (6.12) 

,
N is the point number of field value on stepping of x x+ . Finally, we 

substitute ( , )u x x t z
p

+  and ( )A x x+ into（ 6.7） to get field intensive 



 The Modeling of Radar Electromagnetic Propagation by Parabolic Equation 145 

distribution ( , )u x x t z+  on the  stepping of x x+ . Concerning the reflection 

of atmosphere we multiply ( , )u x x t z+  to medium refractive factor 
, 2

2
0 , 21

T
ik n x

Te

-
+ , to get the field intensity which meet the impedance boundary 

condition of the stepping x . We should pay attention to spectral domain stepping 
factor. To solve ( )B x x+ multiplied stepping factor and medium refractive factor 

are the factors corresponding to piecewise linear wide-angle equation. 

7   Simulation of Models 

Based on the above constructed model, the piecewise linearity wide-angle PE solved 
by DMFT can get different positions of field value in space. The propagation loss of 
each point solved by these values can get the electromagnetic situation in relative 
terrain and natural environment of certain radar. 

The basic step as below Fig. 3. 

 

Fig. 3. Simulation Process 

In the opening stage the basic parameter of radar should be set. In this paper we use 
settings: Gaussian antenna; vertical antenna 3dB width is 3°, vertical polarization, 
transmitting frequency: 7e9HZ, height of antenna: 12m, launching elevation of 
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antenna0°. Natural model parameter: (1) sea condition, set gradient 
,T  as 0， 

rε
=58.6027， σ =13.9266s/m; Temperature T=15°C, sea surface temperature: 

10.2°C; Air pressure P=1013hpa, atmospheric absolute humidity: 11. (2)Irregular 
terrain adopts half wedge-shape simulation mountain, as Fig. 3-1. 

 

Fig. 3-1. Elevation Map 

（3）Fig. 3-2 shows the distribution of atmospheric Refraction index solved by 
Model PJ 

 

Fig. 3-2. Atmospheric Height Distribution of Modified Refraction Index 

Firstly, we use smooth surface of low glancing angle. Calculation parameter: 
horizontal maximum range of 60,000 meters, maximum height: 512meters. 
Propagation loss of each point of field value in space can be solved by the method of 

reference [11]. 20 log 4 10 log 20 log 20 log ( , )L x u x z lap l= + - - + ,  

Fig. 7 to 8 shows propagation loss of ocean and irregular terrain. 
Fig. 4 shows propagation loss of ocean 

 

Fig. 4. Propagation loss of Ocean 

Fig. 5 shows propagation of irregular terrain (half wedge shape) 
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Fig. 5. Propagation loss of irregular terrain 

Fig. 6 and Fig. 7 show propagation loss of height of 50m. 

   

Fig. 6. Ocean Condition                         Fig. 7. Irregular Terrain 

Rough sea: 
Here we set the wind in the height of 10m is 12m/s. 

  

             Fig. 8. Rough sea                          Fig. 9. Rough sea condition 

This result shows that the propagation of the radar electric wave under the 
synthetic effect of atmosphere and earth surface is not straight but curved. Radar’s 
radiation lope formatted by periphery boundary outline of certain loss blank map, 
under the situation of irregular terrain, electromagnetic wave reflects (burr of the third 
lobe contour) and refracts. This is corresponded to the actual radar conduct operation. 
From the above simulation result we can prove that the result of radar campaigning 
affected by environment by PE is more comprehensive than other methods. 

8   Conclusion 

This paper based on piecewise linearity wide-angle PE, quotes relative new theories 
of this field and improves the solution of the reflection coefficient of relative factor 
and rough surface in DMFT to apply to various sea surface and mountain. 
Theoretically we improve the calculation model of reference [4]. Finally, on this basis 
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we model the propagation loss uniformly. This sets the numerical source as the stage 
of constitution of three-dimension radar electromagnetic situation in later period. In 
the final experiment, the result is obvious and meets the conclusion of relative papers. 
Concerning the simplicity, we only simulate the smooth surface in low glancing 
angle. Impedance factor in rough surface can be solved by solving the equation 
(5.3.5). We should focus on this method in next step. 
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Abstract. An important class of features centered on recognition (i.e. the ability 
to reconize images, speech, gestures, etc) is rapidly becoming available on 
embedded systems. This requires high performance computing to support 
recognition with low-latency, low power and high throughput. In this paper, we 
investigate the image and speech recognition algorithms and find opportunity to 
share the computation resources, reducing the cost without losing any system 
performance.  

Keywords: Embedded System, Image Recognition, Speech Recognition, 
Mobile Augmented Reality, Design Optimization. 

1   Introduction 

Over the last decade, smart interface becomes a major issue that is how to support 
more natural and immersive user interface. The user interface has evolved from a 
simple controller such as a pointing device or a button, to a tangible input device. The 
tangible interface could be able to interact with the virtual space through a physical 
behavior. Emerging smart interface applications such as gesture recognition, motion 
tracking, and speech recognition are quickly entering the mobile domain and realistic 
game systems. As user interacts more with devices such as game platforms, smart 
phones, smart TVs, entertainment equipments in automobile etc., the enhancing 
personalized experience become challenging to enable more natural modes of input-
output as compared to traditional devices and new usage models in order to provide 
interface customized to the user context. Because natural interface is more convenient 
to users than using existing methods of keyboard or mouse, recognition based 
interfaces are emerging. An important class of features centered on recognition (i.e. 
the ability to reconize images, speech, gestures, etc) is rapidly becoming available on 
embedded systems.  

In this paper, we investigated image and speech recognition algorithms and 
presented an opportunity to sharing the computation and storage resources on 
embedded systems by proposing the unified computation unit. We first describe the 
characteristics of image and speech recognitions in section 2 including the algorithms 
in details and then propose the way to share the computing resources in designing 
such recognition systems in section 3. Finally, we conclude in section 4 by outlining 
the direction for future works on this topic. 
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2   Backgrounds 

Smart phones and mobile internet devices (MIDs) have gained widespread popularity 
by placing compute power and novel applications conveniently in the hand of end 
users. Emerging smart interfaces based on image recognition, motion/gaze tracking 
are quickly entering the mobile domain. For instance, Mobile Augmented Reality is 
an upcoming application [1] that enables users to point their handheld cameras to an 
object and the device recognizes the objects and overlays relevant metadata on the 
object. Automatic speech recognition is particularly attractive as an input method on 
embedded systems enabling users to make voice calls, dictate notes and initiate 
searches. In this paper, we focus on mobile augmented reality and speech recognition 
and present the way to share computing resources in these emerging recognition 
applications. 

2.1   Mobile Augmented Reality 

The MAR workload of interest is best described with an example as follows. Consider 
a tourist walking the streets of a foreign city and scanning the surroundings using the 
camera in their smart phone. The smart phone should recognize the objects in the 
camera image and provide contextual data overlaid on the object in the display [2]. In 
order to achieve the usage model, it is required to compare query image against a set 
of pre-existing images in a database for a potential match, performing following three 
major steps. 

 

Fig. 1. Image recognition flow 

• Interest-point detection: identify interest points in the query image 
• Descriptor generation: create descriptor vectors for these interest points 
• Match: compare descriptor vectors of the query image against descriptor 

vectors of database images 

Figure 1 illustrates the MAR system flow. There are several algorithms that have 
been proposed to detect interest points and generate descriptors. The most popular 
algorithms amongst these are variants of SIFT (Scale-Invariant Feature Transform) 
[3] and SURF (Speeded up Robust Features) [4]. In this paper, we chose the SURF 
algorithm for our MAR application because it is known to be faster and has sufficient 
accuracy for the usage model of interest. In addition, researchers have also used 
SURF successfully for mobile phones for MAR [5]. Below we provide a brief 
explanation of the Match step, which we are going the share with speech recognition, 
although we refer the readers to [2] for a more detailed description. 
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In order to match two images (query and database), we use a brute force match 
algorithm that exhaustively compares a pair of interest point descriptor vectors from 
each image based on the Euclidean (a.k.a. L2) distance. Manhattan (a.k.a. L1) 
distance is another option for the descriptor comparison. 

 

// Q and D are vectors from the query and db descriptors, 
respectively

Distance(Q, D)

{ Loop from i =1 to 64 in groups of 4

sum += (Q[i] – D[i])^2   // (for L2 distance)

if (sum > 2nd min)  break; //check every 4

}

This function is performed on all pairs of query and database 
descriptors whose laplacian values match.

 

             (a) overall match process                                  (b) Brute force matching algorithm 

Fig. 2. Brute force match between a query image and a database image 

Figure 2 describes how a query image from the camera is matched against a 
candidate image from the data-base. One descriptor represents one interest point. The 
key function is a simple loop, assuming 64 elements per descriptor. For each 
descriptor of the query image, performing the Distance function on all descriptors of a 
database image gives us the minimum and second minimum (2ndmin) values of sum. 
A match for a query descriptor is found in the database image if min < 0.5×2ndmin. 
Database images are then ranked based on how many matches they have for the query 
image, and the highest ranked candidate is selected as the winner. This requires 
computation of the Euclidean distance square for every pair of descriptor vectors 
given by equation (1) 

∑
=

−=
64

1

2)(
i

ii DQsum  (1)

2.2   Speech Recognition 

Automatic speech recognition (ASR) is particularly attractive as an input method on 
handheld platforms due to their small form factors. Future usage case projections for 
ASR on embedded systems include natural language navigation, meeting 
transcription, and web search, just to name a few. These applications are built on large 
vocabulary, continuous speech recognition (LVCSR) systems. The most widely 
researched LVCSR software is CMU Sphinx 3.0 [6], which requires three steps: (1) 
acoustic front-end, (2) GMM scoring, and (3) back-end search. Sphinx3 uses hidden 
Markov models (HMMs) as statistical models to represent sub-phonemic speech 
sounds. One key step of an HMM based ASR system is a Gaussian mixture 
probability density function evaluation which computes Gaussian mixture model 
(GMM) scores. GMM scoring consumes 82% of total execution time in Sphinx3 on 
Intel®Atom™ based platform [7]. Figure 3 contains a drastically stripped-down  
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description of the GMM score computation in Sphinx3. This requires computation of 
the sum of weighted squares of distances between audio feature vectors and the mean 
values in the Gaussian table, followed by score generation. The computation intensive 
one is the sum of weighted squares of distances given by equation (2) 

∑
=

×−=
39

1

2)(
i

iii VMXsum  (2)

 

Fig. 3. Sphinx3 GMM scoring code flow 

3   Sharing Computation Resources for the Recognitions 

In designing embedded systems, area and power cost should be reduced while 
providing the desired functionality and performance. Sharing resources for the 
different applications or tasks is the simplest and efficient way to reduce the cost. 

Sharing resources among different applications is required to keep the following 
thins in key focus: (1) need to specify the common operation, (2) need to ensure the 
same data types in the common operation, (3) need to provide a control flow for 
shared resources, and (4) need to ensure that it is extremely efficient in terms of low 
power, low cost and high performance. In particular, the application space such as 
accuracy, execution time, and throughput should be satisfied for the recognition 
applications.  

In order to improve energy efficiency and execution time for the recognition based 
embedded system, a recognition server (CogniServe) based on heterogeneous 
architecture with hardware accelerators for the two recognition algorithms described 
in Section 2, image and speech recognition, were proposed and implemented [7]. For 
the speech recognition, a GMM accelerator was proposed, calculating sum of 
weighted square of distances between audio feature vectors and the mean values in 
the Gaussian table, followed by score generation. For the image recognition, they 
designed two hardware accelerators: (1) a Match accelerator which computes distance 
calculations for matching descriptors from a query image to descriptors from a set of 
database image and (2) a Hessian accelerator that identifies the interest points in an 
input image. In this paper we focus on the GMM accelerator and the Match 
accelerator since they have the similar operations as shown in equation (1) and (2). 
Figure 4 shows the microarchitecture of the two accelerators. 
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                            (a) Match                                                            (b) GMM 

Fig. 4. Microarchitecture of the (a) Match accelerator and (b) GMM accelerator [7] 

The differences between two accelerators are (1) the GMM accelerator requires 
one more multiplication in addition to the Euclidean distance calculation between two 
variables, (2) the number of calculation units is 64 and 39 in the Mach and GMM 
accelerators, respectively, and (3) types of input data (the Match accelerator takes 8bit 
data and the GMM accelerator takes 32bit data). Based on these observations, we 
propose a computation unit for both GMM and Match accelerators as shown in Figure 
5. Four 8bit adders in the Match are used to implement one 32bit adder for the GMM. 
Initiating 16 elements in parallel (see Figure 5) completes the computation of the 
Match process. In case of GMM scoring, only 16 calculations are processed in 
parallel, requiring three iterations to finish the calculations of 39 elements. Our initial 
analysis reveals that iterating three times for GMM calculation does not reduce the 
recognition time by adopting the grouping factor (N). In GMM calculation, instead of 
iterating over all senones for the current feature vector, the control unit loads and 
processes N feature vectors before loading the next senones. The N score’s are written 
to system memory before the M, V, LRD and W data in the SRAM are reloaded. 
Since the Gaussian table for the thousands of senones accounts for the vast majority 
of memory traffic, this audio frame grouping technique can reduce memory 
bandwidth to 1/N of the original algorithm. Complexity of the control logic for this 
optimized processing order is the same as for the original algorithm. The only 
downside is extra initial delay of N audio frames. In our default sampling granularity 
of 10ms per audio frame, N=8 will cause an initial delay of 80ms, which is hardly 
perceivable to the human being. This grouping technique was proposed by Mathew 
[8] and used in a number of GMM software optimizations and hardware accelerators 
[9, 10, 11]. 

The Mach and GMM accelerators employ SRAM as a staging buffer in the address 
space, without which all subsequent values would have to be read from DRAM one at 
a time. One approach is to support a SRAM size that can accommodate the entire size 
of data. However, since an SRAM of this size would consume an unrealistically large 
area, smaller SRAMs that support a partial data buffering were embedded and the 
loop in Algorithms are rearranged using loop block technique. However, two 
accelerators have dedicated SRAMS in the size of 8KB and 5.33KB for the Match 
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and GMM, respectively. Because the control flows of the two accelerators are similar, 
we can further reduce the size of SRAM by sharing between two accelerators, 
embedding only 8KB memory.  

 

Fig. 5. Microarchitecture of the proposed accelerator 

4   Conclusions 

In this paper, we investigated image and speech recognition algorithms and presented 
an opportunity to sharing the computation and storage resources on embedded 
systems by proposing the unified computation unit. We plan to continue studying 
additional recognition workload and further refining the computation unit in order to 
reduce the hardware cost in embedded systems. We also plan to integrate the 
proposed computation unit on FGPA and emulate the unified accelerator proposed 
along with RISC cores to study the interaction between hardware and software 
components. Last but not least, we also plan to implement our recognition processor 
on silicon. We expect that sharing resources among different applications on 
embedded systems will bring forth a new spectrum of optimizations for emerging 
digital systems.  
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Abstract. A new class of differential detection techniques for standardized 
Feher patented quadrature phase-shift keying (FQPSK) systems is proposed and 
studied by computer aided design/simulations. It is shown that significant BER 
performance improvements can be obtained by increasing the received signal’s 
observation time over multi-symbol as well as by adopting trellis-demodulation. 
While the FQPSK transmitted signal is not trellis coded, its trellis coded 
interpretation leads to trellis demodulation. For example, our simulation results 
show that a BER=10-4 can be obtained for an Eb/N0=14.1 dB.  

Keywords: FQPSK, Differential detection, Multi-symbol observation, Viterbi 
algorithm. 

1   Introduction 

Multiyear studies by the U.S. Department of Defense (DoD), NASA, AIAA, and the 
International Committee Consultative on Space Data Systems (CCSDS) confirmed 
that Feher patented quadrature phase-shift keying (FQPSK) [1], [2] technologies and 
Commercial-Off The-Shelf (COTS) FQPSK products offer the most spectrally 
efficient and robust (smallest degradation from ideal theory) bit error rate (BER) 
performance of non-linear amplification (NLA) RF power efficient systems. Based on 
numerous FQPSK airplane-to-ground, ground-to-ground and satellite tests in the 
1Mb/s to 600Mb/s range, FQPSK has been specified in the new spectrally efficient 
telemetry standard known as IRIG 106-00 and recommended in the international 
CCSDS for use in high speed space communications-data systems. 

The coherent detection methods have been used for FQPSK systems. However, 
since phase noise caused by oscillators and frequency synthesizers, and relatively 
large Doppler spread may degrade the performance of relatively low bit rate coherent 
demodulators and may increase the synchronization time, non-coherent detection is 
preferable for certain mobile applications. In [3], the limiter-discriminator based non-
coherent detection techniques for FQPSK-B have been introduced. 

In this paper, differential detector based non-coherent detection techniques for 
FQPSK-B signal are proposed and their BER performance in a Gaussian channel is 
compared using a simulation study. 
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Fig. 1. Receiver structure based on one-bit differential detector followed by symbol-by-symbol 
decision for QDE FQPSK-B signal 

2   One-Bit Differential Detection Followed by Symbol-by-Symbol 
Decision 

It was shown that FQPSK-B modulated signals with amplitude parameter A=  is 
quasi-constant envelope signal and is interpreted as a continuous phase modulation 
(CPM), which can be demodulated by frequency discrimination and/or by phase 
detection [3-4]. 

The one of the NLA-FQPSK signals characteristics is the following [3]:  
The total allowed phase changes between n*Tb and (n+2)Tb are 

. Among these,  indicates the data at (n+2)Tb 

has been changed from that at n*Tb. Otherwise, there is no change. 
It means that the FQPSK-B signals can be demodulated with differential detector 

based non-coherent detection techniques. Likewise in limiter discriminator based non-
coherent detection for FQPSK-B signals, FQPSK-B transmitter employs quadrature 
differential encoder (QDE), which has been presented in [3], for differential 
detection. 

In the one-bit differential detector for FQPSK-B, intermediate frequency (IF) band 
pass filtered signal is multiplied by a variation of itself that is delayed by one bit 
duration (Tb) and phase-shifted by 90o. A limiter is used to normalize the signal 
envelope. The output of one-bit differential detector represents the sine of the phase 

change over 1Tb interval, i.e., [3]. If the consecutive two-outputs 

of one-bit differential detector are (+δ, +δ), in which +δ is corresponding to 

, or (-δ, -δ), in which -δ is corresponding to , ‘1’ 
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is transmitted. Otherwise, ‘0’ is transmitted. The conceptual block diagram of one-bit 
differential detection followed by symbol-by-symbol decision for FQPSK-B signals is 
presented in Fig. 1. 

3   One-Bit Differential Detection Followed by Multi-Symbol 
Observation and Decision 

It is noticed that only certain combinations of phase changes of FQPSK-B modulated 
signals are allowed, i.e., FQPSK signal has memory [3]. In this case, it is well known 
that the detection based on multi-symbol observation performs better than symbol-by-
symbol detection [5]. Note that the concept of multi-symbol observation is similar to 
coherent detection using trellis decoding of FQPSK signals, described in [6], which 
traces allowed I and Q amplitude signals while we trace the phase trellis in this work. 

As described in [1] and [3], 5 data sequence defines two phase change for 1Tb 
interval at two symbol points. So, N+3 data sequence is required to get a phase 
change vector that is composed of “N” phase change components. This means that 
many of the input vectors in L-space are mapped into the identical vector in m-space. 
Thus, the ratio for this is shown as the L/m in Table. 1. As the symbol observation 
interval increases, the ratio, m/M, of number of the allowed phase change vector to 
the total number of random combinations of symbol-by-symbol data (3 level in our 
case of Section II) reduces significantly, as shown in Table. 1. This means that the 
correction ability for the erroneous one-bit differential detector output value improves 
significantly. 

Three detection techniques with multi-symbol observation are studied in our work, 
i.e., multi-symbol observation and middle bit decision, multi-symbol observation and 
majority voting, and maximum likelihood sequence detection (MLSD) with multi-
symbol observation. 

Table 1. Relationship between symbol observation interval and number of the allowed phase 
change, for Tb interval, vector for the N-step process during (N+3)Tb interval 

N L=2N+3 M = 3N M m/M L/m 
3 64 27 vectors 31 vectors 115% 2.06 
5 256 243 vectors 127 vectors 52.3% 2.02 
7 1024 2,187 vectors 511 vectors 23.4% 2.00 

N : Number of symbols observed. 
L : Number of possible vectors tupled with (N+3) binary data sequence 
M : Total number of vectors formed by random combination of symbol-by-symbol data 
m : Number of allowed N-tupled vector 

In the proposed MLSD, the states of trellis are the allowed phase change vectors in 
m-space. The branch metric is defined as the distance between N-tupled vector, 
formed by consecutive one-bit differential detector output data, and that by the 
allowed phase change vectors. The survival path is the path that has the smallest 
accumulated branch metric, i.e., state metric. MLSD output data are the middle bit of 
states, which are the allowed phase change vectors in m-space, on the survival path. 
The decoder uses them for final output data.  
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4   Two-Bit Differential Detection for FQPSK Signals 

In the two-bit differential detector for FQPSK-B signals, IF band pass filtered signal 
is multiplied by a version of itself that is delayed by 2*Tb. In the two-bit differential 
detector followed by symbol-by-symbol decision shown in Fig. 2, if the output of 

two-bit differential detector is corresponding to , ‘0’ is transmitted. 

Otherwise, ‘1’ is transmitted. The decoder, which is presented in Fig. 1, isn’t required.  
Likewise in Section III, the multi-symbol observation method can improve the 

performance of two-bit differential detection. However, the allowed phase change 
vectors and element values differ from that of one-bit differential detection. 

 

Fig. 2. Receiver structure based on two-bit differential detector followed by symbol-by-symbol 
decision for QDE FQPSK-B signal 

 

Fig. 3. BER performance of one-bit differential detector-based non-coherent detection techniques 
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5   Simulation Results and Discussion 

In the simulation, hard limiter is assumed to approximate the Non-Linear Amplifier 
(NLA) in the transmitter. Fig. 3 shows the BER performance of one-bit differential 
detector-based non-coherent detection techniques in the presence of AWGN. The one-
bit differential detector followed by symbol-by-symbol decision scheme suffers as 
large as 10.0dB degradation at BER=10-4 from the best symbol-by-symbol coherent 
detection of FQPSK-B. But this degradation decreases significantly as we increase the 
observation time. Middle bit decision, majority voting, and MLSD based on 5-symbol 
observation lead to 5.8dB, 5.2dB, 4.3dB degradation at BER=10-4 compared with best 
symbol-by-symbol coherent detection of FQPSK-B performance.  

In addition, the two-bit differential detector followed by symbol-by-symbol 
decision scheme suffers 11.0dB degradation at BER=10-4 from the best symbol-by-
symbol coherent detection of FQPSK-B performance. But this degradation decreases 
significantly as we increase the observation time. Middle bit decision, majority 
voting, and MLSD based on 5-symbol observation lead to 6.3dB, 6.2dB, 5.6dB 
degradation at BER=10-4 compared with best symbol-by-symbol coherent detection of 
FQPSK-B performance.  

6   Conclusions 

Based on the CPM based interpretation, we have proposed differential detection 
techniques for FQPSK-B. It has been shown that the BER performance of the one-
bit/two-bit differential detector-based non-coherent detection techniques improves 
significantly using the inherent memory in the FQPSK-B signal phase, i.e., middle bit 
decision, majority voting, and MLSD with multi-symbol observation. 

Simulation result shows that one-bit differential detector followed by MLSD with 
5-symbol observation performs BER=10-4 at Eb/N0 =14.1dB. It suffers 4.3dB 
degradation at BER=10-4 from the best symbol-by-symbol coherent detection of 
FQPSK-B performance. 
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Abstract. We investigated the effect of the slope upon traffic flow on a single 
lane highway with an uphill gradient and a downhill gradient. The model was 
improved by introducing the variable brake distance on different gradient. A 
simulation is carried out to examine the validity and reasonability of the 
improved model. The result of the simulation shows that the amplitude of the 
density waves decreases with the decrease of the slope of the gradient on 
highway. Moreover the density waves propagate backward. The results indicated 
that the new model was reasonable and valid in describing the motion of the 
vehicles on highway with some gradients. 

Keywords: Car-Following Model, Numerical Simulation, Traffic flow, Gradients. 

1   Introduction 

Recent decades, various traffic models including car-following models, cellular 
automaton models, hydrodynamics models, gas kinetics models et al are developed to 
disclose the nature of the traffic jams by the physicists with different background  
[1- 21]. In 1953, Pipes [1] proposed a classical car-following model to describe the 
motion of the two successive cars. After a long time about forty years Bando et al [2] 
improved the classical car-following model by proposing an optimal velocity model 
(OVM) to overcome the shortcoming of the Pipes’ model in 1995. The OVM may 
describe the dynamical behaviors of the vehicles on a highway under a high density 
condition more realistically. Since then, many physicist and scholars improved the 
car-following models based on the OVM. In these modified models various effects 
were taken into account including the interactions [7, 17, 19], forward-looking [12- 14, 
18], backward-looking [12], velocity difference [15], reaction-time delay [20] and 
gravitational force effect [21] so on. Z. P. Li [16] and W. X. Zhu [17, 18] et al discussed 
the density waves of the traffic flow and its performance. K. Komada et al took into 
account the effect of gravitational force upon traffic flow on highway with sags, uphill 
and downhill. The gravitational force was considered as an external force which  
                                                           
* Corresponding author. 
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acts on vehicles. Author studied the traffic states and jamming transitions induced by 
the slope of the highway and derived the fundamental diagram for the traffic flow on 
the sag. But they did not investigate the effect of the different slope of the sags which 
can show different traffic states and jamming transitions.  

2   Model 

We consider a situation as K. Komada et al [21] had done such that vehicles move 
ahead on a single lane highway with uphill and downhill gradient. Traffic flow is under 
a periodic boundary condition. The gravitational force acts on the vehicles on the slope 
of the gradient. Fig. 1 shows the illustration of the gravitational force working upon a 
vehicle moving on a downhill. The slope of the gradient is represented by θ, the gravity 
is g and the mass of the vehicle is m. Then, a horizontal force mg sinθ acts on the 
vehicle when the driver does not operate the brake. If a driver operates the brake, the 
external force would be reduced by the brake control. 

The extended model with an effect of the slope was formulated as follows: ( ) (∆ ) ( )
 (1)

with (∆ ) , tanh(∆ ) tanh( ) , , tanh ∆ ,tanh ,                                                                       (2) 

for a highway with an uphill gradient, and   (∆ ) , tanh(∆ ) tanh( ) , , tanh ∆ ,tanh ,                                                                                      (3) 

for a highway with a downhill gradient, where ( ) is the position of vehicle i at time 

t, ∆ ( ) ( ) ( )is the headway of vehicle i at time t, (∆ ) is the optimal 

velocity function of vehicle i at time t, ,  is the maximal velocity on the highway 

without any slope, , ,  and , ,  are the maximal reduced and enhanced 

velocity on uphill and downhill gradient which are formulated as , ,, , ,  respectively where  is the friction coefficient,  is 

the safety distance, ,  and ,  are the brake distance for the uphill and 

downhill gradient respectively.  

As well known the brake distance of a vehicle is not a constant on the uphill or 
downhill gradient. It should vary with the slope of gradient. In the above mathematical 
equations the brake distance model is not reflect the real situation by taking a constant. 
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We proposed a new brake distance model which is a function of the slope . The brake 
distance is related to the slope of the uphill and downhill gradient. We give two brake 
distance models respectively. 

 

Fig. 1. Illustration of the gravitational force working upon a vehicle on a downhill slope 

, (1 sin ) (4)

, (1 sin ) (5)

These two models can reflect the relationship between the slope and the brake 
distance. With the increase of the slope the brake distance of the vehicle increases on 
the downhill gradient and decreases on the uphill gradient. They can be used to 
examine the effect of the slope upon traffic flow. When the slope  takes zero then , ,  and the whole model has the same form as Bando’s optimal 
velocity model. 

3   Simulation and Result 

We perform a computer simulation to check out the performance of the new model. In 
order to reflect the real traffic situations we choose the slope 0° 30° and there 
are an uphill gradient and a downhill gradient on a highway with a total length 1600m. 
Without loss of generality length of the uphill gradient, the downhill gradient and the 
link between the uphill and downhill gradient is taken 100m respectively. We put 200 
vehicles homogeneously on the highway and they move according to the motion 
equation. The 0 point is set at the position before the uphill gradient 100m. For 
simplicity we take , , sin  and  , , sin . When 0° , , , , 0 / . When  30°  , , 0.5 /  , , 0.5 / .  

We conduct simulations under four conditions 0°, 10°, 20°, 30°. The simulation 
duration is taken as long as 200000s which is enough for the vehicles to reach the 
steady state and the time step are taken as  ∆ 0.1 . The result of the simulation is 
plotted in Fig.2- Fig.7. Fig.2 and Fig.3 are headways profile and velocities profile for 
200 vehicles on the highway with uphill and downhill slope varying from 30°  0°. 

mgsinθ 

mgcosθ 

m

θθ 
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Patterns (a) to (d) in Fig.2 are headway profiles at t=19800s are corresponding 
to  30° , 20°, 10 °,  0° , respectively. From these patterns we can 
observe that the amplitude of the headway decrease with the decrease of the slope  of 
the uphill and downhill. When the slope takes zero the amplitude of the headways is 
also equal to zero. In Fig. 4 patterns (a) to (d) are velocities profiles which have the 
same law as that of the headways profiles. From the above analysis we can conclude 
that the slope of the gradient on highway plays an important role on the traffic flow. So 
the road should be built with no gradient or low slope of gradient on the highway. Fig. 4 
to Fig. 7 are space-time evolution of the headways and velocities after t=19800s 
corresponding to the slope 30°, 20°, 10° , 0°  , respectively. Patterns 
(a) and (b) represent space-time evolution of headways and velocities in each figure. 
From these patterns we can observe that density waves of the traffic flow take place and 
propagate backward when the vehicles move on the highway with uphill and downhill 
gradients. Moreover we can also draw the same conclusions the above with increase of 
the slope of gradients the amplitude of the density waves increases. When the slope 
takes θ 0° the density waves disappear. 

 

Fig. 2. Profiles of the headways at t=19800s are corresponding to the slope  (a)30°, (b)20°,(c)10 °, (d) 0° 

 

Fig. 3. Profiles of the velocities at t=19800s are corresponding to the slope  (a)30°, (b)20°,(c)10 °, (d) 0° 
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Fig. 4. Space-time evolution of the headways and velocities profiles after t=19800s are 
corresponding to the slope 30°  

 

Fig. 5. Space-time evolution of the headways and velocities profiles after t=19800s are 
corresponding to the slope 20°  

 

Fig. 6. Space-time evolution of the headways and velocities profiles after t=19800s are 
corresponding to the slope 10°  
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Fig. 7. Space-time evolution of the headways and velocities profiles after t=19800s are 
corresponding to the slope 0°  
4   Summary 

We improved the Komada’s model by introducing the variable slope effect of the 
gradient on highway. The mathematical models were formulated. A simulation was 
carried out to examine the effect of the variable slope of the gradients. The result of the 
simulation was in good agreement with the real traffic situations. The density waves 
were also got through the simulation. The new model is reasonable and valid in 
describing the motion of the vehicles on the highway with some gradients.  
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Abstract. As the computation demands increases to meet the design 
requirements for computation-intensive applications, the pressure to develop 
high performance parallel processors on a chip is increasing. However, software 
supports that enable harnessing parallel computing power of this type of 
architecture have not followed suit and it has become an important stumbling 
block for future many core application developments. In this paper, we 
introduce a cycle-accurate simulator for parallel programming on many-core 
platform, enabling fast design space exploration.  

Keywords: Multiprocessor, Network-on-Chip, simulator, power model, design 
space exploration. 

1   Introduction 

High performance processor design is rapidly moving towards many-core architectures 
that integrate tens or hundreds of processing cores on a single chip. For instance, Intel 
recently announced its research prototype of 48 cores on a single die and IBM will 
soon release the IBM Cyclops-64 chip that will support 160 hardware thread units per 
chip. This new generation of architectural technology will integrate a large number of 
tightly-coupled simple processor cores on a single chip. As the demand for network 
bandwidth increase for many-core architecture, on chip interconnection network, the 
idea of Network-on-Chip (NoC) has shown great promise in terms of performance, 
power, and scalability in many-core design. NoC conceptually consists of processors 
and memories connected together using a network of routers. In this organization, 
resources communicate with each other incorporating packets that are routed through 
the network, as a traditional packet switching network does. 

Although hardware development is making great progress for the many-core 
technology, software supports that enable harnessing parallel computing power of this 
type of architecture have not followed suit and it has become an important stumbling 
block for future many-core application developments. More specifically, the 
limitation with the current many-core technology is due to little support for 
programming, limiting applications to fully benefit from the continued growth of 
processing capability. In this paper, we propose a software tool that provides cycle 
accurate power/performance simulation for many-core platform. 
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The rest of this paper is organized as follows. We first introduce the related works in 
this area in section 2 and describe an overview of the many-core platform in section 3. 
Section 4 introduces the cycle accurate simulator for power and performance analysis 
and performs design space exploration with a benchmark in order to show the utility of 
the simulator. We conclude in section 5 by outlining the direction for future work on 
this topic.  

2   Related Works 

NoC architecture simulators have been developed for design space exploration 
support NoC architecture performance estimation. Noxim [1] was developed in 
SystemC and allows exploring the design space spanned by the different parameters 
of the architecture for the analysis and evaluation of a large set of performance 
metrics including delay, throughput, energy consumption, and others. [2] is a system-
level tool-chain called Polaris for NoC that helps designers predict the most suitable 
interconnection network tailored for their performance needs and power/silicon area 
constraints. It is built upon three tools, Trident -a traffic synthesizer/analyzer, LUNA -
link utilization tool for network power analysis and ORION -a library of power, area 
and router pipeline delay models. Polaris, like Noxim, also focuses on design space 
exploration of NoC architecture and does not incorporate programmable processing 
elements in the simulator. CAFES (Communication Analysis For Embedded Systems) 
[3] enables users to map application onto NoCs. The behavior of an application can be 
described with models that consider different aspects, with respect to computation and 
communication. In this system, the user can choose one of the six application models 
and describe some of the NoC parameters. Based on the configurations, it can 
estimate the NoC behavior and the energy consumption. Our simulator is a cycle-
accurate NoC architecture simulator implemented in the SysetmC library. Unlike 
other simulators, the programmability support of embedded processors makes it a 
strong candidate tool for extending the software development for application mapping 
on a many-core platform.  

3   Many-Core Platform 

Networked Processor Array (NePA) [4] is a 2-dimensional many-core NoC platform 
with mesh-topology as shown in Figure 1. This platform interconnects processing 
elements (PE), each of which includes a programmable processor and memory 
modules. By virtue of scalability of NoC, the number of connected processors or IPs 
is not fixed in this platform. A scalable multi-processor architecture allows parallel 
processing for several applications. Our platform includes a complete multi-core NoC 
simulator written in SystemC and a synthesizable RTL model written in Verilog HDL 
where adaptive routers, Network Interface (NI), and processors (compact version of 
OpenRISC) are integrated. The compact OpenRISC is connected with our optimized 
router [5] through the Network Interface [6]. NePA supports programmability and 
some of digital signal processing such as ray tracing, encryption, fft, etc., have been 
implemented and tested, demonstrating its potential as an embedded many-core 
solution [7, 8, 9]. 
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Fig. 1. Homogeneous many-core NoC platform 

3.1   Fully Adaptive Router 

The fully adaptive router uses a wormhole switching with a deadlock- and livelock- 
free algorithm for 2D-mesh topology. There is an input FIFO queue per each input 
channel and each output port has an associated arbiter to choose the proper packet 
among the given incoming packets from each candidate input port. A router with 
seven interfaces, suitable for a 2D-mesh, is considered which includes interface to an 
integrated Processing Element (PE). It is assumed that a packet coming through an 
input port does not loop back, thus, each input port is connected to four output ports. 
The separated routing paths for a vertical direction and the unidirectional path for a 
horizontal direction allow the network to avoid cycles in its channel-dependency-
graph, resulting in a dead lock-free operation. Also, by choosing the shortest path in 
routing, a livelock free operation is guaranteed. 

3.2   Processing Elements 

Each of the PEs can perform kernel-level operations in parallel, depending on 
applications. OpenRISC core is adopted as a homogeneous PE, which is a 32-bit 
RISC processor with Harvard architecture. After extensive refinement, compact 
OpenRISC core is designed where some specific blocks such as I/D-cache, I/D-MMU 
(memory management unit), and debugging unit are omitted from the original 
OpenRISC core for simplicity and cost minimization. The compact OpenRISC core is 
interconnected throughout 2D meshed network where each of OpenRISC cores is 
encapsulated with network related components such as our generic NI and a router. 
The compact OpenRISC processing element has local program/data memory which is 
directly connected with OpenRISC core for fast access. 
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3.3   Network Interface 

Network Interface (NI) translates packet-based communication into a higher-level 
protocol that is required by PEs resulting in packetizing and de-packetizing the 
requests and responses from the cores. Decoupling of communication from 
computation is a key concept in NoC design. This requires a well-defined NI that 
integrates IP cores onto the on-chip network in order to hide the implementation 
details of an interconnection. NI is located between a router and a PE, decoupling the 
communication from computation. It offers a memory-mapped view on all control 
registers in NI so that a PE can access the registers in NI by using read/write 
operations.  

4   Performance and Power Simulator 

Both SystemC model and synthesizable Verilog HDL description for NePA were 
developed. From the SystemC model and its simulation with traffic patterns, timing-
accurate test vectors are generated for the RTL/gate-level simulation and verification. 
Throughout the synthesis with 90nm technology, physical characteristics including 
power model are extracted and applied to build the development environment. 

4.1   High-Level Power Model 

Although today’s processors are much faster and far more versatile than their 
predecessors using high-speed operation and parallelism, they also consume a lot of 
power. Therefore, power awareness is another challenging issue in high performance 
many-core system. It is desirable to get detailed trade-offs in power and performance 
early in the design flow, preferably at the system level. The high level power macro 
model allows network power to be readily incorporated into simulation 
infrastructures, providing a fast and cycle accurate power profile, to enable power 
optimization such as power aware compiler, core mapping, and scheduling techniques 
for the many-core platform. Our power model allows extremely accurate power 
estimation (average absolute cycle error within 5%) with more than 1000x speed up 
over PrimeTime™ based gate level analysis. Below we provide a brief explanation of 
the router power model, although we refer the reader to [10] for a more detailed 
description. 

Our power model consists of variables, that have a strong correlation to power 
consumption, and regression coefficients, that reflect the contributions of the 
variables for power consumption as follow:  

SSSSHHP ΔΔ ⋅+⋅+⋅+= ψαψαψαα 0
 (4)

where Hψ  is Hamming distance of outgoing flits; Sψ  is the number of outgoing 

ports passing body flits; and SΔψ  is the number of state transitions of outgoing ports. 
The coefficients for the variables are obtained by using multiple regression analysis. 
When validated against gate level simulation, our power model derives power profiles 
that match closely with that of gate level analysis.  
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4.2   Cycle Accurate Simulator 

Customization of many-core platforms for an application requires the exploration of a 
large design space. Our simulator enables for designers to simulate various system 
level techniques on parallel programming, observing their impact on power and 
performance rapidly, which is infeasible with gate-level simulation due to the long 
simulation time and large generated file sizes. Our design environment also provides a 
way to program integrated PEs and evaluate the performance of the platform for 
application development. The simulator captures the utilization status and power 
consumption of the components of NoC so that an application designer intuitively 
would know which part has congestion or hot-spotted, enabling application level 
optimization. Our simulator provides following information for application 
development on the many-core platform. 
 
PE utilization level: provides the utilization of each PE for given time frame or 
different functionality. Application programmer can use this information for 
scheduling on many-core. 
 
Latency information: provides latency profile for each packet. If there’s packet with 
high latency, programmer can determine the critical path in data-flow.  
 
Power for each routing node: provide temporal and spatial power profiling with less 
than 5% average absolute cycle error and less than 1.5% average error against that of 
gate level analysis.  

 
For the each supported feature, user can set constraint such as maximum latency, 

maximum peak power, or maximum average power for given time window. Our tool 
generates log file that contains detail information for the exceptional cases for the 
constraints. For instance, if maximum latency for PE0 is set to 100, whenever an 
arrived packet to PE0 has more latency than 100 cycles, the simulator generates 
corresponding message for user. 

4.3   Design Space Exploration with Our Simulator 

Application mapping on parallel processors becomes more complex as the number of 
processors increase. In order to fully utilize resources efficiently, rigorous 
performance and power analysis is necessary to compare several application mapping 
exploring design space. In order to show the feasibility of our simulator for design 
space exploration on many-core platform, we use benchmark from the SPLASH-2 
[11] which provides the traffic among cores for each application.  

Figure 2 shows the power profile of routers located on (0,0) and (2,1). During 
simulation, an application developer can zoom in the power profile in temporally.  
Fig. 2(a) provides cycle accurate power waveform and Fig. 2(b) shows the average 
power consumption in each 10 cycles. Our simulator also provides spatial power 
profile during the time windows as shown in Fig. 3. An application programmer can 
define the time window for power analysis.  
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Fig. 2. Power waveforms for different time window setting: (a) cycle accurate power 
consumption during 1μsec to 2 μsec, (b) average power consumption during 0 μsec to 4.5 μsec 

 

Fig. 3. Average power consumption for each router for the different time windows with ray-
tracing benchmark 

5   Conclusions 

In this study, we presented a simulator for a many-core platform and demonstrated 
that this fairly fast simulator can help to explore design space in many core 
programming such that a parallel programming can be optimized in terms of 
performance and power. We plan to extend this work to make a complete IDE that 
enables application mapping and performance evaluation on our many-core platform. 
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Abstract. SEM-SHA is a new distributed hydrological model which stands for 
soil erosion model for small-watershed of hilly areas. Its rainfall-runoff module 
can simulate hydrological processes, such as canopy storage, root uptake, 
evapotranspiration, etc. In this paper, mathematical theory for rain-runoff 
module was introduced. There are six main themes: calculation of canopy 
interception, snow pack and snowmelt, calculation of soil water-holding 
capacity, calculation of evapotranspiration, calculation of unit runoff yield, and 
calculation of unit and watershed conflux. 

Keywords: canopy interception, evapotranspiration, hydrological model, runoff 
formation and concentration. 

SEM-SHA is a new distributed hydrological model, which stands for soil erosion 
model for small-watershed of hilly areas. The model is developed by Research Fellow 
Cheng GW and Doctor Fan JH in institute of mountain hazards and environment of 
Chinese Academy of Science (CAS), and consists of three main functional modules, 
rainfall-runoff module, slope erosion module and watershed sediment yield module 
[1, 2]. The rainfall-runoff module can simulate canopy interception, root uptake, 
evapotranspiration, runoff yield and runoff influence, respectively [1]. It first 
disperses a watershed into multiple grids, then calculates the water yield and 
confluence of each grid, and then computes the water flow of the whole basin [2]. In 
this paper, the mathematical theory for rainfall-runoff module was introduced.  

1   Calculation of Canopy Interception 

1.1   The Maximum Canopy Interception 

The maximum canopy interception varies with the season and vegetation type. It is 
calculated by 

Pm = PI × Lm. (1)
                                                           
* Corresponding author. 
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Where, Pm is the maximum canopy interception (mm/d), PI is phonological index, Lm 
is the forest type index (mm/d). SEM-SHA determines the PI with equation 14 [2]. 

)2
366

91
sin( π×−×+= Doy

baPI
. 

(2)

Where, Doy is a sequence day number of a year, a and b are tree species indexes.  

1.2   The Actual Canopy Interception 

The actual canopy interception for a given t period (I(t)) is determined by the 
minimum value among precipitation (P(t)), canopy interception ability (P(t)) and 
water deficiency of canopy (Wcd(t)): 

I(t)=Min{P(t), Pm(t), Wcd(t)}. (3)

Wcd(t) is given by 

Wcd (t) = Pm(t) −Wc0(t−1). (4)

Where, Wcd (t) is water deficiency of canopy for a specific t period of time (mm), 
Wc0(t−1) is the canopy storage before the t period (mm). 

The canopy storage in a t period of time is calculated with equation 5. 

Wc0(t) = Wc0(t−1) +I(t) (5)

2   Snow Pack and Snowmelt 

When the air temperature (T) is less than the temperature at which snow forms (Ts), 
snow began to accumulate. The amount of accumulated snow is given by equation 6 
[2]. 

Sw(t)=Sw(t−1)+P (6)

Where, P is precipitation (mm), Sw(t) is the total amount of accumulated snow during 
a period of t (mm H2O). 

When the air temperature (T) is above the threshold at which snow forms (Ts), the 
snow began to melt. The amount of snowmelt is calculated by degree-day factor 
method [3, 4]. 

Sm = (T−Ts) × Ms (7)

Where, Sm is snowmelt amount for a day(mm/d), Ms is degree-day factor (mm/℃·d). 

3   Calculation of Soil Water-holding Capacity 

The Xin′anjiang model was introduced into the SEM-SHA to calculate the water-
holding capacity of forest soil [2]. 
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3.1   Absorption-water Storage Capacity of Upper Soil Layer (WUM) 

WUM changes with the growth of forest (see Fig.1).  

 

Note: WUM’ is the water capacity of upper soil in non-forest region (mm H2O), WUP is the 
increased absorption-water storage capacity resulting from forest (mm H2O), Tu1 is the young 
stage, Tu2 is the middle stage, and Tu3 is the maturity stage of forest growth. The same below. 

Fig. 1. Absorption-water storage capacity of upper forest soil varies with plant growth 

The WUM in different land types is calculated by 

Non forest lands: '

Forest lands: '

WUM WUM

WUM WUM WUP
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 (8)

WUP is the increased absorption-water storage of upper soil layer resulting from 
forest (mm H2O). It is obtained by equation 9. 
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Where, WUPM is the highest absorption-water storage of upper forest soil (mm H2O), 
a1 is the distribution curve index, and T is the time (a). 

3.2   Absorption-water Storage Capacity of Lower Soil Layer (WLM) 

The WLM in non-forest lands and forest lands is calculated respectively by 

Non forest lands: '

Forest lands: '

WLM WLM

WLM WLM WLP

− =⎧
⎨ = +⎩  

(10)

Where, WLM′ is the water capacity of lower soil layer in non-forest region (mm H2O), 
WLP is the increased absorption-water storage of lower soil layer resulting from 
forest (mm H2O), it is obtained by 
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(11)

Where, WLPM the highest absorption-water storage of lower forest soil layer (mm 
H2O), and a2 is the distribution curve index. 

3.3   Absorption-water Storage Capacity of Deep Soil Layer (WDM) 

The forest has no significant effect on WDM, so the same value is adopted in forest 
lands and non-forest lands.  

3.4   Free Water Storage Capacity (SM) 

Forest also has an effect on soil free water capacity. Based on the assumption that free 
water has the same variation with WUM and WLM, SEM-SHA calculates the SM by 

Non forest lands: '

Forest lands: '

SM SM

SM SM SP

− =⎧
⎨ = +⎩

 (12)

Where, SM′ is the free-water storage (mm H2O), SP is the increased absorption-water 
storage of soil layer resulting from forest (mm H2O), and SP is expressed as  
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(13)

Where, SPM is the highest free-water storage of forest soil (mm H2O), and a3 is the 
distribution curve index.  

4   Calculation of Evapotranspiration 

The SEM-SHA first calculates the potential evapotranspiration, and then calculates 
the actual evapotranspiration.  

4.1   Potential Evapotranspiration  

The amount of potential evapotranspiration (Em) can be calculated by Hamon’s 
equation [5].  

0.1651m LE D ρ= • . (14)

Where, DL is daylength (hr), ρ the density of saturated vapor at daily mean air 
temperature, it is given by 

3.273
7.216

+
=
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(15)
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Where, Ta is air temperature (℃), es is saturated vapor pressure (h Pa), and it is given 
by equation 16. 

)3.273/(28.17108.6 += aa TT
s ee

. (16)

The equation 14 neglected the influences of plant on the evapotranspiration. 
Taking into consideration of plant, the potential evapotranspiration (Emp) is calculated 
by 

Emp = Em × (1.0+ cp× PI).  (17)

Where, cp is plant factor.  

4.2   Actual Evapotranspiration 

The actual evapotranspiration includes vegetation evapotranspiration, sublimation and 
evaporation from soil. The potential evapotranspiration is first deducted from 
vegetation storage, if the vegetation storage is not enough, the remaining evaporation 
capacity is deducted from sublimation, if the sublimation is also not enough, and it 
will be deducted from soil evaporation [2].  

(1) vegetation evaportranspiration  
If Wc0(t) ≥ Emp, then 

( )0 01 ( )  
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If Wc0(t) <Emp, then 
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In formula 18 and 19, Ev is vegetation evapotranspiration, Ev’ is the remaining 
evaporation capacity. 

(2) sublimation 
The sublimation calculation loop is as Fig. 2. 
(3) evaporation from soil 
Soil evaporation is calculated by tri-layer evaporation model [6]. The input 

parameters are P, Emsoil, WUM, WLM, WDM and C. The calculation process is as 
follows: 
●to calculate the potential evaporation (EP) 

EP=K×Emsoil. (20)

Where, K is conversion coefficient of water surface evaporation, Emsoil is the 
remaining evaporation capacity after deduction of vegetation storage and sublimation.  
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Note: Sw is the depth of snow cover (mm), Ev′ is the remaining evaporation capacity (mm), 
snowevp is sublimation coefficient (mm/℃·d), Esnw is amount of sublimation, and Emsoil is 
remaining evaporation capacity from soil (mm). 

Fig. 2. Sublimation command loop 

●to calculate EU, EL and ED 
If WU+P ≥ EP, then 

EU=EP, EL=0, ED=0. (21)

If WU+P <EP and WL ≥ C×WLM, then 

EU=WU+P, EL = (EP−EU) ×WL/WLM, ED=0. (22)

If WU+P <EP and C × (EP−EU) ≤ WL≤ C×WLM, then 

EU=WU+P, EL= C× (EP −EU), ED=0. (23)

If WU+P <EP and WL< C × (EP−EU), then 

EU=WU+P, EL=WL, ED=C×(EP−EU) −EL.  (24)

In equation 21 to equation 24, P is precipitation to land surface (mm), C is 
evaporation coefficient of deep soil layer, EU is the water content in upper soil layer 
(mm H2O), EL is the water content in lower soil layer (mm H2O), ED is the water 
content in deep soil layer (mm H2O), WU is the absorption-water capacity of upper 
soil layer (mm H2O), WL is the absorption water storage capacity of lower soil layer 
(mm H2O), WD is the absorption water storage capacity of deep soil layer (mm H2O), 
WM is the total absorption water storage capacity of soil (mm H2O), W is the 
absorption-water content of soil (mm H2O).  
●to calculate Es 

Es=EU + EL + ED.  (25)
Where, Es is total soil evaporation (mm). 
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(4) the total evapotranspiration 
The total evapotranspiration is the sum of vegetation evapotranspiration, 

sublimation and soil evaporation. 

E=Ev + Esnw + Es. (26)

5   Calculation of Unit Runoff Yield 

SEM-SHA adopts saturation excess (Dunne) runoff model to calculate water yield [2, 
6]. The model introduced watershed absorption-water storage capacity curve to 
calculate yielded water (Fig. 3).  

The input of the model is PE (PE=P–E), and the equation 27 to 29 are used in the 
model. 

⎥
⎦

⎤
⎢
⎣

⎡
−−= B

WMM

WM

F

f
)1(1

'

'

. 
(27)

WMM’ = WM’ × (1+B).  (28)
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Note: f is contributing area (km2), F is basin area (km2), P is precipitation (mm), E is the actual 
evapotranspiration (mm), B is the index of absorption-water storage curve, WM′ is absorption-
water storage for a given place in a basin (mm H2O), WMM′ is the maximum absorption-water 
storage capacity in a basin(mm H2O) and W0 is the final mean soil water content for a given 
time step (mm H2O).The same below. 

Fig. 3. Watershed absorption-water storage capacity curve 

If PE is greater than zero, runoff began to generate. The yielded runoff is 
calculated by equation 30 and 31. 
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If PE+A<WMM’, then 
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If PE+A ≥ WMM’, then 

R = PE – WM + W0. (31)
 
 

 

Fig. 4. The structure of free-water sluice 
reservoir 

Fig. 5. Free-water storage capacity curve of 
a basin 

The free-water sluice reservoir (Fig. 4) was introduced into SEM-SHA to divide 
the runoff types. The runoff (R) was divided into surface runoff (RS), interflow (RI) 
and underground runoff (RG). The soil free-water storage capacity curve (Fig. 5) was 
also introduced into the SEM-SHA.  

The equations 32 to 35 are adopted in the SEM-SHA. 
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FR = R/PE.  (35)

In the above equation 32 to 35, SM is free-water storage of upper soil layer (mm 
H2O), EX is the index of free-water storage curve for upper soil layer, KG is the 
constant of influx from upper free-water to underground water, and KI is the constant 
of influx from upper free-water to interflow. 
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If PE≤0, then                                      
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If PE > 0, and PE + AU < MS, then  
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If PE > 0, and PE + AU ≥MS, then 
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⎪ = × ×⎩

  (38)

In the above mentioned formula 36 to 38, MS is the maximum free-water storage 
capacity (mm H2O), FR is contributing area (km2), S is mean free-water storage of a 
basin (mm H2O), and AU is the corresponding y-coordinate of S on the free-water 
storage capacity curve (see Fig. 5). 

6   Calculation of Unit and Watershed Conflux 

SEM-SHA divides runoff into 3 types, surface runoff (RS), interflow (RI) and 
underground runoff (RG), the 3 types of runoff has different confluence path and flow 
rate. The surface runoff flows into the river network and form QS(I). The interflow 
flows into the interflow reservoir and forms QI(I) after regulating. Similarly, the 
underground runoff flows into the underground water reservoir and forms QG(I) after 
regulating QG(I). Surface runoff (RS), interflow (RI) and underground runoff (RG) of 
each unit are calculated respectively by equation 39. 

( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
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 . 
(39)

Where, QS(I) is the influx from surface runoff to river network, QI(I) is the influx 
from interflow to river network, QG(I) is influx from underground water to river 
network, CI is the regulating coefficient of interflow, CG is the regulating coefficient 
of ground water. 

The total confluence for each grid (Q(I))is calculated by equation 40. 

Q(I)=QS(I)+QI (I) +QG(I). (40)
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The confluence of a basin is generally calculated by Muskingum method [6, 7, 8]. 
The SEM-SHA is mainly used for small watershed, it omits the river network 
confluence time. So, the daily water flow of a basin (Q) is expressed as the sum of 
daily water flow of each grid (Q(I)). It is calculated by  

Q = ∑Q(I). (41)
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Abstract. In the process of rapid city society and economy development, the 
growing number of cities use advanced media technologies means to promote 
and build their own city image, on the other hand, along with the continuous 
technology development, types of image software continuously meet today's 
society advertising propaganda to variety of products, play a huge role in the 
economy and society, how to effectively use these advanced technology to 
design a good ad products, and better serve economy and society becomes a 
problem which the industry must pay attention to and explore, this paper takes 
the design of city Ad titles of ZhangShu as an example, launch a practical design 
activity of this case in video image technology practice, conclude and explore 
some technical design application rules, enrich practical experience in this field. 

Keywords: Urban; Advertising Film; Image Software; Design Manufacturing. 

1   Introduction 

At present society economy grow rapidly, promotion of activities become an 
indispensable means of social development, which runs through all aspects of the area 
of social economy development, city advertising film is currently the more popular 
topics at domestic, using media technology for city propaganda is an important means, 
this propaganda is a product based on a combination of technology and art, it is 
necessary to grasp the artistic taste, performance in the technology is more important, 
as an advertising product only familiar with its technical requirements can we select 
appropriate technical means service for the advertising design, saving the necessary 
human and material resources to ensure the advertising picture quality, to achieve the 
unity of the two, based on this goal, this paper we take study of urban advertising to 
explore graphics software technology in the application of Ad titles practice, this paper 
starts on discussion mainly on the technical analysis and technical practices. 

2   Technical Analysis and Selection of Prophase 

City advertising film production technology can be divided into two categories: one is 
the film and television production technology, also known as video technology, the 
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other is animation production techniques, they all have different production technical 
requirements of different advertising films, with different technical characteristics. 

2.1   Animation Production Technology 

Animation technology includes two-dimensional and three-dimensional animation 
technology. Two-dimensional animation technology mainly uses the human eye 
"visual retention effect ", when people watch object, the object residentes in the brain 
optic nerve about 1 / 24 seconds, if the replacement of 24 pictures per second or more 
Screen, then before the previous screen disappearing in the human brain, the next 
screen to enter the human brain, which form a continuous image. So many people use 
this principle form the content of a continuous motion picture together, and then 
continuously play by the rate of 24 frames per second, generate visual images of 
continuous activities in the eyes, which formed what we call the animation. from the 
points of production animation is divided into and semi-animation." full animation " is 
the animatiom made in animation process in order to obtain perfect images, smooth 
movements and delicate in accordance with the number of images at 24 frames per 
second animation. This method of animation because of good viewing, usually used to 
produce large-scale animation and commercial advertising, the United States Walt 
Disney Company produced a large number of works is the full animation. 
"Semi-animation" generally use 6 frames per second, often use to repeat the action, stop 
motion picture screen to extend the number of case to fill the equivalent of 24 frames 
per second the screen time to show the animation, so to reduce economic spending and 
reduce the huge workload. Animation production needs large amount of work, time and 
energy consuming, producing a huge funding, as for publicity trailer for the city is not 
city ad titles it is not necessarily to achieve the desired effect of publicity, not suitable 
for the real scene style of ZhangShu city propaganda film, therefore, to abandon this 
kind of technology means. 

Ad titles design technical 
program analysis 

Photoshop Font 
Design, 
AfterEffects animation 
and special effects 

Text Animation 
design 

Background 
Animation design

 

Fig. 1. Technical requirements analysis of ad titles design 

2.2   Film Production Technology 

Film production technology is the process to carry out material screen, collect, 
organize, and by disposing means of video production technology to form a complete 
promotional video based on pre-designed program according to preliminary design 
ideas. because of high operational efficiency, good production effect, television 
production techniques is the technical means often used by city image film, ZhangShu 
city propaganda film also applied the technology in the field to complete the ad titles 



188 G. Peng and Y. Wu 

Fig. 2. ChoiHa rising background 

design, and propose their needed technical requirements according to different content, 
so as to allow smooth development of design plans, such as figure 1 ad titles design 
technical analysis. 

3   Software Technology Practice of Advertising Titles Design  

Ad titles script says: morning glow of color rising slowly, accompanied by passionate 
music, red colored silk floating slowly from the air, the inscription of the four 
characters "Chinese medicine city" is a symbol of the medicine image sculptures - 
"medicine Grind ", demonstrated in front of people, while "medicine city ZhangShu " 
emergence with music and sculptures background, a fresh new day begins, music 
climax away, fade, lens end. According to the script and a shooting script analysis, ad 
titles design includes the followings:First, the color glow slowly rising, freeze at 5 
seconds, beginning of the fade out at 11 seconds.Second, the red colored silk floating 
slowly from the air for 4 seconds, fade out at the 7 seconds.Third, the " medicine city 
ZhangShu " topic text effects and text animation.Fourth, the "Chinese medicine city" 
Sculpture appears at 7 seconds, beginning of fade out at 11 seconds 12 frames. 

3.1   Design of Ad Titles Constitution Elements  

1)"Color Glow" rise Background Design 
Open AfterEffects software, first set the size of videos, now start the design of 
television size, size 720x576, frame rate of 25 frames / second, in the new project file, 
input the dynamic pink clouds, move the material onto the timeline for editing, since 
the original length of Dynamic Clouds is 23 seconds, clouds speed is too slow, so 
click the left mouse button select the pink clouds, use "effect command - time stretch 
command" to faster pink clouds, 16 seconds to complete play. Meanwhile, pink 
clouds is from dark to bright by the time of 5 seconds, then freeze, stay 7 seconds, 11 
seconds 12 frames starts fading 
out, the action is complete, 
select the pink clouds, in 5 
seconds use "effective command 
- time reproduce command " 
pink clouds at 5 seconds to 
change from dark to bright, and 
then freeze, stay 7 seconds to 
complete the action such as 
(Figure 2). 
2) The Animation of Red 
"Colored Silk " Slowly Drift 
Material selection is a shooting scene material: blue background, yellow silk slowly 
falling down from the sky, but the design needs a red silk without blue background, 
you need to do the following to do adjustments. 

(a) adjust color: select silk layer in AfterEffects software, execute the command 
"effect - color correction - color balance", the color change parameter is adjusted to 
"-31",thus the silk becomes red. 
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(b) deduction like this: because only needs the red silk, does not require a blue 
background, so then remove the blue background by keying, only to get a clean red 
silk. Select the silk layer, execute the command "effect - Keying - color key" to adjust 
the color tolerance parameters for the "104" edge feather "1.9", so to remove most of 
the blue, but, silk the edges and dark points still remained red shadow, in order to 
remove for cleaner, execute the command "effect - keying - spill suppression" to set 
suppress parameter of "200. " Such a clean, falling red silk is produced. 
3) "Chinese Medicine City" 
Sculpture Design 
"Chinese medicine city " 
sculptures - medicine grind 
is on behalf of the medicine 
culture of medicine city 
ZhangShu, where we need 
it to appear on the screen 
background image, to represent the medicine city image, but there is only one shot of 
original material, advertising titles only needs "chinese medicine city" sculptures - 
medicine grind image, we need to get rid of other background and trees branches. the 
following we expand production, photo material will be transferred into AfterEffects 
software, move onto the timeline, select the sculptures layer, use pen in the toolbar, 
tick down the "Chinese medicine city" sculptures –medicine grind to obtain a desired 
image, which is the application of the mask features in AfterEffects software, it can 
cover the range of other not selected, to get an independent medicine grind shape, 
while the production of pink clouds background in early phase shows out instead of 
the original sculptures background. 
4)" Medicine City ZhangShu "Topic Text Effects and Text Animation Design 
Ad titles " medicine city ZhangShu " written by script, reflects the long history and 
ancient medicine culture, in conjunction with the text " medicine city ZhangShu " 
changes from far to near, and then freeze, and then do a "sweep light " special effects, 
to complete ad titles theme text effects and animation production. 

(a) text design. The " medicine city ZhangShu" theme text designed as a handwritten 
line calligraphy which is suitable for the theme (Figure3), after the font design we 
need enter into Photoshop software to change the font color, and in order to benefit 
optical scan" effect in AfterEffects software ", need to be designed to be independent 
and transparent layers, so transferred to the AfterEffects software background is 
transparent, or it will have colored background. 
(b) change the font color and layer transparent processing. Enter into the Photoshop 
software, select the text image layer, then use the Magic Wand to select the red font 
filled with white, change the font to white, then execute "cut - paste"command, so the 
font as a separate layer, and name figure layer as " medicine city ZhangShu", save as 
psd format, so a separate transparent layers are preserved, into AfterEffects software, 
import "medicine city ZhangShu" file which is already produced, set the layer 
options: select layer - select "medicine city ZhangShu" layer, click on the OK button, 
the layer is imported, and then drag to the timeline window to adjust the font size, 
complete the production. 
(c) special effects production of font "optical scan". "optical scan" effect for more fit 
for human visual aesthetic, separately sweep light "medicine city" and "zhangshu", 
"medicine city" swept light from left to right, "zhangshu" sweep from the bottom to 

Fig. 3. Theme text design of " medicine city ZhangShu " 



190 G. Peng and Y. Wu 

Fig. 4. Screenshot of final Effect  

top, so as not to appear so stiff. First, copy the font layer called layer 1 and layer 2, so 
that layer 1 is used for production of " medicine city " swept light, layer 2 is used for 
production of " zhangshu"swept optical effects. 

Select Layer 1 implementation of "effect - trapcode - shine " by adding special 
effects, this effect is an external plug-in, set the beginning sweep light of 149.2 and 
end 352.2, the beginning of luminous intensity of "4" and the end of the intensity of 
"0", the length of light Start "1.7 " end "0 ", the key frame to be set to 3, from first key 
frame to key frame 2 is made parallel sweep of light, the thirfd key frame is to receive 
lighting. Therefore, in order to highlight the effect in the process of scanning light, to 
increase the length of light and light intensity of the 2nd key frame parameters, but 
also set the "start issuing light - continuing " the length of time is 1 second 16 frames, 
set the collection of light length time as 15 frames, using the same method to set the 
layer 2 "optical scan"parameter, the difference is selecting the direction of up and 
down adjusted parameters. After the completion of setting all layers we can achieve 
effect. 
(d) font animation production. Make a deformation animation of theme text font of 
"medicine city zhangshu " from small to large according to the plan requirement, then 
to implement optical effects. Select the text layer and use layer properties command - 
the proportion deformation, adjust the deformation parameters to "0 ", the time length 
of 20 frames, the parameter is "102",so to complete a deformation animation from 
small to large. 

4   Transitions and Summary Design of Ad Titles 

After all constitution element and animation effect of ad titles finished, the next 
required by the visual rhythm and advertising interpretation process to design a 
transition, in the design we should pay attention to the following: 

1, rhythm changes should be reasonable, smooth, to avoid too fast or too slow, action 
to comply with human visual characteristics and nature and humanity design needs, 
improve the apperance. 
2, transition design is naturally interfaced, transition change way not only needs to 
meet the changes of the design elements but also as far as possible to avoid repetition, 
dull appearance and such discord factors. 
3, in line with sound design, sound performance in a passionate and excited in the ad 
titles, with more relaxed traditional music after the end of ad titles, and the ad titles 
design needs to unify with later propaganda design, to avoid the mutual isolation, out 
of connection, ad titles rhythm and transitions design are as follows: 

(a) within 
5 seconds 
color glow 
finishes 
rising 
action, 
begin to 
freeze 7 
seconds, 
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starting fading out at 11 seconds 12 frames, to complete fading out action at 12 
seconds frame. 
(b) red silk fade in at 4 seconds, fade duration of 12 frames, fade out at 7 seconds, at 7 
seconds 12 frames to complete fading action. 
(c) "Chinese medicine city" sculptures fade at the 7 seconds, action completion at 9 
seconds, starting fading out at 11 seconds 12 frames, to complete fading out action at 
12 seconds frame. 
(d) Text of "medicine city zhangshu" beginning of fade in at 8 seconds 16 frames, 
execute light sweeping movements, completion of light sweep at 11 seconds, to 
complete fade at12 seconds. Ad titles within this short time use a sharp contrast from 
black to bright, heavy red and light blue background, slow pink clouds motion and 
fast red silk falling, with passionate, magnificent music, played most expression of 
various elements, attracted the audience attention, stimulating, highlight the theme. 
(Figure4. Ad titles screenshot of final Effect ). 

5   Summary 

In urban Ad titles design process, the first is to promote a make clear the propaganda 
position and design position of the city, according to the pre- positioning analysis of 
the technical requirements and implementation methods may be involved in the 
production process, make sure you are clear in the hearts, benefit to implementation 
of the program by the expected designed script in front phase, rather than aborted in 
the medium process, resulting in waste of manpower and material resources, but also 
facilitate the rational division of labor and personnel scheduling in later phase. 
Through the ad titles design and practice, lay a good foundation to master the specific 
application of video image softwar, and further define the practice relationships of 
technology and design art, lay a solid base for the provision of high quality of urban 
ad titles design. 
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Abstract. Currently there is a number of application software on the market, of 
which the most representative is 3DS MAX software, its interface is simple and 
clear, powerful modeling function, widely applied in the game development and 
design. 3DS MAX software has its own unique design idea, the characteristics of 
the software requires quickly find workable rules of its own in three-dimensional 
modeling design, thus to speed up our design progress and improve the quality of 
design. The following is the exploration about 3DS MAX role in game modeling 
and related design according to three-dimensional game modeling design 
experience. 

Keywords: 3DS MAX; Three-dimensional modeling; Design; Research. 

1   Preface 

The game currently has occupied the mainstream in the market of domestic animation 
industry, game design and development followed by attention, much developed 
three-dimensional design software in the current market, generally three-dimensional 
software can be divided into large and medium-sized and small three-dimensional 
design software, 3DS MAX software is a three-dimensional design software currently 
widely used in the design community, it is popular among the majority of the game 
designers by its feature of a strong design function, good interface, easy to use and 
several other features, especially in the three-dimensional scene modeling design it has 
its own unique places, The following is the exploration about 3DS MAX in game 
modeling and related design problems. 

2   Modeling Approach and Model Analysis 

In the process of game design and development, the game scenes, characters and its 
creation background all come from the real world, and the real world is constituted of 
different rules and irregular objects, the object of these realities propose different 
requirements for modeling. 3DS MAX software is actually to recreate these various 
rules and irregular objects in the virtual world of games, using computer and software 
to virtualize a three-dimensional world. 
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2.1   Software Modeling Approach 

3DS MAX now offers a variety of modeling methods: basic objects and extended 
objects, composite objects modeling, patch modeling, Surface Tools Modeling, Nurbs 
modeling, polygonal modeling, 3DS MAX software offers rich modeling capabilities 
according to different objects, and also provides a variety of powerful modeling 
function based on different model structure, can create complex and irregular models. 
Among these modeling ways software provides a variety of modeling methods for the 
real nature and man-made objects, first as for our daily tables and stools, can rapidly 
facilitate the application of basic objects to create model, then according to the object 
shape and Forming rules, the software also designes modify command to establish 
models, such as extrusion, rotation model, can also be combined in many ways the 
model can be used as a model, such as the Boolean operation command in modeling 
methods of compositing objects, two different model structures can be Interaction of be 
added or subtracted to produce a model result, this modeling approach is widely used in 
the establishment of architectural renderings, such as the windows button hole, usually 
use this way to carry out, sometimes there are dozens of building windows, and even 
first need to order well the model to be dug, and combine them into a model, finally do 
Boolean operations with building wall model, thus it is easy to produce dozens or even 
hundreds of needed holes. For irregular objects, we can use geometric objects 
deformation plus modify command to achieve the model formation, of course, a variety 
of modeling methods software provided, but also depending on what the object model 
to determine ways to resolve. 

2.2   Analyzing Modeling Object  

The first is modeling stage, first in the mind we must have a full picture of the object to 
be achieved, and understand the structure and complexity of the object. The basic idea 
of modeling is from whole to part, and gradually thinning, be aware of in the hands 
before starting, first to build the full picture the object in your mind, and then divided 
into different independent parts, then refinement of the part, finally divide into the basic 
geometry which constitutes the object, these basic geometry can be achieved through 
the simple steps. Such as Figure 1 housing modeling structure,first establish two levels 
of film here, and to draw a good map is set to front view, side view of two side pieces 
were attached to it, and then a BOX, click 
the right mouse button to the BOX into 
editable polygon, by squeezing come 
forward, dotted, image editing operations 
such as merge points, the final built model. 
Here the final model to be able to meet the 
late great textures, even taking into 
consideration the application of the final 
destination, such as game model needs to 
take into account the number of required 
model plane, model plane over more than 
the required number of the face number, 
and finally the final product may not Fig. 1. Housing modeling structure 
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function properly. in using 3DS MAX mode to create model, need to analyze the object 
will be designed, have a certain judgement for the future movement of the establishd 
model, this affects the achievement of designating texture mapping and to achieve the 
effect of texture mapping in the later stage, to be able to understand thoroughly the key 
structure for the model, we must learn to break down complex models of the formation 
of a simple interconnect, analyzing these structures is to study use which ways and 
commands can conveniently, fastly and successfully build these models. For example, 
in creating a multi-storey houses, in addition to the top floor and the ground floor, other 
floors are the same basic structure, complete by replication after design a floor; one 
floor of the building design can be divided into walls, pillars, stairs, doors, windows, 
etc; walls, pillars and stairs can basically be attained through simple processed 
rectangular and cylinder, the doors and windows can be further refined. In addition, we 
should also take into account of the overall structure in refinement of the object, only by 
detailed local achieving and coordinated and appropriate overall co-ordination can we 
in order to obtain satisfactory scene effect.  

3   The Material and Texture of the Model  

a)Authenticity  
Games material like people dressed, to set real texture for the scene, so as to distinguish 
a variety of things, but when we texture for all kinds of objects in the nature, different 
materials have different physical properties, such as stones, wood, glass, and plastic, 
because physical properties of these objects surfaces such as texture, transparency, 
color, and reflective properties are distinguished, which constitute the needs of material 
authenticity, the authenticity is closer to the game objectives that the design to be 
achieved, to enhance people's sense of identity and curiosity with virtual world and 
meet people in the real and virtual worlds, such we can achieve the goal of 
three-dimensional game design.  

3DS MAX provides a variety of color patterns for the model objects, there are eight 
color types: First, the opposite sex (Anisotropic) commonly used in metal and 
glass.Second, reflex (Blinn) commonly 
used in rubber and plastic materials.Third, 
Metal (Metal) is mainly used for metal 
materials. Ford, multilayer high light 
(Multi-Layer) used in the glass rubber and 
plastic aterials. Five, shading 
(Oren-Bayar-Blinn) for non-smooth 
surfaces such as cloth and fabric 
materials. Six, multi-faceted (Phong) for 
hard and smooth as glass as the material. 
Seven,metal strengthening (Strauss) more 
easily performance of metal material. 
Eight, transparent (Translucent shader) 
for glass and some translucent material, 
each color chosen depends on the type of 
scene objects created by the demand. To 

Fig. 2. Photoshop software to draw the map 
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create a choice of glass or plastic objects or reflective colored multi-faceted way, to 
make models with metal texture, then select the metal color mode, type in the complete 
color selection, basic parameters of colored paper under the column can show the color 
of the material components, diffuse color, reflection, opacity set, set a reasonable 
mediation. These features well maintained the authenticity of the material, while create 
more choices for design. 
b) Artistic quality 
Artistic quality mainly is demonstrated through the degree that performance the 
aesthetic mood such as lines, colors, lighting effects, layout and contrast level, the 
higher artistic the game works is, the stronger its appeal is, thus also better able to 
attract gamers. The use of 3DS MAX to texture is divided into two kinds, one is 
materials which 3DS MAX material library bring with itself, such as glass, wood, metal 
and other materials that can be directly given model object after the set, and can change 
the parameters to get satisfactory results. The other is affixed designed bitmap texture 
to the surface of the model, these images can be created by their own image processing 
software (Figure 2: Using Photoshop software to draw the map), with this function of 
creativing freedom module, initiative of material art and design handling to be greatly 
enhanced, given the game of man-made art atmosphere, and also save a lot of the 
texture time and performance of the game designers.  

4   The Game Scene Lighting Design  

Light plays a pivotal role in the game atmosphere. Through light polish to improve the 
expressiveness of the game scene, enhancing the realism of the scene and 
three-dimensional depth effect. Lighting is usually divided into three types: natural 
light, artificial light and natural light, artificial light combination of the two natural 
light sunlight, use of natural light, consider the time, place and the weather sunshine 
and artificial light can be almost any form, is light produced by the natural world, out of 
the artificial lighting, artificial light need to consider the direction of light, the intensity 
of light, several light sources, the main and auxiliary light source is how the distribution 
of radiation, and finally a combination of natural light and artificial light. The purpose 
of the first scene set the lights to emphasize the tone and atmosphere of the scene, it is 
very important. In some cases, the target may be only one or a few clearly see the 
object, but usually not the case, the actual goal is rather complex, which test the 
understanding of lighting and application capabilities of the designers, so as to create 
lighting for scenes, first we must know whether the tone position of the scene and 
lighting set promote the emotional expression of the game story and the atmosphere 
contrast, whethre respects the virtual under real. 3DS MAX can provide six light: 
ambient light, scattered light, the target directional light, free directional light, the 
target spotlight, free spotlight, sunlight, you can use these lights to simulate the 
three-dimensional scene that you like, generally lighting design steps are composed by 
the following steps:①in the early program based on the overall idea to design a good 
light targeting position, according to the nature and position of light source, projection 
direction and other factors in the scene to design the program of light layout, do best to 
remain the scene the same tone, using lighting to render the scene atmosphere, lay 
emphasis on the expression subject. ②determine scene composition and spatial 
arrangements, using the light position and intensity of main light to control primary 



196 G. Peng et al. 

light colors of the scene, to avoid production the effect of reducing modeling scene with 
other light. ③ set auxiliary light to make up for the main light, floodlights without a 
shadow and soft lighting as auxiliary light, generally auxiliary light should ease the 
rigid rough shadow which the main light projected under the condition of not affecting 
the main light, alleviate contrast of bright and dark, to enhance and enrich the scene 
lighting levels, so that the scene would not get stiff, while helping the main light 
highlight the main part of the scene and the sense of space. ④ environmental modified 
light should result in a special atmosphere according to the environment which the 
principal objects lie in and needs to form some sort of against the background and the 
comparison to the main scene, no matter what kind of lighting it is, they are mututally 
affected and constraint, these lights can influence the brightness of the whole scene by 
light brightness and light attenuation range of values, you can adjust the distance 
between the light and the exposure object to influence the object, the farther the light 
away from the objects, the greater the range of light is, more uniform the objects light 
is, the closer lighting away from objects, the smaller the range of light is, will produce a 
strong "light pool", objects light is not very uniform, Should try to avoid these 
phenomena occur. 

Summary 

To sum up the above content, we describe from the three-dimensional game model 
estanlishment to the material and lighting design, we understand that in the application 
of 3DS MAX modeling software first need to analyze and understand model structure 
of the object which needs to be created, choose a reasonable modeling methods 
according to different structural features, make a clear direction for materials design 
and lighting, propose some solutions, 3DS MAX has a certain guidance for 
three-dimensional game design, we should on the basis of understanding the software 
design principles and design rules to constantly sum up, to observe and learn more in 
the arts aesthetic, so as to performance the power and performance of these software, 
make game design become truly unified between art of and technology.  
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Abstract. In a teaching system, there are many confusing concepts and 
complicated relationships. It is difficult to analyze and organize all the 
information clearly and reasonably. By using Topic Maps, we are able to build 
a model for teaching system with lots of advantages, the Scope property of 
topics in Topic Maps is used to classify and retrieve information, which will 
largely shorten the information querying time and minimize the amount of data 
transmission. In this paper, a model is constructed to illustrate the modeling 
method from the perspective of teaching and demonstrate the use of Scope.  

Keywords: Topic Maps, e-Teaching, Model. 

1   Introduction 

With the development of computer technology, the growing diversity of information 
presents in front of us. Information modeling and analyzing becomes more complex 
and complicated than ever. The huge information makes it difficult to quickly obtain 
the required information correctly. Tedious searching and querying wastes too much 
precious time, results in decreased efficiency and error. In the area of education, the 
same problems occur. 

Curriculum is a huge repository, not only contains important information for all 
courses, such as course descriptions, teaching and studying plans and their relevant 
resources, but also covers the data for all teachers, teaching arrangements and other 
information. At the same time, among the curriculum, teachers, teaching resources 
and students there exists many complex relationships. Therefore, it is significant to 
fully understand and manage these information and relationships for constructing a 
reasonable curriculum system which is important to make educational research and to 
improve teaching and learning efficiency. This complex system can be analyzed and 
described by modeling. 

Topic maps, known as a meta-data format which describes the structure of 
information resources, can largely improve information management and delivery. It 
has great value to study and worth of being researched. At present, many people use 
Topic Maps in the field of E-learning. Dicheva etc. discussed how to efficiently 
organize and classify learning content [1]. They noted the educational and research 
benefits of applying an innovative technology - Topic Maps - for the organization and 
retrieval of online information in the context of e-learning courseware [2]. Kuang etc. 
mentioned that in an e-learning system, topic maps can provide a good semantic 
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model for the course document [3]. An algorithm is presented in [4] for automated 
building of a topic maps starting from a relational database to offer students in e-
learning. These studies use Topic Maps resources for effective integration of teaching 
and studying, so that students can improve the efficiency of information retrieval and 
self-learning. But none of them have modeled in the perspective of teaching. 

This paper will focus on modeling of curriculum in computer science major, using 
Topic Maps as a tool, from the perspective of teaching and learning, especially 
through the use of the Scope in Topic Maps to fully describe the resources of teaching 
and learning context. Modeling methods provided by this paper, offer an effective 
way for educational researchers to analyze the internal relationship between teaching 
and learning in curriculum resources, allocate work for teachers and make a 
reasonable teaching plan for teachers. 

2   Topic Maps and Scope 

2.1   Topic Maps 

Topic Maps is a standard for the representation and interchange of knowledge. The 
origins of the topic maps paradigm itself date back to 1993, when it was first 
expressed as a working document in the context of the Davenport Group. The 
paradigm was more fully developed thereafter in the context of the GCA Research 
Institute (now known as IDE Alliance), in an activity called Conventions for the 
Application of HyTime, during and after which the paradigm was independently 
developed, implemented, and promulgated. Early in 2000, after several years of 
continuous effort by an international group of individuals, the topic maps paradigm 
was fully formalized for the first time as an ISO International Standard, ISO/IEC 
13250:2000. Almost immediately thereafter, TopicMaps.Org was founded in order to 
develop the applicability of the paradigm to the World Wide Web, and to realize its 
enormous potential to improve the findability and manageability of information. In 
the year 2000 Topic Maps was defined in an XML syntax, XML Topic Maps (XTM). 
This is now commonly known as "XTM 1.0" and is still in fairly common use. The 
ISO standards committee published an updated XML syntax in 2006, XTM 2.0[5]. 
which is increasingly in use today. The most recent work standardizing Topic Maps 
(ISO/IEC 13250) is taking place under the umbrella of the ISO/IEC JTC1/SC34/WG3 
committee (ISO/IEC Joint Technical Committee 1, Subcommittee 34, Working Group 
3 - Document description and processing languages - Information Association) [6]. 

The key concepts in topic maps are topics, associations, and occurrences [7]. 
A topic is a resource within the computer that stands in for (or “reifies”) some real-

world subject. Topics represent any concept, from people, countries, and 
organizations to software modules, individual files, and events.  

Occurrences represent information resources relevant to a particular topic. Topics 
can have occurrences, that is, information resources that are considered to be relevant 
in some way to their subject.  

Finally, topics can participate in relationships, called associations, in which they 
play roles as members. Associations represent hypergraph relationships between 
topics. 
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Thus, topics have three kinds of characteristics: names, occurrences, and roles 
played as members of associations. The assignment of such characteristics is 
considered to be valid within a certain scope, or context. 

The purpose of a topic maps is to convey knowledge about resources through a 
superimposed layer, or map, of the resources. A topic map captures the subjects of 
which resources speak, and the relationships between subjects, in a way that is 
implementation-independent. 

In a word, a topic maps is a kind of data format that can be used to describe the 
structure of information resources. In addition, it can also quickly locate one or more 
concepts on a “map”, and represent the relationship between them. 

2.2   Scope in Topic Maps 

In Topic Maps, there is an important character, Scope, which is used to assign a given 
topic context. 

In our daily life, the case of polysemy is widespread, and sometimes even a simple 
word has more than 3 meanings. Of course, in different contexts, people with smart 
brains can determine the words’ meanings according to the kind of situation. For 
example, when people talk about the word “buck”, if no context attached, we do not 
know what exactly the “buck” here means, because the word “buck” has too many 
meanings, it can be explained as male deer, male rabbits, one dollar, against and so 
on. When sometimes we cannot understand a word’s meaning, the only thing we can 
rely on is tips from its contexts. Buck was apparently interpreted as meaning one 
dollar during a small business, while in a drastic Debate, buck means opposition. The 
human brain has already been aware of this way of interpretation by analysing 
context. However, computers are not that smart as human brains, computers cannot 
automatically analyse the context and explain the meaning of a topic. What computers 
can do is showing all the meanings of a particular topic to users, and users then select 
from which and determine whether the information is useful for them according to 
analyzing the context by themselves. Like consulting dictionaries, when you query the 
meaning of a word, you have to choose a specific meaning. But in this way, precious 
time is wasted during the query processing, because you have to make a comparison 
among all the meanings by the context and determine which the best is. 

Different people have different views and angles, thus to a particular thing, it 
would be complicated to make some classifications. For instance, the study plan and 
teaching resources are quite different between the students who is major in computer 
science and non-computer science. A variety of resources are mixed together, 
although the users eventually are able to find the information they need, but this will 
waste time and space, causes confusion, and even may bring out errors when 
searching and understanding. 

Fortunately, Topic Maps can offer a way to help us deal with these issues. Scope is 
the answer. Scope specifies the extent of the validity of a topic characteristic 
assignment. It establishes the context in which a name or an occurrence is assigned to 
a given topic, and the context in which topics are related through associations. 
Namely, a declaration of a topic characteristic is valid only within a scope. When a 
topic characteristic declaration does not specify a scope, it is valid in the 
unconstrained scope. 
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In fact, scope is not limited to eliminate ambiguity, it is also used for information 
navigation, dynamically adjust scope based on the users’ profiles during the query 
process, to achieve the purposes of being more specific in searching information. For 
example, the online system can load and present the corresponding teaching and 
learning resources based on the profile of the students and course requirements, 
dynamically adjusted the topics and subjects that will be shown. In this way, the 
whole query process saves a plenty of data that are originally supposed to be 
transferred, making the searching more effective and efficient with less errors and 
misunderstanding. From this, we can see the powerful role that scope is playing, and 
we will discuss the problems scope can solve in the following sections. 

3   Teaching System Modeling Based on Topic Maps 

3.1   Topics, Associations, and Occurrences 

Now, we use XTM to construct some basic models to illustrate the three significant 
concepts in Topic Maps—topics, associations and occurrences. 

Topic Maps Document based on XTM is written in XML format. Let’s see a topic 
that represents a C++ course, the xml codes are given in Fig.1. Topic id is the 
identifier of a topic and may be a random string. Element <baseName> is the name 
for a specific topic. Element <occurrence> contains the information resources that are 
relevant to this topic. In this example, there is a website, course.bistu.edu.cn, as its 
relevant resource.  

 
 

 

Fig. 1. XML codes of a topic represent a C++ course 

Thus, topics and occurrences are the basic concepts in constructing topics, and in 
the following we can see the relationship between topics. 

XML codes of an association representing the relationship between Zhang San and 
the course C++ might are given in Fig. 2. 

<topic id="C++"> 
    <baseName> 

<baseNameString>C++</baseNameString> 
        </baseName> 

<occurrence> 
            <instanceOf> 
                <topicRef xlink:href="#Book1" /> 
            </instanceOf> 
        </occurrence> 
        <occurrence> 
            <instanceOf> 
                <topicRef xlink:href="#Website" /> 
            </instanceOf> 
            <resourceRef xlink:href="course.bistu.edu.cn " /> 
        </occurrence> 

</topic> 
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These lines are defining a relationship between Zhang san and C++. The 
relationship name is “taught-by” represented by the element <instanceOf> and this 
relationship has two members, each member demonstrates one role in this relationship. 
In this example, one is Zhang san which is a sub-topic of teacher, and the other is C++ 
which is a sub-topic of Course. 

 
 

 

Fig. 2. XML codes of an association 

3.2   Constructing the Model 

Here, we build a simplified model of the teaching system to demonstrate the 
constructing method that uses the Topic Maps. Assuming the teaching system consists 
of several main types of teaching resources: courses, teachers, and teaching aids such 
as books, audio and video resources. How to organize these resources is the key in 
modelling. Teaching system involves a great number of specific resources, each 
resource not only contains the basic description of the specific and interrelated topics, 
but also there will be a series of related reference resources. The formation of the 
concept layer and information layer in Topic Maps Modelling helps to make a clear 
description of this architecture. By constructing topic associations between the 
different types in the concept layer, we can make this layer hierarchical, which will 
help improve the analysis and study of curriculum efficiently. As shown in Fig. 3. The 
model is divided to concept layer and information layer. In concept layer, there are 
topics and their associations. In information layer, there are the real resources and 
material. 

Any object in Topic Maps is a topic. The first step in topic map modelling is to 
create a basic set of topics. Each kind of topic contains a collection of entities, which 
are also topics in the model. For example, in Fig.3, four kinds of topics are modelled: 
Teacher, Course, Resource and Group. Each of them has some entities.  

<association> 
            <instanceOf> 
                <topicRef xlink:href="#taught-by " /> 
            </instanceOf> 
            <member> 
                <roleSpec> 
                    <topicRef xlink:href="#Teacher " /> 
                </roleSpec> 
                <topicRef xlink:href="#Zhang san" /> 
            </member> 
            <member> 
                <roleSpec> 
                    <topicRef xlink:href="#Course " /> 
                </roleSpec> 
                <topicRef xlink:href="#C++ " /> 
            </member> 
</association> 
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In the teaching system, teachers teaching related courses can be divided into 
different groups, which will help us improve the quality of teaching and promote the 
development of teaching teams. Therefore, in this model, the topic--"Group" refers to 
Teacher group, and topic--"Group1" refers a specific series of teachers teaching 
certain related courses. 

The topics are represented by polygons in a tree. The relationship between them in 
the same tree, represented by solid lines, is topic and sub-topic, just like the class and 
sub-class relations in programming language. This is a kind of association. Topic and 
sub-topic is a very common relation in topic map model. For example, “Teacher” and 
“Li Si” are both topics, but “Li Si” a specific teacher. In topic maps, this kind of 
relationship is much more easily to understand.  

Furthermore, there are many kinds of relationships in teaching system. For 
example teach and taught-by, related and belong-to.  

 teach and taught-by: the association is between a teacher entity and a course 
entity. For example “Zhang san” teaches “C++”, and “C++” is taught by “Zhang 
san”. The relationship is represented by line . 

 related: the association is between a entity and a resource entity. For example 

“C++” is related to “Book1”. The relationship is represented by line  
 belong-to: the association is between a teacher entity and a group entity. The 

relationship is represented by line ---. 

Through this network graph like Fig.3, we can easily recognize the relationship of 
each topic. For simplified, we only give three kinds of relationships here. 
Associations can be built according to the requirement of the modelled system. As 
long as there are some explanations near the legend, very complicated relationships 
can be easy to read and understand. 

3.3   Application of Scope 

In particular, we will focus on the use of “Scope”, which would help efficiently 
organize and classify resources. In section 2 we have talk about the role that scope 
will play, when it is used in the teaching system, ambiguity can be effectively solved, 
and helpful for information navigation. In the following, we will illustrate this point 
by an example of using the course C++ to demonstrate how scope exactly works 
during modelling. 

In the system, the course C++ is a topic and a sub-topic of course topic. Because 
many majors take it as a course, it is difficult to be classified and categorized. For 
instance, C++ is an obligatory course for students whose major is computer science. 
However, for students whose major is in different fields other than computer science, 
C++ may be an elective course. So teachers, curriculum plans and teaching resources 
are not exactly the same for different majors. The traditional model cannot clearly 
describe this system and its internal relationships. But, using Topic Maps, we can take 
advantage of scope to overcome this shortcoming. 

Some XML codes in Fig. 4 are given to illustrate the application of scope. The 
topic C++ has more than one occurrence. According to its scope, teacher can retrieved 
the corresponding teaching resource for a certain major.  
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Fig. 3. Teaching System Model 

 

Fig. 4. XML codes of using Scope 

4   Conclusion 

This paper focuses on how to use Topic Maps to model the teaching system. We 
proposed a method of information classification by using scope as a core. Teaching 
system contains a large amount of information and complex resources. Each teacher 
has his own job and their corresponding responsibilities. If everyone in the teaching 
system tries to read the whole resource space to query information, he will waste 

<occurrence> 
    <instanceOf> 
         <topicRef xlink:href="# Video" /> 
    </instanceOf> 

<scope> 
         <topicRef xlink:href="#computer science " /> 
    </scope> 
    <resourceRef xlink:href="www.bistu.edu.cn/video/major-cs" /> 
</occurrence> 
<occurrence> 
    <instanceOf> 
         <topicRef xlink:href="#Video" /> 
    </instanceOf> 
    <scope> 
         <topicRef xlink:href="#Electrical Engineering" /> 
    </scope> 
    <resourceRef xlink:href=" www.bistu.edu.cn/video/major-ee" /> 
</occurrence> 
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much time. But through the Topic Maps model with scope, he would be easier to 
understand the concepts, their relationship between topics and their related resources 
because some unnecessary information will not be shown before him. This is 
particularly significant for teachers. Base on the different teaching works, each 
teacher may have his own teaching plans, and he must make his plans according to 
different majors’ requirements. Scope can help teachers quickly locate and understand 
their specific major’s work with less time spent. They can save time to study more 
about how to improve teaching efficiency. 

Therefore, the Topic Maps with Scope is a good way to model a teaching system. 
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Abstract. In this paper, we take communications engineering specialty as an 
example, and investigate the practice teaching and the training mode of creative 
talents for electronic-information-type specialties. During formulating the 
training program, the course system needs to be optimized with emphasis on the 
teaching contents of practical skills. The experiments of fundamental courses 
and theoretical courses mainly fall within validation-type experiments, and the 
ones of professional platform courses and practical optional courses mainly 
belong to design-type experiments. Moreover, it’s stressed that the subjects of 
course projects and graduation design should be comprehensive, practical and 
innovative; extracurricular activities in science and technology focus on training 
student’s technical expertise. Finally, The construction scheme of professional 
laboratory is presented for further enhancing student’s engineering practical 
ability and innovation ability. 

Keywords: course system; laboratory planning; practice teaching; creative 
talents; training mode. 

1   Introduction 

Communications engineering specialty, as an important specialty of engineering 
colleges, aims to train senior professional technical personnels with the knowledges 
of communication technology, communication systems and communication networks, 
and graduates can be engaged in the research, design, development, manufacture, 
operations, and applications in the field of communications engineering. 

In recent years, the number of universities with communications engineering 
specialty increase year by year in our country, and the enrollment scale is also 
growing[1]. Currently, there are 246 universities that have established communications 
engineering specialty. Because of broad social needs of communications engineering 
graduates, the admissions size per year is a great number for this specialty. The 
admissions number of each university averages about 100 to 200 each year, and the 
annual total admissions number of these universities has reached about 30,000 people. 

In the coming years, many univeristies will pay more attention to the education 
training of communication engineering technical personnels, and need to significantly 
improve the teaching quality. Several important problems, about how to improve the 
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teaching quality of communications engineering undergraduates, are presented and 
discussed in this paper, and focus on investigating the practice teaching course system 
and the training mode of creative talents. 

2   Formulating the Reasonable Training Program with an 
Optimized Course System 

Communications engineering specialty has the following features: this specialty 
involves three primary disciplines, namely information and communications 
engineering, electronic science and technology, and computer science and technology, 
respectively. All these three primary disciplines are the footstone of today's 
information society, the development of these disciplines is very rapid, and the 
science and technology achievements in these fields have profoundly changed 
people's production mode and life style. 

The cutting-edge technologies of this specialty include information and signal 
processing, mobile communication systems, satellite communications systems, optical 
fiber communication systems, multimedia network communications, 
electromagneticfield and microwave technology, electromagnetic compatibility, VLSI 
design, and so on[2]. Obviously, communications engineering involves many 
disciplines, and these technologies are developing rapidly. 

During formulating the training program, we need to have forward-looking 
teaching idea, and fully embody the guiding ideology of "solid theory foundations, 
wide professional knowledges and practical skills". In the optimization process of 
course system, we must always implement the principle of combining theory with 
practice, and make students grasp the solid theory foundation of mathematics and 
physics, systematic professional knowledges of information and communications 
engineering, and the strong practical skills of applied electronic technology and 
computer application technology. 

The course system of communications engineering specialty is very rigorous, and 
there is a close relationship betweent preceding courses and follow-up courses. 
curriculum before and after the relationship between closely. For communications 
engineering undergraduates, the most basic courses include mathematics, physics, 
serial courses of electronic circuits, and serial courses of computer application 
technology. Only taking them as foundation course groups, students can further 
master higher-level professional knowledge and practical skills. 

Professional platform courses include “signal and linear system”, “high-frequency 
electronic circuits”, “digital signal processing”, “electromagnetic field and microwave 
technology”, “microprocessor principle and interface technology”, “communications 
theory”, “computer networks”, “microcontroller principle and application”, “FPGA 
theory and applications”, “mobile communication systems”, and “modern switching 
technologies”. For professional foundation courses and professional platform courses, 
we should reserve enough teaching hours during establishing the training program, so 
that undergraduates have solid theory foundations and excellent basic practical skills, 
which lays a good foundation for further learning professional optional courses. 

For optional course groups, we should particularly emphasize the professional 
skills training courses with strong practical applications. Through arranging serial 
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courses of hardware and software design, students have chances to master the 
professional skills used in future job position. Thereinto, serial courses of hardware 
design include “fundamentals of analog electronic”, “fundamentals of digital 
electronic”, “microprocessor principle and interface technology”, “microcontroller 
principle and application”, “electronic circuit CAD”, “FPGA theory and 
applications”, “DSP technology and applications”, and “electronic system design”; 
serial courses of software design include “the C/C++ programming language”, 
“fundamentals of software technology”, “database principles and applications”, “the 
Jave programming language”, “embedded systems and applications”, and 
“communication software design and test”. In addition, how can we bring the latest 
technical advances into the undergraduate teaching contents? this issue also needs 
further exploration and research. 

3   The Organic Fusion of Systematic Practical Teaching Links and 
Multiform Teaching Methods 

In order to meet social demands, the training program should focus on improving 
undergraduate’s practical ability, follow the principle of combining theory with 
practice, and make teaching links systematized, which include theory teaching, course 
experiments, electronic technology practice, course projects, extracurricular activities 
in science and technology, and graduation design. These organic fusion teaching links 
provide the practical skills training from the elementary to the advanced. 

For classroom teaching, we take advantage of multimedia courseware extensively, 
and strengthen the teaching of the important chapters. During compiling multimedia 
courseware, we need to pay attention to the visual effects. For example, the font size 
should be appropriate, and the line spacing should be moderate. In order to make the 
teaching more vivid and intuitive, we should adopt the figures and the tables as many 
as possible in multimedia coursewares. Meanwhile, using animations and hyperlinks 
makes the knowledge points to relate and confirm each other. Finally, the multimedia 
courseware has many advantages, such as clear structures, vivid demonstrations, and 
outstanding focal points, which is beneficial to enhancing the intuitive impression of 
students. 

For course experiments, we pay attention to adjusting the ratio of validation-type 
experiments and design-type experiments. Thereinto, the experiments of fundamental 
courses and theory courses fall within validation-type experiments mainly, and the 
ones of professional platform courses and practical optional courses mostly belong to 
design-type experiments. On this basis, the open laboratory is constructed to facilitate 
students choosing their own time and their favorite experiments, which can enhance 
students’ learning interest, widen the range of their knowledge, and improve the 
utilization efficiency of instruments and equipments. 

After course experiments, course projects should further enhance the practical 
ability of undergraduate students, and it’s stressed that the subjects of course projects 
should be comprehensive, practical and innovative, which is in favor of cultivating 
student’s creative minds. Moreover, extracurricular activities in science and 
technology focus on training student’s technical expertise according to the principle 
of individualized instruction, and lay a solid foundation for the creative personnel 
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training system. We will consolidate the achievements obtained previously, make 
backbone teachers play a more important role, participate in the national electronic 
design competition actively, and create sound environments and beneficial conditions 
as much as possible for mobilizing the enthusiasm of instructors and students. 

The subjects of graduation design should be closely related with student’s future job 
position, follow along with the technical development direction of communications 
engineering specialty, and meet the social demand for student’s practical capacity. 
Thus, student’s initiative and creativity can be adequately mobilized. Students search 
relevant references by themselves, propose and demonstrate the design schemes, and 
do theoretical and experimental research independently. Finally, Students carry out the 
implementation of hardware and software, and compose the graduation thesis, all by 
themselves. The entire practice process can take advantage of student’s initiative, 
independence and creativity, and enhance their engineering practical ability and 
innovation ability. 

Perfect evaluation system should be established about instructor's responsibility 
during supervising students, reviewing their graduation thesis, and organizing 
graduation thesis defense. Morover, the following five parts must be realized to 
strengthen standardized management of graduation thesis: intensifying guidance to 
better topic selection of graduation thesis; strengthening inspection and building 
quality check system of graduation thesis; standardizing oral defense procedure; 
perfecting graduation thesis evaluation system; enhancing university-enterprise 
cooperation to seek social support[3]. 

4   The Professional Laboratory Planning of Communications 
Engineering Specialty 

Modern communication technologies are developing rapidly, and have many research 
fields. In order to make the professional laboratory meet the demands of the practice 
teaching of communications engineering major, and follow along with the technical 
development direction, the laboratory construction needs the scientific planning. As 
shown in Fig. 1, the professional laboratory of communications engineering specialty 
can be divided into basic laboratories, applied technology laboratories, and modern 
communications technology laboratories[4]. 

Basic laboratories consist of electronic circuits lab, signal and linear system lab, 
high-frequency electronic circuits lab, communications theory lab, and computer 
networks lab. These basic laboratories are indispensable to communications 
engineering specialty, and need to be firstly established. 

With the rapid development of modern electronic technology, digital 
communication systems has gradually occupied a leading place. Thereinto, electronic 
design automatic (EDA) technology and digital signal processing (DSP) technology 
are main development tools of digital communication systems. Therefore, after 
carrying out the construction of basic laboratories, we should focus on planning and 
establishing the applied technology laboratories, wich consist of microcontroller lab, 
FPGA lab, DSP lab, and embedded systems lab. 
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Fig. 1. The professional laboratory planning of communications engineering specialty 

Combining with the knowledge of communications system learned in the 
classroom, students can further design and develop the function modules of digital 
communication systems by using the instruments and equipments of applied 
technology laboratories. In the integrative experiment platform of communication 
networks, students can also implement secondary development using EDA tools, and 
carry out comprehensive application of electronic technology and communication 
technology. These serial laboratories also give service to undergraduate’s course 
projects, graduation design, and electronic design competition, and help students to 
improve their practical skills and innovation ability, especially for the design ability 
of electronic systems. Meanwhile, these laboratories can also provide good conditions 
for the research activities of teachers and graduate students . 

Communications engineering major has many research fields, such as mobile 
communication systems, software defined radio, optical fiber communication 
systems, microwave communications, modern switching technologies, modern 
communication networks, and so on. The laboratory construction often has the 
shortage of funds, moreover, the experimental teaching hours are also restricted by 
the total teaching hours of the training program. Hence, the professional laboratories 
construction of modern communications technology can not cover everything. 
According to school specialty development planning, we should firstly choose the 
dominant academic fields of our school to establish partial professional laboratories of 
modern communications technology. 

Normally, we give priority to establishing mobile communications lab, optical 
fiber communication lab, and modern switching technologies lab. The laboratory 
equipments related with communication networks are often very expensive, so that 
we don’t construct these laboratories until school funds are sufficient[5]. 
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Finally, we should pay attention to improving the utilization rate of laboratory 
equipments. If the related electronic-information-type specialties have the same 
equipments, the duplicate construction of laboratories needs to be avoided. We 
emphasize both on practice teaching and scientific researching, so that practice 
teaching equipments and scientific research equipments require coordination 
consideration as a whole. Moreover, the scientific research progress in our school will 
further promote our practice teaching. 

5   Conclusion 

Due to great social demand for communications engineering undergraduates, many 
universities expand the enrollment scale of communications engineering major. In 
order to keep up with the rapid development of modern communication technologies, 
we must adjust course system, teaching contents, teaching methods, and laboratory 
construction planning in time, and satisfy the diverse social demands for practical 
talents. In this process, we should grasp the direction of discipline development, carry 
out the periodic investigation of social demands, and actively participate in the 
discussion conferences on teaching experience among universities. Thus, we can 
shoot the arrow at the target during formulating the training program, and generally 
improve the teaching quality of communications engineering specialty. 
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Abstract. In order to evaluate traffic operation safety of urban ice and snow road 
objectively, ice and snow pavement friction coefficient, visibility, following 
distance and snow-accumulated depth are chosen as evaluation indexes and their 
criteria are established. Evaluation indexes are weighted by using the improved 
entropy weight coefficient method, and then the model of fuzzy comprehension 
evaluation of traffic operation safety on urban ice and snow road is constructed. It 
is demonstrated through an example that the model has strong operability, and its 
result is relatively accurate. This model provides a theoretical basis for judging 
road traffic safety ranks objectively and formulating scientific policies and 
measures which can improve road traffic safety under ice and snow condition. 

Keywords: Road traffic safety evaluation; Fuzzy comprehension evaluation; 
Urban ice and snow road; Road traffic safety ranks. 

1   Introduction 

In recent decades, many researches of road traffic safety evaluation have done. A 
macroscopic evaluation model based on fuzzy logic is established (Wang, et al., 2008). 
Criteria for dividing the rank of road traffic safety is confirmed on account of 85 
percentages about value of single vehicle velocity difference (Zhou, et al., 2009). There 
is also another estimating way in view of technology method on monitoring road traffic 
accident (Ward, et al., 1982). These studies rarely refer to road traffic safety evaluation 
under ice and snow condition, and almost evaluation models are easily influenced by 
subjective factors. Therefore, the safety level of urban ice and snow road traffic 
operation is divided into three grades: safety, sub-safety, and danger. This paper adopts 
the method of fuzzy comprehension evaluation to estimate objectively the traffic 
operation safety on urban ice and snow road for there are no specific boundary among 
the three ranks. 

2   Confirmation of Evaluation Indexes 

It is found that the decrease of pavement friction coefficient dues to ice and snow is the 
inside reason of traffic accident, in addition, visibility affects greatly traffic accident of 
urban ice and snow road (Xiang, 2010). The braking distance of vehicles increases 
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obviously for the decreasing of ice and snow pavement friction coefficient, and the 
following distance is too short to result in traffic accident. Besides, it is founded that the 
snow-accumulated depth is close related to traffic operation safety according to 
investigation and analysis. Therefore, ice and snow pavement friction coefficient, 
visibility, following distance and snow-accumulated depth are chosen as evaluation 
indexes to evaluate the traffic operation safety on urban ice and snow road.  

3   Evaluating Criterion of Evaluation Indexes 

3.1   Evaluating Criterion of Ice and Snow Pavement Friction Coefficient 

Norwegian scholars have got by investigation the accident rates at different friction 
coefficient interval (Wallman, et al., 2001). Therefore, it can be concluded that traffic 
operation on urban ice and snow road is at risk when friction coefficient is < 0.15. 
When friction coefficient is 0.15~0.25, it is under sub-safety critical state. When 
friction coefficient is 0.25~0.30, it is under sub-safety state. When friction coefficient is 
0.30~0.35, it is under safety critical state. And when friction coefficient is > 0.35, it is 
under safety state. 

3.2   Evaluating Criterion of Visibility 

When visibility is < 100 m, the danger of multi-vehicular accidents increases. A convoy 
may form also at visibilities of 100~200 m, at certain traffic volumes. In both cases, the 
danger of rear-end collision increases, as the traveling speed of the lead vehicle varies 
widely (Matsuzawa, et al., 2005). Under ice and snow condition, if two drivers heading 
toward each other are driving at 60 km/h, the distance at which they need to recognize 
each other in order to stop safely is approximately 350 m. It is found by investigation 
that the average speed of vehicles driving on the ice and snow road is 25~30 km/h. 
Based on this, it is relatively safe to travel on the urban ice and snow road while the 
visibility is 200~400m. Blowing snow will never happen for urban roads pavement 
timely and effective management in the winter, so it is safe to travel on the urban ice 
and snow road when the visibility is > 500m. 

3.3   Evaluating Criterion of Following Distance 

Following distance is the space between rear of vehicle ahead and head of following 
vehicle on the same lane. It is shown by investigation and analysis that speed on ice and 
snow pavement range from 15km/h to 40km/h.  

Minimum safe following distance (MSFD) on the ice and snow road is analyzed and 
calculated according to theory of automobile driving (Luo, et al., 1999). Therefore, 
traffic operation on urban ice and snow road is at risk when the following distance is <= 
8m. When following distance is 8~19m, it is under critical sub safety state. When  
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following distance is 19~72m, it is under sub safety state. When following distance is 
72~77m, it is under critical safety state. When following distance > 77m, it is under 
safety state. 

3.4   Evaluating Criterion of Snow-Accumulated Depth 

It is found that the frequency of traffic accidents is highest in Urumqi when 
snow-accumulated depth is 2~15cm (Ma, et al., 1985). The snow will be taken to 
roadside by vehicles when the depth is < 2cm, and traffic operation is under safety  
state. When snow-accumulated depth is 2~5cm, it is under critical safety state.  
When snow-accumulated depth is 5~10cm, is under critical sub safety state. When 
snow-accumulated depth is >30cm, vehicles cannot driving. So it is at risk when 
snow-accumulated depth is 15~30cm. 

4   Model of Fuzzy Comprehension Evaluation 

4.1   Determination of Membership Function 

Membership functions of ice and snow pavement friction coefficient (ISPFC) are 
expressed as figure 1. Which of visibility (V) are shown as figure 2. 
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Fig. 1. Membership function of ISPFC  Fig. 2. Membership function of V 

Membership functions of following distance (FD) are shown as figure 3. Which of 
snow-accumulated depth (SAD) is shown as figure 4. 
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 Fig. 3. Membership function of FD    Fig. 4. Membership function of SAD 



214 Y. Pei et al. 

4.2   Entropy Coefficient 

The weight of each evaluation index can be got by using fuzzy evaluation matrix, 
which is shown as follows (Fu, et al., 2010): 

1
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The weight of index iU  can be measured with ie−1 , and then be normalized. 

Therefore, weight of iU is expressed as follows: 
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4.3   Fuzzy Comprehension Evaluation 

The evaluation muster B can be calculated according to the membership functions and 

weight of each evaluation index: 

[ ][ ] [ ]1 2 3 4 11 12 13 21 22 23 31 32 33 41 42 43 1 2 3, , , ; ; ; , ,B W R w w w w r r r r r r r r r r r r b b b= ⋅ = =  

In this equation, 1b , 2b , 3b indicates the safety state of traffic operations on urban ice 

and snow road is danger, sub safety, and safety respectively. The relative safety state of 

),,max( 321 bbb is the result of fuzzy comprehension evaluation. 

5   Case Study 

In a northeast city of China, The ice and snow pavement friction coefficient is 0.21; 
visibility is about 430m; average following distance is 20m; and snow-accumulated 
depth is about 13cm. The traffic operation on urban ice and snow road is under sub 
safety state. 

6   Conclusions 

The following conclusions can be drawn from this paper: 
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(1) It can be found that ice and snow pavement friction coefficient, visibility, 
following distance and snow-accumulated depth are the key factors for traffic 
operations safety of urban ice and snow road. It is suitable to select them as the 
evaluation indexes. 

(2) The model of fuzzy comprehension evaluation of traffic operations safety on 
urban ice and snow road can reflect the actual condition, and it is practical. 

(3) The method of entropy weight coefficient is a weighting way combining 
subjective and objective, which can make the weighting of indexes rationalization. 
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Abstract. Image sparse decomposition is an efficient and key step for image 
compression, but hard problem. For sparse decomposition based on matching 
pursuit, this paper introduces a new anisotropy to construct over-complete 
dictionary, and makes use of an atom energy support to estimate the inner 
between atom and image. The results of image decomposition and construction 
show that image decomposition by the new atom has better performance and 
the computing speed is improved by 2 times.  

Keywords: Sparse decomposition, matching pursuit, atom compact support 
property, anisotropy refinement. 

1   Introduction 

Image processing and analysis are needed as little as possible components to represent 
the image. The traditional image decomposition methods (such as discrete cosine 
transform and wavelet transform) used the base which limited by the orthogonal, the 
results obtained are not sparse image decomposition, and the image range of 
applications is limited. So the image extension is to be made from a complete 
orthogonal system to complete redundant system (known as the redundant dictionary.) 

Signal decomposition based on the redundant dictionary is presented by Mallat. 
This concept has wide range of applications both on images and video processing [1-
3]. Select the best way of approaching of an image in a redundant dictionary has been 
proved to be NP problem, Mallat gives a suboptimal algorithm - matching pursuit 
algorithm. Extensive research of fast algorithm for image sparse decomposition 
conducted on the basis of this algorithm has been carried out. However, even so, the 
sparse decomposition based on matching pursuit method (Matching pursuit of images, 
MP) need to calculate the image and redundant dictionary of atoms within each 
product, which led to enormous amount of computation. Domestic scholars conducted 
a study from the block perspective, but the reconstructed image quality is not high, 
and has blocking effect [4]. 

A new anisotropic atoms method is proposed in this paper, which has good time-
frequency characteristics. Compared to Reference [5], the atoms have better ability of 
characterize the local regularity of images. According to the distribution of 
characteristics of atomic energy, the inner product of atomic and image is calculated 
to find the best match in the atom, then calculate the other parameters of atoms. 
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2   Matching Pursuit Algorithm Based on Image Sparse 
Decomposition 

Redundancy extend method of image sparse decomposition is not the only way, 
which is always looking for the practical application of the most sparse signal 
representation. This can be described as solving the following problems 
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Where 0
c is the number of non-zero entries in sequence { }mc . Mallat uses 

decomposition algorithm with the matching pursuit to resolve the issue of the 
suboptimal solution [1]. Matching pursuit algorithm is adaptive algorithm, any 
function f the belonging to Hilbert space are decomposed in a redundant dictionary, 
the decomposition results are the sparse representation of images. 

Suppose { }D gγ γ ∈Γ
= is the redundant dictionary used for image sparse 

decomposition, which is a collection of parameter sets. Matching pursuit algorithm is 
iterative algorithm. In the course of the m iterations, select the largest atomic inner 
product as a result of the match, as follows: 
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3   Fast Image Sparse Decomposition Algorithm Based on 
Anisotropic Atoms and Its Support Property 

MP-based image sparse decomposition consists of two key components: the selection 
of generating functions to the redundant dictionary and the specific implementation of 
decomposition. 

3.1   The Selection of Redundant Dictionary and the Anisotropic Generating 
Function 

Edges of the image contour is the main components and features of image. Since the 
dictionary is not orthogonal redundant constraints, the selected generating function 
should be smooth low resolution function in the direction along the image contour, 
and the function perpendicular to the direction of the image edge has similar 
characteristics with wavelet, so that non-singular characteristics can be effectively 
approached to the image. In this paper uses the following atoms: 

4 2 2 2( , ) (16 48 12)exp[ ( )]g x y x x x y= − + − +  (3)

It is obtained by the best time-frequency characteristics Gaussian function and its 
product of fourth-order derivative of one-dimensional Gaussian function at vertical 
direction. 
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                                      (a) Isotropic scale               (b) Anisotropy scale  

Fig. 1. 

Redundant dictionary based on function ( , )g x y , ( , )g x y meet 

2( , ) ( )g x y L R∈ , By the normalized operator Uγ and the set of the given index Γ , 

it is obtained that: 

{ },D Uγ γ= ∈Γ
 

(4)

This set contains 3 basic types of operators: translation, anisotropic scaling and 
rotation stretching. In the actual calculations, all parameters of complete dictionary of 
must be discretized, according to the discrete theorem [1], the value of each parameter 
can be used as in the following form: 
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(5)

If P indicated the size of the complete dictionary, then 

2 2P (log 1) (log 1) min( , )M N M N M Nλ λ= × × × − × × − ×  (6)

3.2   Determination of the Atomic Support Scope 

Signal decomposition process in a redundant dictionary used in the time-frequency 
atoms, which consists of a window function, so the amplitude of the atom from the 
center to the surrounding decay exponentially, as shown in Figure 2. From the energy 
point of view, atomic energy is concentrated in the main center of the atom, its 
distribution in a small area, a small number in other regions. 

Support scope of atomic energy is determined by atomic-scale parameter. Energy 
of a large-scale support has a broader scope, more dispersed distribution, represents 
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the background or smoothly change part in the image. Atoms of small-scale represent 
edges and details of the image, where energy is more concentrated. 

 

Fig. 2. Atom shape 

sr represent atom compact support region. If sr selected properly and calculate 
atomic energy range from sr,, at this time the generation of atomic atom generation 
process can be converted into a small area. As the scope of the region is often less 
than the image size M N× , so this will greatly reduce the computational.  

In the calculation of the atoms support area, generally calculated on the symmetric 
region of central atom. In order to identify the range of support sets, make the 
following change to atomic functions: 
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Integration on the absolute value of ( )f x  and ( )h y respectively, to determine the 

matching pursuit algorithm calculations required for inner product areas. If the area 
covered by atomic is used to calculate the required inner product calculation area, we 
can follow (15) to calculate the boundary of integral area. 
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Generally, a=b; If the atoms in the range of coverage is 81％, 

81% 0.9a b= = = 。

When 1 1 81% 0.9a b= = = 1 1.51boundx = , 1 1.65boundy = , 2 2 99% 0.99;a b= = =

2 2.33boundx = , 2 2.81boundy = 。 
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Therefore, using 81% support area of atomic energy to calculate the image 
projected on a redundant dictionary to find the best matching atom, and then the 
number of inner product calculation is only half of the original.   

4   Experiment Results 

Experiment selected 256 × 256 × 8 standard test images of lena and pepper. 
Redundant dictionaries use the above-mentioned anisotropic atomic library. The 
reconstructed image is calculated with 500 atoms. Operating platform is PC with a 
Pentium processor at 2.8GHZ, 1G memory, and matlab of 7.0 version.  

Table 1 shows that, for standard lena image, the peak signal to noise ratio (PSNR) of 
reconstructed image improved 0.43dB; for the standard image of peper, the 
reconstructed image PSNR increase 0.16dB. In this paper, the new atomic can represent 
the image edges and details better, so the reconstructed image by this new proposed 
atoms and Reference [5] both have better subjective quality and objective quality. 

Table 1. Proposed method compared with Reference [5] on reconstruction quality 

Image Reference [5] 

（dB） 

Proposed method 

（dB） 

Lena（256×256） 27.48 27.71 

Peper（256×256） 23.33 23.41 

Figure 3 (b) is the image with the same number of wavelet coefficients of the 
largest reconstruction. Figure 3 (c) is the reconstruction image using atomic energy 
for 99% and 81% support area to calculate inner product. The above for the lena 
image, following the peppers image. For the lena image, the peak signal to noise ratio 
of reconstructed image (b), (c) and (d), are respectively 23.25dB, 27.83 dB, 28.05 dB; 
the reconstructed image PSNR decreased 0.21dB. For the peppers image, 
reconstructed image (b), (c) and (d) respectively, the peak signal to noise ratio is 
21.98dB, 28.16 dB, 28.29 dB; the reconstructed image PSNR dropped 0. 13dB. 

          

          

  (a) Original image (b) wavelet method (c) fast algorithm (d) with new atom  

Fig. 3. Comparison of reconstructed image quality with different atoms and algorithm 
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Theoretically, compared the matching time of atomic energy of 99% support 
regional and 81% support regional, calculation time is about 0.4975 times of the 
original, but the simulation calculation time were about 0.4651 and 0.4878 of the 
original, as total-region support at images updating and image reconstruction. In this 
paper we only use the central part of the atomic to calculate images, due to the 
matching pursuit algorithm, even if not obtained the best atom for a particular 
iteration, the useful information of image can also be compensated by later Iteration, 
so the objective and subjective quality of reconstructed image was not significant 
difference of the human accepted visual range. 

5   Conclusion 

In this paper, a new anisotropic atoms has been proposed to construct the redundant 
dictionary, using the atomic-scale anisotropy to adapt to the image line singularity; 
And the use the middle supporting part of atomic energy in to estimate the the inner 
product of atom and image, thus to achieve fast sparse decomposition of image. In 
addition, iterative algorithm of matching pursuit algorithms (such as Weak Matching 
Pursuit) is a notable new idea of sparse decomposition in improving the image quality 
and image reconstruction. In addition, the amount of extracted useful information in 
image sparse decomposition process still need further study with specific practical 
problems. This work is supported by the Natural science research project foundation 
of Education Department of Henan Province 2011A510024. 
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Abstract. To extract the feature of web page accurately is one of the basic topics 
of Web Data Mining. Considering the structure of web page, a block based 
feature selection method was imported in this article. A neural network could be 
used to recognize the priorities of different web page block and then the VPDom 
tree was built up. The experiment proves that Block Based Feature Selection 
could filter the “noisy” and enhance the main content of the web page. 

Keywords: Web Page Block, VPDom Tree, Neural Network, SVM. 

1   Introduction 

Web pages have two notable characters: ruleless content and structured formation. 
The ruleless content is mainly because of the complexity of the source of the 
information contained in the web pages. There is also a large amount of noisy 
information contained in a web page such as navigation information, relevant 
hyperlinks. They could not show the real content of the web page which the author 
means and objectively enhance the ruleless of the web page. On the other hand, as the 
standard web pages are transferred according to the HTTP protocol and in the 
perspective the web pages are well-structured. 

Web page feature selection is one of the basic works of Web Data Mining and Web 
Information Retrieval. Traditional web page feature selection usually focused on the 
formless plain text content. First it will filter all the HTML tags, and then extract  
the features such as IG, CHI, DF, ODDs and MI [1]. However this method will lose 
the structure information contained in the HTML tags. So a Block Based Web Page 
Feature Selection method is imported in this article. This method adds the web page 
structure feature selection to the traditional plain text feature selection and finally gets 
the features could represent the importance of HTML tags and Web Page Blocks so as 
to give a better representation of the structured character of web page. In experiment 
part, we use content features and structured features to large scale web page classifier 
and get an obvious promotion of the classification accuracy. 

2   Web Page Block Feature and VPDom Tree 

The structure feature of web page is extracted from HTML tags and could be used to 
modify the weight of plain text feature of a web page. There are two kinds of web 
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page structure features: HTML tag feature and block feature. HTML tag feature is the 
feature contained in the HTML tags which could show the different importance of the 
web page content such as <title>, <meta>, Anchor Text and so on. During the feature 
extraction step, different terms from different HTML tags could be given different 
weights to modify the terms’ frequency. So we could get modified TF*IDF to 
improve the accuracy of the web page classifier.  

Definition 1. HTML web page could be divided into different areas and each of the 
areas is called Web Page Block [2]. Different block standards result in different block 
segmentations. The common web page block methods could be concluded as below: 
Heuristic-based segmentation [3], DOM-based segmentation [4], Location-based 
segmentation [5] and Vision-based Page Segmentation [6] (VIPS). 

In this paper, we choose Document Object Model Tree as the standard block 
segmentation method. Based on Dom, this paper presents Visual Priority Model. 
While traversing the Dom tree, a Visual Priority property is added to the Dom 
segmentation block. The Visual Priority property could indicate the contribution of 
the block content to the whole web page. At last a web page block tree including 
block visual priority is created. We call it VPDom tree for short. VPDom tree does 
not change the content and the structure of the original web page. It is a reliable, 
automatic and common-used web information extraction method with both content 
and structure oriented.  

According to the visual priority, the web page blocks could be divided into four 
sub-levels: 

(1) Noisy Block: Embedded web page advertisement, version information and web 
navigation information. 

(2) Relevant Block: Including the relevant content to the web page main content 
such as relevant hyperlinks and directory information. 

(3) Main Block Dividable: Including Main Block (level 4) and blocks of other 
levels. It could be divided into sub blocks with different levels. 

(4) Main Block: Including main content of the current web page. It could not be 
divided. Any of the sub blocks of main block could not indicate the main content of 
the web page. 

The algorithm of creating a VPCom tree has four steps. Firstly traverse the blocks 
of the Dom tree by BFS (Breadth-first search) and get the position priorities of the 
block. Secondly judge the visual priority of the block by a function called ‘CalcPri’. 
Thirdly add the visual priority information to the block. At last return to step 1 until 
all the blocks are given a visual priority. The pseudo code is just like below. 

 
/*queue of the blocks of the Dom tree*/ 
Queue qBlock=Dom.root; 
While (qBlock is not empty){ 

block = qBlock.dequeue(); 
/*calculate the priority of the block*/ 
priority = CalcPri(block); 
/*add priority information to VPDom 
add priority to VPDom Tree; */ 
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/*Divide the block recursively only if the 
block is main block dividable*/ 
if (priority==3){ 
foreach(child in block.children) 
qBlock.enqueue(child); 

} 
} 
 
From the algorithm above we could find that the function ‘CalcPri’ which is used 

to calculate the block priority is the kernel of the VPDom algorithm. If we consider 
the visual and position priorities of a web page block as the input features and the 
visual priority of the block as the output result, the priority calculation problem could 
be considered as a function regression problem. A Supervised Artificial Neural 
Network could be used to solve this problem by using mass samples to train a web 
page block segmentation model.  

The position properties of a web page will definitely add into the HTML 
document. We could get them form the ‘size’ attributes and the amount of the text 
from the HTML tags such as <table> <tr> <td> and <div>. Generally speaking the 
designer of a web page would like to put the main block in the center part of the web 
page with other blocks surrounded. So to determine the block visual priority by 
block’s position proprieties is reasonable. 

This paper concluded the web page block visual priorities as ten priorities below: 

(1) Width: ratio of current block width and the entire web page width 
(2) Height: ratio of current block height and the entire web page height. 
(3) X Position (xpos): ratio of abscissa of the block’s upper left Conner and the 

entire web page width. 
(4) Y Position (ypos): ratio of ordinate of the block’s upper left Conner and the 

entire web page width. 
(5) Relevant Width (rwidth): ratio of current block width and its parent block 

width. 
(6) Relevant Height (rheight): ratio of current block height and its parent block 

height. 
(7) Relevant X Position (rxpos): ratio of abscissa of the block’s upper left Conner 

and its parent block width. 
(8) Relevant Y Position (rypos): ratio of ordinate of the block’s upper left Conner 

and its parent block height. 
(9) Block Density (BD): ratio of the number of sub blocks in the current block and 

the number of all the blocks in the entire web page. 
(10) Hypertext Density (HD): ratio of the number of letters contained in the 

hyperlink text and the number of all letters in the current block. 

The property vector of the block could be descried like this: 

],,,,,,,,,[ HDBDRyposRxposRheightRwidthYposXposHeightWidth  

If we consider the ten properties as input and the priority of the block as output, the 
web page block problem could be transformed into a regression problem with ten 
input parameters. This paper uses a Back Propagation Network [7] with Gradient 
descent method to solve the regression problem. The structure of the neural network 
is shown in Fig 1. 
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Fig. 1. Structure of BP Network to Web Page Block 

Input layer contains ten nodes according to the ten properties of the block; hidden 
layer has five hidden nodes; output layer has four nodes according to the four visual 
priorities. Transfer function between input and hidden layer is the hyperbolic tangent 
sigmoid function ‘tansig’ (2.1). Transfer function between hidden and output layer is 
linear transfer function ‘purelin’. The train method uses Gradient descent method with 
Memond Coefficients Modifying and learning rate dynamic adjusting. 

( ) 1
1

2
tansig

2
−

+
= − xe

x
 

(1)

We have crawled 1000 web pages from news.google.com which are from different 
web sites and then label the visual priority blocks of the web pages by hand. The ten-
fold evaluation result of the Main Block could reach 88%. 

3   Block Based Web Page Feature Selection 

Term Frequency and Inverse Document Frequency [8] are used to describe the 
relationship between terms and the document in the Information Retrieval Scope. 
TF(ti) means the frequency when the term ti appears in the document. If a term ti 
appears in ni documents of all the N documents, the formula for IDF is just like 
below. 

( ) logi
i

N
ID F t

n
=  (2)

From the formula we could find that TF is just related to the current document, 
while IDF need to inspect all the documents in the training dataset. For one thing a 
dictionary should be set up to record the value ni of each term ti. After tackling all the 
documents the value IDF for each word could be calculated. In text classification 
TF*IDF is usually used to evaluate the importance of term ti in a document. 

Block Based Feature Selection will extract plain text feature, HTML structure 
feature and block feature of a web page. The kernel method is to modify the term 
frequency (TF) according to the HTML tag weight and web page block weight. 

The modified term frequency TF(ti) for a term ti in a web page doc could be 
calculated as (3). 
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( ) ( ) ( )∑ ∑
= =

+=
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n
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kkjj iTFwiTFwiTF

1 1  
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In this formula, m is the total number of the HTML tag; wj is the term weight of 
HTML tag tagj; TFj(i) is the frequency of termi appears in tagj; n is the total number 
of web page blocks; wk is the term weight of web page block Blockk; TFk(i) is the 
frequency of termi appears in Blockk. From what we have discussed above, in a web 
page, the modified term frequency TF(i) of a term termi is not only related to its 
appearing times, but also related to the HTML tag that contains it and the Block that 
contains it. 

According to the formula (2) and (3), the modified formula of TF*IDF is imported 
as (4). 
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If the web page doc includes n different terms, the feature vector for the web page 
is ( ) ( ) ( ) ( ) ( )[ ]nFreqiFreqFreqFreqdocFeature ,...,...,2,1= . Its normalized form is (5).  

( )
( )

( ) ( ) ( ) ( )[ ]nFreqiFreqFreqFreq

iFreq

docFeatureNormalized
n

i

,...,...,2,1
1

2∑
=−

 

(5)

4   Experiments 

This paper will use Block Based Feature Selection in the problem of large-scale web 
page classification. The manual web page categories from Open Directory Project 
(http://dmoz.org) are selected as the testing dataset. Web page feature selection 
method is Block Based Web Page Feature Selection that is to say to a web page, 
feature selection method will extract its normalized frequency feature (3.4). A 
traditional plain text feature selection method will also be imported as a comparison. 
The classification algorithm in the paper is Hierarchical Support Vector Machine 
(HSVM). The kernel function of HSVM that we choose is Radial Basis Function 
(RBF). The off-line training will use 5-fold Cross Validation [9] to adjust the SVM 
threshold. 

The definition of the measurement is described as follows: Ci is the ith category 

Precision:      ( )
i

i
i C

C
CP

 as  taggedare docs of #

 as taggedcorrectly  are docs of #
=  

Recall:          ( )
i

i
i C

C
CR

 iscategory   whosedocs of #

 as taggedcorrectly  are docs of #
=  
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This paper uses ten-fold evaluation method which chooses 90% web page as 
training dataset and 10% web page as testing dataset. 

Table1 shows the first four ODP levels’ Micro-F1 of HSVM with block feature 
selection and traditional HSVM with plain text feature selection. 

Table 1. First four levels’ Micro-F1 

Micro-F1 Level 1 Level 2 Level 3 Level 4 

HSVM＋Block 80.90% 74.60% 66.40% 59.10% 

HSVM 76.00% 69.80% 61.20% 54.80% 

To the 15 categories of ODP level 1, the two methods detailed classification result 
is shown in Table 2. 

Table 2. Detailed results for Level 1 classification 

Category HSVM HSVM+Block 
Precision Recall F1 Precision Recall F1 

Arts 75.60% 86.30% 80.60% 84.30% 85.70% 85.00% 
Business 69.90% 79.10% 74.20% 73.10% 80.00% 76.40% 
Computers 70.10% 88.70% 78.30% 69.00% 90.80% 78.40% 
Games 70.40% 82.20% 76.40% 79.10% 86.90% 82.80% 
Health 68.40% 78.30% 73.00% 79.70% 77.50% 78.60% 
Home 62.00% 94.60% 74.90% 72.20% 93.00% 81.30% 
Kids and Teens 69.10% 79.00% 73.70% 96.60% 78.30% 86.50% 
News 77.40% 77.00% 77.20% 86.30% 78.70% 82.30% 
Recreation 66.80% 94.00% 78.10% 69.20% 92.30% 79.10% 
Reference 65.30% 83.50% 73.30% 69.70% 87.30% 77.50% 
Regional 71.90% 88.90% 79.50% 69.70% 90.40% 78.70% 
Science 62.80% 82.50% 71.30% 85.80% 85.00% 85.40% 
Shopping 72.20% 81.80% 76.70% 80.10% 82.90% 81.50% 
Society 69.10% 86.90% 77.00% 71.00% 90.10% 79.40% 
Sports 66.70% 87.50% 75.70% 74.00% 88.50% 80.60% 

 
Contrast curve of F1 value is shown in Fig 2. 
Table 1 proves that HSVM with block based feature selection performance much 

better than traditional HSVM at the first four levels of ODP. The Micro-F1 gets a 5% 
promotion on the average. This is mainly because of the imbalance of the data 
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distribution of ODP dataset. As the level increases, the number of training web pages 
will be smaller and the difference among different categories will be more evidence. 
Table 2 shows that usage of block based feature selection will both promote precision 
and recall, while the precision is more evidence. The average precision gets an 8% 
promotion, the average recall gets only a 1% promotion, and the average F1 promotes 
about 4.9%. This is mainly because of the labeling method of ODP. So far the ODP 
manual labeling job is done by volunteers and the pages collected are almost the 
homepages. The homepage always contains lots of noise such as pictures, embedded 
advertisements and navigation directories. Block Based Feature Selection takes great 
advantage of structure information in the web page and is able to filter noise and 
enhance the main content, so the precision could get an evidence promotion. On the 
other hand, to promote precision by enhancing a local feature will result in the 
decrease of the classifier’s recall value. 
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Fig. 2. Influence of Block Based Feature Selection to the F1 value in the ODP level 1 

5   Conclusions 

The experiments above prove that Block Based Feature Selection performs much 
better than traditional plain text feature selection in the scope of web page 
classification. It takes great advantage of the structure information of web page by 
adding in HTML tag features and web page block features. This could help to filter 
the noise and enhance main content. Next step we will focus on two points. One is to 
promote the accuracy of the kernel function ‘CacPri’. Using more complex block 
segmentation algorithm such as VIPS and choose larger and more reliable training 
dataset will help to improve the accuracy. Another is to use VPDom Tree in other 
web data mining scopes such as web page key words extraction, sensitive web page 
detection and web browser in intelligence cell phone. 

Acknowledgments. This work was supported by Project of Development Programs in 
Science and Technology, Jilin Province (20100504), and by Natural Science Fund of 
Jilin Province (20115025). 



 Block Based Web Page Feature Selection with Neural Network 229 

References 

1. Yang, Y., Pedersen, J.O.: A Comparative Study on Feature Selection in Text 
Categorization. In: Proc. of the 14th International Conference on Machine Learning, ICML 
1997, pp. 412–420 (1997) 

2. Wang, Q., Tang, S.W.: DOM-Based Automatic Extraction of Topical Information from 
Web Pages. Journal of Computer Research and Development 41, 1786–1792 (2004) 

3. Embley, D., Jiang, S., Ng, Y.-K.: Record-boundary discovery in Web documents. In: Proc. 
1999 ACM SIGMOD International Conference on Management of Data, pp. 467–478 
(1999) 

4. Chen, J., Zhou, B., Shi, J., Zhang, H.-J., Qiu, F.: Function-Based Object Model Towards 
Website Adaptation. In: The Proceedings of the 10th World Wide Web Conference (WWW 
2010), Budapest, Hungary, pp. 587–596 (May 2001) 

5. Kovacevic, M., Diligenti, M., Gori, M., Milutinovic, V.: Recognition of Common Areas in 
a Web Page Using Visual Information: a possible application in a page classification. In: 
The Proceedings of 2002 IEEE International Conference on Data Mining (ICDM 2002), 
Maebashi City, Japan, pp. 1345–1355 (2002) 

6. Yu, S., Cai, D., Wen, J.-R., Ma, W.-Y.: Improving Pseudo-Relevance Feedback in Web 
Information retrieval Using Web Page Segmentation. In: The Proceedings of Twelfth World 
Wide Web Conference (WWW 2003), Budapest, Hungary, pp. 11–18 (2003) 

7. Michael, T.M.: Machine Learning, pp. 60–72. McGraw-Hill, New York (1997) 
8. Hiemstra, D.: A probabilistic justification for using tf.idf term weighting in information 

retrieval. International Journal on Digital Libraries 3(2), 131–139 (2000) 
9. Liu, T.Y., Yang, Y., Wan, H., Zeng, H.J., Chen, Z., Ma, W.Y.: Support vector machines 

classification with a very large-scale taxonomy. SIGKDD Explor. Newsl (2005) 



S. Lin and X. Huang (Eds.): CSEE 2011, Part II, CCIS 215, pp. 230–235, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Local Analytic Solutions of a Functional Differential 
Equation Near Resonance 

LingXia Liu 

Department of Mathematics, Weifang University, 
Weifang, Shandong 261061, P.R. China 

llxmath@126.com 

Abstract. In this paper, a function differential equation is investigated in the 
complex field C. The existence of analytic solutions is discussed for some 
special cases of the above equation. Then, by reducing the equation with 
the Schroder transformation to the another functional equation with proportional 
delay, an existence theorem is established for analytic solutions of the original 
equation. 

Keywords: iterative functional differential equation; Schroder transformation; 
resonance. 

1   Introduction 

Functional differential equation with state dependent delay have attracted the 
attentions of many authors in the last years ([1]- [6]). In [3], Petahov studied the 
existence of analytic solutions of the equation (t) ( (t)).x ax x′′ =  In [4]- [5], the authors 

studied local analytic solutions of the equation ( ) 1(z) ( z (z))
nx x a bx= ′+ and z (z)xα β ′+  

( z (z)).x a bx′′= + Nevertheless, there is still need for investigation of special equations, 
which may have interesting properties and provide insights into the more abstract 
theory. In this paper, we consider the equation of the form 

( ) 1
(z) ,

( z (z))
nx

x a bx
=

′′+
 (1)

where a and b are complex numbers. The purpose of this paper is to discuss the 
existence of analytic solutions to (1) in the complex field. As in [4], we will seek 
explicit analytic solutions of Eq. (1) in the form of power functions in the 
case 0,a = 0b ≠ had been studied in [4]. However, the same idea cannot be applied for 
the general equation (1). So in section 3, we will considered the existence of analytic 
solutions of Eq. (1) in the case 0,a ≠ 0b ≠  and 2n =  when 0 | | 1.λ< <  

2   Explicit analytic solutions 

In case 0, 0,a b= ≠ Eq. (1) changes into functional differential equation 
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( ) 1
(z) .

( (z))
nx

x bx
=

′′
 (2)

For the equation, we have the following proposition. 

Proposition 2.1. If { }21
( -1), k * 1,3, 2 3 , N

4
n k N N N≠ ∈ = − ∈ and 0,b ≠ then Eq. (2) has 

two analytic solutions of the form 
2 1 4 1
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nn n z
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2 2 1 4 1
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in the region ,z k k± ±− < respectively, such that k± is the fixed point of ( ),x z± where 
1 4 2 11 4 1

( 1 4 5)1 4 52 ( ) ( 1 4 1)( 1 4 1)
n nn

n nnk bn n n
± + + +± + +−

± + +± + +
±
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n
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Proof. We formally assume that 
(z) .rx zβ=  

Substituting it into (2), we see that 

[ ] 22 (r 1) (r 1) (r 1) 1.r r r nr n br zβ β+ − −− − + − = =  

So we have 2 0r r n− − =  and [ ]2 ( 1) ( 1) ( 1) 1
rr r r r n br rβ + − − + − = , that is 

1 4 1
,

2

n
r±

± + +=  and 

2 1 4 1
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Thus, we have 
2 1 4 1

1 4 5 1 4 5( ) 2 ( ) ( 1 4 1)( 1 4 1)
n n

n nx z bn n n
± + +−

± + + ± + +
±

⎡= ± + + ± + −⎣

2 1 4 1

21 4 5( 1 4 2 3)
n

nn n z
± + +−

± + +⎤± + − + ⎦  

and 
2 1 4 1

1 4 5 1 4 5( ) 2 ( ) ( 1 4 1)( 1 4 1)
n n

n nx k bn n n
± + +−

± + + ± + +
± ±

⎡= ± + + ± + −⎣

2

1 4 5( 1 4 2 3) nn n
−

± + +⎤± + − + ⎦  

1 4 2 11 4 1
( 1 4 5)1 4 52 ( ) ( 1 4 1)( 1 4 1)

n nn
n nn bn n n
± + + +± + + −−

± + +± + +
⎧⎪ ⎡⋅ ± + + ± + −⎨ ⎣
⎪⎩

1 4 1
1 4 1 2

( 1 4 5)( 1 4 2 3)

n
n

n nn n

± + +
± + +−
± + +

⎫⎪⎤± + − + ⎬⎦
⎪⎭

,k±=  

where 21
( 1), k *,

4
n k N≠ − ∈ so k± is the fixed point of ( ).x z± On the other hand, in view of 

2(1 ) 1 ,( 1),
1 2

k nk k k
z z z z z

n

⎛ ⎞ ⎛ ⎞ ⎛ ⎞
+ = + + + + + <⎜ ⎟ ⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠ ⎝ ⎠
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where 
1

( 1)( 2) ( 1), ,
!

k
k k k n k R

n n

⎛ ⎞
= − − − + ∈⎜ ⎟

⎝ ⎠
 we have 

( ) ( )r rx z z k z kβ β± ±
± ± ± ± ±= = + − (1+ ) (1+ )r r rz k z k

k k
k k

β ± ± ±± ±
± ± ±

± ±

− −= =  

    = 2
1

1 1
( )+ ( ) + ( ) .

2 ( )
n

n

r r
k r z k z k z k

nk k
± ±

± ± ± ± ±−
± ±

⎛ ⎞ ⎛ ⎞
+ − − + − +⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
 

We see that (2) are analytic in the region ,z k k± ±− < respectively. 

Remark. In case 1,n = Eq. (2) changes into the functional differential equation 
1

(z) ,
( (z))

x
x bx

′ =
′′

 which has two solution of the form 

5 1 1 1 5
2 5 5 2

1

5 1
( ) ( ) ,

2
x z b z

− +−−=
5 1 1 1 5

2 5 5 2
2

5 1
( ) ( ) .

2
x z b z

+ −+= −  

In case 2,n =  Eq. (2) changes into the functional differential equation 

1
(z) ,

( (z))
x

x bx
′′ =

′′
 which has two solutions of the form

3 1
24 2

1( ) 2 ,x z b z
− −

=  1
2 ( )x z bz−= . In 

case 12,n =  Eq. (2) changes into the functional differential equation 

(12) 1
(z) ,

( (z))
x

x bx
=

′′
 which has a solutions of form -3(z) 143z ,x =  only if 3 2420 .b =  In 

case 21
( 1), 3, , 2 3,

4
n k k n= − = −  Eq.(2) has only analytic solutions of the form (4). 

3   Analytic Solutions of the Equation 

A distinctive feature of the Eq. (1) when 0b ≠ is that the argument of the unknown 
function is dependent on the state derivative (z),x′′ and this is the case we will 

emphasize in this paper. when 0, 0a b≠ ≠ and 2,n = Eq.(1)changes into the functional 
differential equation 

1
(z) , 0, 0.

( z (z))
x a b

x a bx
′′ = ≠ ≠

′′+
 (5)

We now discuss the existence of analytic solution of Eq. (5) by locally reducing the 
equation to another functional differential equation with proportional delays. Let  

(z) z (z),y a bx′′= +  (6)

then [ ]1
(z) (z) z ,x y a

b
′′ = −  so for any number 0z C,∈ we have 

0
0 z

1
(z) (z )+ ( (s) s).

z
x x y a

b
′ ′= −∫  Then 

0 0
0 0 0 z z

1
(z) (z ) (z )(z z )+ ( (t) t) ,

z s
x x x y a dtds

b
′= + − −∫ ∫  so 

we have
0 0

(z)

0 0 0 z z

1
( (z)) (z ) (z )( (z) z )+ ( (t) t) ,

y s
x y x x y y a dtds

b
′= + − −∫ ∫ therefore, in view of (5) 

and [ ]1
(z) (z) z ,x y a

b
′′ = −  we have 
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0 0

(z)

0 0 0 z z

1
(z ) (z )( (z) z )+ ( (t) t) .

(z) z

y sb
x x y y a dtds

y a b
′= + − −

− ∫ ∫  (7)

If 0z  is a fixed point of (z),y  ie., 0(z) z ,y − we see that 

[ ]0
0 0 2 2

0 0 0

(z )
(z ) , (z ) .

(1 a)z (1 a) z (z )

b y ab
x x

y

′ −
′= = −

′− −
 (8)

Furthermore, differentiating both sides of (7) with respect to z, we obtain 

[ ] [ ]{ } [ ][ ]2 32 32 (z) (z) a a (z) (z) az (z) ( (z)) a (z) (z) az .b y y y y y y y y y′ ′ ′′ ′− − − = − −  (9)

Let 

1(z) ( (z)),y g gλ −=  (10)

We have the auxiliary equation of  Eq. (5) 

  
[ ] [ ][ ]{ }22 2 ( z) ( z) (z) ( z) (z) (z) ( z) ( z) (z)b g g ag a g g g g g agλ λ λ λ λ λ λ′ ′ ′ ′′ ′ ′′ ′− − − −

 
   

2 3 2 3( z)[ ( z) ( z)][ ( z) (z)]g g ag g agλ λ λ λ λ′= − −  
(11)

To find analytic solution of Eq. (5), we first seek an analytic solution (z)g of auxiliary 

equation (11) satisfying the initial value conditions 

(0) 0, (0)= 0,g gμ η′= ≠ ≠  (12)

where ,λ μ andη are complex numbers, and λ satisfies one of the following condition: 
(H1) 0 1λ< < . We Observe that λ  is in the unit circle in the case of (H1). 

Theorem 3.1. Suppose (H1) holds, then, for the initial value conditions (12), Eq. (11) 
has an analytic solution of the form 

2

(z) n
n

n

y z b zμ η
+∞

=

= + +∑  (13)

in a neighborhood of the origin. 
Proof. Rewrite (11) as 

[ ] [ ][ ]2

2 3

2 ( z) ( z) (z) ( z) (z) (z) ( z) ( z) (z)

( z)[ ( z) (z)]

g g ag a g g g g g ag

g g ag

λ λ λ λ λ λ λ
λ λ

′ ′ ′ ′′ ′ ′′ ′− − − −
′ −

 

2
2

2
( z) ( z) ( z) ,g g ag

b

λ λ λ λ′ ⎡ ⎤= −⎣ ⎦  

or 
2

2
2 2

(z) ( z)
( z) ( z) ( z) .

( z)[ ( z) (z)]

ag g
g g ag

g g ag b

λ λ λ λ λ λ
λ λ

′′ ′⎛ ⎞− ′ ⎡ ⎤= −⎜ ⎟ ⎣ ⎦′ −⎝ ⎠
 In view of (0) 0,g μ= ≠  

(0)= 0, 0g aη′ ≠ ≠ , we have 
2

2 2
2 2 2 0

(z) ( z) ( z)[ ( z) (z)] ( s) ( s) ( s) .
(1 )

za
ag g g g ag g g ag ds

a b

λ λλ λ λ λ λ λ λ
μ

⎧ ⎫−′ ′ ′ ′ ⎡ ⎤= + − + −⎨ ⎬⎣ ⎦−⎩ ⎭
∫ (14)                                             
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This shows that Eq. (11) is equivalent to the integro-differential equation (14). By 
substituting (13) into (14), we see that 

2
2 +1 +1

2 1 +12 2
0 0

( )
(1 )( 2) ( 1)( )( )

(1 )

n n k
n i n k i

n k i n k i
k i

b a
b n b k a a b bb

a

λλ λ λ λ
μ

−
− −

+ + − −
= =

−− + = + − −
− ∑∑  

2

0 0 0 0

( 1) ( )( )( )( 1)

1

n k i j i j ln k i jn n k n k i

k i j l

k a a a n k i j l

n k i j

λ λ λ λ− − − +− − −− − −

= = = =

+ − − − − − − − ++
− − − +∑∑ ∑ ∑  

                        1 +1 2,( 0,1,2, ).( 2)k i j l n k i j l nb bb b b n n b+ − − − − +× = +                                             (15) 

So for 0 1, ,b bμ η= = the sequence{ } 2n n
b

+∞

=
is successively determined by (15) in a unique 

manner, so Eq. (5) exists a formal power series solution (13). 
Because 0 1λ< <  so we have 

31

121 2 2 2 1

(1 )( )( 1)( )( )

(1 )( 2) (1 ) 1 1

i n k i

n n

aa k a a
M

n a a

λ λ λ
λ λ μ μ λ λ

− − +

+ +

+− + − − ≤ ≤
− + − − −

 

and 
32

122 1 1

(1 )( 1) ( )( )( )( 1 )

(1 )( 2)( 1 ) 1

n k i j i j l

n n

ak a a a n k i a
M

b n n k i a b

λ λ λ λ
λ λ λ

− − − +

+ +

++ − − − − − + − ≤ ≤
− + − − + − −

 

for some positive number 1.M  So from (15)  

2 1 1 +1 1 +1
0 0 0 0 0 0

[ | || || | ].
n k i jn n k n n k n k i

n k i n k i k i j l n k i j l
k i k i j l

b M b b b b b b b b
− − −− − − −

+ + − − + − − − −
= = = = = =

≤ +∑∑ ∑∑ ∑ ∑  (16)

We define a sequence { } 0n n
B

+∞

=
by 0 0 1 1,B b B bμ η= = = = and  

2 1 1 +1 1 1
0 0 0 0 0 0

[ ].
n k i jn n k n n k n k i

n k i n k i k i j l n k i j l
k i k i j l

B M B B B B B B B B
− − −− − − −

+ + − − + − − − − +
= = = = = =

≤ +∑∑ ∑∑ ∑ ∑  (17)

then from (16) and (17) we can show that by induction 

, 0,1, 2, .n nb B n≤ =  (18)

Now we prove the sequence { } 0n n
B

+∞

=
 (i.e. governing series) is convergence. Defining 

0

( ) : ( , , , ) ,n
n

n

G z G z M B zμ η
+∞

=

= =∑  (19)

then 
25 4 3 2 2 1 1

( ) 2 ( ) (1 ) ( ) 2 | | ( ) (| | ) ( ) ( ) 0.G z G z G z G z G z z
M M

μ μ μ μ μ η− + + − + − + + =  

Let 

 25 4 3 2 2

1 1

1 1
( , ) 2 (1 ) 2 | | (| | ) ( ) 0.R z G G G G G G z

M M
μ μ μ μ μ η= − + + − + − + + =       

for ,z G in a neighborhood of (0, ).μ  Since (0, ) 0R μ = and
1

1
(0, ) 0,GR

M
μ′ = − ≠  then 

there exists a unique function ( ),G z  analytic in a neighborhood of zero, such that 
(0) , (0)G Gμ η′= =  and ( , ( )) 0,R z G z =  so the power series (19) converges in a 
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neighborhood of the origin, from (18) we obtain the power series (13) converges in a 
neighborhood of the origin. The proof is completed. 

Theorem 3.2. Suppose the conditions of Theorem 3.1 are satisfied, Eq. (11) has an 
analytic solution ( )y z of the form (13) in a neighborhood of the number ,μ  

where ( )y z is an analytic solution of (11). 

Proof. In view of Theorem 2.1 or Theorem 2.2, we may find a sequence{ } 0n n
b

∞

=
such 

that the function ( )g z of the form (9) is an analytic solution of (7) in a neighborhood of 
the origin. Since (0) 0,g η′ = ≠ the function 1( )g z− is analytic in a neighborhood 

of (0) .g μ=  Because 1( ) ( ( )),y z g g zλ −=  then 1 1( ) ( ( ))( ( ))y z g g z g zλ λ − −′ ′ ′=
1

1

( ( ))

( ( ))

g g z

g g z

λ λ −

−

′
=

′
 

and 
2 1 1 1 1

1 3

( ( )) ( ( )) ( ( )) ( ( ))
( ) ,

( ( ( )))

g g z g g z g g z g g z
y z

g g z

λ λ λ λ− − − −

−

′′ ′ ′ ′′−′′ =
′

 so from (7) we have 

        [ ] [ ]{ }22 2 (z) (z) (z) (z) zb y y a ay y a′ ′ ′′− − −   

       

21 1 1

2
1 3

2 ( (z)) ( (z)) ( (z))

( ( (z)))

g g g g ag g
b

g g

λ λ λ λ− − −

−

′ ′ ′⎡ ⎤−⎣ ⎦= ⋅
′

 

2 1 1 1 1 1

1 3

( (z)) ( (z)) ( (z)) ( (z)) ( (z)) z

( ( (z)))

g g g g g g g g g g a
a

g g

λ λ λ λ λ− − − − −

−

⎫′′ ′ ′ ′′⎡ ⎤ ⎡ ⎤− − ⎪⎣ ⎦ ⎣ ⎦− ⎬′ ⎪⎭
 

3 33 1 2 1 1 1

1 3

( (z)) ( (z)) ( (z)) ( (z)) z

( ( (z)))

g g g g ag g g g a

g g

λ λ λ λ λ− − − −

−

′⎡ ⎤ ⎡ ⎤ ⎡ ⎤− −⎣ ⎦ ⎣ ⎦ ⎣ ⎦=
′

 

and  
3 3(z)[ ( (z)) (z)][ (z) z]y y y ay y a′ − −  

3 33 1 2 1 1 1

1 3

( (z)) ( (z)) ( (z)) ( (z)) z

( ( (z)))

g g g g ag g g g a

g g

λ λ λ λ λ− − − −

−

′⎡ ⎤ ⎡ ⎤ ⎡ ⎤− −⎣ ⎦ ⎣ ⎦ ⎣ ⎦=
′

 

as required. The proof is completed. 

References 

1. Eder, E.: The functional differential equation x’(t) = x(x(t)). J. Differential Equations 54, 
390–400 (1984) 

2. Jackiewicz, Z.: Existence and uniqueness of solutions of neutral delay-differential equations 
with state dependent delays. Funkcial Ekvac. 30, 9–17 (1987) 

3. Petahov, V.R.: On a boundary value problem. Trudy Sem Teor Diff Uravnenii Otklon 
Argument univ. Druzby Narodov Patrisa Lumumby 3, 252–255 (1965) 

4. Si, J.G., Liu, T.B.: Local analytic solutions of a functional differential equation with a 
deviating argument depending on the state derivative near resonance. Comput. Math. 
Appl. 54, 750–762 (2007) 

5. Liu, L.X.: Local analytic solutions of a functional equation. Appl. Math. Compu. 215, 644–
652 (2009) 

6. Si, J.G., Cheng, S.S.: Note on an iterative functional differential equations. Demonstratio 
Math. 31(3), 609–614 (1998) 



S. Lin and X. Huang (Eds.): CSEE 2011, Part II, CCIS 215, pp. 236–242, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Analytic Solutions of a Second-Order Functional 
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Abstract. This paper is concerned with a second-order function differential 
equation. By constructing a convergent power series solution of an auxiliary 
equation, analytic solutions for the original differential equation are obtained. 
We discuss not only those α is a root of unity but also those α  near 
resonance under Brjuno condition. 

Keywords: iterative functional differential equation; auxiliary equation; 
resonance; Brjuno condition. 

1   Introduction 

In the last years there has been a growing interest in studying the functional 
differential equation ([1]-[4]). In this paper, we consider the equation of the form 

1
(z) , 0, 0,

( z (z))
x a b

x a bx
′′ = ≠ ≠

′′+
 (1)

where a and b are complex numbers. The equation can be written in the form 
( ) ( ( ( )))x z f x z zτ′′ = −  with ( ) 1f z z=  and ( ) (1 ) ( ).z a z bx zτ ′′= − −  The purpose of this 

paper is to discuss the existence of analytic solutions to (1) in the complex field. The 
delay function ( )zτ  depends not only on the argument of the unknown function, but 
also on the state derivative. The functional differential equations with deviating 
arguments depending on the state derivative have been relatively little researched. 
Because such equations are quite different from the usual differential equations, the 
standard existence and uniqueness theorems cannot be applied directly. Therefore, it 
is of interest to find some or all of their solutions under appropriate conditions. The 
purpose of this paper is to discuss the existence of analytic solutions to (1) in the 
complex field.  

2   Analytic solutions of Eq. (1) 

We now discuss the existence of analytic solution of Eq. (1) by locally reducing the 
equation to another functional differential equation with proportional delays. Let  

(z) z (z),y a bx′′= +  (2)
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then [ ]1
(z) (z) z ,x y a

b
′′ = −  so for any number 0z C,∈ we have 

0
0 z

1
(z) (z )+ ( (s) s),

z
x x y a

b
′ ′= −∫  

then
0 0

0 0 0 z z

1
(z) (z ) (z )(z z )+ ( (t) t) ,

z s
x x x y a dtds

b
′= + − −∫ ∫ so we have 0( (z)) (z )x y x= + 0 0(z )( (z) z )x y′ −  

0 0

(z)

z z

1
+ ( (t) t) ,

y s
y a dtds

b
−∫ ∫ therefore, in view of (1) and [ ]1

(z) (z) z ,x y a
b

′′ = −  we have 

0 0

(z)

0 0 0 z z

1
(z ) (z )( (z) z )+ ( (t) t) .

(z) z

y sb
x x y y a dtds

y a b
′= + − −

− ∫ ∫  (3)

If 0z is a fixed point of (z),y ie., 0(z) z ,y − we see that 

[ ]0
0 0 2 2

0 0 0

(z )
(z ) , (z ) .

(1 a)z (1 a) z (z )

b y ab
x x

y

′ −
′= = −

′− −
 (4)

Furthermore, differentiating both sides of (3) with respect to z, we obtain 

[ ] [ ]{ } [ ][ ]2 32 32 (z) (z) a a (z) (z) az (z) ( (z)) a (z) (z) az .b y y y y y y y y y′ ′ ′′ ′− − − = − −  (5)

Let 

1(z) ( (z)),y g gλ −=  (6)

We have the auxiliary equation of  Eq. (1) 

[ ] [ ][ ]{ }22 2 ( z) ( z) (z) ( z) (z) (z) ( z) ( z) (z)b g g ag a g g g g g agλ λ λ λ λ λ λ′ ′ ′ ′′ ′ ′′ ′− − − −  

       2 3 2 3( z)[ ( z) ( z)][ ( z) (z)]g g ag g agλ λ λ λ λ′= − −  
(7)

To find analytic solution of Eq. (1), we first seek an analytic solution (z)g of auxiliary 

equation (7) satisfying the initial value conditions 

(0) 0, (0)= 0,g gμ η′= ≠ ≠  (8)

where ,λ μ andη are complex numbers, and λ satisfies one of the following condition: 
(H1) 2 ,ie π θλ = where \R Qθ ∈ is a Brjuno number ([5] and [6]), i.e., 

1

0

log
( ) ,k

k k

q
B

q
θ

∞
+

=

= < ∞∑ where { }k kp q denotes the sequence of partial fraction of the 

continued fraction expansion of ,θ said to satisfy the Brjuno condition. 
   (H2) 2 iq pe πλ = for some integers p N∈  with 2p ≥  and { }\ 0 ,q Z∈  and 2 il ke πα =  for 

all 1 1k p≤ ≤ −  and { }\ 0 .l Z∈  

We Observe that λ  is on 1s in the case of (H1) and (H2). λ  is a p-th unit root (or 
called p-order resonance) in the case of (H2), while the case (H1) contains a part 
of λ ``near'' resonance. 

When ( 1)Hλ ∈ or ( 2),Hλ ∈ we observe that λ is on 1,S more difficulties are en-
countered as mentioned in the so-called "small-divisor problem" ([5]}). The Brjuno 
condition in (H1) is different with the Diophantine condition: 1,λ λ= is not a root of 

unity, and 1
log log , 2,3,

1n
T n n

λ
≤ =

−
for some positive constant .T  
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As stated in [6], for a real number θ  we let θ denote its integer part and let 
{ } [ ].θ θ θ= − Then every national number θ  has a unique expression of the Gauss' 

continued fraction 0 0aθ θ= + 0
1 1

1
,a

a θ
= + = …

+
denoted simply by 0 1[ , , , , ],na a aθ = … …  

where ja 's and jθ 's are calculated by the algorithm: (a) 0 [ ],a θ= 0 { }θ θ=  and (b) 

1 1

1 1
,n n

n n

a θ
θ θ− −

⎡ ⎤ ⎧ ⎫
= = ⎨ ⎬⎢ ⎥
⎣ ⎦ ⎩ ⎭

 for all 1.n ≥  Define the sequences ( )n np ∈  and ( )n nq ∈ as 

follows 2 1 1 21, 0, ;n n n nq q q a q q− − − −= = = + 2 1 1 20, 1, n n n np p p a p p− − − −= = = + . It is easy to 

show that 0 1/ [ , , , ].n n np q a a a= … Thus, for every θ ∈ R\Q we associate, using its 

convergence, an arithmetical function 1

0

log
( ) .n

n n

q
B

q
θ +

≥

=∑ We say that θ is a Brjuno 

number or that it satisfies Brjuno condition if ( ) .B θ < +∞  The Brjuno condition is 

weaker than the Diophantine condition. For example, if 1
na

na ce+ ≤ for all 0n ≥ , where 

0c >  is a constant, then 0 1[ , , , , ]na a aθ = … … is a Brjuno number but is not a 

Diophantine number. So, the case (H1) contains both Diophantine condition and a 
part of μ  ''near'' resonance. 

In order to discuss the existence of the auxiliary equation (3) under (H1), we need 
to introduce Davie’s Lemma. First, we recall some facts in [7] briefly. Let θ ∈ R\Q 
and ( )n n Nq ∈ be the sequence of partial denominators of the Gauss's continued fraction 

for θ . As in [6], let 1
{ 0 | },

8k
k

A n n
q

θ= ≥ ≤  1max( , ), .
4
k k

k k k
k

q q
E q

E
η+= = Let *

kA  be the set 

of integers 0j ≥ such that either kj A∈ or for some 1j  and 2j  in ,kA  with 

2 1 ,kj j E− < one has 1 2j j j< <  and kq divide 1.j j−  For any integer 0n ≥ , define 

1
( ) max (1 ) 2, ( ) 1 ,k k n k

k k

n
l n m n

q q
η η

⎛ ⎞
= + − + −⎜ ⎟

⎝ ⎠
 where *max{ | 0 , }.m j j n j A

n k
= ≤ ≤ ∈ We then 

define function :h
k

N → R + as follows: 
*

*

1, if

( ), if

,

.

n k
n k k

k

k n k k

m n
m q A

q

l n m q A

η+⎧ − + ∈⎪
⎨
⎪ + ∉⎩

 Let 

( ) : max ( ), ,k k
k

n
g n h n

q

⎛ ⎞⎡ ⎤
= ⎜ ⎟⎢ ⎥⎜ ⎟⎣ ⎦⎝ ⎠

 and define ( )k n by the condition ( ) ( ) 1.k n k nq n q +≤ ≤  Clearly, 

( )k n  is non-decreasing. Then we are able to state the following result:  

Lemma 1. (Davie’s Lemma [7]) Let 
( )

1
0

( ) log 2 ( ) log(2 ).
k n

k k
k

K n n g n q +
=

= +∑  Then 

(a) There is a universal constant 0γ >  (independent of n and θ ) such that 
( )

1

0

log
( ) ,

k n
k

k k

q
K n n

q
γ+

=

⎛ ⎞
≤ +⎜ ⎟

⎝ ⎠
∑  

(b) 1 2 1 2( ) ( ) ( )K n K n K n n+ ≤ + for all 1n  and 2n , and (c) log | 1 | ( ) ( 1).n K n K nα− − ≤ − −  

Theorem 2.1. Suppose (H1) holds, then, for the initial value conditions (8), Eq. (7) 
has an analytic solution of the form 
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2

(z) n
n

n

y z b zμ η
+∞

=

= + +∑  (9)

in a neighborhood of the origin. 
Proof. Rewrite (7) as  

[ ] [ ][ ]2

2 3

2 ( z) ( z) (z) ( z) (z) (z) ( z) ( z) (z)

( z)[ ( z) (z)]

g g ag a g g g g g ag

g g ag

λ λ λ λ λ λ λ
λ λ

′ ′ ′ ′′ ′ ′′ ′− − − −
′ −

 

2
2

2
( z) ( z) ( z) ,g g ag

b

λ λ λ λ′ ⎡ ⎤= −⎣ ⎦  

or 
2

2
2 2

(z) ( z)
( z) ( z) ( z) .

( z)[ ( z) (z)]
ag g

g g ag
g g ag b

λ λ λ λ λ λ
λ λ

′′ ′⎛ ⎞− ′ ⎡ ⎤= −⎜ ⎟ ⎣ ⎦′ −⎝ ⎠
 In view of (0) 0,g μ= ≠ (0)= 0,g η′ ≠  

0,a ≠ we have 

2
2 2

2 2 2 0
(z) ( z) ( z)[ ( z) (z)] ( s) ( s) ( s) .

(1 )

za
ag g g g ag g g ag ds

a b

λ λλ λ λ λ λ λ λ
μ

⎧ ⎫−′ ′ ′ ′ ⎡ ⎤= + − + −⎨ ⎬⎣ ⎦−⎩ ⎭
∫  (10)

This shows that Eq. (7) is equivalent to the integro-differential equation (3.10). By 
substituting (9) into (10), we see that 

2
2 +1 +1

2 1 +12 2
0 0

( )
(1 )( 2) ( 1)( )( )

(1 )

n n k
n i n k i

n k i n k i
k i

b a
b n b k a a b b b

a

λλ λ λ λ
μ

−
− −

+ + − −
= =

−− + = + − −
− ∑∑  

2

0 0 0 0

( 1) ( )( )( )( 1)

1

n k i j i j ln k i jn n k n k i

k i j l

k a a a n k i j l

n k i j

λ λ λ λ− − − +− − −− − −

= = = =

+ − − − − − − − ++
− − − +∑∑ ∑ ∑ 1 +1.k i j l n k i j lb bb b b+ − − − −×      (11) 

So for 0 1, ,b bμ η= = the sequence { } 2n n
b

+∞

=
is successively determined by (11) in a unique 

manner, so Eq. (1) exists a formal power series solution (9). Because 1λ = so we have 
31

21 2 2 2 1

(1 )( )( 1)( )( )

(1 )( 2) (1 ) 1 1

i n k i

n n

aa k a a

n a a

λ λ λ
λ λ μ μ λ

− − +

+ +

+− + − − ≤
− + − − −

 and 

32

22 1 1

(1 )( 1) ( )( )( )( 1)

(1 )( 2)( 1) 1

n k i j i j l

n n

ak a a a n k i j l

b n n k i j b

λ λ λ λ
λ λ λ

− − − +

+ +

++ − − − − − − − + ≤
− + − − − + −

, 

then 

2 1 +1 1 +11
0 0 0 0 0 0

[ | || || | ],
1

n k i jn n k n n k n k i

n k i n k i k i j l n k i j ln
k i k i j l

M
b b b b b b b b b

λ

− − −− − − −

+ + − − + − − − −+
= = = = = =

≤ +
− ∑∑ ∑∑ ∑ ∑ 0,1,2, ,n =  (12)

where 
3 3

2 2 2
(1 | |) (1 | |)max{ , }

| | |1 | || | |
a aM

a bμ
+ +=

−
. 

To construct a governing series of (9), we consider the implicit functional equation 

25 4 3 2 2 1 1
( , , , , ) 2 (1 ) 2 | | (| | ) ( ) 0R z G M G G G G G z

M M
μ η μ μ μ μ μ η= − + + − + − + + =  (13)

for ,z G in a neighborhood of (0, ).μ  Since (0, ) 0R μ = and
1

1(0, ) 0,GR Mμ′ = − ≠  then there 

exists a unique function ( ),G z  analytic in a neighborhood of zero, such that 
(0) , (0)G Gμ η′= =  and ( , ( )) 0.R z G z =  So we can prove that (13) has a unique analytic 

solution ( , , , )z Mϕ μ η in a neighborhood of the origin such that 
(0, , , ) , (0, , , ) ,zM Mϕ μ η μ ϕ μ η η′= = thus ( , , , )z Mϕ μ η in (13) can be expanded into a 

convergent series 
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0

( , , , ) n
n

n

z M D zϕ μ η
+∞

=

=∑  (14)

in a neighborhood of the origin. Replacing (14) into (13) and comparing coefficients, 
we obtain that 0 1,D Dμ η= = and 

2 1 +1 1 1
0 0 0 0 0 0

[ ].
n k i jn n k n n k n k i

n k i n k i k i j l n k i j l
k i k i j l

D M D D D D D D D D
− − −− − − −

+ + − − + − − − − +
= = = = = =

= +∑∑ ∑∑ ∑ ∑  (15)

Note that the series (14) converges in a neighborhood of the origin, hence, there is a 
constant 0T >  such that , 0,1, 2, .n

nD T n< =   

Now we can deduce, by induction, that ( )
1 1

K n
n nb D e+ +≤ for 1,n ≥ where :K N R→  is 

defined in Lemma 2.1. In fact, 1 1,b Dη= = for inductive proof, we assume that 
( )

1 1 , .K j
j jb D e j n+ +≤ ≤  From (3.17) we get 

          ( ) ( 1) ( )
2 1 +11

0 0

[
1

n n k
K k K i K n k i

n k i n k in
k i

M
b B B B e

λ

−
+ − + − −

+ + − −+
= =

≤ ⋅
− ∑∑  

   + ( ) ( 1) ( 1) ( 1) ( 1)
1 1

0 0 0 0

]
n k i jn n k n k i

K k K i K j K l K n k i j
k i j l n k i j l

k i j l

B B B B B e
− − −− − −

+ − + − + − + − − − −
+ − − − − +

= = = =

⋅∑∑ ∑ ∑  

Note that ( )K n is non-decreasing, so from Lemma 3.1 we have ( ) ( 1)K k K i+ − +  
( ) ( 1) ( 1) log 1 ( ),nK n k i K n K n K nλ− − ≤ − ≤ + ≤ − + Then 

( )
2 1 +1 1 11

0 0 0 0 0 0

| | [ ]
1

n k i jn n k n n k n k i
K n

n k i n k i k i j l n k i j ln
k i k i j l

M
b e B B B B B B B B

λ

− − −− − − −

+ + − − + − − − − ++
= = = = = =

≤ +
− ∑∑ ∑∑ ∑ ∑ ( )

1 .K n
nD e+=  

Moreover, from Lemma (2.1) (a), we know that ( ) ( ( ) )K n n B θ γ≤ + for some universal 

constant 0.γ > Then from (3.21) we have 
11

( 1)( ( ) )lim sup( ) sup(( ) )n n B nn
nn

b T e θ γ− +

→+∞
≤  ( ) .BTe θ γ+= This 

implies that the convergence radius of (9) is at least ( ) 1( ) .BTe θ γ+ − The proof is completed. 
When ( 2),Hλ ∈  the constant λ is not only on the unit circle in C  but also a root of 

unity. Let { } 0n n
C

∞

=
be a sequence defined by 

0 1,C Cμ η= = and 

2 1 +1 1 1
0 0 0 0 0 0

[ ].
n k i jn n k n n k n k i

n k i n k i k i j l n k i j l
k i k i j l

C M C C C C C C C C
− − −− − − −

+ + − − + − − − − +
= = = = = =

= +∑∑ ∑∑ ∑ ∑  (16)

where M is defined in Theorem 2.1 and { }1max 1, | 1| 1,2, , 1 .i i pα −Γ = − = −：                   

Theorem 2.2. Suppose that (H2) holds, p is given as above. Let { } 0n n
b

+∞

=
 be determined 

recursively by 0 1, ,b bμ η= = and 

2 1
2(1 )( 2) ( 1, ), 0,1,2 ,n

nb n b n nλ λ λ+
+ =− + = Θ + =  (17)

where 
2

1
1 12 2

0 0

( )
( 1, ) ( 1)( )( )

(1 )

n n k
i n k i

k i n k i
k i

b a
n k a a b bb

a

λλ λ λ
μ

−
− − +

+ − − +
= =

−Θ + = + − −
− ∑∑  

2

1 1
0 0 0 0

( 1) ( )( )( )( 1)
, ( 0,1, 2, ).

1

n k i j i j ln k i jn n k n k i

k i j l n k i j l
k i j l

k a a a n k i j l
b bb b b n

n k i j

λ λ λ λ− − − +− − −− − −

+ − − − − +
= = = =

+ − − − − − − − ++ ⋅ =
− − − +∑∑ ∑ ∑   
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If ( , ) 0vp λΘ = for all 1, 2, ,v = then Eq. (7) has an analytic solution ( )g z in a neighborhood 

of the origin, such that (0) , (0)g gμ η′= = and ( 1)
1(0) ( 1)! ,vp

vpg vp T+
+= + where all 1vpT s+

′ are 

arbitrary constants satisfying the inequality 1 1vp vpT C+ +≤ and the sequence { } 0n n
C

+∞

=
is 

defined in (16). Otherwise, if ( , ) 0vp λΘ ≠ for some 1, 2, ,v =  then equation (7) has no 
analytic solutions in any neighborhood of the origin. 

Proof. we seek a power series solution of (7) of the form (9) as in the proof of 
Theorem 2.1, where the equality in (11) or (17) is indispensable. If ( , ) 0vp λΘ ≠ for some 
natural number ,v then the equality in (17) does not hold for 1,n vp= −  since 1 0.vpa − =  
In such a circumstance equation (17) has no formal solutions. 

When ( , ) 0vp λΘ = for all natural number ,v for each v the corresponding 1vpb + in (17) has 

infinitely many choices in ,C  that is, the formal series solution (9) defines a family of 
solutions with infinitely many parameters. Choose 1 1vp vpb T+ += arbitrarily such that 

1 1, 1, 2, ,vp vpT C v+ +≤ = Where 1vpC +  is defined by (16). In what follows we prove that the 

formal series solution (9) converges in a neighborhood of the origin. Observe that 
11 1nλ

−+ − ≤ Γ  for 1.n vp≠ −  It follows from (17) and (12) that 

2 1 +1 1 +1
0 0 0 0 0 0

[ | || || | ],
n k i jn n k n n k n k i

n k i n k i k i j l n k i j l
k i k i j l

b M b b b b b b b b
− − −− − − −

+ + − − + − − − −
= = = = = =

≤ Γ +∑∑ ∑∑ ∑ ∑  (18)

for all , 0,1, 2, .n vp v≠ =  Let 

2 0 1
0

( , , , ) , , .n
n

n

z M C z C Cψ μ η μ η
+∞

=

Γ = = =∑  (19)

It is easy to check that (19) satisfies the implicit functional equation                         

2( , , , , ) 0,R z Mψ μ η Γ =  where R is defined in (16). Moreover, similarly to the proof of 

Theorem 2.1, we can prove that the equation 2( , , , , ) 0R z Mψ μ η Γ = has a unique analytic 

solution 2( , , , )z Mψ μ η Γ  in a neighborhood of the origin such that 2(0, , , )Mψ μ η μΓ =  and 

2(0, , , ) .z Mψ μ η η′ Γ =  Thus (19) converges in a neighborhood of the origin. Moreover, It 

is easy to show that, by induction, ,n nb C≤  0,1, 2,n = . Therefore, the series (9) 

converges in a neighborhood of the origin. This completes the proof. 
Now we give analytic solutions of Eq. (1) 

Theorem 2.3. Suppose the conditions of Theorem 2.1 or Theorem 2.2 are satisfied, 
Eq. (1) has an analytic solution ( )y z of the form (6) in a neighborhood of the number 

,μ  where ( )y z is an analytic solution of (7). 
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Synchronization of the Modified Chua’s Circuits with a 
Derivative Filter 
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Abstract. A novel derivative filter is firstly proposed in this paper and it is used 
in the synchronization of Chua’s Chaotic system with unknown parameters. It is 
described with transfer function so it makes use of the advantage of classical 
control theory. Also, it can absorb the merit of the modern control theory such 
as Lyapunov stability theorem. But the defect of this paper is that this paper is 
based on the assumption that three parameters in filters are small enough. So in 
our future work, a new analysis method will be researched which can relax this 
assumption. 

Keywords: Synchronization; Derivative; Filter; Chaos; Control. 

1   Introduction 

Chaos systems have complex dynamical behaviors that possess some special features 
such as being extremely sensitive to tiny variations of initial conditions[1-4], and 
having bounded trajectories with a positive leading Lyapunov exponent and so on. In 
recent years, chaos synchronization has attracted increasingly attentions due to their 
potential applications of secure communications. 

There are many papers investigated synchronization of chaotic systems with 
adaptive control methods[5-8]. In this paper, a novel kind of derivative filter method 
is proposed and a transfer function type control law is constructed to synchronize 
Chua’s Chaotic system with unknown parameters. 

Obviously, it is also belong to a kind of adaptive method. But it contains the 
concept of transfer function so it integrates the classic control method with the 
Lyapunov method perfectly. 

2   Problem Description  

The modified Chua’s circuit is often used as the experiment tool of nonlinear 
research, its model can be written as: 
                                                           
* Corresponding author. 
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1 1 1 1 1 1 1 1

1 1 1 1

1 1 1

[ ]x y a x b x x

y x y z

z y

α

β

= − −
= − +
= −

. (1)

Where 1 1 1, ,x y z are the states of the system, 1

1

6
a = − , 1

1

16
b = , 1α , 1β are unknown 

constant parameters. 
The drive system is chosen as (1), and the response system with the same unknown 

parameters can be written as: 

2 1 2 1 2 1 2 2 1 1

2 2 2 2 2 2

2 1 2 3 3

[ ]x y a x b x x b u

y x y z b u

z y b u

α

β

= − − +
= − + +
= − +

. (2)

Where the states of drive system and response system are denoted by 1 and 2 
respectively. 

Our goal is to design a controller 1 2 3[ ]u u u u= such that synchronization 

between drive system and response system are realized. And the error system can be 
described as: 

1 1 1 2 2 1 1 1 1 1

2 2

1 3 3

[ ]x y x

y x y z

z y

e e a e b x x b x x b u

e e e e b u

e e b u

α

β

= − − + +

= − + +

= − +
. (3)

Where 2 1 2 1 2 1, ,x y ze x x e y y e z z= − = − = − and ib are the uncertain coefficients 

of input. 

3   Synchronization with Derivative Filter  

Considering the above error subsystem, a derivative filter method is proposed as 
follows. 

Consider the first subsystem as 

1 1 1 2 2 1 1 1 1 1[ ]x y xe e a e b x x b x x b uα= − − + + . (4)

Design a control as 

1 1 1 1 1 2 2 1 1 1 11 12 1 11 12
1

ˆ ˆ[ ]
1y x x x

s
bu e ae bx x bx x k e k e f f

s
α α

τ
=− − − + − − =− +

+

, 
(5)

Where  

11 1 1 2 2 1 1 1y xf e a e b x x b x x= − − + , 12 11 12
1 1x x

s
f k e k e

sτ
= − −

+
. (6)
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It is worthy pointing out that
1 1

s

sτ +
 is a derivative filter which is described by 

transfer function. So define a new variable as 
1Θ as 

1
1 1 x

s
e

sτ
Θ =

+
. (7)

It satisfies 

1 1( 1) xs seτ + Θ = . (8)

It can be expanded as 

1 1 1 xeτ Θ + Θ = . (9)

According to equation (4), it holds 

1 1 1 2 2 1 1 1 11 12
1

[ ]
1x x y x x x x x x

s
e e e a e b x x b x x e k e e k e e

s
α

τ
⎛ ⎞

= − − + − − ⎜ ⎟+⎝ ⎠ . 

(10)

Where 1 1 1
ˆα α α= − and

1 1
ˆα α= − . 

Define new variables as 

1
1 1 x x

s
e e

sτ
⎛ ⎞

Λ = ⎜ ⎟+⎝ ⎠ , 2
1

( )
1 x x

s
e e

sτ
⎛ ⎞

Λ = ⎜ ⎟+⎝ ⎠ . 

(11)

It satisfies 

1 1
1 1 x x x

s
e e e

sτ
⎛ ⎞

Λ = = Θ⎜ ⎟+⎝ ⎠
. (12)

Then it holds 

1 2 2 2 x xe eτ Λ + Λ = . (13)

It is obvious that if 1τ is small enough, then 1Λ is close to 2Λ , so the above 

equation can be written as 

( )1 1 1 2 2 1 1 1 11 12
1

[ ]
1x x y x x x x x x

s
e e e a e b x x b x x e k e e k e e

s
α

τ
⎛ ⎞

= − − + − − ⎜ ⎟+⎝ ⎠
. (14)
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Design the adaptive turning law of unknown parameter as 

1 1 1 2 2 1 1 1ˆ [ ]y x xe a e b x x b x x eα = − − + . (15)

Define a Lyapunov function as 

( )2 2 2
1 12

1

1 1 1

2 2 1x x xV e k e
s

α
τ
⎛ ⎞

= + + ⎜ ⎟+⎝ ⎠
. (16)

Then it is easy to prove that 

2
11x xV k e≤ − . (17)

With the same method, design the control law and adaptive turning law for the 
second subsystem and third subsystem respectively as follow. 

Design a control law as 

2 2 21 22
2

3 3 1 31 32
3

[ ]
1

ˆ
1

x y z y y

y z z

s
b u e e e k e k e

s

s
b u e k e k e

s

τ

β
τ

= − − + − −
+

= − −
+

. 
(18)

Design the adaptive turning law as 

1̂ z ye eβ = . (19)

And define Lyapunov functions as 

( )2 2
22

2

1 1

2 1y y yV e k e
sτ

⎛ ⎞
= + ⎜ ⎟+⎝ ⎠

, 

( )2 2 2
32

3

1 1 1

2 1 2z y zV e k e
s

β
τ
⎛ ⎞

= + +⎜ ⎟+⎝ ⎠
. 

(20)

Where β  defined as ˆβ β β= − . 

Choose a big Lyapunov function for the whole system as 

x y zV V V V= + + . (21)

It is easy to prove that 

2 2 2
11 21 31x y zV k e k e k e≤ − − − . (22)

So the system is stable and 0xe → , 0ye → , 0ze → and the synchronization 

can be fulfilled. 
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4   Conclusions 

A novel derivative filter is used to synchronize modified Chua’s circuits with 
unknown parameters based on a main assumption that three parameters in filters are 
small enough. The derivative filter is described by transfer function, so the traditional 
method is integrated with modern control method perfectly. 
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Abstract. A novel double integral action is firstly proposed in this paper and it 
is integrated with a novel integral Lyapunov function, which is necessary to 
analyze the system stability. The synchronization of chaotic system with 
unknown parameters are fulfilled by the constructing of Lyapunov function and 
the adopting of double integral action. Also, a filter is applied to make the 
controller is more flexible. But it is necessary to assume that the filter parameter 
is small enough when the stability of whole system is analyzed.  

Keywords: Synchronization; Double Integral; Filter; Chaos; Adaptive Control. 

1   Introduction 

Integral control is an old and useful strategy, which is widely used in many real 
control systems. It is useful because it can reduce the static error of a system. Double 
integral strategy is a new technology and it can be powerful if it is integrated with 
Lyapunov theorem properly. Chaos systems have complex dynamical behaviors that 
possess some special features such as being extremely sensitive to tiny variations of 
initial conditions[1-4], and having bounded trajectories with a positive leading 
Lyapunov exponent and so on. In recent years, chaos synchronization has attracted 
increasingly attentions due to their potential applications of secure communications. 
There are many papers investigated synchronization of chaotic systems with adaptive 
control methods[5-6].  It is difficult to integrate adaptive control method with transfer 
function method since the latter one is and old and classic method and the former one 
is a modern method. So in this paper, it is a try good to integrate this two methods to 
solve the synchronization problem of chaotic system with unknown parameters. 

2   Problem Description 

The famous Lorenz chaos system can be written as: 
                                                           
* Corresponding author. 
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1 1 1 1

1 1 1 1 1 1

1 1 1 1 1

( )x y x

y x x z y

z x y z

α
γ

β

= −
= − −
= −

, (1)

where 1 1 1, ,x y z  are the states of the system, and 1 1 1, ,α β γ  are unknown parameters. 

And model(1) is chosen as the master system and assume the slave system with 
different unknown parameters can be written as follows: 

2 2 2 2 1 1

2 2 2 2 2 2 2 2

2 2 2 2 2 3 3

( )x y x b u

y x x z y b u

z x y z b u

α
γ

β

= − +
= − − +
= − +

, 
(2)

where the states of the master system and slave system are denoted by 1 and 2 
respectively. 

The control objective is to design a controller 1 2 3[ ]u u u u=  such that the 

states of slave system trace to the states of the master system. And the error system 
can be written as follows: 

1 2 2 2 1 1 1 1 1

2 2 2 2 2 2 1 1 1 1 1 2 2

3 2 2 2 2 1 1 1 1 3 3

( ) ( )

( ) ( )

( )

e y x y x b u

e x x z y x x z y b u

e x y z x y z b u

α α
γ γ

β β

= − − − +
= − − − − − +
= − − − +

, 
(3)

Where 1 2 1 2 2 1 3 2 1, ,e x x e y y e z z= − = − = − and ib is known control coefficient. 

3   Adaptive Synchronization with Hign Order Integral Filter  

Considering the above error subsystem,  a derivative filter method is proposed as 
follows. 

Consider the first subsystem as 

1 2 2 2 1 1 1 1 1( ) ( )e y x y x b uα α= − − − + . (4)

Design a control as 

1 1 2 2 2 1 1 1 11 1 12 1 11ˆ ˆ( ) ( )bu y x y x k e k e dt fα α= − − + − − − +∫ . (5)

Where  

2 21
11 13 1 13 1 1

1

2
1

se
f k e dt k e e dt

sτ
= − −

+ ∫∫ ∫ . (6)
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It is worthy pointing out that
1 1

s

sτ +
 is described by transfer funcion. So 

1
1 1

s
e

sτ +
 is approximate to the derivative of error signal 1e if a small enough 

parameter 1τ  is chosen. According to equation (4) and equation (5), it holds 

2
1 1 2 2 2 1 1 1 1 1 11 1 12 1 1

2 2 2
1 1 13 1 13 1 1

( ) ( )

2

e e y x e y x e k e k e e dt

e e k e dt k e e dt

α α= − − − − −

− −

∫
∫∫ ∫

. (7)

Where 1 1 1ˆα α α= − , 2 2 2ˆα α α= − and 1 1ˆα α= − , 2 2ˆα α= − . 

Design a adaptive turing law as 

1 1 1 1ˆ ( )y x eα = − − , 2 2 2 1ˆ ( )y x eα = − . (8)

Remember that 

12 1 1 12 1 1

1

2
k e e dt k e dt e dt

′⎛ ⎞= ⎜ ⎟
⎝ ⎠∫ ∫ ∫ , (9)

and 

( )2 2 2 2 2
1 1 13 1 13 1 1 13 1 12e e k e dt k e e dt k e e dt

′+ =∫∫ ∫ ∫∫ . (10)

Define a Lyapunov function as 

( )2
2 2 2 2 2

1 1 1 2 12 1 13 1 1

1 1 1 1

2 2 2 2
V e k e dt k e e dtα α= + + + +∫ ∫∫

. 
(11)

Then it is easy to prove that 

2
11 1xV k e≤ − . (12)

With the same method, design the control law and adaptive turning law for the 
second subsystem as follow.  

2 2 2 2 2 2 2 1 1 1 1 1 21 2 22 2 22ˆ ˆ( ) ( )b u x x z y x x z y k e k e dt fγ γ=− − − + − − − − +∫ . (13)

Where 

2 22
22 23 2 23 2 2

2

2
1

se
f k e dt k e e dt

sτ
= − −

+ ∫∫ ∫ . (14)
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Design a adaptive turing law as 

1 1 2ˆ x eγ = − , 2 2 2ˆ e xγ = . (15)

Choose a Lyapunov function as  

( )2
2 2 2 2 2

2 2 1 2 22 2 23 2 2

1 1 1 1

2 2 2 2
V e k e dt k e e dtγ γ= + + + +∫ ∫∫ , (16)

Where 1 1 1̂γ γ γ= − , 2 2 2ˆγ γ γ= − and 1 1̂γ γ= − , 2 2ˆγ γ= − . 

Then it is easy to prove that 

2
2 21 2V k e≤ − . (17)

Design the control law and adaptive turning law for the third subsystem as follow.  

3 3 2 2 2 2 1 1 1 1 31 3 32 3 33( )b u x y z x y z k e k e dt fβ β= − + + − − − +∫ . (18)

Where 

2 23
33 33 3 33 3 3

3

2
1

se
f k e dt k e e dt

sτ
= − −

+ ∫∫ ∫ . (19)

Choose a Lyapunov function as  

( )2
2 2 2

3 3 32 3 33 3 3

1 1

2 2
V e k e dt k e e dt= + +∫ ∫∫ , (20)

Choose a big Lyapunov function for the whole system as 

1 2 3V V V V= + + , (21)

It is easy to prove that 

2 2 2
11 1 21 2 31 3V k e k e k e≤ − − − . (22)

So the system is stable and 1 0e → , 2 0e → , 3 0e → and the synchronization 

can be fulfilled. 

4   Conclusions 

A novel double integral adaptive strategy is firstly used in the synchronization of 
Lorenz Chaotic systems with unknown parameters. Unknown parameters of system 
are identified with adaptive turning law. The whole system is guaranteed to be stable 
by the constructing of a big Lyapunov function which is composed of three small 
Lyapunov functions of every subsystem. Also a transfer function filter is used in the 
double integral action with the assumption that filter parameters are small enough. 
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Actuarial Model for Family Combined Life Insurance 
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Abstract. The random interest rate of life insurance is a hot spot in recent 
literatures on actuarial study and its applications. In order to avoid the risk 
induced by interest randomness, in this paper, the force of interest accumulation 
function was modeled with Gamma distribution and negative binominal 
distribution, we constitute actuarial model for family combined life insurance 
based on the stochastic interest rate. This model has a wider range of application. 

Keywords: stochastic interest rate; life insurance; combined life insurance; 
actuarial model. 

1   Introduction 

As an important part of the financial system� the insurance industry is closely related to 
the public interest. In life insurance, interest-rate risk will bring about immeasurable 
risk for the insurance company. The theories and methodologies of the life insurance 
under the random interest-rate have been considered the hot topics of the researchers in 
recent years. This paper establishes a actuarial model for family combined life 
insurance under the random interest rate. 

ZhiZhong Wang and YiHong Liu (1996) have researched for mortality and 
insurance premium in combined insurance using the Bayes method [1]. XiaoPing Zhu 
(1997) have researched for theoretical model of combined life insurance and actuarial 
principles [2]. YaoHua Wu, XinZhong Cai and ZhiQiang Wu (1998) have researched 
for couple’s combined pension insurance(with death) net premium and reserve[3]. 
LiYan Wang and EnMin Feng (2003) established a family combined life insurance 
actuarial model under the interest force with the Wiener process [4]. LiYan Wang, Jing 
Zhao and DeLi Yang (2007) established continuous couple’s combined insurance 
under the interest force with double-stochastic process, and calculate the life insurance 
net premium[5]. LiYan Wang, YaLi Hao and HaiJiao Zhang (2010) established 
endowment assurance model under the interest force with Brownian process and 
Poisson process, get the calculate formula of all the value of insurance, and furthermore 
simplify the formula under the hypothesis of de Moivre mortality force[6]. In this 
paper, the interest force accumulation function was modeled with Gamma distribution 
and negative binominal distribution, based on this model, we establishes a family  
combined life insurance actuarial model, and further take into account the death 
assumed, finally ,a numerical example is presented, explaining the model account with 
life insurance practice, the model has a wider range of application.   
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2   Model Basis 

2.1   Assurer 

The members of the family combined life insurance are father, mother and child. We 
assume that father ( )x , mother ( )y and child ( )z are combined insurance, their lives 

independent and meet the following conditions: 

(1) Physically healthy, the legal couples are aged below 35(male above 22 years, 
while female above 20 years). 

(2) Physically healthy, child is younger than 13 years. 

2.2   Condition Survival Model 

(1) The 
1

( )x y z⎛ ⎞
⎜ ⎟
⎝ ⎠

 is expressed that the insured aged x  die before the insured aged 

z  and y . 
1

( )T x y z⎛ ⎞
⎜ ⎟
⎝ ⎠

 is the finished time of three combined condition survival state, 

( )1
( )T x y z

f t⎛ ⎞
⎜ ⎟
⎝ ⎠

 is the density function of 
1

( )T x y z⎛ ⎞
⎜ ⎟
⎝ ⎠

. 

( ) ( ) ( ){ } ( )1
( )

, , 1t t x t y t z
x y z

p P T x t T y t T z t p p p⎛ ⎞
⎜ ⎟
⎝ ⎠

= < > > = − ⋅ ⋅ .        (1) 

( ) ( )1 1 1 ( )
( ) ( ) ( )

1 t t x t t yz x t t yz T x
T x y z x y z x y z

d
f t p p p p f t

dt
μ μ+ +⎛ ⎞ ⎛ ⎞ ⎛ ⎞

⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠

⎛ ⎞
⎜ ⎟= − = = ⋅ − ⋅
⎜ ⎟
⎝ ⎠

.    (2) 

(2) The 
1

( )y x z⎛ ⎞
⎜ ⎟
⎝ ⎠

 is expressed that the insured aged y  die before the insured aged 

z  and x . 
1

( )T y x z⎛ ⎞
⎜ ⎟
⎝ ⎠

 is the finished time of three combined condition survival state, 

( )1

( )T z

f t
yx

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎝ ⎠

 is the density function of 
1

( )T y x z⎛ ⎞
⎜ ⎟
⎝ ⎠

. 

( ) ( ) ( ){ } ( )1
( )

, , 1t t y t x t z
y x z

p P T y t T x t T z t p p p⎛ ⎞
⎜ ⎟
⎝ ⎠

= < > > = − ⋅ ⋅ .       (3) 

( ) ( )1 1 ( )
( ) ( )

1 t t zx y t t zx T y
T y x z y x z

d
f t p p p f t

dt
μ +⎛ ⎞ ⎛ ⎞

⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

⎛ ⎞
⎜ ⎟= − = ⋅ − ⋅
⎜ ⎟
⎝ ⎠

.         (4) 
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(3) The ( )
1

( )z yx  is expressed that the insured aged z  die before the insured aged 

x  and y . ( )
1

( )T z yx  is the finished time of three combined condition survival state, 

( )
( )1

( )T z yx
f t  is the density function of ( )

1

( )T z yx . 

( )
( ) ( ){ } ( )1 , 1t t x t y t z

z xy
p P T xy t T z t p p p= > < = ⋅ ⋅ − .          (5) 

( )
( )

( )
( )1 1 ( )

( )
1 t t xy z t t xy T z

T z xy z xy

d
f t p p p f t

dt
μ +

⎛ ⎞= − = ⋅ − ⋅⎜ ⎟
⎝ ⎠

.         (6) 

(4) The ( )
1

( )xy z  is expressed that the insured aged z  die after the insured aged x  

and y . ( )
1

( )T xy z  is the finished time of three combined condition survival state, 

( )
( )1

( )T xy z

f t  is the density function of ( )
1

( )T xy z . 

       
( )

( ) ( ){ } ( )1 , 1t t x t y t xy t z
xy z

p P T xy t T z t p p p p= < > = − − + ⋅ .          (7) 

( )
( )

( )
( )1 1

( )

1 1t t x t y t xy t z xy t
T xy z xy z

d
f t p p p p p

dt
μ +

⎛ ⎞
= − = − − + ⋅ ⋅⎜ ⎟

⎝ ⎠
.        (8) 

Because 
1t x

x
t x

d p

dt p
μ = − ⋅  and t t x t y t xyxy

p p p p= + − , then (8) formula is 

( )
( ) ( ) ( )

1

( )

1
t x x t t y y t t xy x t y t

t x t y t z
T xy z t x t y t xy

p p p
f t p p p

p p p

μ μ μ μ+ + + ++ − +
= − ⋅ ⋅

+ −
.    (9) 

3   Model Assumptions 

Assume the interest force accumulation function is described as follows: 

          ( ) ( ) ( )R t t N t G tδ β γ= + +    ( )0 t≤ < ∞ .              (10) 

Where ( )N t follows negative binominal distribution with parameters ( ),k p , denoted 

by ( ),Nb k p ; ( )G t follows Gamma distribution with parameters ( ),u v , denoted 

by ( ),Ga u v ； ( )N t and ( )G t are independent; δ is the constant interest force, , 0β γ ≥  

are independent constant� By Eq. (10), the payment at t is  

     ( ) ( ) ( ) ( )( ( ))( ) ( ) 0R t t N t G tZ t c t e c t e tδ β γ− − + += ⋅ = ⋅ ≤ < +∞ .            (11) 
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Theorem 3.1. Let ( )N t follows negative binominal distribution with 

parameters ( ),k p , β is constant, 1q p= − , then 

( )( )
1

k

N t p
E e

qe
β

β
−

−

⎛ ⎞
= ⎜ ⎟−⎝ ⎠

. 

Theorem 3.2. Let ( )G t follows Gamma distribution with parameters ( ),u v , γ  is 

constant, then  

( )( )
u

G t v
E e

v
γ

γ
− ⎛ ⎞= ⎜ ⎟+⎝ ⎠

. 

Denote ( ) ( )( ) ( )( ), , ,
1

k u

N t G t
N G

p v
B N G E e E e

vqe
β γ

ββ γ
γ

− −
−

⎛ ⎞ ⎛ ⎞= ⋅ = ⋅⎜ ⎟ ⎜ ⎟+− ⎝ ⎠⎝ ⎠
      (12) 

4   Actuarial Model 

4.1   The Continuous Single Net Premium Model under the Condition Survival 

(1) The continuous single net premium of the insured aged x  die before the insured 
aged z and y . By Eqs. (2) ,(11)and (12),  

( ) ( )1

0
( ) , , , 1t

x y z t x t y t z x tA c t e B N G p p p dtδ β γ μ
+∞ −⎛ ⎞

⎜ ⎟ +
⎝ ⎠

= ⋅ ⋅ ⋅ − ⋅ ⋅ ⋅∫ .          (13) 

(2) The continuous single net premium of the insured aged y  die before the insured 

aged x and z . By Eqs. (4), (11)and (12), 

    ( ) ( )1

0
( ) , , , 1t

y x z t y t x t z y tA c t e B N G p p p dtδ β γ μ
+∞ −⎛ ⎞

⎜ ⎟ +
⎝ ⎠

= ⋅ ⋅ ⋅ − ⋅ ⋅ ⋅∫ .          (14) 

(3) The continuous single net premium of the insured aged z die before the insured 
aged x and y . By Eqs. (6),(11) and (12),  

( ) ( ) ( )1

0
( ) , , , 1t

z xy t x t y t z z tA c t e B N G p p p dtδ β γ μ
+∞ −

+= ⋅ ⋅ ⋅ ⋅ ⋅ − ⋅∫ .          (15) 

(4) The continuous single net premium of the insured aged z  die after the insured 
aged x  and y . By Eqs. (9),(11) and (12),  

( ) ( ) ( )1

0
( ) , , , 1t

xy z t x t y t xy t zA c t e B N G p p p pδ β γ
+∞ −= ⋅ ⋅ ⋅ − − + ⋅∫  

               
( )t x x t t y y t t xy x t y t

t x t y t xy

p p p
dt

p p p

μ μ μ μ+ + + ++ − +
⋅

+ −
.         (16) 
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4.2   The Continuous Life Annuity under the Condition Survival 

(1) The continuous life annuity of the insured aged x  die before the insured aged 
z  and y . By Eq.(1),  

          ( ) ( ) ( )1 0
, , , 1

x y z

t
t x t y t za c t e B N G p p p dtδ β γ

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎝ ⎠

+∞ −= ⋅ ⋅ ⋅ − ⋅ ⋅∫ .         (17) 

(2) The continuous life annuity of the insured age y  die before the insured aged z  

and x . By Eq.(3), 

( ) ( ) ( )1 0
, , , 1

y x z

t
t y t x t za c t e B N G p p p dtδ β γ

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎝ ⎠

+∞ −= ⋅ ⋅ ⋅ − ⋅ ⋅∫ .         (18)  

(3) The continuous life annuity of the insured aged z  die before the insured aged 
x  and y . By Eq. (5),  

     
( )

( ) ( ) ( )1
0

, , , 1
z xy

t
t x t y t za c t e B N G p p p dtδ β γ

+∞ −= ⋅ ⋅ ⋅ ⋅ ⋅ −∫ .        (19) 

(4) The continuous life annuity of the insured aged z  die after the insured aged x  
and y . By Eq. (7), 

     
( )

( ) ( ) ( )1
0

, , , 1
xy z

t
t x t y t xy t za c t e B N G p p p p dtδ β γ

+∞ −= ⋅ ⋅ ⋅ − − + ⋅∫ .     (20) 

4.3   The Continuous Level Net Premium under the Condition Survival 

   (1) The continuous level net premium of the insured aged x  die before the insured 
aged z  and y . By Eqs. (13) and (17), 

             ( ) ( ) ( )
( ) ( )

1

1

1

1

0

0

( ) , , , 1

, , ,
x y z

t
x y z

t x t y t z x t
x y z

tx y z
t

A c t e B N G p p p dt
P A

a c t e B N G p dt

δ

δ

β γ μ

β γ
⎛ ⎞
⎜ ⎟
⎜ ⎟
⎝ ⎠

+∞ −⎛ ⎞
⎜ ⎟ +⎝ ⎠⎛ ⎞

⎜ ⎟ +∞⎛ ⎞⎝ ⎠ −
⎜ ⎟
⎝ ⎠

⋅ ⋅ ⋅ − ⋅ ⋅ ⋅
= =

⋅ ⋅ ⋅

∫
∫

. 

(2) The continuous level net premium of the insured aged y  die before the insured 

aged z  and x . By Eqs. (14) and (18), 

     ( ) ( ) ( )
( ) ( )

1

1

1

1

0

0

( ) , , , 1

, , ,

t
y x z

t y t x t z y t
y x z

ty x z
t

y x z

A c t e B N G p p p dt
P A

a c t e B N G p dt

δ

δ

β γ μ

β γ

+∞ −⎛ ⎞
⎜ ⎟ +⎝ ⎠⎛ ⎞

⎜ ⎟ +∞⎛ ⎞⎝ ⎠ −
⎜ ⎟

⎛ ⎞⎝ ⎠
⎜ ⎟
⎝ ⎠

⋅ ⋅ ⋅ − ⋅ ⋅ ⋅
= =

⋅ ⋅ ⋅

∫
∫

. 

(3) The continuous level net premium of the insured aged z  die before the insured 
aged x  and y . By Eqs. (15) and (19),  

     ( )( ) ( )

( )

( ) ( )
( ) ( )

( )

1

1

1

1

0

0

( ) , , , 1

, , ,

t
t z t x t y z tz xy

z xy
tz xy

t
z xy

c t e B N G p p p dtA
P A

a c t e B N G p dt

δ

δ

β γ μ

β γ

+∞ −
+

+∞ −

⋅ ⋅ ⋅ − ⋅ ⋅ ⋅
= =

⋅ ⋅ ⋅

∫
∫

. 
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(4) The continuous level net premium of the insured aged z  die after the insured aged 
x and y .By Eqs. (16) and (20),  

( )( ) ( )

( )

( ) ( )
( ) ( ) ( )

1

1

1

0

0

( ) , , , 1

, , , 1

t
t x t y t xyxy z

xy z
txy z

t x t y t xy t z

c t e B N G p p pA
P A

a c t e B N G p p p p dt

δ

δ

β γ

β γ

+∞ −

+∞ −

⋅ ⋅ ⋅ − − +
= =

⋅ ⋅ ⋅ − − + ⋅

∫
∫

 

                                  
( )t x x t t y y t t xy x t y t

t x t y t xy

p p p
dt

p p p

μ μ μ μ+ + + ++ − +
⋅

+ −
. 

5   Conclusion 

In this study, the stochastic interest rate used Gamma distribution and negative 
binominal distribution, established a combined life insurance of continuous life 
insurance net premium model under the stochastic interest rate. Adjust the parameters 
in the model, we can get all kinds of traditional life insurance actuarial model. Such as 
traditional fixed rate model and the single stochastic interest rate model, also we can 
translate it into discrete life insurance actuarial model under the hypothesis of mortality 
force. It changed the disadvantages of the anciently life insurance actuarial models can 
not translate into each other. In addition, the stochastic interest rate with the discrete 
distribution and continuous distribution has a wider range of practical applications.  
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Fuzzy Optimal Control of Sewage Pumping Station with 
Flow Concentration 

Zhe Xu, Lingyi Wu, Xuetong Zhang, and Anke Xue 

Institute of Information and Control, Hangzhou Dianzi University, HangZhou 

Abstract. This paper aimed to improve the traditional simple water level 
control for drainage network. Combining with the prediction model of sewage 
convergence node, the paper proposed a fuzzy optimal control method, tried to 
solve: (1) Control lag problem caused by a single pump station isolated control; 
(2) The problem of pump switchd frequently caused by the conservative 
control; (3) Minimizing sewage overflow problem at the convergence pump 
station and (4) Energy saving problem of sewage pumping station operation. 
The actual example showed that this control method had good effect, and it 
could be applied to the actual drainage operation. 

Keywords: urban drainage, pipe network convergence, fuzzy control. 

1   Introduction 

The urban sewage system is complicated and nonlinear. The water level of pump 
station well and the inflow of sewage is influenced by people’s behaviors, rainfall and 
some other unpredicted factors such as channel leakage. With the acceleration of 
urbanization, the flow of wastewater increased dramatically. There is a serious 
challenge for the urban drainage system. The existing simple control of water level is 
easy to cause the sewage overflow and more energy costs, especially for convergence 
pump station due to the impact of multiple upstream. Therefore, developing the 
optimal control strategy for convergence station is of great significance. 

The scholars in the developed countries have done a lot of work for the existing 
drainage pumping station control methods and strategies, mainly focused on 
algorithm, control strategies and implementation method. In China, the scholar 
Xionghai Wang [6-10] form Zhejiang University devote himself to energy saving and 
intelligence control of the drainage network. Based on energy-saving mechanism 
analysis, he adopted the frequency control technology to minimize power 
consumption and overflow for a single pumping station. But this control exist a lag. 
Jianzhong Wang [11-12] and others have done some research in energy efficiency and 
optimal scheduling. Wang Yu[12] established fuzzy control pump station system to 
make full use of the storage of every pumping station for reducing sewage overflow, 
but the research does not involve the control of confluence pumping station. Based on 
predicting model of sewage pumping station[13-14](Xu Zhe etc.), in this paper, the 
fuzzy control technology is applied to realize the optimal control of confluence node, 
minimize sewage overflows and reduce energy consumption 
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2   Fuzzy Controller Design for Confluence Situation 

2.1   Analysis of Optimal Control of Sewage Pumping Station 

The existing simple water level control only according to the current level of pump 
control regardless of the operational state of its upstream and downstream pumping 
station.There are several limitations in this control mode, as follows: 

(1) Simple water level control system has the drawback of poor coordination 
performance. It is easy to lead to sewage overflow if the capacity of sewage inflows is 
large in a short time. 

(2)The traditional control method can’t adjust pump operations to the future level 
trend. Moreover, to avoid overflow, water level always be kept within a low level in 
current control, which result in pump switching frequently and greater energy 
consumption. 

(3) Each pumping station can’t take full advantage of its storage function and 
realize optimal operation in the traditional control method. When the sewage reserves 
in each upstream pumping station is unbalanced, and the water level of downstream 
pumping station is high, downstream pumping station likely to overflow if all 
upstream pumping stations continue drainage. 

(4)The full range of control strategies can’t be realized. When inflow far exceeds 
the For the first two cases, according to the level changes trend by the upstream and 
downstream drainage, we can control early to prevent wasting energy. As for the third 
case, if the level of downstream pool reach a certain depth ratio and the level of 
upstream pool is low, lift pump could be turned off to make full use of the storage 
function of each pumping station. For the last one, outflow should be within 
downstream discharge capacity, or else the overflow port need to be opened. If the 
trend of the water level of local pumping station is stable, each station will still runs in 
traditional mode. 

2.2   Fuzzy Controller Design 

2.2.1   Input/Output Variables Selection 
Based on the above analysis of optimal control of Sewage pumping station, we know 
there are three main objectives for the fuzzy controller:1)to realize the optimal control 
according to the chain relationship of upstream and downstream pumping station, 2)to 
realize the optimal scheduling of pumping stations, and to make full use of the 
existing storage equipment, 3)to make Control program From the global perspective 
to save energy. Considering the above three points, an example of distributed 
pumping stations was given, as shown in Fig.2. P1 to P5 are the lift pumping station, 
P4 is local station. In this study, the input variables of fuzzy control are the current 
water level(L), the trend of water-level prediction (△L), the depth ratio difference 
between a pumping station and its brother pumping stations(D4-3), the depth ratio 
difference between station P3, P4 and downstream station P5 (D3,4-5), and the 
maximum allowable additional discharge of P5 (safety margin S). The output is the 
number of opened pump in station P4. If station P4 has no brother node, namely 
cascade, we only consider the D3,4-5. where D4-3, D5-(3,4) are formulated as:  
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Where t denotes predicting time; n is the predicting period; H is maximum forebay 
water level; Ntotal is the total number of pumps; Nbefore is the opened pump number; C 
is lift ability of pump. 

P3 
P5 

P1 
P4 

P2 
 

Fig. 1. Allocation plan of confluence pumping station 

The value of input/output variables are corresponding to the value in the fuzzy 
linguistic variable sets. 

The definition of input fuzzy linguistic variable sets is: L={ZE:zero, LS:less small, 
S:small, LL:more large, L:large};△L={NL: negative large, NS:negative small, ZE: 
zero, PS:positive small, PL:positive large};D4-3={S:small, L:large};D3,4-5={S: small, 
L:large}; S3={ZE: zero, LS:less small, S:small, LL:more large, L:large} 

The definition of output fuzzy linguistic variable sets is:N ={N0:off, N1:open 1 
pump, N2:open 2 pumps, N3:open 3 pumps, N4:open 4 pumps};O={U:on, D:off} 

It can be seen that this fuzzy controller structure is of 5-input, 2-output. A block 
diagram of the fuzzy control for confluence pumping station is shown in Fig.3. Where 
ΔL can be calculated from the predicting model of confluence pumping station, and 
the output of fuzzy controller N is also treated as a input of predicting model. 

 

Fig. 2. Confluence pumping station fuzzy control beckoned diagram schematic 

2.2.2   Fuzzification 
Fuzzy sets are used to quantify the information in the rule-base, and the inference 
mechanism operates on fuzzy sets to produce fuzzy sets; hence, we must specify how  
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the fuzzy system will convert its numeric inputs into fuzzy sets so that they can be 
used by the fuzzy system. The membership function is used to associate a grade to 
each linguistic term. 

Once the fuzzy controller inputs and outputs are chosen, one must think about what 
are the appropriate membership functions (MFs) are for these input and output variables. 
In this paper, the membership function selection of input variables is shown in Fig.4. 

       

        

Fig. 3. Membership function of L, △L, D4-3 ,D3,4-5 and S4  

2.2.3   EstablishFuzzy Inference 

Table 1. Control rule table o S4=LS,S,LL,L when If D4-3!=S and D3，4-5! = S 
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Fuzzy logical control rules are constructed based on the analysis of optimal 
control. Within safety margin, if the depth ratio in downstream pumping stations and 
sibling nodes are high, and the center filled with a low degree, the pump of center 
station should be shut down to put downward pressure on drainage. If the change 
trend of the local water level is stable, how to operate for the pump is determined by 
the real-time value of water level. If S4=ZE, then N=N0,O=U. Under this condition, 
water level is very high, so the overflow gate shouled be opened. If D4-3=S and D(3� 4)-

5=S, the rule is shown in table 1 to 4; If D4-3=S and D3� 4-5 = S, the rule is shown in 
table1; If D4-3!=S and D(3� 4)-5!=S, the rule is shown in table 2; For example, in table 1, 
when S4=LSshows that the number of opened pump could add another one in 
confluence pumping station if the water level of pumping station P4 and P5 are fairly 
high, and safety margin is relatively small. 

Table 2. Control rule table of S4=LS,S,LL,L when D4-3=S and D(3，4)-5=S 
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3   An Example of Application 

This section presents a sample application of the proposed approach on Wulinmen 
pumping station. This pumping station is a convergence node of HangZhou drainage 
pipe network. The elevation of pool bottom is -3.1m, the lowest water level is -0.95m, 
the highest water level is 1.12m, and the warning water level is 1.6m. To facilitate the 
simulation, the foresee period is set to 10 minutes. And to ensure the sewage inflows 
is almost constant in the simulation process, it is assumed that to increase the munber 
of opened pump have no impact on sewage inflow. 

3.1   Establish Fuzzy Controller 

First, we must identify the input variables and the output variables. The input 
variables are the depth ratio differences between Wulinmen pumping station and it’s 
brother pumping stations, the depth ratio differences between the bigger of former and 
Genshanmen pumping stations, the forebay water level, changing trends of water 
level, and safety margin. The output variables are the number of opened pump and the 
switch state of overflow port. Then use the fuzzy control toolbox in MATLAB. 
Firstly, to create a new fuzzy controller through newfis() ; Secondly, to add 
input/output variables and membership functions through addvar() and addmf(); 
Thirdly, to add fuzzy control rules through addrule(), to set defuzzification method 
through setfis(); Finally, to get fuzzy the computational results through evalfis(). 
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3.2   Fuzzy Control Results 

Fuzzy control output is shown in Fig.6, the corresponding comparison of forebay 
water level is shown in Fig.7To better illustrate the second point of optimal control in 
section 3.1, the fuzzy control results of Hangda pumping station is also provided. The 
result is shown in Fig.8 and Fig.9. 

Fig. 4. Comparison between actual and 
optimization control in the number of opened 
pump 

Fig. 5. Comparison between actual and 
optimization control in water level 

 

Fig. 6. Comparison between actual and 
optimization control in the number of opened 
pump 

 

Fig. 7. Comparison between actual and 
optimization control in water level 

3.3   Results Analysis 

According to the Fig.6, it can be seen that one more pump opened at the 100 times 
under the fuzzy control mode. The Fig.7 shows that the water level of forebay sewage 
has exceeded the highest level in the traditional control mode, that may cause sewage 
overflows. But to use of fuzzy optimization control can successfully avoid the 
warning level and ensure running within the security level. Thus, fuzzy control can 
reduce the possibility of sewage overflow. 

According to the Fig.6 and Fig.7, the added pump work in short duration and the 
water level decline rapidly at the 100 times. The main reason is assumed that to 
increase the munber of opened pump have no impact on sewage inflow. Actually, to 
open more pumps will also increases the sewage inflow. Therefore, in actual 
operation, the sewage level will more smooth through fuzzy control. Of course, we 
should establish different membership function to differrent pumping station in the 
actual application. 
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Moreover, the water level control can be implement leisurely by the fuzzy 
controller because of the predict water level can derive from the foecasting model of 
converge node. Fig.8 and Fig.9 show that through fuzzy optimization control, the 
pumping station head reduced and the effect of energy-saving is achieved. 

4   Conclusion and Prospect 

In this paper, A fuzzy optimal control method of converge pumping station is 
proposed, which is validated in Wulinmen pumping station. It can minimize the 
sewage overflow and effectively reduce the energy consumption. The fuzzy control 
system applied in drainage system optimization control has a good prospects.  

But if it is used in actual operation, further study is needed to discussion how the 
operation of open pump would affect sewage inflow, improve reliability and precision 
of predicting model, in order to improve the accuracy of fuzzy control and realize 
intelligent control of pumping station. 

Acknowledgments. Supported By the National Natural Science Foundation of China 
(60974138). 
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The Application of Switched Reluctance Motor in 
Electric Screw Press 
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Abstract. With computer technology, power electronics, digital control 
technology, a new type of power system - Switched Reluctance Motor Drives 
(Switched Reluctance Driver, referred to as SRD) came into being, it is based 
on modern power electronics and computer CNC technology-based products, 
mechanical and electrical integration, because of its unique properties make it 
ideal for press the power system, to solve the problems of existing power 
systems to improve press performance.  

Keywords: Switched Reluctance, Electric Screw, Motor. 

1   Introduction 

Widely used at home and abroad are two types of presses, one is screw press, and the 
other is the mechanical press. Due to technical limitations, most of the existing AC 
power system presses induction motor, speed requirements for special occasions, 
models, or use AC variable frequency or DC speed control. Need for high-end home 
and abroad in recent years, some models use AC servo motor drive.  

The press to bear short-term peak load, which presses the load has a strong impact, in 
a complete working cycle in a short period of time only to work load, and a longer 
running time is an empty process; also due to the workload of the general press in about 
60% of design value, the use of AC induction machine makes presses in the "big horse 
cart" working condition; and then load the motor in a long time, and the average no-load 
power factor of motor  0.3, so the energy∼0.2  consumption of existing large presses. 
The use of frequency control, the inverter control difficult, narrow speed range, making 
its application is much more restricted; AC servo motor can certainly achieve the 
purpose of digital control, but there is high cost, technology by foreign monopoly.  

2  Switched Reluctance Motor in the Application of Electric Screw 
Press 

In the press, to make use of SRM drive system to replace the existing system, the 
need for different types of equipment to improve existing structures and can be used, 
including screw presses, servo press, speed presses, hot forging press various presses.  

CNC screw press with switched reluctance electric screw press structure, can replace 
the existing friction press, clutch screw press and other models, the whole structure of 
the switched reluctance motor, belt drive (or gear drive), the flywheel (large drive  
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Fig. 1. CNC screw press Switched Reluctance 

1 - Switched Reluctance Motor 2 - belt drive 3 - Brake 4 - flywheel 5 - thrust 
bearing 6 - Screw 7 - Nut 8 - slide 9 – Body 

 
wheels), screw, nut, slider, brake and body composition, shown in Figure 1. Switched 
reluctance motors can be due to frequent starts and stops, and reversing, fast starts and 
stops, and the starting torque, starting current, friction press to remove the double 
friction disc, clutch screw press can remove the clutch and enhance the institution. 

 

Fig. 2. Switched Reluctance digital speed presses 
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Switched Reluctance digital speed press is a mechanical press based on the existing, 
arising after replacement of power system. The whole structure of the switched 
reluctance motor - belt driven - flywheel (big pulley) - Clutch Brake - Gear - executing 
agencies shown in Figure 2. This model is characterized with a lutch and flywheel.   

 
Fig. 3. CNC servo press Switched Reluctance 

1 - Switched Reluctance Motor 2 - Brake 3 - pinions 4 - gear 
5 - Crank 6 - Link 7 - slide 8 – Body 

 
Fig. 4. SRM CNC hot forging press 

1 - large pulley 2 - small pulley 3 - SRM 4 - shaft 5 - bearing 6 - Small Gear 7 - 
Big Gear 8 - Clutch 9 - the eccentric shaft 10 - link 11 - slide 12 - wedge work 

Taiwan 13 - pieces of equipment under the top 14 - on top of pieces of equipment 15 - 
track 16 - Brakes 17 – Bearings 

Switched Reluctance CNC servo press mechanical press, compared with the 
existing, relatively large structural change, there is no belt drive and clutch, the motor 
shaft set the brake. The whole structure: switched reluctance motor + + first or second 
gear actuator, shown in Figure 3. Downhill for switched reluctance motor is much 
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larger than the existing motor, the moment of inertia can be reduced to shorten the 
time from the stop, this press can be no larger pulley (flywheel), clutch, etc., to 
streamline its original structure. 

CNC hot forging press reluctance is based on the existing hot forging press, the 
replacement of power generated from the system. The whole structure of the switched 
reluctance motor + belt + clutch, brake, crank slider executive bodies, as shown in 
Figure 4. 

3   Switched Reluctance Features CNC Presses 

Switched Reluctance NC press Memec at Shandong Electric Co., Ltd., Zibo Group 
traction motor, Qingdao YIYOU Metal Forming Machinery Co., Ltd. Rongcheng 
Dong source Forming Machinery Co., Ltd., Hebei Tianchen Forging Machine Co., 
Ltd., Hebei Cangzhou Machinery Plant, Tianjin Hao Ding Precision Machinery 
Technology Co., Ltd., a unit test run, some models have been put into mass 
production and received good market response, and achieved good social and 
economic benefits.  

Intelligent NC.Different processes, different materials can be stored on different 
computers is called the working curve, so press the processing performance, 
processing range greatly. Technology curve, time, yield, power consumption and 
other data stored and processed by the computer intelligent, easy to implement 
manufacturing process information management goals.  

Normal shutdown, to ensure that the only point on the slide stop.Position sensor 
feedback position signal, the stop before the motor reducer; When the slider at the top 
dead point, the motor shaft of the brake start, make sure the slider stopped at the only 
point. Clutch model can effectively reduce the clutch, brake friction heat. 

Safe.In the motor brake (rotor locking feature can be added) and under the brake, 
the brake block to stop at any position. 

4   Conclusions  

Reluctance by the NC press drive switched reluctance motor drive system, it features 
high efficiency, energy saving effect, wide speed range, without starting the impact of 
current, starting torque, a flexible digital control, in addition, also has simple, rugged, 
reliable, low cost. Tested by the authoritative department, the use of the switched 
reluctance motor screw press can save energy up to 29.3%.  

Application shows that compared with the existing presses, CNC press the 
advantages of switched reluctance to CNC, speed, speed, transfer energy, energy, 
intelligence, and high reliability. Therefore, the switched reluctance NC press will be 
to gradually replace the existing presses, as Press and updating the product of choice. 

Acknowledgment. The work is supported by Science and Technology Project of 
Guangdong province of China under Grant Nos. 2008A090300008. 
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Abstract. In this paper, we have presented a data mining based defect detection 
method to detect two kinds of defects from source code: rule-violating defects 
and copy-paste related defects. Even though the kinds of defects are different, it 
can identify the defects in one process. Therefore, this method greatly reduces 
time cost for software testing. In addition, this method is able to mine implicit 
programming rules and copy-paste segments in software requiring little prior 
knowledge from programmers. Novel techniques have been also proposed to 
prune false positives in defect detecting process. Based on the experimental 
result, the pruning techniques can greatly reduce the false positives and save 
much effort of manually checking violations. 

Keywords: terms-software defect detection, data mining, false positive. 

1   Introduction 

Some violations of implicit programming rules are evident. For example, function pair 
lock and unlock must be used together, that is, a call to lock should be followed by a call 
to unlock. However, many implicit programming rules are not so evident. For example, 
in the Linux source code in Fig. 1, a programming rule consists of 4 functions: 
prepare_to_wait, schedule, signal_pending and finish_wait and a variable wait.  
 

 

Fig. 1. A complex programming rule consisting of four function calls and a variable in the 
Linux source code 

Linux2.6.16.2/net/atm/Common.c: 
00515   int vcc_sendmsg(…) 
00516   { 
         …… 
00559    prepare_to_wait (…, &wait, …): 
         …… 
00566    schedule() 
         …… 
00567    if (signal_pending(…)) { 
         …… 
00580    finish_wait (…, & wait); 
         …… 
00596   } 
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Such rules are tedious and complicated, especially in large-scale software. Many 
programmers are reluctant to record such rules in their documents, so that the 
subsequent programmers are likely to bring defects into the software as they are not 
aware of the programming rules. Fig. 2(a) shows a programming rule consisting of 3 
function calls: IS_ERR, mutex_lock and mutex_unlock, which occurs 43 times in the 
Linux source code. It is violated only once as shown in Fig. 2(b).  

 

 

Fig. 2 (a). A programming rule in function 
ib_uverbs_post_recv 

Fig. 2 (b). A code segment violating the rule:  
{IS_ERR, mutex_lock} => {mutex_unlock} 

2   Related Work 

Several methods were proposed to detect rule-violating defects. Engler, Chen and 
Chou [1] proposed a method to extract programming rules using programmer-
specified rule templates, such as function A must be paired with function B. Since 
such template-based methods only cover the given or explicit rules, it may miss many 
violations due to the existence of implicit rules. David Evans et al. [2], proposed a 
tool, LCLint, which is able to report the inconsistency between the source code and 
the pre-defined specifications. 

Locating the copy-paste code segment is the most important task of copy-paste 
defect detecting method. Some methods were proposed to handle this problem. Dup et 
al. [3] uses a sequence of lines as a representation of source code and detects line-by-
line clones. This method has weakness in the line- structure modification. CCFinder 
[4] transforms the input source code into tokens and performs a token-by-token 
comparison. It is not scalable to large-scale software because it consumes large 
amount of computer memory to store the transformed text. Overall speaking, none of 
the methods is able to locate the copy-paste defects efficiently. 

Linux2.6.16.2 
/drivers/infiniband/core/uverbs_cmd.c: 

 
00325  ssize_t ib_uverbs_post_recv (…)
00326  { 

      …… 
01341   if (IS_ERR(…)) 

      …… 
01344    mutex_lock (…) 

      …… 
01365    mutex_unlock(…) 

      …… 
01374   } 

Linux2.6.16.2 
/fs/namei, c: 

 
01739  dentry * lookup_create (…) 
01740  { 

      …… 
01743   mutex_lock(…) 

      …… 
01756   if (IS_ERR (…)) 

      …… 
      // Missing mutex_unlock (…) 

01773   } 
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3   Defect Detecting Method 

3.1   Data Generator  

The task of data generator is to transform the source code into the appropriate form 
for the following processes. Fig. 3 summarizes the flow of the data generation.   
GCC compiler [5] is used to convert each function in the source code into a set of 
items. The dump files are obtained by adding -fdump-tree-original option to GCC 
compiler when compiling the source code. The dump files suffixed with original 
contain the intermediate representation of the code. The intermediate representation is 
stored in a tree structure. An abstract tree represents a function, where the leaves and 
the internal nodes denote different types of elements in the function. Next, we traverse 
each abstract tree to select the items, such as identifier names, data type specifiers, 
operators, and control structures. In this way, each function is converted to an itemset. 
 

 
Fig. 3. Flowchart of the data generator 

3.2   Rule-Violating Defect Detecting 

1) Frequent Itemsets Mining 
Apply Apriori on the preprocessed dataset to mine the frequent itemsets. Any 

itemset that occurs more frequently than a user-specified threshold will be considered 
as a frequent itemset. Items in a frequent pattern are highly likely to have some 
correlation in between. In addition, the location information (where the items locate in 
the source code) of each frequent itemsets is recorded correspondingly, which is 
required when evaluating if a violation is a true defect or a false positive. 

2) Rule-violating Defect Detecting  

In order to measure how seriously a programming rule, 1 1kI I− ⇒ , is violated, 

we propose a novel term, vio_prob, which is defined as the following:  
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code, support ( 1kI − ) denotes the number of occurrences of the itemset 1kI −  in the 

source code. The higher the vio_prob, the more likely the violation is a defect. 
Assume t is the minimum vio_prob threshold. If the vio_prob of a violation is higher 
than but less than 1, it is viewed as a potential defect. Note that if vio_prob=1, the 
violation is not a defect since it does not happen in the source code at all.  

3) False Positive Pruning  

No matter how high the vio_prob of 1 1kI I− ⇒  is, the violations are not 

necessarily true defects. We will handle three types of false positives (shown in Fig. 4).  
Type I: A function F violates a rule by missing calling function A, but it calls 

function B that calls function A inside. It is not a defect because of the nested calls of 
functions.   

 

 

Fig. 4 (a). Three types of false positives in rule-violating defect detecting: Type I 

Type II: Assuming function pair <A, B> is usually called together, function F calls 
function A but misses function B. Sometimes it’s not a defect because F shares the 
same functionality with A and has an opposite functionality with B. For example, a 
function pair <_spin_lock_bh,_spin_unlock_bh > is often called in Linux kernel. 
However, function ax25_info_start only calls _spin_lock_bh and function 
ax25_info_stop only calls _spin_unlock_bh. This is because “start” is corresponding 
to “lock” and “stop” is corresponding to “unlock”. 

Type III: Like function pairs, struct member pairs can also cause the same false 
positives. For example, a struct member pair < charset2upper, charset2lower > is 
often used together in Linux kernel. However, function nls_toupper only uses 
charset2upper and function nls_tolower only uses charset2lower. 

We call the above violations as false positives. In order to prune the false positives 
from the rule-violating defects detected in the last section, we propose the following 
methods:   

Type I: Prune the Type I false positives by checking the calling paths of the 
suspicious functions. In the above example, if A is one of the functions called by F 
and A is called in any function in the path, we prune it as a false positive.   

… … 

…

… 

… 

… 

F’ 

A 

F

B 

A 
Rule: F’ should call A 

False positive: 
F calls B; B calls A. 



276 P. Yang 

 

Fig. 4 (b). Three types of false positives in rule-violating defect detecting: Type II and III 

Type II and III: Since the functions usually emerge in pair, we separate the keywords 
in each pair into two opposite groups. For example, one group contains keywords like 
“start”, “enter”, “acquire”, “lock”, “up”, “read”, “begin”, etc., and the other group 
contains “stop”, “exit”, “release”, “unlock”, “low”, “write”, “end”, etc. If function F 
fails to call function A, we will check F and A against the words in the two groups. 

4   Experimental Results 

4.1   Experiment Setup 

We evaluate our proposed system on the Linux source code. The statistics of the data 
is shown in Table 1. 

Table 1. Statistics of Linux Source Code 

Source 
code Version Number of 

C files 
Lines of 

code 
Number of 
functions 

Linux 2.6.16.2 6,195 4,843,927 70,359 

4.2   Result 

Throughout our experiments, we vary the following three parameters:   

(1) min_support: the number of occurrences of a given itemset in the source code; 
(2) vio_prob: the likelihood a violation is a defect;  
(3) max_calling_path_depth: the max number of function calls on a calling path.  

Observed from our experiments, if  min_support is lower than 28, the number of 
frequent patterns is too many to present; if vio_prob is lower than 95%, the number of 
false positives is also too many to present. Thus, we only present our results with  
min_support at 28, vio_prob at 95% and max calling_path_depth at 3, respectively. 

… … 

F’ 

A 

F 

Rule: F’ should call A and B 

False positive: 
F misses calling B; as F 
share same functionality 
with A, and opposite 
with B.  

… … 

B A B 
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Fig. 5 presents the distribution of the frequent item sets discovered from the source 
code. Totally, 138,273 frequent item sets are obtained. Then, 515 implicit 
programming rules (with confidence larger than 98%) are generated out of them. 
These rules can be classified into three categories: function with function (F-F), 
function with variable (F-V), and variable with variable (V-V). Table 2 shows the 
distribution of the rules. 

 

Fig. 5. Support of each length frequent pattern 

Table 2. Distribution of Rules 

Source 
Code 

Total number 
of Rules 

Number of 
F-F Rules 

Number of 
V-V Rules 

Number of 
F-V Rules 

Linux 515 276 56 183 
 

Specifically, the rest 23 top violations contain 11 bugs and 12 specifications. The 
detail of our inspection result is shown in Table 3. As far as our knowledge concerns, 
these defects are not reported by other existing methods. Actually, we have reported 
the defects to the Linux community. 

Table 3. Inspection Result 

Inspected (top 50) Source 
Code Bug Specification False Positives 

Uninspected 

Linux 11 12 27 983 

5   Conclusions 

We have evaluated the proposed method with Linux source code which contains more 
than 4 million lines of code. In the case study, it discovered more than 138 thousand 
frequent patterns that could be programming rules with high confidence. With 
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vio_prob larger than a specified threshold, we have obtained 515 rules. According to 
these rules, the method detected 1033 violation code segments. Among the top 50 
violations, 11 defects have been confirmed. Most of these defects involve two or more 
elements and are hard to be detected by other known methods. Due to the efficient 
data mining techniques, the method is promise to process large-scale source code in a 
reasonable time. There are many research problems remaining to be explored. 
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A Mechanism of Resource Co-reservation in Large 
Distributed System Based on Virtual Resource 

Jing Li and Qiyun Han  

Department of Computer Science, Chongqing Education College,  
Chongqing 400067, China 

Abstract. Resource reservation is an important part of the resource 
management in Large Distributed System such as grid. An architectural 
framework for specifying and processing co-reservations in grid environments 
is presented. Compared to other approaches, the co-reservation framework in 
this paper is more general. The concept of Virtual Resources is introduced that 
allows to compose resources by abstracting from their specific features. Virtual 
Resources enable advanced co-reservation with nested resource levels, resource 
aggregation, and transparent fault recovery.  

Keywords: grid, resource reservation, Virtual Resource, QoS. 

1   Introduction 

In order to guarantee the quality of service(QoS) in Large Distributed System such as 
grid, resource reservation is a very effective approach[1]. The reservation requests of 
user generally include starting time, insisting time, resource types and reservation 
types, etc. Because the job on the grid is usually complicated, involving a lot of 
resource, when the resource is reserved, we can reserve more than one resource, 
which is called resource co-reservation. For example, interactive data analysis needs 
to access storage system possessing data replicas, make use of super computer to 
analyze data, make use of network to transfer data, and meanwhile utilize 
visualization equipment to communicate between human and machine. Ever resource 
in the above example requires quality of service. For the sake of that, resource co-
reservation is a feasible approach. 

Document[2] show that advance reservation may lead to resource fragment and the 
drop of network performance, putting forward a flexible reservation mechanism, can 
improve network performance effectively. The document compared four flexible 
reservation approaches, and the result shows, that some approaches add resource 
fragment, and some improve network performance. Despite of discussing 
performance issue, the document provides else the software framework of advance 
reservation management system. 

Globus Architecture Reservation and Allocation(GARA) [3] is the first 
architecture that want to confirm the Grid QoS by means of resource reservation. It 
provides uniformed API of preserve process on various resource for users and 
applications. 
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Existing resource reservation approaches focus on the stability of reserved 
resource, but in the large distributed environment, resource is highly dynamic, which 
is the inherent character, and so that the above mentioned methods of resource 
reservation are limited.  

This paper combines the resource reservation mechanism with the service-oriented 
framework, providing a new resource co-reservation mechanism in the large 
distributed environment, which constructs a visual resource model, shielding the 
dynamicity of resource, having the property of fault tolerance. 

2   Visual Resource Model 

2.1   Hierarchical Model of Visual Resource 

Existing resource reservation approaches have definitely defined that what is the 
resource, and who provides the resource, and who uses the resource, and when 
sharing the resource. While virtual resource shielding the resource provider and the 
physical resource itself, is an service-oriented resource reservation architecture. 

In grid applications, the construction of VR is transient, having specific demand 
and target, that is to say, constructing a VR aimed to some user’s once resource 
reservation request. In a lot of cases, VR can be considered as the collection of 
resouce which is geographic distributed, logically adjacent, and fuction 
complemental, showing the external characters of standard service interface. 

In order to realize resource sharing and coordinate work in distributed heteroganeous 
network, we must solve the interacitve operation issues. In other grid resource reserve 
mechanism, the goal is achieved by standarliztion of protocol architecture and 
realization of API and SDK. 

(1) It can realize the abstraction of specific resource, covering the difference of 
resource’s realiation means. 

(2) Different services with standard interface can be integrated to form higher 
services, and higher services themselves also have standard interface and call 
specification. 

(3) It can realze consistent resource reservaion appoach crossover heterogeneous 
platforms. 

(4) It can realize the seperation of logical service instance and phsical resource. 
(5) It can map the service to the local running platform, realizing managing the 

remote services by local running platform. 

Besides that, WSDL realize standard denotation of grid service, considering 
platform’s heterogenouce not any more. This method adopts the concept of 
encapsulation, and it is called Virtualization. 

We provide the Visual Resource model is Hierarchical, which is shown an Figure1. 
In order to achieve the solution of resource sharing and co-reservation in dynamic 

and muti-organization system, the resource reservation mechanism must be able to 
provide services on the base of a variety of local resource, and so that the architecture 
should firstly cover the difference of various resource, then realize the reservation of 
any single resource. On that basis, mutiple resources co-reservation is accomplished, 
and at last many kinds of applications with a virtual resouce are provided. These 
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Fig. 1. Visual resource hierarchical model 

fuctions are brought into effect in sequence by the lays in the architeture respectively. 
The fuctions of the layers are described as follows.  

Local resource layer: including physical resource layer and abstract resource layer. 
The physical resource layer realizes the access and control of local specific resource, 
providing resource reservation and sharing-access interface for higher layer. The 
abstract resource layer realize reservation of single resource, and the protocols are 
including security negotiation, initialization, detection, control, fee counting, and fee 
paying. 

Resource converge layer: including resource co-reservation management layers, 
reserved resouce analysis and service interfaces, providing analysis of users’ 
reservation demand, detection of various resource’s satate, queue of backing resource, 
and standard service interfaces of various resource’s co-reservation. 

Application layer: including application programes of resource reservation in the 
system, by means of calling underlying API to get coresponding services.  

Life cycle of visual resource starts with reserve request provided by specific 
application, then resource converge layer processes co-reserve of muti-resource, and 
it does end with the close of specific application. VR shows stable external property, 
being able to give assurance of quality to specific application.At the same time, it is 
dynamic inside, not limited by fixed resource provider, being able to combine new 
resource again continuously according to detection the state of  various resource and 
queue of backing resource, giving up the old depressed resource, getting a dynamic 
banlance, which is fitting in with the highly dynamics of grid. VR takes on the 
characteristics of fault tolerance and load balance whose resource state detection 
mechanism can find the error resource in time taking place with new backing 
resource, and also can find heavy-loaded resource that will be repalced with light-
loaded resource. 
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2.2   Definition of Resource Co-reservation 

We define the resource co-reservation R according to following parameters: 

--ts： Reserve start time 
--te： Reserve end time 
--sc： Reserve service type 
--ri：The type of various resource, for example, computing resource, network 

resource, or memory resource 
--c ( r, t )：Capability fuction, reture the capability provided by resource r at 

moment t  
According to these concepts, we can define the demand of muti-resource co-

reservation as follws: 
    R(ts, te, sc, {( r1, c(r1, t)), .., (rn, c(rn, t))}) 

3   Simulations and Analysis 

We used simulations of a network with a power law link distribution PLOD[4] to 
validate our analytical results. The prototype system is programmed by java, and 
tested on Linux. 

On the aspect of fault tolerance, we compared the reservation mechanism on the 
base of VR and fixed resource. Suppose in the system the type of resource is 50, the 
total number of resource is from 64 to 4096, each resource being invalid with 
probability from 10% to 20%. Resource reservation experiments are done with group 
of different resource number. Every group is tested 10 times, and the failure 
probability is figured out. The result is shown as Figure 1. The abscissa is the number 
of resource, and the ordinate is the failure probability of resource reservation. 

The experiment result shows that the fault tolerance performance of resource 
preserve mechanism based on VR is better than based on fixed resource. The more 
amount of resource  
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Fig. 2. Comparison fault tolerance of VR mechanism and fixed resouce 
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4   Conclusion 

In grid, existing resource reservation mechanism is not flexible. We propose a 
mechanism of resource co-reservation based on visual resource model. In this model, 
we preserve resource from service-oriented perspective, providing service quality 
assurance for service consumers. Visual resource having the property of stability, 
dynamic and user-transparent fault tolerance, is a feasible resource reservation 
mechanism. 
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Characteristics of Risky Merging Driving Behavior on 
Urban Expressway 

Yulong Pei, Weiwei Qi, and Chuanyun Fu 
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Harbin 150090, China 

Abstract. According to statistical data, risky merging driving behavior has taken 
adverse impact on traffic safety, and it widely exists in the ramp connecting section 
of urban expressway. Risky merging driving behavior can be divided into three 
types considering the difference in merging speed of vehicle, and the statistical 
characteristics of risky merging are analyzed based on video data. Because 
different traffic flow parameters have different effect on risky merging, rate of 
risky merging will rises with the higher traffic volume and lower traffic speed of 
main road. Results show that the appropriate length of acceleration lane can reduce 
rate of risky merging, and the security risks on risky merging comes from traffic 
conflicts initiated by merging gap selecting of ramp vehicle. Furthermore, one 
times of the most dangerous directness type leads to 3.29 times of traffic conflicts. 

Keywords: risky driving behavior, risky merging, type classification, statistical 
characteristics, video data. 

1   Introduction 

Risky driving behavior has become an important cause of vehicle injury on highway 
safety. The relationship between risky driving habits, prior traffic convictions and 
motor vehicle injury is examined in New Zealand, and different strategies are required 
for different high-risk groups (Blows, et al., 2005). Male and teen drivers reported 
engaging in risky driving behaviors more frequently than female and adult drivers 
(Rhodes, et al., 2011). Young and male riders were more likely to disobey traffic 
regulations in Taipei (Chang, et al., 2007). Risky driving is not an isolated behavior, 
and it always happens with other bad habits for boys or girls (Bina, et al., 2006). The 
risky merging is an important aspect of risky driving, and the extended acceleration 
lane could facilitate merging (Waard, et al., 2009). The merging model and travel 
distance model of ramp vehicles is set up with differential method (Li, et al., 2002). 
Characteristics and capacities of the on-ramp merging region were analyzed to explore 
the influence of acceleration lane length (Zhi, et al., 2009). In order to reduce the risky 
diving behavior, the research can expand from the relative factors: traffic flow 
parameters and acceleration lane length. 

2   Categories of Risky Merging Driving Behavior 

The risky merging, which is defined as a driving behavior that drivers select the gap 
less than critical safe gap to merge into main road flow, always occurs on the ramp 
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connecting section of urban expressway. The intersection region of ramp connecting 
section is shown in figure 1. The merging speed of ramp vehicle is related to the traffic 
security closely, so risky merging driving behavior can be divided into three types 
based on the merging speed of ramp vehicles. 

① Directness type of risky merging driving behavior is that the vehicle from ramp 
merges into the main road directly without a process for deceleration. 
② Buffer type of risky merging driving behavior is that the vehicle from ramp 

merges into the main road slowly with a process for deceleration. 
③ Waiting type of risky merging driving behavior is that the vehicle from ramp 

merges into the main road very slowly with a process for decelerating to zero km/h. 

 

Fig. 1. Ramp connecting section on the urban expressway 

3   Relative Factors of Risky Merging Driving Behavior 

The relative factors of risky merging driving behavior can be divided into four aspects 
in the transportation systems, e.g. driver, vehicle, road and environment. This article 
focuses on the impact of risky merging driving behavior from the flow parameters and 
acceleration lane length. 

3.1  Relationship between Traffic Flow Parameters and Risky Merging Driving 
Behavior 

The experimental data have been got via video capture on traffic flow of the ramp 
connecting section in urban expressway. Data is divided into different types based on 
the different traffic volume and traffic speed in main road. Rate of risky merging 
driving behavior is analyzed by different types of main road traffic flow parameters. 
Further, the proportion of risky merging driving behavior is counted via directness 
type, buffer type and waiting type, and specific data is shown in table 1. The analysis 
result for statistical data about the risky driving behavior in table 1 is shown in figure 2 
and figure 3. 
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Table 1. Statistical data of risky merging driving behavior based on traffic flow information 

type of risky merging 
behavior 

directness 
type (%) 

buffer type 
(%) 

waiting type 
(%) 

rate of risky 
merging (%) 

300 < 66.67 20.00 13.33 4.5 

300-600 47.62 28.57 23.81 6.3 

600-900 27.78 52.78 19.44 10.8 

traffic 
volume of 
main road 

(pcu/h) 
900-1200 21.28 53.19 25.53 12.1 

< 40 35.71 53.57 10.71 9.6 

40-55 35.71 50.00 14.29 7.1 

55-70 30.77 55.38 13.85 5.4 

70-85 27.03 59.46 13.51 2.7 

traffic speed 
of main 

road 
(km/h) 

> 85 23.53 63.53 12.94 1.5 
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          (a) Main road volume                       (b) Main road speed 

Fig. 2. Proportion of risky merging under different traffic flow factors of main road 
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Fig. 3. Rate of risky merging under different traffic flow factors of main road 

The proportion for different types of risky merging driving behavior is shown in 
figure 2(a). We can get that proportion of directness type cuts down, proportion of 
buffer type rises, and proportion of waiting type is stable with the augmenting of main 
road traffic volume. The same conclusion can be got from the figure 2(b), in addition, 
the different point is that proportion of buffer type > directness type > waiting type, no 
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matter how much the speed of the main road is. Figure 3 indicates that rate of risky 
merging driving behavior increases gradually with the adding of main road volume, but 
decreases with the adding of main road speed.  

3.2  Relationship between Acceleration Lane Length and Risky Merging Driving 
Behavior 

Acceleration lane makes the role of cushion when the vehicles merge into main road 
from ramp on urban expressway. Length of acceleration lane impacts on traffic flow 
characteristics directly, and it provides vehicles with space and position to accelerate to 
an appropriate speed. We divided acceleration lane length into five types based on 
characteristics of risky merging, and occurrence number of the directness type, buffer 
type and waiting type were calculated out respectively. Moreover, number of risky 
merging behavior and traffic conflicts is also shown in table 2. 

Table 2. Statistical data about risky merging via different length of acceleration lane 

length of acceleration lane (m) type of risky merging behavior 
50-100 100-150 150-200 200-300 >300 

directness type (times/hour) 21 19 7 6 6 
buffer type (times/hour) 25 23 19 15 13 

waiting type (times/hour) 11 7 5 3 2 
total number of risky merging behavior 57 49 31 24 21 

number of traffic conflicts 91 78 46 36 32 
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Fig. 4. Distribution of risky merging under different acceleration lane length 

The figure 4 shows that number for three types of risky merging driving behaviors 
decreases with length of acceleration lane increasing. The directness type has a 
catastrophe point; but the buffer type and waiting type changes smoothly. The results 
show that sufficient length of the acceleration lane can reduce rate of risky merging 
driving behavior effectively. 

The fitting curve between total number of risky merging behavior and length of 
acceleration lane shows in the figure 5(a), and the fitting curve between number of 
traffic conflicts and total number of risky merging behavior shows in the figure 5(b). 
The function model of the two fitting curve is as formula (1) and formula (2). 
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Fig. 5. Fitting curve between total number of risky merging and length of acceleration lane 

3 21.1667 -9 8.8333 56.4y x x x= + +   2 0.9888R =                (1) 

1.6645 3.9868y x= −   2 0.9986R =                (2) 

The research results shows that the connection between total number of risky 
merging behavior and length of acceleration lane is cubic function, and the connection 
between number of traffic conflicts and total number of risky merging behavior is 
linear function. Forever, the design length of acceleration lane is not less than about 300 
meters to keep traffic safe.  

4   Security Risks on Risky Merging Driving Behavior 

The impacting degree on traffic safety for different risky merging driving behaviors is 
different via category index selecting, and the video data of different observation 
location is shown in table 3, which contains number of risky merging behavior and 
number of traffic conflicts (times per hours). 

Table 3. Statistical data for risky merging behavior and traffic conflicts about several samples 

number of risky merging behavior (times / hour) number of 
sample directness type buffer type waiting type 

number of traffic 
conflicts  

(times / hour) 
1 23 18 15 126 
2 12 27 11 103 
3 9 12 26 80 
4 13 10 12 75 
5 19 27 21 137 

 

The argument of directness type, buffer type and waiting type is defined as DX , BX  
and WX ; number of traffic conflicts is defined as Y . The relational model about traffic 
conflicts and risky merging is established from the data in table 3, which is shown as 
formula (3). Residuals and standard residuals of Y  are shown in table 4. 

3.29 1.93 1.05 0.06D B WY X X X= + + +                      (3) 
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Table 4. Residuals and standard residuals of the regression model 

predictive value (Y) 126 103 80 75 137 
residuals -0.2427 -0.1535 -0.1418 0.2536 0.2844 

standard residuals -0.9752 -0.6168 -0.5697 1.0189 1.1427 

The results show that the hazard of directness type is the highest-level via the 
regression coefficient of formula (3), and one times of directness type leads to 3.29 
times of traffic conflicts; the hazard of buffer type is intermediate-level, and one times 
of buffer type leads to 1.93 times of traffic conflicts; the hazard of waiting type is the 
lowest-level, and one times of waiting type leads to 1.05 times of traffic conflicts. 

5   Conclusions 

The categories, factors and security of risky merging driving behavior are studied based 
on measured data, and the conclusions are as follows:  

(1) The risky merging driving behavior is divided into directness type, buffer type 
and waiting type based on the merging speed of ramp vehicle;  

(2) The traffic volume and speed of main road impacts risky merging driving 
behavior significantly, and rate of this driving behavior is in direct proportion with 
traffic volume, but inversely proportional to traffic speed;  

(3) The length of acceleration lane has close relation with risky merging driving 
behavior, and an adequate length of acceleration lane can reduce rate of risky merging 
driving behavior efficiently;  

(4) The risky merging driving behavior is significantly associated with traffic safety, 
and one times of risky merging driving behavior leads to about 2 times of traffic 
conflicts;  

(5) The scope of practical application for the research conclusions is limited because 
of the restricted source for sample data.  
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Abstract. To promote the automobile driving safety, A tire burst early-warning 
system was designed using direct type technology. The paper described the 
mechanism of automobile tire burst and the principle of automobile tire burst 
early-warning system. The hardware implementations of the tire sensing 
module designed with the highly integrated chip MPXY8300 and the central 
control module based on microprocessor MC68HC908 and UHF transceiver 
MC33696 were described in detail, and the software flows of two modules and 
wireless data communications were given as well. The direct type automobile 
tire burst early-warning system designed in this paper has a high practical value.  

Keywords: tire burst early-warning system, automobile tire, tire burst mechanism, 
wireless communication. 

1   Introduction 

Tires are the important part of automobile moving system and play the roles of 
supporting and running. Tire properties have direct effect on the automobile 
performance such as safety, smooth, comfort and transport efficiency. According to 
the joint statistics from the Ministry of Public Security and the Ministry of Transport 
of the People’s Republic of China, 70% traffic accidents occurred in national highway 
in 2008 were caused by tire burst and the rollover death rate was 100% when any 
front tire burst at the speed of more than 120km/h [1]. The statistics from the 
Information Center of the Ministry of Transport of the People’s Republic of China 
implies that tire bursting, fatigue driving and speeding are the three important reasons 
causing highway accidents, and tire bursting is the primary one because of its 
complexity and uncontrollability. The survey from the Society of Automotive 
Engineers showed that the number of traffic accidents caused by tire failure each year 
in the United States was more than 0.26 millions, of which the rate of the tire failure 
caused by under-inflation, leaks and too high temperature was 75% [2]. The traffic 
accidents caused by tire failures bring about huge losses to society, so how to prevent 
tire bursting has become an important research of automobile electronic technology. 
The tire burst early-warning system is a key element and component in the in-car 
electronic system, and one of essential functional elements for future intelligent 
vehicle. This new technology about the accident prevention out of tire burst 
prevention reveals a new concept of traffic safety precautions. 
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At present, there are two main methods to implement the automobile tire burst 
early-warning system: direct and indirect. The indirect method, which appeared earlier, 
monitors the pressure by calculating the tire rolling radius and is used together with 
automobile Antilock Braking System (ABS) without requiring any additional 
hardware. Using wheel speed sensors, ABS measures the speed of each wheel. When 
the pressure of a tire reduces, the rolling radius decreases and the wheel speed 
increases correspondingly. The purpose of monitoring the tire pressure can be achieved 
by comparing the speed difference between tires and detecting the relative changes in 
pressure of the two tires [3-4]. But the indirect method has some limitations. First, the 
trouble tire can not be determined. Second, the system can not work in some cases, for 
instance, the pressure of coaxial tires or over two tires are both low, the speed is more 
than 100km/h and so on [5]. The direct method measures the pressure and temperature 
of each tire directly through the pressure sensors fitted in each wheel and transmits the 
detected data to main controller fixed in the cab for processing by means of wire or 
wireless. Most of the direct type system use wireless means to transmit data of pressure 
and temperature presently and the system structural framework is shown in Fig. 1. The 
direct method can measure the pressure of each tire directly and determine the trouble 
tire, so it becomes the main method of implementing automobile tire burst early-
warning system. Starting from researching the mechanism of tire bursting, this paper 
designed a direct type automobile tire burst early-warning system. The system is 
scientific in tire burst early-warning threshold, low in power consumption, can directly 
measure the actual pressure and temperature inside tire real time, is easy to determine 
the trouble tire and has a high accuracy and reliability. 

 

Fig. 1. Structural framework of the direct method 

2   Mechanism of Automobile Tire Bursting 

Factors that affect tire burst mainly include tire work pressure, load, speed, 
temperature, road conditions and chassis technical status and so on. Ultra-load and 
high speed can cause the tire temperature and pressure rise. Road conditions and 
chassis technical status directly affect the tire pressure. Tire deformation increases 
during low tire pressure. The friction coefficient doubles when ground area of tires 
increases. Tires in high-speed driving accumulate heat rapidly and the tire 
temperature rises sharply, leading to a burst. Traveling at low speed state, the tire 
damage due to too large tire deformation becomes larger, which brings hidden risks of 
tire burst at high speed. Meanwhile, insufficient pressure increases the tire sinkage 
obviously and driving resistance, reducing the tire life. The study results show that  
the tire pressure and temperature are the most critical factors of causing tire burst and 
the constraint relations between them uncertainty. So it is necessary to establish the 
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tire burst modeling strategy which merges the characteristics of pressure gradient, 
temperature gradient and generalized gradient, using time series analysis to model the 
tire temperature and pressure. Considering the technical requirements of modeling 
accuracy and real-time, AR(p) model identification of tire bursting mechanism based 
on pressures and temperatures should be studied. In order to describe the relations 
between tire burst and tire temperature and pressure accurately and quantitatively, the 
automobile tire burst early-warning thresholds should be determined by using 
immune algorithm and genetic support vector machines, which is tire pressure and 
temperature thresholds of two-dimensional four values.  

3   System Working Principle 

The direct type automobile tire burst early-warning system was designed according to 
the structural framework shown in Fig. 1. The system includes four identical tire 
sensing modules and one cab central control module. In tire sensing modules, the 
sensor which uses MEMS miniature sensor can measure the pressure, temperature and 
acceleration inside tires; high-frequency emission part consists of RF mixing 
transmission circuit, matching network and antenna, realizes the function of data 
wireless transmission; microcontroller is the core of this module, it controls the sensor 
to measure the pressure and temperature inside tire, conveys the processed data to 
high-frequency part and transmits them through antenna. Since the system adopts the 
active direct method, there is a Lithium battery part in the tire sensing module to 
power the entire module. In the cab central control module, high-frequency receiving 
part consists of antenna, matching network and demodulation circuit and receives the 
pressure and temperature signals from the tire sensing module; data displaying part is 
composed of display circuits and alarming circuits and shows the data of pressures 
and temperatures computed and processed by the microprocessor; the microprocessor 
controls the high-frequency receiving part to receive the tire pressure and temperature 
signals, computes and processes them, controls data displaying part to display the data 
of pressure and temperature and realizes sound and light alarm according to the preset 
tire pressure and temperature early-warning thresholds. 

4   System Hardware Implementation 

4.1   Hardware Implementation of Tire Sensing Module 

In the tire sensing module, the key component is the sensor responsible for detecting 
tire pressure and temperature, the core component is single chip microcomputer 
(MCU). The current sensors used in this area are Infineon SP series, Freescale MPXY 
series, GE NPX series and so on, as well as their constantly upgrading to improve the 
various performance. This paper used Freescale MPXY8300 chip shown in Fig. 2. This 
chip provides a highly integrated, cost-effective solution, with advanced pressure 
sensor, temperature sensor, acceleration sensor, voltage sensor, signal conditioning 
circuit, low-frequency receiver/decoder, RF transmitter and 8-bit microcontroller into 
one, only needs minimal external components, reduces system size, shortens the  
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Fig. 2. Block diagram of tire sensing module hardware implementation 

product design cycle and cuts down the prices greatly [6]. There is only need to design 
the crystal oscillator, matching network and antenna. The matching network and 
antenna design as PCB style, with the NX3445GA as the crystal oscillator to provide 
time base for MPXY8300 and CR2450 as the Lithium cell to power the entire system. 

4.2   Hardware Implementation of Cab Central Control Module 

Fig. 3 shows the block diagram of cab central control module hardware 
implementation. The system used Motorola chip MC68HC908 as the microprocessor 
and tuned UHF transceiver MC33696 as the main chip of the high-frequency 
receiving part. The chip MC33696 corresponds to the UHF transmitter integrated in 
chip MPXY8300 of the tire sensing module. The matching network and antenna were 
designed as PCB style. The LCD mode was used to display the data of tire pressures 
and temperatures as well as the position of the trouble tire. The buzzer and LED were 
selected for sound and light alarming. 

 

Fig. 3. Block diagram of cab central control module hardware implementation 

5   System Software Design 

According to the hardware module constituent, the software design of automobile tire 
burst early-warning system is also divided into the software design of tire sensing 
module and cab central control module. Some functions of data wireless transmitting 
and receiving involved in the two modules can be merged into the software design of 
wireless communication module. 

5.1   Software Design of Tire Sensing Module 

The main work of tire sensing module program is the system initialization, measure 
control, the simple processing of measured data and emission control. Fig. 4 shows 
the main program flow chart and the relevant interrupt service subroutines flow chart. 
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a. Main program flow chart           b. Interrupt service subroutine flow chart 

Fig. 4. Program flow chart of tire sensing module 

Analyzing and processing data in tire sensing module mainly judge the data of tire 
pressure and temperature measured real time. The comprehensive processing of 
pressure and temperature is implemented by software of central control module. When 
the program checks an abnormal condition, the status information can be transmitted to 
central control module through transmitter wirelessly. The microcontroller is in STOP 
mode most of time and there is the minimum power consumption in this state. Because 
there are low power wake-up timer and periodic reset driven by LFO in the chip 
MPXY8300, the microcontroller can be out of STOP mode and starts measuring 
pressure and temperature immediately after waking up every time. 

5.2   Software Design of Cab Central Control Module 

The main functions of cab central control module program is initializing the central 
control module, controlling UHF receiver, further processing pressure and 
temperature information received, displaying data and executing alarm. Fig. 5 shows 
the main program flow chart and the software programs of displaying circuit and 
alarming circuit are not discussed here. 

The microprocessor can calculate the check sum of the data frame again when 
receiving the data frame from UHF receiver MC33696 and compare it with the one 
received. After the frame check sum is verified correct, the tire ID inside the frame 
will be compared with four tire IDs stored in the memory of microprocessor. If the ID 
is found matching, the status information of this data frame should be stored in the 
RAM cell which is reserved for saving the status information of this position tire. 

5.3   Software Design of Wireless Communication Module 

A simple and reasonable communication protocol is needed for the combined 
program based on UHF transmitter and receiver. In this automobile tire burst early-
warning system, data are transmitted at the rate of 9600bps using FSK modulated 
Manchester encoding. The data transmitted by tire sensing module are packaged as 
data frame. When the MCU of tire sensing module decides to transmit data frame, it 
can wake up the receiver, transmit the data and get back to dormancy state again. 
Table 1 shows the format of data frame [7]. 
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Table 1. Format of data frame 

Prefix Tire ID Pressure Temperature State Check sum Stop 

16 bit 32 bit 8 bit 8 bit 8 bit 8 bit 2 bit 

 

                

Fig. 5. program of central control module Fig. 6. Program of wireless communication module

 
Fig. 6 shows the program flow chart of data communication between microprocessor 

MC68HC908 and UHF transceiver MC33696 through the SPI serial protocol interfaces. 

6   Conclusion 

The automobile tire burst early-warning system will become one of the essential 
functions in automobile safe system. The direct type technique is the main 
implementing method. Using highly integrated chip MPXY8300, microprocessor chip 
MC68HC908 and UHF transceiver MC33696, this paper designed a direct type 
automobile tire burst early-warning system and gave the hardware implementation 
and software program flow. The system has advantages of high integration and stable 
performance, can monitor the hidden trouble of automobile tire bursting under driving 
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condition and warns in time. The system has a long service life and adapts to a bad 
working environment. Application of this system can prevent the occurrence of tire 
bursting to some extent, so as to improve the safety of high-speed automobile and has 
a high practical value. 
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Abstract. Tourism service quality in an organization is defined in terms of 
quality of excellence, quality of value, quality of conformity to some extents, 
and quality is viewed as a very important for meeting tourism customer 
expectations. Therefore, excellence in tourism service quality involved using 
service quality technology is becoming very important. The value of 
information systems can be realized by improving profit margins for the 
tourism enterprises, by which the useful applications and maintainable software 
can be provided. Information systems quality as conformance denotes designing 
the systems that conform to the end tourism consumers’ information 
requirements. This paper tried to compare with the previous service studies and 
testify whether the tourism service quality evaluation model could capture the 
study of tourism service phenomena to find the importance of organizational 
impact to enhance tourism service quality. 

Keywords: Information systems, tourism service quality, measurement, 
Evaluation. 

1   Introduction 

Tourism service quality can be understood defined by Liang (Liang, 2008). Due to the 
current number of tourism enterprises in the service of each quality system are lack of 
effective interface between subsystems mechanism, resulting in not to mention 
tourists for high-quality tourism products. In order to meet the tourism customer 
expectations, the quality of information systems is accomplished by offering 
appealing, user-friendly interfaces, entertaining user requests for change.  

This study tried to compare with the previous service studies of tourism service 
phenomena to find the importance of organizational impact in terms of the 
information systems being applied to tourism service quality. In fact, the information 
systems applied to tourism service quality represents the quality of information 
processing itself and the impact of the organization, such as a tourism enterprise. In 
fact, the software for a tourism consumer is easy to learn, as well as, easy to be 
maintainable. Information quality, a new concept that is related to the quality of 
information system for tourism enterprises, can be described in terms of outputs that 
are useful for business users, relevant for decision making, and easy-to-understand, as 
well as outputs that meet users’ information specifications. Tourism service quality is 
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defined as the level of tourism service delivered by information systems, which 
provide tourism consumers in terms of reliability, responsiveness, assurance, and 
empathy. These concepts of information systems in terms of tourism service quality 
are reflected through information systems meeting tourism consumers’ expectations. 

2   Literature Reviews 

Tourism service is a very important issue which depends on the aspects with intrinsic 
attributes of some activities related with this kind of service: activities that happen in 
tourists’ tourism activity and tourism consumption, such as arriving at airport, 
traveling in scenic zone, experiencing some foods, and so on. In spite the kinds of 
tourism service, the quality is essential. Therefore, more and more researchers try to 
study the contents of tourism service quality. See Fig. 1. 

Research on tourism service quality 
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Information systems 

After-sales service
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definition 
of quality
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Fig. 1. Research on tourism service quality 

Total Quality Management influences organizational performance as quality of 
products and services has been found to be the most important factor determining 
businesses’ long-term success (Anderson and Zeithaml, 1984). The productivity, 
service, knowledge, skills, self-awareness and corporate identity, as well as, the sense 
of responsibility of the employee in tourism enterprises can be improved(Tu, 2010). 
Total Quality Management uses a broad definition of quality. It is not only related 
with the final product and service, but also with organizations which were more 
important for enhancing the tourism service. So, how to quickly respond to customer 
complaints, and to provide for the customers to experience better after-sales service 
for themselves (Zhang, 2008), it should be more paid attention to. Information 
systems are designed and constructed accuracy method for the system development 
process (Geoffrey Wall,2005). Nevertheless, application of IS quality management 
techniques such as the Capability Maturity Model (CMM) has resulted in improved 
system development productivity. Organizations can achieve improvements in system 
quality, development cost, and project schedule with IS quality management 
practices. Some of these practices include institutionalization of quality management 
practices, senior management leadership, and establishment of performance standards 
for system development activities and experiences with the employee of tourism 
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enterprises (Choy,D.J.L.,1995). However, an integrated approach to the application 
techniques of the IS context is lacking. In spite of their importance of the practice, the 
aspects of information systems quality have not been given adequate emphasis by IS 
researchers. Petter et al. (2008)believed that there is insufficient empirical evidence to 
evaluate most of the relationships at the organizational level. 

The recent study analyzed the relationship between leadership, information system, 
service quality, and net benefits of tourism enterprises through a field survey of a 
municipal model, which showed support for the relationship between overall tourism 
service quality and overall net benefits of tourism enterprises in this setting. The net 
benefits construct used is not solely an organizational impact instrument as it has 
three questions relating to individual satisfaction, individual performance, and 
organizational performance.  

3   Organizational Impact 

The quality of information systems has been grouped by previous researchers into 6 
factors: system quality, software quality, hardware quality, data quality, information 
quality, as well as, service quality in improving the tourism service quality. See Fig. 2. 

 

Fig. 2. Improving the tourism service quality 

As we all know, system quality and software quality for tourism service quality are 
closely related as both relate to the technical aspects of a tourism management 
software system. Organizational impact represents the benefits of tourism enterprises 
received by an organization because of information systems applications. An 
information system impacts the tourism enterprises by changing the markets, products 
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and services or the economics of tourism service. An instrument for organization has 
impacted the business value of information system on various business activities 
within the value chain. The six dimensions used by this paper are process planning 
and support, supplier relations, service and operations, service enhancement, 
marketing support, as well as, customer relations. The dimensions mentioned above 
were intended to span all value chain of activities to meet the premise which the 
information system impacts are of both primary and secondary activities of a value 
chain during the tourism activities.  

Organizational impacts are always related to organizational performance, which 
means to improve the tourism service quality in terms of the organization of tourism 
enterprises. For example, ESPS include the contact number of factors, sense of 
mission, the evaluation of superiors and colleagues, communication, personal training 
and development, and five aspects of the workplace to explore how the hotel’s 
internal service quality management(Qi Ling, Shi Yingping,2006) . There are five 
indicators that compose the construct of organizational impact, two of which are 
related to internal impacts and three to external impacts. Tourism service cost control 
is concerned with reduction of costs of new tourism service designs. Internal 
organizational efficiency is related to efficiency considerations of the decision making 
process, internal communication, strategic planning, and profit margin. Tourism 
service supplier search costs reflect the ease with which alternate supply sources and 
alternate tourism services can be found and the cost effectiveness of the suppliers 
handling the tourism enterprises’ business. Tourism service enhancement was defined 
in terms of the extent to which information systems improves the quality and 
availability of tourism services to tourism customers. Market information support was 
defined as the information provided to the firm with respect to tourism customer 
needs, market trends, and new markets.  

4   Tourism Service Quality 

4.1   System Quality 

In tourism enterprises, system quality represents the quality of the information system 
processing during the business, which includes software and data components. 
System quality is related to whether there are bugs in the system, the consistency of 
tourism users’ interface, quality of documentation, as well as, sometimes, quality and 
maintainability of program code. System quality is measured by attributes such as 
ease of use, functionality, reliability, data quality, flexibility, and integration. 

4.2   Information Quality 

Information quality refers to the quality of outputs the information systems produces, 
which can be in the form of reports or online screens. It is defined with four 
dimensions of information quality: accuracy, completeness, consistency, and 
currency. Accuracy is agreement with an attribute about a real world entity, a value 
stored in another database, or the result of an arithmetic computation. Completeness is 
to be defined with respect to some specific application, and it refers to whether all of 
the data relevant to that application are present. While consistency refers to an 
 



302 M. Wei 

 

Fig. 3. Four dimensions of information quality 

absence of conflict between two datasets, currency refers to up-to-date information. 
Researchers have used a variety of attributes for information quality. See Fig. 3. 

In this paper, ease of use and timeliness are included in system quality because 
they are influenced by the hardware/software system itself. Thus, two broad 
categories for information quality can be drawn, which are both information content 
and information format. Information content measures the relevance of the 
information presented to the user in the report/inquiry screens and the accuracy and 
completeness of the information. Information format measures the style of 
presentation of information and whether information is provided in a way of the 
format easy to be understood.  

4.3   Service Quality 

The construct of tourism service quality has been defined as the degree of discrepancy 
between tourism customers’ normative expectations for tourism service and their 
perceptions of service performance. A supply chain performance appraisal method 
that is aimed at the subjective judgment and some direct results when we perform the 
multi- essential factors appraisal of the supply chain(Zou,2005). According to the 
fuzzy theory, we establish the fuzzy synthetic performance appraisal model that can 
handle incorrect information, thus it is helpful to correctly appraise the performance 
level of the supply chain and diagnose existent questions, which culminated in the 
development of the SERVQUAL instrument.  

5   Methodology 

The measurements of tourism service quality are applied to this paper are system 
quality, information quality, service quality and organizational impact. For each 
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construct, the underlying domains of construct are identified to represent each 
domain. The constructs for their psychometric properties were tested at last.  

In addition to background information system, the questionnaire included items 
that asked respondents about their perceptions of tourism business impact, system 
quality, information quality, and tourism service quality. Regarding the organizational 
impact of tourism enterprises, the respondents were asked to give on a 7-point scale 
(1 means strongly disagree, while 7 means strongly agree) their perceptions regarding 
a statement. Respondents of tourism enterprises in Xiamen, China were asked to 
return the questionnaire either in written form. A reminder was sent to non-
respondents two weeks just after the initial mailing. Approximately 19 respondents 
were not usable because the questionnaires were returned through the e-mail as 
undeliverable, and the completed and returned questionnaires were incomplete too. At 
last, a total response of 381 usable questionnaires was useful, which is representing 
approximately a 95% response rate.  

For testing the discriminant validity of hypothesized scales, two criteria can be 
chosen: one is the square root for a construct which should be larger than their 
corresponding inter-construct correlation coefficients, and the other is the items of 
construction loadings which might exceed the inter-construct cross loadings at least 
0.1. As the tests carried out above, the AVEs range from 0.62 to 0.85 and each AVE 
were much larger than the corresponding squared inter-construct correlations. See 
Table 1. 

Table 1. Testing for discriminant validity 

 System 
quality 

System 
quality 

System 
quality 

System 
quality 

System quality 0.78    

Information quality 0.74 0.85   

Tourism service 
quality 

0.81 0.70 0.83  

Organizational 
impact 

0.72 0.74 0.62 0.65 

6   Conclusion 

The analysis model of this paper is then empirically validated using data collected 
from a field survey of tourism enterprises in Xiamen, China. The study has two key 
contributions for evaluating and improving tourism service quality. On one hand, it 
provides a link between information quality and tourism service quality with the 
organizational impact; On the other hand, the research question for this study was 
information quality and tourism service quality related to the impact organizational 
performance measurement and evaluation. In short, the resulting of this paper showed 
significant direct or indirect links of system quality, information quality, and the 
service quality.  
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Abstract. The real-time interactive remote video teaching system studied by 
this paper is designed and developed by FMS technology, which provides a 
consistent and efficient modern teaching method for remote education. The 
system is constituted by two modules: courseware teaching module and 
interactive teaching module. This system breaks through the constraints of time 
and space of the traditional teaching, which is new and flexible to simulate the 
classroom teaching environment and to communicate with each other. 

Keywords: Remote video teaching, Real-time interactive, FMS. 

1   Introduction 

The 21st century is highly information-oriented society, with the rapid development 
of network information technology and higher quality and quantity of personnel 
requirements in modern society, information technology enters into a traditional 
classroom gradually. The traditional teaching model in the current education system 
still holds an important position, but there are some limitations. The remote education 
by using network technology [1], makes teaching methods to be of cross-regional 
nature in the space level, you can use the Internet for real-time interaction, but also 
upload some excellent educational resources to a network server and share them. The 
remote education is an important part of online education, the so-called real-time 
interactive video remote teaching makes use of computer network communication 
technology and multimedia technology to teach and learn, which breaks through the 
time and space constraints, so that a user in anywhere is able to learn through the 
network, and both teachers and students can conduct real-time interactive teaching 
and learning activities [2].  

2   Design Idea of This System 

2.1   The Basic Theory of Design   

With the popularity of Internet technology, the remote education is experiencing a 
changing process from "far" to "close” Although the physical distance still exists, but 
the actual learning "space" among students is closer. The network teaching can get 
better interactivity than traditional classroom teaching, not only that, the application 
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and promotion of  Internet and WWW makes the remote education to change 
gradually from the behaviorism learning theory  to the constructivism learning 
theory. The J. Piaget's constructivism learning theory: knowledge is not obtained by 
teachers’ teaching, but obtained by way of the meaning construction with the help of 
others and the use of the necessary learning information when learner is in a certain 
social and cultural background. 

The remote teaching through the Internet, which is not limited in time and place, 
teachers and students can be on Internet in their own fit time and place, it provides a 
real-time interaction between teachers and students, also between students and 
students through the network. Therefore, The internet-based remote education for 
learners provides a constructivist learning environment and more opportunities to use 
contexts the knowledge they have learned in different environment, fully embodies 
students’ creative spirit, and the students have a understanding of objective things and 
can solve practical problem according to their own action’s feedback.  

2.2   Design Principles of the System  

The design goal of this system is to meet real-time interactive remote learning 
activities and do all aspects of teaching and learning activities on the Internet. Basic 
design principles of this system includes: interactivity, openness, availability, 
scalability, security, and so on.  

Remote teaching method is diverse, the exchange of information is of real-time and 
asynchronous nature, so streaming media technology can be used to pre-recorded 
video and audio information on classroom teaching, and a good pre-production of 
multi-media materials on demand through the network is used to learn at any time for 
students. This embodies asynchronous nature of remote teaching methods. Remote 
teaching activities focus on real-time interactivity, and real-time interactive is a 
advanced methods in the current, such as digital TV or video meeting, which makes 
use of interactive video and audio, interactive text, graphics, photos and shared 
whiteboard, that allows teachers and students to participate in remote teaching and 
learning as like a real-time interaction in the traditional classroom, it is much more 
convenient than to use BBS, E-mail, message boards and so on. 

This system is not only adapted to the different application of domestic bandwidth 
network environment, but also the overall level of domestic information education. 
The remote video teaching system on the basis of practical and outstanding features in 
the classroom teaching should have a large amount of easy to use, useful features, 
such as synchronized browsing courseware, web functions, and video interaction, etc. 
This system is necessary to consider the full sharing of information resources, also 
pay s attention to the protection and isolation of information, such as system security, 
data access rights control. 

3   Function Design of This System 

By implementing a real-time interactive remote education system based on internet, 
students and teachers will be able to do remote teaching and learning activities and 
have a real-time interaction by computer software. Function of this system is divided 
into two modules: courseware teaching module and interactive teaching module.  
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3.1   Courseware Teaching Function 

Courseware List.  The pictures, a variety of office documents, web pages and other 
multimedia resources which may be required for teachers are uploaded into 
courseware list, it is used to achieve a master synchronization browser for them.  

Courseware synchronization.  This system can automatically compress courseware 
which is uploaded to the server, teachers and students can simultaneously browse the 
Web pages. In addition, this system can also allow students to automatically 
download the courseware to local computer; teachers and students can do 
synchronized browsing and open the local files directly, without accessing the server, 
which can increase the speed of accessing courseware, save network bandwidth.  

Recording and Playing.  According to their needs, teachers and students can make 
courses lively; teacher side also supports re-recorded courseware to broadcast. 
Teachers can allow or prohibit students from recording courseware. 

3.2   Interactive Teaching Function  

In this system, students can study, have examinations, and discuss something. Images, 
text, graphics, sound and other information can be transferred between students and 
teachers. The system's main features includes: video and audio interaction, text 
interaction, whiteboard interaction, file interaction and so on [3].  

Video and audio interactive system.  Eight video sides can be displayed in users’ 
cross-section of this system, According to their needs users can at any time to switch the 
interface to be displayed; teachers can transmit teaching content and teaching scenarios 
to the network classroom in real-time, or you can play a student’s video. While teachers 
broadcast their own video, students’ video can be watched. Teachers can broadcast their 
own voice out, and allow a student to speak, or allow two students to broadcast their 
sound; when the voice broadcast is not opened in this system, teachers and students can 
whisper between them, it is possible to talk one to one, or one to many. The state of 
students’ raising their hands in the display box of teachers’ side, teachers may choose a 
student who have raised his hands and allow him to speak. When a student is allowed to 
speak, a dialog box will be popped up to remind students to speak. 

Text interactive system. In the section of text discussion, teachers can communicate 
and discuss with all students or a student by typing words. When teachers select a 
student in the list of personnel, he can send information to the student and have a talk 
one to one; other members cannot see their talking record. There are some prompts and 
announcements on system’s operational information in this text interactive system, such 
as how to allow someone to speak, how to record courseware. In addition, the system 
also has a dictionary filtering function, which is used to filter uncivilized terms.  

Whiteboard interactive system. On the whiteboard, teachers and students can plot, 
write, edit or paste existing graphics and pictures. Teachers can control permissions of 
using the whiteboard, allow or prohibit others from using the whiteboard, select 
whether to display the object’s creator on the board or not, set the created objects’ 
color, font and other attributes. This system currently supports ten whiteboards, which 
can be expanded as needed.  
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File sharing system. The system is a file sharing system based on FTP server, after 
the teachers ratified the file-sharing, a variety of resources in FTP folder  will appear 
in the file-sharing area for students who participate in online teaching to  upload or 
download. 

4   Architecture of This System  

Server side of this system. The server side of this system includes: Flash Media 
Server (FMS), IIS and SQL Server, among FMS is as a master server, IIS is a 
communication bridge between the database server SQL server and FMS server. 
(Remark: Flash Media Server is the most convenient and efficient solution for 
develop Web applications of audio and video , e.g., video chat room, video 
conferencing system, broadcasting system, audio and video message, etc. FMS 
streaming video technology now achieves carrier-grade level, which is an integrated 
application system with multi-point voice, video and data communications capability. 
In the existing network environment, you can easily carry different communication 
forms of audio, video and other data, it can be used for enterprises’ remote office 
management, online meetings, marketing and sales, business negotiation, online 
shopping, remote education, telemedicine, online performances and news releases, 
product demonstrations and promotions, corporate customers’  remote support and 
service and other fields[4].). 

Client side of this system. The client side of this system includes: Flash and HTML 
pages, users do not need to download the client, only need to simply open the 
website’s Flash web pages.  

Communication protocols of this system. The communication protocols of this 
system includes: HTTP, RTMP and message resolution protocols of this system.  

5   Interface Design and Realization of the System  

The system has been completed by developing and application testing in more than 
six months, and has won the first prize in the fourth colleges and universities 
multimedia courseware exhibition game in Jiangxi province, the main function’ 
interfaces are shown in Fig.1 and Fig.2.: 
 

  

Fig. 1. Teachers’ function’ interface  
 

Fig. 2. Students’ function interface 
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The user interface design of this system is of good maneuverability and intuitive, 
including text, icons, graphics, color and the design of other visual aspects The design 
of screen interface has a unified interface style by taking into learners’ visual 
psychological characteristics and highlighting the whole nature. Meanwhile focusing 
on the interface’s interaction, the control of content and the super-connected ordering 
of teaching content. Working region includes five control interface blocks: video 
display area, whiteboard, class member list, file sharing area and text interaction. 
According to their need, users can drag, resize, and move the plates to change their 
relative position in the interface, even to select or hide the plates and so on. 

6   Conclusion  

In this remote real-time interactive multimedia teaching system, some teaching 
resource flows are created by compressing the video and audio streams of teaching 
scene with the orders of synchronized browsing courseware, which are real-time 
transmitted to a remote student’s computer by network, students can do remote 
interactive teaching and learning by asking questions online, sharing teacher side’s 
programs, communicating by text, etc This system can be run in Internet, Intranet, 
satellite network, campus network, LAN, providing text, audio and video, 
courseware, electronic whiteboard, interactive broadcast teaching and breaking 
through the constraints of time and space in virtual reality classroom, as like in the 
same class for remote students through the real-time interactive audio and video. 
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Abstract. Tree based Orthogonal matching pursuit is proposed to overcome the 
convergence of sparse decomposition. Sparse decomposition can be fast solved 
by tree based matching pursuit, however, the tree based pursuit is locally best in 
essence, so it convergences very slowly. We propose the orthogonal matching 
pursuit algorithm that maintains full backward orthogonality of the residual 
(error) at every step and thereby leads to improved convergence. Also, it 
guarantees the sparsity of results and exactly of reconstructed image. Speech 
signal and earthquake signal are tested via Tree based orthogonal matching 
pursuit separately, both of which have better convergence performance than tree 
based matching pursuit.  

Keywords: Redundant dictionaries, Sparse decomposition, Tree structure, 
Orthogonal Matching Pursuit. 

1   Introduction 

In signal processing field, sparse decomposition is widely applied in signal, images 
and video because of its good properties, and this caused wide attention from 
scholars. It also becomes a research hot spot [1-6]. Different from orthogonal 
decomposition by wavelet etc, sparse decomposition is done in redundant dictionary, 
so the decomposed results is not the only solution, however sparse solution which was 
got though decomposition has great important meaning in compression and denoising. 
Usually, sparseness of signal decomposition is measured by non-zero number of 
coefficient vector, so searching best linear expansion of function in redundant 
dictionary is NP problem. 

In redundant dictionary, suboptimal iterative restoration algorithm has been used to 
develop the best approximation of the recovery function, for example basis pursuit [4] 
and matching pursuit [7], by relaxing the restrictions to the original optimization 
problem, both of them found a close answer to the optimal solution. Even so, the 
computational complexity of basis pursuit and matching pursuit is very high, for some 
special redundant dictionary, such as Reference [8] using orthogonal basis by means 
of two-step to approximate the atom, also using fast algorithm of the orthogonal basis 
to realize the optimization; Reference [9] using separable dictionary, with separable 
inner product to improve the speed of searching atom at matching. Meanwhile, 
Reference [10,11] using vector quantization method by eliminating uncommon used 
atoms to reduce the scale of dictionary and then improving the speed of sparse 
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decomposition. Never the less, the above algorithm is proposed for special atomic 
structure, and in the cost of approximate effect of the image to exchange for 
computation speed. Reference [2] puts forward an anisotropic atom, due to the good 
approximation characteristics and visual expression effect, it has a good image 
compression effect and also gets widespread use in image and video processing. 
However, such atoms obtained by generation function do not have effective 
calculation structure, inner product of all the atoms and signal in the redundant 
dictionary is needed to calculate. In this regard, from the clustering idea of decision 
tree, Reference [12] proposed a method that the redundant dictionary will be 
presented in hierarchical tree structure, provides a fast implementation method for 
image sparse decomposition, but the searching accuracy is not high. Further more, 
Reference [13] proposed the concept of using molecule that represent each sub-
dictionary to improve the accuracy of the algorithm, the tree leaves correspond to the 
original dictionary of atoms, the other nodes represented by molecules.  

Although, dictionary in hierarchical tree structure can achieve fast signal sparse 
decomposition, but the convergence rate drops, and interferes signal sparse 
expression. This paper will introduce a new method of combing the orthogonal 
matching pursuit and the expression of hierarchical tree structure, so that the sparse 
decomposition of the residual signal can converge to zero after a finite number of 
iterations. 

2  Fast Orthogonal Matching Pursuit Method Based on 
Hierarchical Tree  

If the dictionary meets enough irrelevant, so simple greed strategy base pursuit and 
matching pursuit is able to restore a good approximation.  Coherence of dictionary 
(redundancy) can use the dictionary of coherent coefficient to measure, it is defined as 
following: 

     
,
sup ,i j
i j D
i j

g gμ
∈

≠

=                                      (1) 

2.1   Creating Hierarchical Tree Structure of Atom and Redundant Dictionary 

Suppose the element of  dictionary { }i i
D g

∈Γ
= can be marked by set Γ  index. If 

set meets { }i i
D gΛ ∈Λ
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dictionary's minimum coherent ratio.  
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Minimum coherent ratio λΛ must be positive, so the molecules can express as sub-

dictionary. We can see by the condition, optimization standard expressed by sub-
dictionary depends on the average distance measurement to define a convex set, and it 
also means being able to use standard optimization tools to find optimal molecular. 
Sub-dictionaries expression that can be defined as the molecular and its equivalent 
definition is : 

    

1

arg min ( , )opt
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m
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m d m gΛ
∈Λ=

= ∑                            (3) 

By the condition (2) we can know, simple molecular definition implies that 

molecules and appropriate sub-dictionary meet σ λΛ Λ≥ . In other words, to increase 

molecules into sub-dictionary DΛ does not change the minimum coherence of sub-

dictionary. Condition (3) also allows the molecules included in the subspace formed 

by dictionary{ }D . Most clustering algorithms use centroid to represent a cluster, and 

centroid is the smallest average distance in the whole cluster. Using atomic distance 

to measure
2

( , ) 1 ,i j i jd g g g g= − ,with regard to dictionary DΛ , optimized 

centroid also is standardized molecules optmΛ  
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Block incoherent dictionary is a special dictionary which can be reduction. In 
reduction dictionary, and we can find a partition, and for this partition, it has a small 

block coherent ratio Bμ , defined as:     

    max max ,
i

j

B k l
i j k

l

g gμ
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∈Λ

=                                (5) 

If D can be reduced representation, D's coherent ratio is large. The contrary is not 
established. 

Dictionary D coherent ratio μ  can be large. For the block non-coherent 

dictionary, the structure redundancy is low, and the coherence of block structure 
provides redundant measurement of sub-dictionary. Redundant dictionary of 
hierarchical tree structure links high degree of coherence, blocks of non-coherent with 
incoherent dictionary. 

2.2   Orthogonal Matching Pursuit Algorithm Based on Tree Structure 

Pursuit algorithm make atoms produced at every step orthogonal to atoms produced 
before, so the signal projection is in the orthogonal space, and improve the sparse 
decomposition the convergence speed of the sparse decomposition. 

In practical applications, Dictionary D may traversal from different location of 

signal space though the translation operator. Suppose that pT  shifts generating 

function to the location of p, and it is an operator to maintain the support set and 
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Fig. 2. 2-D hierarchical tree structure (a) atoms in dictionary; (b)-(e) forming of molecular;  
(f) hierarchical tree structure of redundant dictionary 

energy constant of atoms, which can make generating function approximating or 
translating to any location of signal supported. In the root node, needing to calculate 

residual signal nR  and the product molecules of the first layer node of the tree, this 

step is equivalent to matching pursuit using tree's first layer of the molecular as a 
dictionary.  

To sum up, in this paper, a dictionary which bases on hierarchical tree structure of 
orthogonal matching pursuit algorithm is as follows: 

Input: { },i iT c m= , tree structure dictionary 
      W, the size of the local search window 
      f, signals needing to be addressed 

Output:{ }ng ,subset of selected atom 

      { }na ,atom coefficient of the corresponding projection 

Initialization: 0R f= , 0n =  

      
0,[ , ] arg max ,opt opt p c c n p cp c R T m∈=  

while  1optc >  do 

      0,[ , ] arg max ,opt opt p c c n p cp c R T m∈=
 

         optp p w− <
 

         end while 
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      1n opt coptg T g+ =
 

      { }11 2
1 , ,... n

n span g g g
R f P f

λ λ λ +
+ = −

 

       1n n= +  

  Until algorithm satisfies the termination condition. 

3   Experiment Results 

Redundant dictionary's generating function commonly uses Gabor functions. For the 
signal of 512 length, scale s often takes nine different values, and frequency ξ  takes 

50 discrete points, phase 0φ = , 256u = ; the number of atoms contained in the 

dictionary is 450(do not consider translation). It can be seen from figure 3, the 
convergence rate of orthogonal matching pursuit is often faster than the speed of 
matching pursuit, and figure 3 (b) shows that in the later iterations, convergence of 
matching pursuit is almost at a standstill, however, the orthogonal matching pursuit is 
still able to converge to zero in accordance with L2-norm. 

 
         (a) Part of the Voice signal "Greasy"         (b) Seismic signal "earthquake" 

Fig. 3. The original signal and the orthogonal matching pursuit approach based on hierarchical 
tree structure 

4   Conclusion 

In this paper, we propose the orthogonal matching pursuit algorithm that maintains 
full backward orthogonality of the residual (error) at every step and thereby leads to 
improved convergence. It ensures that the results of decomposition are sparse. 
However, how to optimize the structure of dictionary and enhancing the ability of 
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atom to express the signal is the direction to strive in the next step. This work is 
supported by the Natural science research project foundation of Education 
Department of Henan Province 2011A510024. 
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Abstract. This paper proposes an approach for specifying cyber physical 
systems based on aspect-oriented formal method, which exploits the diversity 
and power of existing formal specification languages. There is no requirement 
that different aspects of a system should be expressed in the same language. So 
the different aspects can be specified by one formal specification technique or 
different formal specification techniques. Cyber physical systems can be 
divided into different aspects such as functional aspects, timing aspect, 
sequential and concurrent behavior and synchronous communication. In this 
paper, we present a combination of the formal methods Timed-CSP and Object-
Z. Each method can describe certain aspects of a cyber physical system: CSP 
can describe behavioral aspects and real-time requirements; Object-Z expresses 
complex data operations. This aspect oriented formal specification method 
simplifies the requirement analysis process of cyber physical systems. A case 
study of train control system illustrates the specification process of aspect-
oriented formal specification for cyber physical systems. 

Keywords: Aspect-oriented, Real Time, Cyber Physical Systems, Formal 
Method, Object-Z, Timed-CSP. 

1   Introduction 

Cyber-physical systems (CPS)[1] are systems in which computational (cyber) 
processes interact closely with physical dynamical processes. Applications of Cyber-
Physical Systems include, among others, critical infrastructure control (electric 
power, water resources, gas and fuel distribution, transportation, etc.), process control 
and manufacturing, highly dependable medical devices and systems, traffic control 
and safety, advanced automotive systems, energy conservation and environmental 
control. The design and verification of cyber physical systems requires a good 
understanding of formal mathematical methods that are found in both computer 
science and the traditional engineering disciplines. These formal methods are used to 
model, verify, and design complex embedded systems in which the interaction of 
computational and physical processes must be approached in a holistic manner. 
Formal Description Techniques FDTs like Object-Z[2]and Timed-CSP [3] have been 
successfully applied to the specification of ‘‘traditional’’ communication protocols, 
services and network applications.  
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Aspect-oriented programming (AOP) [4] is a new software development technique, 
which is based on the separation of concerns. Systems could be separated into 
different crosscutting concerns and designed independently by using AOP techniques. 
The design and analysis of various types of systems, like real time cyber physical 
systems or communication protocols, require insight in not only the functional, but 
also in the real-time and performance aspects of applications involved. Research in 
formal methods has recognized the need for the additional support of quantitative 
aspects, and various initiatives have been taken to accomplish such support.  

In this paper, we provide some ideas for the aspect –oriented formal specification 
of cyber physical systems and one well known case study to validate aspect-oriented 
formal specification. 

2   Aspect-Oriented Formal Specification 

Aspect-oriented approaches use a separation of concern strategy, in which a set of 
simpler models, each built for a specific aspect of the system, are defined and 
analyzed. Each aspect model can be constructed and evolved relatively independently 
from other aspect models. This has three implications:  

 An aspect model can focus on only one type of property, without burden of 
complexity from other aspects. Hence an aspect model is potentially much 
simpler and smaller than a traditional mixed system model. This is expected to 
dramatically reduce the complexity of understanding, change, and analysis.  

 Different levels of detail or abstraction can be used in the construction of 
different aspect models. This allows us to leverage of existing understanding of 
certain aspect of the system to reduce the complexity of modeling and analysis. 
For example, if the timing property of a component/subsystem is well 
understood, we can build an extremely simple timing model for the component.  

 Existing formal notations normally are suitable for describing one or a few types 
of system properties. By adopting the aspect concept, we can select the most 
suitable notation to describe a given aspect. Likewise, we can select the most 
suitable analysis techniques to analyze a given property.  

In many ways, Object-Z and Timed CSP complement each other in their 
capabilities. Object-Z has strong data and algorithm modeling capabilities. The Z 
mathematical toolkit is extended with object oriented structuring techniques. Timed 
CSP has strong process control modeling capabilities. The multi-threading and 
synchronization primitives of CSP are extended with timing primitives. Moreover, 
both formalisms are already strongly influenced by the other in their areas of 
weakness. Object-Z supports a number of primitives which have been inspired by CSP 
notions such as external choice and synchronization. CSP practitioners tend to make 
use of notation inspired by the Z mathematical toolkit in the specification of processes 
with internal state. The approach taken in the TCOZ notation[5] is to identify operation 
schemas (both syntactically and semantically) with (terminating) CSP processes that 
perform only state update events; to identify (active) classes with non-terminating CSP 
processes; and to allow arbitrary (channel based)communications interfaces between 
objects.  An example of timing expression[5] is shown as Fig.1. 
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Fig. 1. Timed Object-Z Model of the TimeCollection 

Aspect-oriented specification is made by extending TCOZ notation with aspect 
notations. The schema for aspect specification in has the general form as shown in 
Fig.2, Fig.3 and Fig.4. 

 

Fig. 2. Aspects of Model Structure 
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Fig. 3. PointCut Operation Schema of Structure 

 

Fig. 4. Composition Schema of Structure 

3   Case Study: Aspect-Oriented Formal Specification of a Train 
Control System  

The Problem that must be addressed in operating a railway are numerous in quantity, 
complex in nature, and highly inter-related. For example, collision and derailment, 
rear-end, head-on and side-on collisions are very dangers and may occur between 
trains. Trains collide at level crossing. Derailment is caused by excess speed, wrong 
switch position and so on. The purpose of train control is to carry the passengers and 
goods to their destination, while preventing them from encountering these dangers. 
Because of the timeliness constraints, safety and availability of train systems, the 
design principles and implementation techniques adopted must ensure to a reasonable 
extent avoidance of design errors both in hardware and software. Thus a formal 
technique relevant to design should be applied for train systems development. The 
purpose of our exercise is to apply aspect -oriented formal method s to develop a 
controller for train systems that tasks as input: a description of track configuration and 
a sequence of description of the moves of each of these trains. 

The controller should take care of trains running over the track. It should control the 
safety of the configuration, ie. No two trains may enter the critical section. When one 
critical section is occupied, some others, which share some part of section with this 
one, should be locked. The controlled can control the status, speed, position of trains.  

In order to keep the description focused, we concentrate on some particular points 
in train control systems rather than the detailed descriptions of all development 
process. The specification is made by integrating Object-Z and Timed CSP[5][6][7]. 

A train controller [8][9][10]limits the speed of the train, decides when it is time to 
switch points and secure crossings, and makes sure that the train does not enter them 
too early as shown in Fig.5. 
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Fig. 5. Control Model of Train Dispatching System 
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In automatic railway crossing system, The sensors detect the presence of the train 
near rail crossing and barrier shuts down when train is approaching to the railway 
crossing. Once train crosses the rail crossing barriers opens by itself as shown in Fig.6 
and Fig.7. 

 

Fig. 6. Trains through the intersection mode 
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Fig. 7. Cross roads aspects model 

4   Conclusion 

In this paper we proposed to use aspect-oriented formal specification for cyber 
physical systems, we present a combination of the formal methods Timed-CSP 
and Object-Z. A case study of train control system illustrates the specification 
process of aspect-oriented formal specification for cyber physical systems.  

The further work is devoted to integrated aspect-oriented formal development tool. 
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Abstract. In this paper, we propose an aspect-oriented MDA approach for non-
functional properties to develop cyber physical systems. An aspect-oriented 
UML profile is built to develop cyber physical systems. Aspect-oriented UML 
models are designed as Platform Independent Models (PIM) for target-platform 
implementation, which deal with non-functional properties. OCL formal 
language is used to restrict the model in every stages of MDA, and the real-time 
extension of OCL formal language is made to describe the timing constraints of 
cyber physical systems. Finally, the model- based development and aspect-
oriented approach, the formal methods and the cyber physical system are 
integrated effectively. A case study illustrates the aspect oriented MDA 
development of cyber physical systems. 

Keywords: Non-Functional Properties, Aspect-Oriented, MDA. 

1   Introduction 

Cyber-physical systems (CPSs) are physical and engineered systems whose operations 
are monitored, coordinated, controlled and integrated by a computing and 
communication core. Recent years have witnessed the growing applications of CPSs in 
numerous critical domains including healthcare, transportation, process control, factory 
automation, smart building and spaces etc. By seamlessly integrating sensing, 
networking, and computation components with the control of physical processes, CPSs 
are expected to transform how we interact with and manipulate the physical world.  

Model Driven Architecture (MDA)[1] is based on a series of industry-standard 
software development frameworks, model drives the software development process, 
and using support tool model can to achieve automatic conversion among the models, 
between the model and the code. Its core idea is to establish a Platform Independent 
Model (PIM) with complete description of system requirements and specific platform 
implementation technology, through a series of model transformation rule set, the 
platform independent models to be able to transfer to complete presentation system 
requirements, and specific implementation techniques related to platform specific 
model (PSM), finally, using MDA tools will be making platform specific model 
automatically transferred to code.  
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Aspect-oriented software development methods [2] make up object-oriented 
software development methods in system development needs of non-functional 
characteristics of the existing limitations question problem. Use  separate technology 
of concerns separates all the crosscutting concerns of the system, and then analyzed, 
designed, modeled for each cross-cutting concerns, to address crosscutting concerns 
in object-oriented software development, the code tangling and scattering problems, 
enhancing the system's modular degree, lowering coupling between modules [3]. 

In this paper, we propose an aspect-oriented MDA for non-functional properties to 
develop dependable and distributed real-time systems. 

2   Applying AOP and MDA to Non-functional Requirements  

In the design phase, cyber physical system will be designed considering both the 
requirements and the constraints posed by the system. Using the MDA approach[4] to 
produce the platform specific models includes five steps (see Fig. 1): 

Step one: Create the PIM for the cyber physical system. 
Step two: Select the target system and create the generic system aspects. 
Step three: Transform PIM to enhanced PIM using the application converter. 
Step four: Transform the generic aspects to enhanced aspects using the aspect 

converter. 
Step five: Weave the enhanced aspects into the enhanced PIM to produce the PSM.  

 

Fig. 1. Process view of the PSM generation 

To address the system development, principled methods are needed to specify, 
develop, compose, integrate, and validate the application and system software used by 
DRE systems. These methods must enforce the physical constraints of cyber physical 
system systems, as well as satisfy the system’s stringent functional and non-functional 
requirements. Achieving these goals requires a set of integrated Model Driven System 
(MDM) tools [5]that allow developers to specify application and system requirements 
at higher levels of abstraction than that provided by low-level mechanisms, such as 
conventional general-purpose programming languages, operating systems, and system 
platforms. Different functional and systemic properties of cyber physical system 
systems via separate system and platform-independent models are applied[5].  

3   Case Study: Intelligent Transportation Systems  

Intelligent Transportation systems(ITS)[6] – automotive, aviation, and rail – involve 
interactions between software controllers, communication networks, and physical 
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devices. These systems are among the most complex cyber physical systems being 
designed by humans, but added time and cost constraints make their development a 
significant technical challenge. MDA approach can be used to improve support for 
design, testing, and code generation[7]. MDA approach is increasingly being 
recognized as being essential in saving time and money. Transportation systems 
consist of embedded control systems inside the vehicle and the surrounding 
infrastructure, as well as, the interaction between vehicles and between vehicle and 
the infrastructure. The dynamics of these interactions increases complexity and poses 
new challenges for analysis and design of such systems[8][9]. 

The modeling process of non functional requirements of ITS by aspect –oriented 
MDA is shown as Fig.2, Fig.3, Fig.4. 

 

Fig. 2. Time Mechanism mode[10] 

OCL [11]supplements UML by providing expressions that have neither the 
ambiguities of natural language nor the inherent difficulty of using complex 
mathematics. Time aspect is specified by OCL as folows. 

Context TimeAspect: 
inv: --the isSingleton is not equal isPrivileged 
    if self.isSingleton then self.isPrivileged=false  
    else self.isPrivileged=true endif 
    self.isSingleton=not self.isPrivileged 
    --maxTime always large than mixTime 
    self.maxTime>=self.mixTime 
    --the Clock has only one instance 

self.setClockAdvice.Clock.allInstances()->size()=1 
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Fig. 3. Aspect oriented model of Non-Functional Property Time 
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Fig. 4. Aspect Code of Non-Functional Property Time 

Now we return to the model transformation, whose essential point is mapping to 
the special programming language code as shown in Fig. 4. 

4   Conclusion 

In this paper, we proposed an aspect-oriented MDA for non-functional properties to 
develop real-time cyber physical systems. We illustrated the proposed method by the 
development of ITS and demonstrated aspect-oriented MDA approach that can be 
used for modeling non-functional characteristics of complex system, effectively 
reduce the complexity of software development and coupling between modules to 
enhance the system's modular. 
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The further work is devoted to developing tools to support the automatic generation 
of model and code. 
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Abstract. Cyber-physical systems (CPSs) are physical and engineered systems 
whose operations are monitored. Cyber-physical systems having quality-of-
service (QoS) requirements driven by the dynamics of the physical environment 
in which they operate, the description, control, management, consultation and  
guarantee of QoS are very complex and challenging work, Quality of 
Service(QoS) is directly related to system's performance. This paper proposes 
an aspect-oriented QoS modeling method based on UML and formal methods. 
We use an aspect-oriented profile by the UML meta-model extension, and 
model the crosscutting concerns by this profile. Finally, we illustrate QoS 
aspect-oriented specification via an example of real-time fire alarm system. 

Keywords: QoS, Real-Time systems, Aspect-Oriented. 

1   Introduction 

A cyber-physical system (CPS)[1] is a system featuring a tight combination of, and 
coordination between, the system’s computational and physical elements. Today, a 
pre-cursor generation of cyber-physical systems can be found in areas as diverse as 
aerospace, automotive, chemical processes, civil infrastructure, energy, healthcare, 
manufacturing, transportation, entertainment, and consumer appliances. The 
dependability of the software [1] has become an international issue of universal 
concern, the impact of the recent software fault and failure is growing, such as the 
paralysis of the Beijing Olympics ticketing system and the recent plane crash of the 
President of Poland. Therefore, the importance and urgency of the digital computing 
system's dependability began arousing more and more attention. A digital computing 
system's dependability refers to the integrative competence of the system that can 
provide the comprehensive capacity services, mainly related to the reliability, 
availability, testability, maintainability and safety. With the increasing of the 
importance and urgency of the software in any domain, the dependability of the 
distributed real-time system should arouse more attention.[2] 

Fundamental limitations for Cyber-Physical Systems (CPS) include: 

• Lack of good formal representations and tools capable of expressing and 
integrating multiple viewpoints and multiple aspects. This includes lack of robust 
formal models of multiple abstraction layers from physical processes through various 
layers of the information processing hierarchy; and their cross-layer analyses. 
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• Lack of strategies to cleanly separate safety-critical and non-safety-critical 
functionality, as well as for safe composition of their functionality during humanin-
the-loop operation. 

• Ability to reason about, and tradeoff between physical constraints and QoS of the 
CPS. 

Aspect-oriented programming (AOP) [3] is a new software development technique, 
which is based on the separation of concerns. Systems could be separated into 
different crosscutting concerns and designed independently by using AOP techniques.  

The QoS of dependable cyber physical system [4]is very complex, currently  the 
QoS research still hasn't a completely and technical system, and there isn't any 
solution meeting all the QoS requirements. We design the QoS of dependable real-
time system as a separate Aspect using AOP, and proposed the classification of 
complex QoS, divided into the timing, reliability and safety and other sub-aspects. 
These sub-aspects inherit t members and operations from the abstract QoSaspect. We 
design each sub-aspects through aspect-Oriented modeling, to ensure the Quality of 
dependable  real-time system meeting the requirements of the dependability. 

This paper proposes an aspect-oriented QoS specification method based on UML, 
mainly form an aspect-oriented profile by the UML meta-model extension[5], and 
model the crosscutting concerns by this profile.  

2   Aspect-Oriented Specification of QoS  

AOP provides mechanisms for decomposing a problem into functional components 
and aspectual components called aspects[4]. An aspect is a modular unit of 
crosscutting the functional components, which is designed to encapsulate state and 
behavior that affect multiple classes into reusable modules. Distribution, logging, 
fault tolerance, real-time and synchronization are examples of aspects. The AOP 
approach proposes a solution to the crosscutting concerns problem by encapsulating 
these into an aspect, and uses the weaving mechanism to combine them with the main 
components of the software system and produces the final system.  

UML is acquainted to be the industry-standard modeling language for the software 
engineering community, and it is a general purpose modeling language to be usable in 
a wide range of application domains. So it is very significant to research aspect-
oriented real-time system modeling method based on UML[6]. However they didn’t 
make out how to model real-time systems, and express real-time feature as an aspect. 
In this section, we extend the UML, and present an aspect-oriented method that model 
the real-time system based on UML and Real-Time Logic (RTL). Real Time Logic is 
a first order predicate logic invented primarily for reasoning about timing properties 
of real-time systems. It provides a uniform way for the specification of both relative 
and absolute timing of events. The specification of the Object Constraint Language 
(OCL) [7] is a part of the UML specification, and it is not intended to replace existing 
formal languages, but to supplement the need to describe the additional constraints 
about the objects that cannot be easily represented in graphical diagrams, like the 
interactions between the components and the constraints between the components’ 
communication. Since OCL is an expression language, it can be checked without an 
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executable system. All these features turn out to be useful in representing QoS 
properties, which can be represented by the combination of precondition, post-
condition and invariant in OCL. The QoS attributes are represented by the member 
variables of the class, and the QoS actions are represented by the methods[8]. They 
are checked at run time, before and after the calls so that the change of the QoS 
parameters of the system is monitored in a timely basis.[9]As the QoS concern needs 
to be considered inmost parts of the system, it is a cross-cutting concern.[10] Cross-
cutting concerns are concerns that span multiple objects or components. Cross-cutting 
concerns need to be separated and modularized to enable the components to work in 
different configurations without having to rewrite the code.  

3   Aspect Oriented Model of QoS of Fire Alarm System 

An automatic fire alarm system is designed to detect the unwanted presence of fire by 
monitoring environmental changes associated with combustion. In general, a fire 
alarm system is either classified as automatically actuated, manually actuated, or both. 
Automatic fire alarm systems can be used to notify people to evacuate in the event of 
a fire or other emergency, to summon emergency services, and to prepare the 
structure and associated systems to control the spread of fire and smoke. 

QoSConstraint  Q1,Q2, Q5 of the fire alarm system is expressed as follows with 
formal technique RTL[11]:   
 

[Q1]: ∀i∃j@(↑data.collect,j)@(↓stop,i)≥COLLECT_MIN_TIME∧@(↓data.open,j) 
-@ (↓stop,i)≤COLLECT_MAX_TIME 

 
[Q2]: ∀i∃j@(↑data.process,j)-@(↓stop,i)≥DATA_PROCESS_MIN_TIME∧ 

@(↓data.process, j)-@(↓stop,i)≤COLLECT_MAX_TIME 
 

[Q5]: ∀i∃j@(↑alarm.process.,j)-@(↓command.send,i)≥ALARM_PROCESS_ 
MINTI ME ∧@(↑alarm.process,j)-
@(↓command.send,i)≤ALARM_PROCESS_MAXTIME 

 
QoSConstraint Q3 and Q4 of the fire alarm system is expressed as follows with 

XML[12]: 

[Q3]:  <QoS type=”Level”> 
        <Firelevel  val = “FIRE_MAX_LEVEL”/> 
       </QoS> 
[Q4]:  <QoS type=”Contraint”> 
         <frame_rate val = “FRAME_RATE_CONSTRAINT”/> 
         <audio_sample_rate val = “FRAME_RATE_CONSTRAINT”/> 
       </QoS> 
 

We separate QoS from real-time fire system as an aspect, the aspect-oriented model 
of QoS of real-time fire system is shown as Fig.1. 
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Fig. 1. QoS aspect-oriented model of Fire real-time system 

We use QoSAspect to express QoS of real-time fire alarm system. The class diagram 
of Fire Real-time System with the aspect-oriented extension is shown as Fig.2. 

 

Fig. 2. Class Diagram of Fire Real-time System 
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The QoS Aspect Weaving Diagram of real-time fire alarm system is shown as Fig.3. 

 

Fig. 3. QoS Aspect Weaving Diagram of Fire Real-time System 

4   Conclusion 

With the deepening of the dependable computing research, the system's dependability 
has becoming a important direction of the distributed real-time system, the modeling 
and design of dependable and distributed real-time system has become a new field. 
Dependable and distributed real-time systems need to be able to specify and control 
the QoS provided them, monitor it, and adapt as QoS changes. In this paper proposed 
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an aspect-oriented QoS modeling method based on UML and formal methods, we 
illustrated QoS aspect-oriented modeling via an example of real-time fire alarm 
system. 

Future works will focus an automatic weaver for aspect oriented model of QoS.  
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Abstract. Cloud computing comes into focus as a way to increase capacity or 
add capabilities without investing in new infrastructure, training new personnel, 
or licensing new software. This paper gave an encompassing look at the history 
of cloud computing and the growing cloud economy. Shedding light on its 
infrastructure, service and technology, it introduced and displayed the basics of 
cloud computing fully and clearly as well as provided a through analysis of the 
virtualization, the key feature of the cloud computing. Cloud computing is at an 
early stage, still a lot need to be explored to expand it application spectrum and 
to bring advantages to the corporations. 

Keywords: cloud computing, private cloud, public cloud, virtualization. 

1   Cloud Computing Basics 

A Cloud computing is Internet-based computing, whereby shared resources, software 
and information are provided to computers and other devices on-demand [1]. The 
name cloud computing was inspired by the cloud symbol that’s often used to 
represent the Internet in flowchart and diagrams. It is a general term for anything 
involves delivering hosted service over internet. 

The term of Cloud computing is not made overnight but evolves from some 
following concepts. 

• Parallel computing 
Parallel computing, or high performance computing, super computing, as an 

important component of cloud computing [2], separates a problem into multiple 
computing tasks and executes them simultaneously in a parallel computer to 
achieving efficiency. 
• Grid computing 

As a distributed computing pattern, gird computing connects the idle server, 
storage system and network together, forming a integrated system to provide end 
users with excellent computing power and storage capacities for the special tasks 
[3]. In essence it concentrates on managing the heterogeneous resources and 
guarantee sufficient service for the computing tasks. The difference between the 
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grid computing and the cloud computing is the resource belonging. In gird 
computing multiple disparate resources provide running environment for a single 
task while in cloud computing one integrated resource serves for multiple users. 
• Utility computing 

It emphasizes IT resources can be provided according to the needs of the users 
and be paid by the actual usage. It aims at reducing the cost of using and managing 
these resources, without spending a lot of money in investing.  

The concept of cloud computing displays the features information service vividly in 
this ever changing information age. As a business computing model, Cloud 
computing allows consumers and businesses to use applications without installation 
and access their personal files at any computer with internet access. Cloud computing 
technology allows for much more efficient usage of information technology services 
over the internet at a dramatically lower cost and with dynamic scalability by 
centralizing storage, memory, processing and bandwidth. 

2   Cloud Computing Infrastructure 

Anyone who uses technology today expects things to be immediate, interactive, 
connected and fluid. Delivering technology-enabled services is more important than 
ever. Cloud computing is a technology that uses the internet and central remote 
servers to maintain data and applications. The services cloud computing provide are 
divided into following three categories, as shown in Fig.1. 

• Infrastructure as a service (IaaS) 
• Platform as a service (PaaS) 
• Software as a service (SaaS) 

Cloud computing offers an on-demand access to an elastic pool of assets—services, 
applications, servers, storage and networks. It's the elasticity that makes a cloud a 
cloud. You scale up or down as needed. And you pay only for what you use. 

The advantages could be concluded as: scalability, availability, reliability, security, 
flexibility and agility, serviceability, efficiency. 

 

Fig. 1. Service category of cloud computing 
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The technology infrastructure of the cloud computing is divided into four layers: 
physical layer, resource pool layer, management midware layer and SOA layer, as 
shown in Fig.2. 

 

Fig. 2. Technology infrastructure of the cloud computing 

The cloud model has four deployment models: private cloud, community cloud, 
public cloud, and hybrid cloud.  Here is a definition for each deployment model. 

• Private cloud  
The cloud infrastructure is operated solely for an organization. It may be 

managed by the organization or a third party and may exist on premise or off 
premise. 
• Community cloud  

The cloud infrastructure is shared by several organizations and supports a 
specific community that has shared concerns (e.g., mission, security requirements, 
policy, and compliance considerations). It may be managed by the organizations or 
a third party and may exist on premise or off premise. 
• Public cloud 

The cloud infrastructure is made available to the general public or a large 
industry group and is owned by an organization selling cloud services. 
• Hybrid cloud 

The cloud infrastructure is a composition of two or more clouds (private, 
community, or public) that remain unique entities but are bound together by 
standardized or proprietary technology that enables data and application portability 
(e.g., cloud bursting for load-balancing between clouds. 
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3   Cloud Computing and Virtualization 

Virtualization is the key feature of the on-demand, self-service and pay-by-use model 
of cloud computing. As the focus of the data center, Virtualization is the logical 
representation of the resources. It is not constrained by the physical limitation, 
targeting the simplification of the representation, access management of the 
infrastructure, system and software, presenting standard interfaces for the system 
virtualization. 

• Infrastructure virtualization  
Infrastructure virtualization contains network virtualization and storage 

virtualization.  Network virtualization means integrating the hardware and the 
software of the network to providing visualizing technologies for the virtual 
network. Storage virtualization provides an abstract logical view of the physical 
storage devices to the users as that they can access the integrated storage resources 
by the view’s standard logical interfaces. 
• System virtualization 

The key of the system virtualization is to virtualize one or more virtual 
machine by using virtualization software. Virtual machine is a logical computer 
system which has complete hardware functions while running in a isolated 
environment by using system visualizing technologies, including guest operating 
system and its applications. The value of the system virtualization lies in the 
server virtualization which contains the following three key points: CPU, storage, 
device and I/Os. Live migration is required to integrate the dynamical system in a 
better way. 

• Software virtualization 
The industry takes application virtualization and high level language 

virtualization. The former decoupling the application and the operating system, 
provides a virtual running environment to the applications. The latter aims 
solving the migration of the executable program among different computer 
architectures. The programs written by the high level language is complied as 
standard midware instructions which can be executed in an interpreted way. 

4   Cloud Computing Benefits 

The Cloud Computing concept is one based on the outsourcing of computing 
resources.  Rather than purchasing certain hardware or software at relatively high 
capital expenditure, companies simply rent applications from service providers and 
access them over the Internet.  As an alternative to managing traditional IT resources, 
a host company takes care of the background technicalities and you simply connect to 
your services through a secure Web-browser - using them whenever needed.  These 
services are hosted online on secure servers - a network of computers collectively 
referred to as ‘the cloud’. 

Cloud computing is the business realization of the concepts of parallel computing, 
distributed computing and grid computing.  
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The benefits of deploying applications using cloud computing include reducing run 
time and response time, minimizing the risk of deploying physical infrastructure, 
lowering the cost of entry, and increasing the pace of innovation. 

Cloud computing is a better way to run for the small and medium business. One of 
the advantages of cloud computing are those both small and medium sized businesses 
can instantly obtain the benefits of the enormous infrastructure without having to 
implement and administer it directly. 

Cloud computing promises the agility CIOs need. It helps you deliver the precise 
portfolio of services your people need, each from the best source—public cloud, 
private cloud and traditional network.  

Enterprises not only use public cloud computing services, they build private clouds 
to offer services to their business users. Successful Hybrid Delivery Cloud computing 
solutions are: 

• Secure—they protect corporate and customer data.  
• Open—they enable choice.  
• Automated—they enable end-to-end service quality.  
• Resilient—they meet defined service levels for availability, quality and 

performance.  
• Seamless—they combine public and private clouds with traditional delivery 

to create a unified IT service portfolio. 

Cloud Computing offers efficiency and utilization of resources based on a ‘pay-as-
you-go’ model for improved scalability. The Cloud model can help companies avoid 
return on investment risk and uncertainty. Businesses can allocate more or less funds 
to services depending on how much they actually need, growing or reducing over 
time. This can be a massive benefit to the smaller company. With no initial cost 
barrier holding them back they can drastically decrease time to market.  

The advantage of location independence is another key benefit of Cloud services. 
With the advancing of the Wireless Broadband technology users can connect to their 
software applications and store data and information instantly over the net, having the 
freedom from in-office infrastructure. For companies with multiple users in the field, 
applications no longer need to be installed directly onto the user’s machine making 
them run more efficiently and securely.  

Cloud computing promises to increase the velocity with which applications are 
deployed, increase innovation, and lower costs, all while increasing business agility. 

5   Cloud Computing Dynamics 

The research of cloud computing is initiated by the industry and later on getting 
increasing attention of the academia.  Its far reaching effect will shape the way we 
use information. A paradigm shift to cloud computing will affect many different sub-
categories in computer industry such as software companies, internet service 
providers (ISPs) and hardware manufacturers. 

The cloud computing strategy of IBM fully integrates the On Demand (OD) 
concept, Service Oriented Architecture （SOA）design and Dynamic Infrastructure 
idea. IBM is customizing the cloud computing solution for different users and helping 
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them to build their own computing environment. IBM presents the concept of 
Ensembles to remove the boundary of the physical resource pools. 

Amazon Web Service (AWS) is the service which Amazon provided to users 
which can help them be free from the complex data center management and maintain 
and enjoying reliable, scalable and low cost information. Amazon realized the pay-by-
use model. 

Google cloud computing technology includes: Google File System (GFS) which 
provide the ability of data access and storage, MapReduce which makes the data 
parallel processing easy and available, Chubby which guarantees the simultaneous 
processing in the distributed environment and Bigtable which makes data management 
convenient. 

The platform Microsoft provided is a PaaS cloud computing model which contains: 
Windows Azure, Microsoft.Net, Microsoft SQL, Live. Although Microsoft has 
released several versions, they are still under testing and at the stage of community 
technology previewing. 

6   Conclusions 

Cloud Computing is constantly evolving. It is a model for enabling convenient, on-
demand network access to a shared pool of configurable computing resources (e.g., 
networks, servers, storage, applications, and services) that can be rapidly provisioned 
and released with minimal management effort or service provider interaction. Cloud 
computing is not only an advanced concept and technology but also a successful 
business computing model. 

Begun life as "Grid Computing” which later matured to offer computing resources 
as a metered service, known as "utility computing", cloud computing is deeply and 
broadly effecting the IT infrastructure. In the future cloud computing will incorporate 
gird computing and show up as a new trend, which is Gloud, to overcome some of its 
defects. And unquestionably the era of Gloud will be more beautiful. 
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Abstract. The estimation of nitrogen status non-destructively in oilseed rape 
was performed using spectral reflectance with visible and near infrared 
reflectance spectroscopy, and SPAD values of the oilseed rape leaves of 30 
plots were measured by a SPAD 502 chlorophyll meter, and the research was 
carried out at experiment field in Zhejiang University during growing season 
from 2007 to 2008. The SPAD 502 chlorophyll meter was applied to investigate 
the distribution rule of chlorophyll concentration in the oilseed rape. Regression 
model between the spectral reflectance and SPAD value was built by partial 
least squares (PLS). The correlation coefficient (r), root mean square error of 
prediction (RMSEP) and bias in prediction set were 0.9368, 3.4992 and 1.834e-
07. The correlation between the first derivative of spectral reflectance of oilseed 
rape leaves and SPAD value were analyzed, and the results showed that good 
correlation coefficient was obtained in the range from 510 to 640 nm and 685 to 
720 nm, and the maximum value for correlation coefficient was at the 
wavelength 707 nm. The linearity equation between the red edge index and 
chlorophyll concentration was also analyzed, with the correlation coefficient of 
0.986. It is concluded that Vis/NIRS combined SPAD 502 chlorophyll meter 
was a promising technique to monitor nitrogen status in oilseed rape.  

Keywords: Visible/near infrared spectroscopy, oilseed rape, Nitrogen, SPAD. 

1   Introduction 

Since the middle of the last century, oilseed rape growing has been increased from 2.7 
million hm2 to over 30 million hm2. The rapeseed oil becomes an important source of 
the edible oil [1]. Nitrogen is one of the most critical nutrients for oilseed rape 
growth. An appropriate nutrient management can improve the oilseed rape yield and 
quality. Several methods are available for assessing the nitrogen status of the crop, 
such as Kjeldahl method and chlorophyll meter (soil plant analysis development, 
SPAD). The SPAD meter is a fast and nondestructive diagnostic tool, which is based 
on the regression between the light transmittance and foliar N of crop leaf [2,3]. 
Hence, most of the studies developed regression models based on vegetative indices 
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derived from several spectral bands [4,5]. Some researchers reported that the light 
absorption by chlorophyll at the wavelengths of 430, 450, 650 and 660 nm and light 
reflectance at 550 nm made leaves look green [6]. However, it is believed that the 
unique information of the unused bands in the case of hyper-spectral or spectroscopic 
techniques is largely lost in a specific narrow band. The acquired data for one object 
by spectral scanning always contain several hundreds of variables. Hence, it is very 
crucial to use multivariate calibration methods to extract the relevant part of the 
information for the very large data and produce the most reliable models compared to 
only regression model with several bands. Several common methods including 
principle component regression (PCR), SMLR, and partial least squares (PLS) 
regression have been developed for data mining in agricultural applications [7,8].  

In this paper, the he correlation between chlorophyll concentration (SPAD value) 
and the spectral reflectance of oilseed rape leaves were analyzed using regression 
model built by PLS. The visible and near infrared reflectance spectroscopy 
(Vis/NIRS) method for nitrogen estimation was developed. 

2   Materials and Methods 

2.1   Checking the PDF File 

The field experiment was conducted at the experiment farm of Zhejiang University in 
the 2007/2008 oilseed rape-growing season. The experimental design was the 
quadratic regression orthogonal design, with one variety of oilseed rape (Brassica 
Napus), three factors including nitrogen (N), phosphorus (P) and potassium (K), five 
rates of N, P and K, and two replicates. In this paper, only N was investigated. The 
five N concentration rates were 0, 90, 135, 180 and 270 kg N/ha, and the standard 
level was 180 kg N/ha. The number of plots was 30 (including replicates) and the plot 
size was 1.6 5 m.  

2.2   Field Data Acquisition 

Five plant leaf samples of each plot were selected and a total of 150 samples were 
obtained for spectral measurement. All leaf samples were used for Vis/NIRS analysis 
at 325-1075 nm. For each sample, three reflecting spectra were taken with a field 
spectroradiometer [FieldSpec® HandHeld (HH) (325-1075 nm), Analytical Spectral 
Devices (ASD), Inc., Boulder, CO], using RS2 V4.02 software for Windows designed 
with a Graphical User Interface (GUI) from ASD. The scan number for each spectrum 
was set to 10 at the same position, thus a total of 30 individuals were properly stored 
for later analysis. Considering its 25° field-of-view (FOV), the spectroradiometer was 
placed at a height of approximately 200 mm and 45° angle away from the surface of 
the certain oilseed rape leaf. A Minolta SPAD-502 chlorophyll meter was used to 
measure the chlorophyll concentration of the oilseed rape leaf, and SPAD readings for 
each sample were used as the referenced concentration of nitrogen status. 

2.3   Data Pretreatment 

Due to the potential system imperfection, obvious scattering noises could be observed 
at the beginning and end of the spectral data. Thus, the first and last 75 wavelength 
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data were eliminated to improve the measurement accuracy. In addition, the influence 
of chlorophyll concentration to spectra was primary at the visible region, so the 
wavelengths from 400 to 800 nm were analyzed in the following. After that, the 
spectral data was preprocessed by the Savitzky-Golay smoothing with a window 
width of 7 (3-1-3) points, and then was the use of the multiplicative scatter correction 
(MSC). The pretreatments were implemented by “The Unscrambler V9.6” (CAMO 
PROCESS AS, OSLO, Norway). 

2.4   Partial Least Squares (PLS) 

PLS is a bilinear modeling method where the original independent information (X-
data) is projected onto a small number of LVs to simplify the relationship between X 
and Y for predicting with the smallest number of LVs. In the development of PLS 
model, full cross-validation was used to evaluate the quality and to prevent overfitting 
of calibration models. The optimal number of latent variables (LVs) was determined 
by the lowest value of predicted residual error sum of squares (PRESS). The 
prediction performance was evaluated by the correlation coefficient (r), the root mean 
square error of calibration (RMSEC) or prediction (RMSEP) and bias. The ideal 
model should have higher r value, lower RMSEC and RMSEP values, and lower bias. 
The models were carried out by “The Unscrambler V 9.6”.  

3   Results and Discussion 

3.1   Chlorophyll Concentration in Oilseed Rape Plant and Leaves 

The SPAD values were varied by the different growing periods of oilseed rape and 
the position of the growing leaf. In order to be able to choose a position as a 
representative, the distribution of chlorophyll concentration in the entire oilseed rape 
plant was interesting to be known. Fig. 1 shows the distribution of SPAD values in 
two randomly chosen oilseed rape plants measured on March 10th, 2008. SPAD 
values varied from the different ramus in the same oilseed rape plant, and were 
different from the top leaf to the middle one in the same ramus, which follow the rule 
of the top SPAD values was larger than the middle one. In the different ramus, the 
SPAD values of the bottom ramus were larger than the top one, and it follows the 
transportation rule of nitrogen in the oilseed rape plant. The nitrogen in the oilseed 
rape always transform from the bottom leaf to the top one.  

The distribution of SPAD values in the same leaf was different (Fig. 2). The top 
SPAD values were larger than the bottom ones. The distribution of SPAD values at 
both sides was asymmetric, with one side approximately larger than the other side. In 
the same side, the SPAD values became smaller from the top to bottom. During 
measurement, the SPAD value for the entire leaf was obtained as an average value. 
The trend of chlorophyll concentration was diminished as time went on. In individual 
plot the SPAD values measured on March 31st were larger than those measured on 
March 21st, such as plot 3, 5, 12, 14. After the grouting period of oilseed rape, the 
chlorophyll concentration of leaf was tend to diminish in all plots from April 6th to 
the end of the measurement. Generally, the growing periods for oilseed rape can be 
divided into six phases, including planting, seeding, developing, budding, flowering 
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and grouting. On the first and middle ten days of March, oilseed rape was 
approximately in the flowering phase. The oilseed rape plant developed persistently, 
and the ability for photosynthesis was increased ceaselessly. In the grouting phase, the 
nutrition of leaves started transporting to fruit corner, and the chlorophyll 
concentration diminished ceaselessly. So during the whole growing period of oilseed 
rape, the chlorophyll concentration follows the rule of increasing and then 
diminishing. In our study, the beginning of the measurement was from flowering 
phase (March 21st), so the chlorophyll concentrations of most plots were already 
reached maximum or exceeded maximum, the chlorophyll concentrations was at 
diminishing phase. The SPAD values for March 31st were larger than March 21st in 
some plots may affect by the factors, like the flowering phase was relatively long, the 
leaves were still at the developing phase and so on. 
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Fig. 1. The distribution rule of SPAD values in two 
randomly choosing oilseed rape 

Fig. 2. The distribution rule of 
SPAD values in oilseed rape leaf 

3.2   Vis/NIR Spectral Analysis and Method Development 

3.2.1   Spectral Reflectivity Property of Oilseed Rape Leaves  
Fig. 3 shows the spectral reflectivity of leaves in different growing periods, measured 
on March 10th, March 24th, April 13th, and April 28th from one plot. In the visible 
region, the ability for photosynthesis increased from planting phase to flowering 
phase, because of the ceaselessly growing of oilseed rape plants. After flowering, the 
nutrition of leaves started transporting to fruit corner, and the chlorophyll 
concentration diminished gradually. The reflectivity at red and blue ranges started 
rising. After the fruit corner matured, the lower leaves started shedding continuously, 
and the nutrition of leaves transported to fruit corner. At the same time, the 
chlorophyll started decomposing, and the photosynthesis ability for leaves was 
weakened. The chlorophyll reduced rapidly after supplying nutrition to fruit corner, 
and the reflectivity at red and blue ranges rose rapidly. At this time, the reflectivity at 
green waveband was still larger than the reflectivity at red and blue ranges, and there 
existed a small reflective apex in the visible region. The reflectivity at red and blue 
wavebands increased gradually as the oilseed rape growing boosted. From the red 
range to near infrared one, the reflectivity increased gradually as the leaf area index 
augmented. When the leaf area index increased to a certain value, the reflectivity went 
to stable. The internal structure of leaves started changing when fruit corner 
developed. At the same time, the near infrared reflectivity started declining gradually, 
until the oilseed rape plant became maturity. 
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Fig. 3. The Spectral reflectivity of oilseed rape leaves in one plot from different growing 
periods 

3.2.2   Data Pretreatment 
Generally, the SPAD 502 chlorophyll meter measures the chlorophyll concentration 
around the verge of oilseed rape leaf and it is not corresponding to the spectral curves 
collected. Thus, ruinous experiment was done to find the relationship between the 
chlorophyll concentration for verge and middle of the leaves. SPAD 502 chlorophyll 
meter was used to measure the verge of eight random choosing leaves from different 
plots. In each leaf, it measured 30 points and used the averaging values as the final 
concentration. After that, the linear regression between the fringe and middle 
chlorophyll concentration values was analyzed. The result shows the correlation was 
high. The correlation coefficient was 0.981. The middle SPAD values could be 
obtained by measuring the SPAD values of verge. So, the SPAD values used later 
were preprocessed by this formula. The final data used to regression analysis were the 
average values of the fringe and middle SPAD values. 

3.2.3   PLS Regression Model 
PLS model between spectral reflectivity and chlorophyll concentration was developed 
after the spectral data preprocessed by S.Golay smoothing and MSC. Different LVs 
were applied to build the calibration models, and no outliers were detected in the 
calibration set during the development of PLS models. Among 150 samples, 125 
samples were used as calibration sets and the left 25 samples as the prediction sets. 
Among calibration models, the models with 5 LVs turned out to be the best for 
prediction SPAD value by comparison using aforementioned evaluation standards in 
section 2.4. In the prediction models, the correlation coefficient (rp), RMSEP and bias 
by optimal PLS models were 0.9368, 3.4992 and 1.834e-07. Hence, an acceptable 
prediction performance was achieved by this PLS calibration model.  

3.2.4   Correlation Analysis between Spectra and Chlorophyll Concentration 
The reflectance data of oilseed rape leaf may be affected by the height of 
spectroscopy, the variety of illumination intensity, and background factors of different 
regions. In order to eliminate the influence of background, and clearly reflect the 
spectral variation properties, the original spectral reflectivity was disposed with first 
derivative. The reflectivity values after first derivative were averaged by ten from 
wavelengths 400 to 800 nm, and 40 data were obtained in all. The correlation between 
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chlorophyll concentrations (SPAD values) was built by SPSS12.0 software, and the 
result was shown in Fig. 4. The SPAD value changed dramatically over wavelengths 
from visible spectral region to near infrared spectral region. Generally, the SPAD 
value showed negative correlation with reflectance mainly at the wavelength region 
from 430-600 nm and 670-700 nm, and positive correlation mainly from 580-775 nm. 
Wavelength near 460 nm, 500 nm, 550 nm, 690 nm has higher negative correlations, 
and near 670 nm, 720-760 nm have higher positive correlations. From Fig. 4, it 
included two wavelengths just matched with green peak and red edge, which took an 
important part in the assessing of nitrogen status. Wavelength regions showing high 
correlation indicated that reflectance at these wavelengths might be important for the 
SPAD value. 
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Fig. 4. Relationship between the first derivative of spectral reflectivity and chlorophyll 
concentration 

3.3   The Relationship between the Red Edge and Chlorophyll Concentration 

The red edge was the wavelength corresponding to the maximum slope of reflected 
spectral curve, which was caused by intensive absorption of red waveband and 
intensive reflection of near infrared wavebands. Set the chlorophyll concentration 
values as independent variable X, and red edge inflexion as dependent variable Y, the 
linear regression equation by linear regression analysis was obtained. The relativity 
between red edge inflexion and chlorophyll concentration was high, as the correlation 
coefficient was obtained at 0.986. So it was feasible to analyze chlorophyll 
concentration of oilseed rape leaves quantitatively using the spectroscopy.  

4   Conclusions 

The distribution rule of chlorophyll concentration in the oilseed rape was measured by 
the SPAD 502 chlorophyll meter, and the third ramous of the oilseed rape from top 
was measured, and the variation rule for the chlorophyll concentration in different 
growing periods was analyzed. The spectral reflectivity property of oilseed rape 
leaves in different growing periods was analyzed, and it indicated that the spectral 
reflectance for the leaves were smaller in the visible region and bigger in the near 
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infrared region before flowering, but with reverse after flowering. Regression model 
between the spectral reflectance and chlorophyll concentration was built by PLS, and 
the rp, RMSEP and bias in prediction set were 0.9368, 3.4992 and 1.834e-07. The 
correlation between the first derivative of spectral reflectance of oilseed rape leaves 
and chlorophyll concentration were analyzed, and the results showed that good 
correlation coefficient was obtained in the range from 510 to 640 nm and 685 to 720 
nm, and the maximum value for correlation coefficient was at the wavelength 707 nm. 
The linearity equation between the red edge index and chlorophyll concentration was 
also analyzed, with the correlation coefficient of 0.986. It is concluded that Vis/NIRS 
combined SPAD 502 chlorophyll meter was a promising technique to monitor 
nitrogen status in oilseed rape. 
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Abstract. A decorrelation algorithm UCA-TOEP for DOA estimation of 
uniform circular array (UCA) is proposed. After mode excitation method being 
used to change UCA into virtual uniform linear array, a special Toeplitz matrix 
is reconstructed in UCA-TOEP algorithm, and then DOA is estimated with 
MUSIC algorithm. Thus DOA of coherent signals could be effectively 
distinguished. Compared to virtual spatial smoothing algorithm, computation of 
UCA-TOEP is reduced and UCA-TOEP is with better performance in the 
condition of low SNR and few snapshots. Simulation results show that UCA-
TOEP algorithm is feasible and it has better performance than spatial smoothing 
algorithm.  

Keywords: DOA estimation; uniform circular arrays; coherent signals; UCA-
TOEP; spatial smoothing. 

1   Introduction 

With people’s pressing need for personal communication and high-speed data 
services, the achievement of wireless location for mobile terminal is still one of 
important research topics. Among DOA estimation algorithms, multiple signal 
classification (MUSIC) algorithms are classical algorithms of spatial spectrum 
estimation theoretical system [1]. In ideal conditions or of unrelated sources, MUSIC 
algorithm can work effectively and estimate azimuth of signal source. But when the 
sources are coherent, performance of MUSIC algorithm will deteriorate [2]. 

UCA is with planar array structure, allowing estimating two-dimensional direction-
of-arrival (DOA); the pattern of UCA is relatively regular, and the main lobes of static 
pattern within 360° omni-directional are same. While the main lobes and side lobes of 
ULA formed by different incident angle are different, and the main lobes are growing 
with the increase of incident angle. Therefore, literatures [3-4] propose that UCA is 
transformed from array space to mode space by array preprocessing technology, to 
obtain virtual uniform linear array with translation invariance as same as ordinary 
ULA, thus spatial smoothing algorithm can be used to solute coherent signals. 
However, calculation of spatial smoothing method is relatively large due to 
smoothing, and in smart antenna systems, the relevant circumstance of signal sources 
is not learned in advance, so it is difficult to determine times of smooth and uneasy to 
achieve [5]. 
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This algorithm (here referred to as UCA-TOEP) estimates DOA (with MUSIC) by 
reconstructing a special Toeplitz matrix. Compared to DOA estimation of mode 
spatial smoothing, UCA-TOEP estimation algorithm has following advantages: 
because smoothing calculation isn’t required, so the amount of calculation reduces; 
estimation is relatively effective with a small number of snapshots; be able to work 
better at low SNR. 

2   Model and Virtual Preprocessing 

In the assumption of narrowband signals, we suppose that there are D signal sources 
impinging on M-element uniform circular arrays of antenna array, фi is the direction 
of incident signal. For simplicity, we assume that all sources are coplanar with arrays, 
and received signals are expressed as 

( ) ( ) ( ) ( )X t A S t V tφ= +  . (1)

where S(t)= [s1(t), s2(t),…, sD(t)]T is vector of incident signal, si(t) is complex envelope 
of the ith signal; V(t)= [v1(t), v2(t),…, vM-1(t)]

T is noise vector in communication. 
Suppose that each array noise is spatial white noise that is independent, power 
equivalent to each other, and is not related to signal sources. A(ф)= [a(ф1), a(ф2), …, 

a(фD)] is steering vector of antenna arrays, a(фi)= a(η,фi)= [ e 1cos( )ij rη ϕ− − , 

e 2cos( )ij rη ϕ− − , …, e 1cos( )i Mj rη ϕ −− − ]T is uniform circular array direction vector 
corresponding to the ith signal. And rm=2πm/M is azimuth angle of the mth array, 
η=2πrsinθ, as we assume that all signal sources are coplanar with arrays, so θ=π/2. 

In order to make many DOA estimation methods of uniform linear array be able to 
be applied in circular array, mode excitation method is used to transform the output of 
arrays, getting  

( ) ( ) ( ) ( ) ( )X t QX t A S t V tφ= = +  . (2)

where Q =J -1
F/M is transfer matrix, J =diag{1/jn

Jn(β)}, F=[z-n,z -n+1,…,zn]
H,  

n =-N,…,0,…, N, zn=[1, ej2πn/M, …, ej2πn(M-1)/M]H. N=2πr/λ is the largest mode number 
of mode excitation; Jn(β) is the first kind Bessel function of N-order. 

When the number of array elements meets M>2N+1, the transformed array 
manifold of virtual uniform linear array has following approximate form 

1

1

( )

D

D

jn jn

jn jn

e e

A

e e

ϕ ϕ

ϕ ϕ

φ

− −

=

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

…

 . (3)

From Eq. 3, we can see that mode space of circular arrays is converted to virtual 
uniform linear arrays with 2N+1 mode through preprocessing. Virtual ULA also has  
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translation invariance as same as ordinary ULA. Namely, virtual ULA possesses 
Vandermonde form, which makes them being able to use techniques such as spatial 
smoothing to solute coherent signals. 

3   UCA-TOEP Algorithm 

Above analysis shows that central array element is the symmetry point of virtual 
array. Suppose there are K coherent signals and L irrelevant signals impinging on 
array. Data received from the nth virtual uniform linear array can be expressed as 
follows. 

1

1 1

( ) ( ) ( ) ( ), , , 0, ,i i

K K L
jn jn

n i i n

i i K

y t s t e s t e v t n N Nφ ϕρ
+

= = +

= + + = −∑ ∑  . (4)

where ρi is the relative ratio of complex envelope of each signal and the first signal 
(s1(t)), then ρ1=1. From Eq. 4, we know that the data received from the central array 
of virtual uniform linear array is 

0 1 0

1 1

( ) ( ) ( ) ( )
K K L

i i

i i K

y t s t s t v tρ
+

= = +

= + +∑ ∑  . (5)

Correlation operation of the above data received from array is defined as follows 

* 2

0 0

1

( ) [ ( ) ( )] i

K L
jn

n i n

i

r n E y t y t g e ϕ σ δ
+

−

=

= = +∑  . (6)

where 
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( ) , 1, ,
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=
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∑ ∑

∑ ∑
 . (7)

And 2

0 0
[ ( ) * ( )]E v t v tσ =  is noise covariance of the central array, Pm,d 

=E[sm(t)sd
*(t)], m, d=1,2,…,K,…,K+L. 

Toeplitz matrix containing direction of arrival information of every signal can be 
constituted by r(n) 

1 1 1

(0) (1) ( )

( 1) (0) ( 1)

( ) ( 1) (0)

H

r r r N

r r r N
R A GA V

r N r N r

− −
= = +

− − +

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

 . (8)

where 



 DOA Estimation of UCA Based on Reconstructing Matrix 351 

1

1

1 1

K L
jn jn

A

e eϕ ϕ +− −

=
⎛ ⎞
⎜ ⎟
⎜ ⎟⎜ ⎟
⎝ ⎠

…

 . (9)

G =diag(g1,…, gK+L), 2

1 1NV Iσ += . 

1
A  will be full rank in row as long as DOA of signals is different from each other. 

Similarly, G will be full rank as long as gi of G isn’t equal to zero. Then, rank(R) 

=rank(
1 1

HA GA )=K+L, reaching the purpose to solute coherence. However, mode 

spatial smoothing algorithms can not solute coherence entirely. So, decoherence 
properties of TOEP algorithm is better than that of mode spatial smoothing algorithm. 

Assumed that K+L<N+1, eigen-decomposition of R is 

1

1

N
H H H

i i i S S S N N N

i

R e e U U U Uλ
+

=

= = Σ + Σ∑  . (10)

where λ1≥λ2≥…≥λK+L+1=…=λN+1=
2σ are N+1 eigenvalues corresponded. ei 

(i=1,2,…,N+1) is corresponding eigenvector. US=[e1,e2, …, eK+L] is signal subspace 
corresponding to big eigenvalues, ∑S =diag[λ1, λ2,…, λK+L]; UN=[eK+L+1,…, eN+1] is 
noise subspace corresponding to small eigenvalues, ∑N =diag[λK+L+1,…, λN+1]. To get 
estimation of direction of arrival, spatial spectrum is given by [6]: 

1
( )

( ) ( )
MUSIC H H

N N

P
a U U a

φ
φ φ

=  . (11)

Do spectral peak searching for Eq. 11 to find the angles corresponding to the 
maximum points, and that is the incident direction of signals. 

4   Simulation Experiment 

Computer simulation is carried out with following conditions: Assume 8-element 
uniform circular array is used, radius is 0.7λ. There are three incident sources, angles 
of arrival being respectively 40°, 50° and 70°. 40° and 50° are coherent signal 
sources, while 70° is unrelated with the others. Fig. 1 shows that DOA estimation for 
3 signals of conventional MUSIC algorithm, spatial smoothing algorithm of virtual 
linear array and the algorithm in this paper, and the input signal to noise ratio (SNR) 
is 10dB. Fig. 2 shows the relationship of output SNR changing with the number of 
snapshots, similarly, the input signal to noise ratio is 10dB. 

Seeing from Fig. 1, conventional MUSIC algorithm can only reach one peak, but is 
unable to resolve coherent sources. Virtual linear array spatial smoothing method can 
clearly distinguish three sources. Now look at UCA-TOEP algorithm in this article 
also can well resolve them, and the peaks are slightly sharper. 
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Fig. 1. Spatial spectrum of the three algorithms 

Fig. 2 shows that under the condition of relatively small number of snapshots, the 
output SNR of conventional MUSIC algorithm is much lower than that of virtual 
spatial smoothing and UCA-TOEP algorithm. Virtual spatial smoothing algorithm has 
a short fluctuation when the number of snapshots is small, while UCA-TOEP 
algorithm is more robust than virtual spatial smoothing. 
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Fig. 2. The relationship of snapshots and output SNR 

From Fig. 1, Fig. 2 and analysis above, we can see that most DOA estimation 
errors of the algorithm in this paper occur within small angle. Therefore, large 
deviation appearing twice continuously is with small probability. Hence, DOA 
estimation of this paper can be improved as following in order to obtain more 
accurate estimation. 

(1). Calculate angle of arrival фa of user signal; 
(2). estimate angle of arrival фb of user signal again; 
(3). If |фa-фb|<ξ, then go to the last step, otherwise estimate фc again; 
(4). two smallest difference values are given to фa and фb, and then go to (3); 
(5). take ф=(фa+фb)/2 as the final results of DOA estimation for this time. 
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After taking above improvements, DOA estimation accuracy will increase, while 
calculation will increase 3 to 5 times. Fig. 3 shows that when SNR is less than -2dB, 
DOA estimation standard deviation of UCA-TOEP before and after improvement 
declines nearly to be linear with the increase of SNR. 
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Fig. 3. The relationship of SNR and DOA estimation standard deviation 

5   Conclusion 

In this paper, Toeplitz matrix reconstructed instead of original covariance matrix of 
virtual linear arrays is used for DOA estimation. UCA-TOEP algorithm can solute 
coherent signals quite well, and can effectively resolve azimuth of coherent sources. 
Compared to spatial smoothing algorithm of virtual linear arrays, UCA-TOEP 
algorithm reduces computation as it doesn’t need to do smoothing, and is slightly 
better in DOA estimation. Probability theory is also put forward to improve the 
algorithm, which makes accuracy and stability of DOA estimation improved further. 
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Abstract. In order to improve the quality of coordinated control system, set point 
value with multi-objective optimization has been widely cause the attention of 
researchers. However, the accuracy of the feasibility regions for the decision 
variables in fitness function is the foundation of the multi-objective optimization, 
and have an important influence to multi-objective optimization results. Take a 
600 MW coal-fired unit as an example, according to the system mechanism 
builds a boiler-turbine dynamic model. And present a method, in this paper, 
which is using the iteration way and observing its physical constrain to determine 
the feasibility regions of control variables. The simplified model uses fuel 
quantity, turbine valve value and feedwater valve value as the control variables, 
to get the region of the pressure and control variables during 50%-100% load. 

Keywords: multi-objective optimization; coordinated control; unit model; 
control variable; feasibility regions. 

1   Introduction 

The current operating context of a coal-fired power unit is characterized by many needs 
and requirements. So this situation may require a coal-fired power unit to achieve 
optimal operation under multiple operation objectives, such as minimization of load 
tracking error, minimization of throttling loss in the main steam, etc. In 
[1],[2].[3],many optimization techniques is presented for solving a multi-objective 
optimization problem. All study shows the importance of accuracy of the feasibility 
regions for control variables in power unit model. The first step toward multi-objective 
optimization is to identify the power unit's feasibility regions of pressure and control 
variables, defined by the set of all permissible operating points. The feasibility regions 
of pressure and control variables is the foundation of the multi-objective optimization, 
and have an important influence to multi-objective optimization results.  
In[1],[2].[3], the nonlinear mathematical model of a 160MW oil-fired drum type 
boiler-turbine-generator unit is used to obtain the feasibility regions of pressure and 
control variables. However, there are all large volume coal-fired units in China. Then, 
we must find a appropriate coal-fired unit model, and calculate the feasibility regions of 
control variables. Then, the coordinate control system of coal-fired unit could be 
optimized usefully. In this paper, based on [4,5] the model theory and design, and 
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operation data of a 600MW unit to establish its dynamic model. And in the condition of 
satisfying theoretical significance, in 50%-100% load, the power unit's feasibility 
regions of pressure and control variables could be obtain from using a method of 
iteration. It would provide an accurate feasibility regions for multi-objective 
optimization of coordinated control system. 

2   Unit Model 

The unit model is mainly divided into two aspects, boiler model and turbine model. Due 
to the big volume and high complicacy of the boiler model, compared to turbine model, 
and it becomes hard to establish the accurate dynamic model. In [4,5,6],many scholars 
of the world get study into it. In [7,8] some scholars research unit plant nonlinearity 
dynamic model. This article based on the literature [4,5,6,7,8] in the theory side, and 
use the structure of model in literature [4,7], to confirm a 600MW unit dynamic model.  

In the MCR condition, the power is 655.811MW, the stream flow is 2028 t/h, the 
stream pressure is 18.84MPa, the feedwater temperature 305 . 

2.1   Dynamic Model of the Unit 

, , the volume of water, steam in the system( ) 

, , the density of saturated water, saturated( ) 

, , the enthalpy of saturated water and saturated steam( ) 

, , the mass flow rate of feedwater and stream flow( ) 

, the pressure of drum( ) 

, the total volume of the evaporation system , ( ) 

, the enthalpy of feedwater ( ) 

, heat absorbed by water wall in the furnace( ) 

, mass of evaporation system（ ) 

, specific hear capacity of metal（ ) 

, metal temperature（ ) 

, electric power（MW) 

, the revolving speed of coal feeder that control the mass flow rate of fuel(%) 

, the position of steam valve actuator that control the mass flow rate of steam to 
turbine(%) 

, the revolving speed of pump that control the mass flow rate of feedwater to the 
drum(%) 
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To setup the boiler model, we assumed, see [6]: 

(1) The work medium, in the whole evaporation system, is at saturation state, the 
pressure of anywhere in the system is the same. The density, enthalpy and other 
parameters of saturated water and saturation steam is only the function of drum 
pressure.  

(2) The temperature of metal is the same as saturation temperature. 
(3) The velocities of water and steam in the riser are equal. 
(4) ignore delay and inertia of the unit. 

The state equations are as follow: 

(1)

 
(2)

(3)

 
(4)

Let: 

; ; ;

 

2.2   Static Model of the Unit 

Another purpose of this paper is to confirm the variables variation scope of the inputs. 
So the critical thing is to establish the static model, which bases on system mechanism. 
To setup the static model, we assumed:  

(1) The steam flow equal to water flow. 
(2) Heat absorbed by water wall equal to the decrease of stream heat and feedwater 

heat. 

The static model are below: 
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Let , ,  denotes 

specific feedwater flow, stream flow, heat absorbed by water wall. , , ,  can 
be calculated from data of a known running condition. 

The above static equation can still be simplified, and get the relationship between 
the stream pressure and power. But for it lacks of physical condition limit, so it can not 
get a reasonable feasibility regions of the control variables. The additional constrain 
need to be added, that is the deviation of the drum water level[6]. In the operation 
condition of the unit, the deviation of the drum water level is needed to be control 
during ±50mm, so: 

 
(8)

Let: 

; ; ;

; ; 

; ; 

;   ; 

Let  denote evaporation system water volume,  denote evaporation system 

steam volume,  is the inertial coefficient of drum water level, , , ,  can be 

calculated from data of a known operating condition. 
But this constrain is overly complex. It is better to have a simple constrain which is 

the upper pressure limit. It could be obtained from the actual operation situation. 

3   Calculation of the Feasibility Regions of Control Variables 

, , are the control variables and the inputs in the model. Calculation of the 
feasibility regions is divided into two parts, them are the upper limits of the pressure and 
inputs and the lower limits of the pressure and inputs. The limits were determined 
through an iterative process using the static model of power unit along the whole power 
range, one power value at a time. At any given power, the lower pressure limit is 
calculate as follow. First, giving a power value and a pressure value. Then increase the 
pressure value, and calculate all other model variables using the static model, and verify 
them to get physically meaningful values. Keep increasing the pressure value till 
physically reasonable equilibrium points could not be obtained[7]. Similarly, the lower  
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limit is found, but the pressure is decreased at each iteration. The process is reduplicated 
over the whole power range. Meanwhile, the above method also can get the feasibility 
regions of control variables. The flow chart of Matter calculation is below: 

 

Fig. 1. Flow chart of Matter solve process 

It contains two parts of logic iteration loop. One solves the lower limit of 
pressure, which iterates from a low pressure and gets the lower limit of pressure 
when control variables do not satisfy the physical constrain. It is called anti-logic. 
Another solves the upper limit of pressure, which iterates from the lower limit of the 
pressure and gets the upper limit of pressure, until control variables do not satisfy the 
physical constrain. At the same time the feasibility regions of control variables are 
obtained. 

Figure two to five show the feasibility regions of pressure and control variables: 

 

Fig. 2. Power-pressure operating window 
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Fig. 3. The feasibility region of revolving speed of coal feeder 

 

Fig. 4. The feasibility region of position of steam valve actuator 

 

Fig. 5. The feasibility region of revolving speed of pump 
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It can be seen from the figures clearly that the feasibility regions of pressure and 
control variables will be generated, when a unit load demand is given. Then 
mufti-objective optimization can be made. From the actual operation point of view, it 
meets the operating condition, and also offers an accurate feasibility regions for the 
mufti-objective optimization of the unit. 

4   Summary 

Based on the model of 600MW coal-fired units as an example, this paper shows a 
method of iteration to Calculate the feasibility regions of the control variables. This 
method is simple and practical, and can get accurate feasibility regions. Furthermore, it 
also establishes a better basis for multi-objective optimization of the coal-fired unit. 
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Abstract. In order to train applied and innovative compound talents with high 
skill and quality and to enrich the content of teaching practice, the practice base 
in the school should be established and improved. And the researches on the 
teaching model of CAD 3-D innovative design and CAM advanced 
manufacturing in engineering training center involved with undergraduate 
students, graduate students, teachers with double certificates (technical 
certificates and teacher certificate) or the related professional people in the 
surrounding areas should be executed. Building the open teaching practice 
laboratory for CAD / CAM CNC machining highly-skilled talents based on 
Web platform can better meet the demand of the society for high-quality and 
highly-skilled talents. After nearly two years of teaching and research, the 
author has successfully conducted many CAD / CAM high quality and highly 
skilled open trials based on network platform, resulting in realizing the desired 
purpose.  

Keywords: Network, CAD / CAM, Highly-skilled talents, training model, 
Research and practice. 

1   Introduction 

At present, with the rapid development of the manufacturing sector, active 
involvement in high-tech research and developing distinctive applied talents have 
become an important trend in the development of science and engineering colleges 
[1,2]. In order to respond the “Education and Training Program on Excellence 
Engineer” project of the Ministry of Education and to meet the demand of times, our 
institution has established and improved the practice base in school , and focused on 
training students’ practical ability of using new technologies and new techniques to 
solve practical engineering problems so as to train the  applicative and innovative 
compound talents with strong learning ability and stored stamina as well as enrich the 
content of teaching practice[3]. There are many earth-shaking changes in practice 
environment, teaching equipment, teachers and practical training through the 
investment of thirty million RMB coming from joint projects of the central and local 
governments and the funs from the institute. The past single training level with basic 
training (metalworking) has developed into an initially established four-level training 
with engineering cognition, basic engineering training, general engineering training 
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and mechanical and electrical integrated innovation. We have launched the research 
and practice on CAD / CAM training highly-skilled talents based on web platform in 
order to strengthen the content of the construction, expansion of training content, 
training highly qualified and highly skilled talents. 

2   Exploration on CAD / CAM Highly-Skilled Talents Training 
Model 

How to satisfy the demands for 
further improving skills and 
techniques of the students who 
have already obtained the 
advanced certificate in CNC 
lathe (the current level of CNC 
lathe technician)? How to meet 
the demand for improving the 
techniques of advanced 
manufacturing industry? How to 
meet the demand for improving 
capability and quality of the 
teachers with double certificates 
in vocational college? All these 
change us in the aspect of 
advanced manufacturing 
practice teaching! 
               Fig. 2. The plan of part 2 

Fig. 1. The plan of part 1 



Research and Practice on CAD / CAM Highly Skilled Personnel Training Based on Web 363 

Part 1Part 1 Part 2
 

Fig. 3. Assembly section drawing in three dimensional concept 

2.1   CAD Model of Capacity and Improve Training and Practice 

Firstly, we must determine the training content and training drawings, the right side of 
part 1 in Figure 1 and the left cavity of part 2 in Figure 2 are trapezoidal threads 
cooperating with each other. The left side of part 1 in Figure 1 and the right side of 
part 2 in Figure 2 commonly have a spiral surface coordination as well as elliptical 
surface coordination. The assembly section in three-dimensional concept is shown in 
Figure 3. The technical requirements are very high in the assembly, dimensional 
tolerance of parts, geometric tolerance. Since most students have a basic AutoCAD 
knowledge that is widely used. The AutoCAD is installed in each computer in the 
CNC equipment room, and the students are required to familiarize the software 
applications. The students are demanded to not only draw outlines of the plane in 
Figure 1 and Figure 2, but also draw three-dimensional map. What’s more, they 
should know the assembly and checking whether there is any interference between the 
parts just as what is 
shown in Figure 3 
so that hidden 
quality problem in 
the upstream can be 
controlled. Then, the 
students are required 
to design an 
assembly, practice 
design and drawing 
and test assembly so 
that the students can 
discover engineering 
problems in and 
solve them timely in 
the product design 
phase. 

Fig. 4. The path simulation drawing of The 
left part of the cutting tool in part 1 
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2.2   Research and Practice on Improving CAM Ability Training Mode 

Most students have used Master 
CAM software in early open 
trial and early integrated 
training. The Master CAM  
combines functions  two-
dimension such as 2-D drawing, 
three-dimensional solid 
modeling, surface design, voxel 
merging, NC programming, 
tool path simulation and 
simulation processing, 
demanding little in the 
operating environment, 
producing the best results in 
design and CNC machining 
operations for the users[3-7]. 
Master CAM is very 
extensively applied, and it is 
compatible with other CAD / CAM 
software. Therefore, we ask 
participants to be proficient in Master 
CAM software, and execute skillfully 
graphic conversion between soft 
wares in CAD / CAM, rough work 
piece, tool, process parameters 
design such as rough and finishing 
machining on the parts in Figure 1 
and Figure 2. In addition, they should 
master the tool path simulation 
shown in Figure 4 and the 
verification of entities cuts shown in 
Figure 5, and they also should know 
how skilfully modify process 
parameters, automatically generate 
the NC machining program shown in 
Figure 6 (Note: Due to space limitations, only  a small portion is shown). The 
participants indicate that the automatic programming is more efficient and more 
accurate than the manual programming. Practice shows that the more complex the 
part surface is , the more superior the automatic programming is. 

3   Research and Practice on CAD / CAM Highly Skilled Talents 
Training Based on Web  

How to input the 1,000 segments of processing procedures generated by the parts in 
Figure 1 and Figure 2 into the CNC machine? Manual input? Clearly the efficiency is 

Fig.5. The verification drawing of the Entity 
cutting of the right side of part 2 

Fig. 6. Automatically generated NC machining 
program 
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too low, so this scenario is not desirable. Then copy them through the memory card? or 
through the network transmission? In recent years, we have converted the numerical 
control room computers, servers, switches, CNC machine tools into the network DNC 
system through technology research and CNC equipment modification. Thus, the 
students can open folder with the program, select the machine code, and then send the 
program through the network, which is shown in Figure 7.  

So how to process the parts above successfully by CNC machine tools? While most 
students have pre-intermediate and advanced NC level training exercises, the technical 
requirements of these parts are quite high. Therefore, the precision accuracy of machine 
tools such as the precision of guide, spindle and tool holder should be verified and the 
measuring tools, cutting tools, rough, and chip solution should be also verified before 
the process. Then you can process the parts step by step according to the operation rules 
and flow of work. In the processing, the process testing should be paid attention to 
prevent the parts being scrapped. As for the processed parts, the participants can test the 
qualities of the parts in the drawing, and then, analyze the causes, propose measures for 
improvement and the process optimization solutions according the defects to further 
improve the quality of the parts. Through the above process of practice, students' ability 
to process difficult high-precision parts can be improved, and so be their abilities to 
analyze and address quality defects. The students with interest can also participate in the 
level appraisal of vocational skills organized by labor personnel department, and the 
students with good results can obtain the CNC lathe technician certificate. 

 

Fig. 7. The path drawing of program transmission 

4   Conclusion  

In short, in order to respond the “Education and Training Program on Excellence 
Engineer” project of the Ministry of Education and to train the “Double-identity” 
teachers and to cultivate the applicative and innovative compound talents with strong 
learning ability and stored stamina in our college, we have launched several 
researches and practices in the above aspects. Through nearly two years of teaching, 
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CAD / CAM highly skilled talents training and open trial are successfully held based 
on web, developing the students' ability of comprehensive utilization of previously 
learned professional theory and practical experience. It has also improved the ability 
of processing the complex parts, increased the capacity of analysis and processing 
quality defects, cultivated the practice innovation capacity of students and enhanced 
the overall quality, which enriches the content of teaching practice and improves the 
practice base in college. The lesson plans, courseware, training atlas and examination 
question bank related to CAD / CAM highly skilled talents training based on web 
platform have been initially established. 

Acknowledgements. Teaching Reform Fund for Huaihai Institute of Technology 
(5509002); Ministry of Finance Central and local governments jointly-built fund 
projects. 
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Abstract. Let G be a graph with vertex set ( )V G  and edge set ( )E G , and let 
{ }0,1Ζ = .Any edge labeling 2: ( )f E G Z→ of a graph induces a vertex 

labeling ( ) 2:f V G Z+ → . Defined by ( )f v i+ = if v is incident to more i -
edges than ( )1 i− -edges, and ( )f v+ is unlabeled if v is incident to an equal 
number of 0-edges than 1-edges. Denote by ( )fe i and ( )fv i  the number of 
edges and vertices, labeled i .We call edge-friendly if ( ) ( )0 1 1f fe e− ≤ . 
Define the edge-balance index set of G as: ( ) ( ){ 0 1 :f fv v f− is an edge 
friendly labeling of }G . In this paper, we will study the edge-balance index sets 
of the network graph

22m mC P×  ( )2m ≥ , and solve formula proof and graphic 
tectonic methods. 

Keywords: edge-friendly labeling; edge-balance index set, 
22m mC P× . 

1   Introduction 

The means of using the vertex and edge of graph labeling function theory to study the 
graphs is firstly introduced by B.M. Stewart in 1966. Over the years, many domestic 
and foreign researchers work on some studies in this field, and have gained a series of 
achievements, such as graphical construction method of edge-magic graphs and edge-
graceful graphs, their theoretical study and so on. Boolean index sets of graphs are 
that make the vertex sets and the edge sets of graphs through the mapping function 
with

2Ζ corresponding, to study the characteristics of various types of graphs and the 

inherent characteristics of graphs, Boolean index set theory can be applied to 
information engineering, communication networks, computer science, economic 
management, medicine, etc. The edge-balance index set is an important issue in 
Boolean index set.[1] 

Let ( , )G V E  be a graph with vertex set V and edge set E . Integers set { }0,1Ζ= . 

Given an edge labeling functions 
2: ( )f E G Z→ .That is to say, ( )e E G∀ ∈ ,

 
{ } 0 1f e or= . According to the edge labeling f , we define an associated partial 

vertex labeling ( ) 2:f V G Z+ →  as follow. Define ( )f V+  to be 0 if it is incident to 

more 0-edges than 1-edges and 1 if it is incident to more 1-edges than 0-edges, if the 
vertex v is incident to an equal number of 0-and 1-edges, leave it unlabeled. Hence 

f +  is a partial function. For each it {0,1} , let ( ) { :fe i uv= ∈Ε  ( ) }f uv i= , and 
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( ) ( ){ }:fv i v V f v i+= ∈ = . If no ambiguity occurs, we could omit the subscript and 

simply write ( )e i  and ( )v i  respectively.[1]. 

Definition 1[1]. An edge labeling ( ) { }: 0,1f E G → of the graph G  is said to be edge-

friendly if ( ) ( )0 1 1f fe e− ≤  where ( )fe i  is the cardinality of the set 

( ) ( ){ }:e E G f e i∈ =  for { }0,1i ∈ . 

Definition 2[1]. The value ( ) ( )10 ff vv − is called on edge-balance index of G  under 

an edge-friendly labeling f . The edge-balance index set of the graph G , denoted 

by ( )GEBI , is defined as the set of all possible edge-balance indices of G , that is the 

set ( ) ( ){ fvv ff :10 − is an edge friendly labeling of }G . 

Specifically, the maximum of edge-balance index denoted by ( ){ }max EBI G  

Definition 3. The sign 
2mP  denotes a path graph containing paths with m vertex and 

every vertex has 2 bifurcates except the last vertex of path. 

Definition 4. The sigh 
2mC denotes a circle graph, which is the inner circle containing 

2 vertex and the vertex number of m circle from inside to outside successively 
increase by power exponent. 

Definition 5. The sigh
22m mC P× denotes a power circle nested graph by the circle 

graph
2mC and the path graph

2mP . 

Example: The figure 1 gives several 
22m mC P× graphs 

                          

                      2
2 22

PC ×                    3
322

C P×                       4
422

C P×  

Fig. 1. 

Definition 6. There are m circles in the graph ( )
22

2m mC P m× ≥ , respectively using 

( ) ( ){ } ( ){ ( ) ,2,2,1,1 2121 ( ) ( ) } ( ){ ( ) ( ) ,1,,1,1,,2,2 122143 1 −−−−− mmmm  
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( ) } ( ) ( ) ( ) ( ){ }mmm mmmmm 212212 ,,,,,1 1 −−− as the vertices label from inside to 

outside m circles clockwise; Symbols ( )i
j  says points in the ring j , I says the 

point i  of the circle.  
Among them:  

;)()1()3()2()1( 11111 mm →−→→→→  

;)()1()3()2()1( 21111 mm →−→→→→  

;)()1()3()2()1( 32111 mm →−→→→→  

;)()1()3()2()1( 42111 mm →−→→→→  

                                   
;)()1()3()2()1(

122221 1121 −−− →−→→→→ mm mm  

;)()1()3()2()1( 1121 22221 −− →−→→→→ mm mm  

;)()1()3()2()1(
121212122 1221 ++++ −− →−→→→→ mm mm  

                                      
;)()1()3()2()1(

22222 132 mm mm →−→→→→ −  

The above says that the ( )
22

2m mC P m× ≥ have m2 paths. 

We call an edge labeling of ( )xyf  is 1 to be 1-edge and an edge labeling of 

( )xyf  is 0 to be 0-edge, if an vertex labeling is 1 to be 1-vertex and an vertex labeling 

is 0 to be 0-vertex when the context is clear. 

2   Proof 

For the edge-friendly labeling of the graph ( )
22

2m mC P m× ≥ , γ stands for the total 

edges of the graph .we discuss the edge-balance index set of this graph from the 
following tow parts: ( ) ( )2mod1;2mod0 ≡≡ mm . 

But, in this paper, we only researcher it when ( )2mod1≡m . 

Lemma 1. For the graph ( )
22

2m mC P m× ≥ , when ( )2mod1≡m , ( ){ }22
max m mEBI C P× = 

2 32 2

3

m+ −
. 

Proof. First, structure the graphics with the maximum edge - balance index: 

We mark all edges for 0-edge which are linked to (( ) 2 ,1 ; 2 1,ij j k j m i k= ≤ ≤ = +  

)1 2 ,ji k≤ ≤ ∈Ν . And let the label of edges (1( ) ( ) , 2 1,1 ; 4 ,i ij j j k j m i k− = + ≤ ≤ =  

)1 2 ,ji k≤ ≤ ∈ Ν  is signed 0-edge, the other edges is labeled as 1 except . The 

21 )1()1(  is 0-edge. 
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In the graph, there are 2 3 1 22 (2 2 2 2 ) 2 2 6m m mγ − += + + + + + × = −  edges, of which 
12 3m+ −  are the 0-edge. According to the definition of edge-friendly labeling, 

| (0) (1) | 1e e− ≤ , we can get the edge-friendly labeling of the labeled graph by 

calculation. In this labeled graph, all the vertices (( ) 2 ,1 ; 2 1,ij j k j m i k= ≤ ≤ = +   

)1 2 ,ji k≤ ≤ ∈Ν  are 0-vertex, others are 1-vertex except the vertices 21 )1()1( . Thus, 

we can gain { 1 3 1 3 5 7 1 3(0) (2) , (2) , (4) , (4) , (4) , (4) , , ( 1) , ( 1) ,V m m= − −  

}12 1
, ( 1) mm − −

− =
3

22
2222 2431 −=+++ −−

m
mm . 

Due to 222222 1121 −=+++ +− mmm
 vertices in this graph which is 

defined by the f + , two of the vertices is not defined, then 2
3

22
22)1( 1 −−−−= +

m
mV . After 

this ( ) ( )
3

22
2

3

22
22

3

22
10

32
1 −=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−−−−−−=−

+
+

mm
m

m

vv . 

We can prove 
2

2 3

2

2 2
( )

3
m

m

mEBI C P
+ −× =  is the maximum of edge-balance index 

in the graph ( )
22

2m mC P m× ≥ . 

In this labeled graph, the vertices of the outside circle have 3 adjacent edge, and the 
edges adjacent to the vertices of the inner circle are 4, the edges next to the vertices of 
others circles are 5. The degree of 0-virtex is five except four degree point in the inner 
circle. what’s more, the adjacent edge with 0-vertex is 0-edge, the adjacent edge with 
1-vertex whose degree is three is only one, the adjacent edge with 1-vertex whose 
degree is five is two, another four degree is not defined. when we change the 0-vertex 
into 1-vertex or undefined vertex, we must take out 2 0-edges.thus, wherever we put 
the 2 0-edge, the number of the 0-vertex will increase, meanwhile the number of the 
0-vertex will not increase. So the difference value is maximum, that’s to say: 

( ){ }
3

22
max

32

2 2

−=×
+m

mPCEBI m
. 

Lemma 2. In the graph ( )
22

2m mC P m× ≥ , when ( )1 mod 2m ≡ , 
2 32 2

1,
3

m+⎧ − −⎨
⎩

  

}
2

2 3

2

2 2
2, ,2,1,0 ( )

3
m

m

mEBI C P
+ − − ⊂ ×  

Proof. In the lemma 3, when ( )2mod1≡m , we get ( ){ }22
max m mEBI C P× =  

2 32 2

3

m+ −
. 

Below transform is based on the biggest index labeled graph constructed form 
lemma 1, and every step all proceeds is based on the previous step to transform, 
which in turn constructs labeling graphs corresponding with the index.  
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Among the 1(2 1) (2 ) (2 ) (2 )r s s sk k k k +− ↔ means that we exchange (2 1) (2 )r sk k−  

and 
1(2 ) (2 )s sk k +  which are 0-edge and 1-edge respectively. 

First, build an odd index set:  

Step 1: 2111 )1()1()2()1( ↔ , we can obtain the edge-balance indexes which are 

( ) ( ) 1
3

22
10

32

−−=−
+m

vv . 

Step 2: 2111 )3()3()3()2( ↔ , we can obtain the edge-balance indexes which are 

( ) ( ) 3
3

22
10

32

−−=−
+m

vv . 

Step 3: 6553 )3()3()3()2( ↔ , we can obtain the edge-balance indexes which are 

( ) ( ) 5
3

22
10

32

−−=−
+m

vv . 

Step 4: 7663 )3()3()3()2( ↔ , we can obtain the edge-balance indexes which are 

( ) ( ) 7
3

22
10

32

−−=−
+m

vv . 

Step 5: Exchange the 0 – edge connecting the t forth and fifth circles with the right 
1-edge of the same vertices in the fifth circle in turn, we can obtain 16 labeled graphs 

of odd edge-balance indexes which are 
2 3 2 3 2 32 2 2 2 2 2

9, 11, 13,
3 3 3

m m m+ + +⎧ − − −− − −⎨
⎩

 

2 3 2 3 2 3 2 32 2 2 2 2 2 2 2
15, , 35, 37, 39

3 3 3 3

m m m m+ + + + ⎫− − − −− − − − ⎬
⎭
. 

Step 6: Similar to step 5, from inside to outside exchange the 0-edge connecting 

the circles 2k and 2 1k + 1
1

2

m
k

−⎛ ⎞< ≤⎜ ⎟
⎝ ⎠

 ）with the right 1-edge of the same vertices 

in the circle 2k in turn, we can obtain these labeled graphs of even edge-balance 

indexes which are }
2 3 2 3 2 32 2 2 2 2 2

41, 43, 45, ,7,5,3,1
3 3 3

m m m+ + +⎧ − − −− − −⎨
⎩

. 

Even index collection structure as follows:  
Step 1: Exchange the 0–edge connecting the second and third circles with the right 

1-edge of the same vertices in the third circle in turn, we can obtain 4 labeled graphs 

of even edge-balance indexes which are
2 3 2 3 2 3 2 32 2 2 2 2 2 2 2

2, 4, 6, 8
3 3 3 3

m m m m+ + + +⎧ ⎫− − − −− − − −⎨ ⎬
⎩ ⎭

. 

Step 2: Similar to step 1, from inside to outside exchange the 0-edge connecting 
the circles 2k and 2 1k + 1

1
2

m
k

−⎛ ⎞< ≤⎜ ⎟
⎝ ⎠

 with the right 1-edge of the same vertices in 

the circle 2k  in turn, we can obtain these labeled graphs of even edge-balance 

indexes which are }
2 3 2 3 2 32 2 2 2 2 2

10, 12, 14, ,8,6,4,2,0
3 3 3

m m m+ + +⎧ − − −− − −⎨
⎩

. 
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In conclusion, we can prove }
2

2 3 2 3

2

2 2 2 2
1, 2, ,2,1,0 ( )

3 3
m

m m

mEBI C P
+ +⎧ − −− − ⊂ ×⎨

⎩
. 

Theorem 1. In the graph ( )
22

2m mC P m× ≥ , when ( )1 mod 2m ≡ , ( )
22m mEBI C P× =  

}
2 3 2 3 2 32 2 2 2 2 2

, 1, 2, , 2,1, 0
3 3 3

m m m+ + +⎧ − − −− −⎨
⎩

. 
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Abstract. In this paper，an efficient method based on wavelet transform is 
presented for detection of magnetizing inrush current in transformer. The author 
uses power system toolbox(PSB) in simulink, establishes the simulation model 
of magnetizing inrush current and fault current, and completes the feature 
extraction of two kinds of waveform by using wavelet transform. By lots of 
simulation results, it shows that this method can identify magnetizing inrush 
current well, with high accuracy.  

Keywords: Wavelet Transform, Transformer, Magnetizing inrush current, 
Matlab simulation. 

1   Introduction 

As one of the most important and expensive electrical equipments in the power 
system, power transformer beares an important role of electricity transmission and 
voltage transform . Its reliable operation is directly related to that whether the power 
system can work safely and steadily.Therefore,the protection research of power 
transformer has always been an important topic in power system protection[1]. 

The recognition of inrush current is always the key problem in transformer 
differential protection, and it is of important significance in improving the accuracy of 
transformer protection movement and the quality of power supply of power system. 
Therefore domestic and overseas scholars have done a lot of study work, and many 
magnetizing inrush current identification methods are proposed, mainly include second 
harmonic, discontinuous angle principle, waveform symmetry principle, the magnetic 
flux characteristics identification method etc. Among them second harmonic method is 
the most widely used. However, various identification methods have their respective 
advantages and disadvantages, and they still cannot meet the requirements of modern 
microcomputer relay protection. So using the new principle and method to identify 
transformer magnetizing inrush current has reality urgency. 

Wavelet transform is a new kind of time-frequency transform theory truly rising 
from the late 1980s, which is developed from Fourier transform, with multiple-scales 
analysis and good time-frequency localization characteristics, and can accurately 
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extract signal characteristics. In recent years, many scholars apply wavelet algorithm to 
the transformer protection combined with traditional methods. The author of paper [3] 
decomposes the current signal on both sides of transformer by using wavelet transform, 
and gets the sign of fault jump’s product to accurately discriminate inrush current and 
fault current. For transformer inrush current and internal fault current recognition 
problem, a wavelet neural network solution is put forward in paper [4], which 
combines the advantages of wavelet transformation and neural network. Paper [5] uses 
wavelet analysis to extract the discontinuous angle features to identify inrush current 
and short-circuit current, but its reliability is low in serious interference site. 

2   Wavelet Transform Theory and Multi-resolution Analysis 

Wavelet analysis, which has been developed in recent years, can achieve high 
resolution in time domain and frequency domain, so it is called "Math Microscope", has 
been more and more widely used in digital signal processing area. Wavelet analysis has 
excellent characteristics in signal mutating (edge) and singular detection, which can 
"focus" to any detail of the signal and can achieve the perfect description of signal 
singularity. 

Assuming the function ）（tΨ ∈L2(R), and it meets the following condition: 

=0 (1)

Ψ (t) will be considered as base wavelet or mother wavelet. Introduce scale factor a 
and shift factor b, and they meet: a, b ∈R and a≠0. Flex and translate base wavelet, the 
following family of functions will obtained: 

 (2)

Say ）（tΨ ba,  as wavelet analysis. 
In practical applications, computer handling signal f (t) is usually discrete sequence, 

so a and b shall be discretized, and wavelet analysis becomes discrete wavelet transform. 
Usually, scale factor a and shift factor b of the continuous wavelet transform only 

need to be respectively discrete sampled as following: a= ja0，b =k ja0 0b ，j, k∈Z 

and 0a >1, then the corresponding wavelet function will be : 

 (3)

Discrete wavelet transform can be defined as:   
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In 1988, S.Mallat proposed the concept of Multi-Resolution Analysis which shows 
the multi-resolution frequency characteristics of wavelet vividly from the concept of 
space when he built orthogonal wavelet base, and gave the construction method and 
fast algorithm (Mallat algorithm) of orthogonal wavelet. In Mallat algorithm, each 
signal and system has a resolution and the resolution of the signal and system is 
separately associated with frequency content in signal and bandwidth of the system. 
The wider bandwidth is, the higher resolution is and vice versa. 

Figure 1 gives the structure of three-layer multi-resolution analysis. 

 

Fig. 1. The structure of three-layer multi-resolution analysis 

As can be seen obviously from the figure, low frequency part is further decomposed 
in multi-resolution analysis, and high frequency part then will not be considered. The 

relationship of decomposition is S = 1233 DDDA +++ . This paper uses wavelet 

and corresponding filters group provided by S. Mallat etc. The wavelet can accurately 
locate mutations position of the signal. 

 

Fig. 2. The figure of transformer simulation model 
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Fig. 3. The simulation waveform of inrush current 

 

Fig. 4. The simulation waveform of three-phase short-circuit current 

3   Power Simulation Modeling 

Simulink, which is a visualization simulation tool in MATLAB and a MATLAB-based 
diagram design environment, can provide the integrated environment for dynamic 
system modeling, simulation and comprehensive analysis. This paper uses power 
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system toolbox (PSB) in simulink to implement the digital simulation for transformer 
inrush current process. Specific circuit model is shown in figure 2. 

Modules in the simulation model are directly adopted from SimPowerSystems 
module base in simulink of Matlab. Equivalent source: VN=121kV. The main 
parameters of transformer: SN=40MVA, Frequency is 50Hz, three-phase duplex 
winding, the voltage class is 110kV／11kV, no tapping, discontinuous angle varies 
between 0 and 360°. 

This study achieves inrush currents under different circumstances by changing 
initial switching-in angle of the voltage and residual magnetism of the transformer, and 
short-circuit currents by setting up different faults. Figure 3 shows A phase inrush 
current when initial angle = 0 and residual magnetism is （0, 0, 0）. Figure 4 shows 
three-phase short-circuit current. The horizontal axis shows sales time, the vertical axis 
represents the value. 

4   Wavelet Analysis Method to Identify Inrush Current 

Because there are many kinds of wavelet function and it can be built according to actual 
needs, how to choose the wavelet function is a very important issue. According to 
characteristics of the signal, small amplitude, high frequency oscillation, decay faster, 
short-term mutation, this paper selects DB4 of Daubechies series constructed by 
famous wavelet analysis scholars Daubechies Ingrid to transform the original 
waveform to scale 1, 2, and 3. 

 

Fig. 5. Wavelet transform waveform of inrush current 

α
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Figure 5 and 6 respectively shows wavelet transform waveform of inrush current and 
three-phase short-circuit current. Among them, d1, d2, d3 represents the high 
coefficients of wavelet transform waveform in the first, second, third scale, and A3 
shows wavelet discrete signal. 

According to the simulation waveform, it can be seen obviously that there is much 
difference between wavelet transform waveform of inrush current and of three-phase 
short-circuit current. 

First, as figure 5 shows, there are four mutations each industrial frequency cycle in 
detail 1 and detail 2, which indicates that mutations happen in electromagnetic quantity 
of transformer; In figure 6, there is a larger pulse component in fault beginning, but this 
component quickly decay, with no other obvious change. Thus, it is possible to identify 
inrush current and the fault current well. 

Then, the coefficient of magnetizing inrush current mutational site is larger, and the 
waveform of short circuit current is quite gentle, without apparent mutations. 

 

Fig. 6. Wavelet transform waveform of three-phase short-circuits current 

5   Conclusions 

According to the mechanism of transformer magnetizing inrush current, this paper 
establishes relevant model in MATLAB software, carries out the digital simulation and 
puts forward a method of using wavelet transform to identify inrush current and the 
fault current. This method can effectively identify magnetizing inrush current, without 
quantitative calculation on second harmonics content and the size of the continuous 
angle. It is feasible, with less computation. 
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Abstract. Changes in environmental factors (air temperature, soil conditions, 
etc.) with elevation can greatly impact plant growth, leading to morphological 
and physiological differences in plants. Non-structural carbohydrates (NSC) is 
an important physiological indicator for plant growth. In this paper, the 
biomass-weighted tissue NSC concentration of Fargesia nitida along an 
elevational gradient (2480 m, 2700 m, 2940 m and 3170 m a.s.l.) in the Wolong 
Nature Reserve was studied. Results indicated that the biomass-weighted NSC 
concentrations of F. nitida showed a wavy trend of “low - high - low - high” 
with increasing elevation in April, and a humped curve in October. The 
biomass-weighted NSC concentrations in plants at each elevation increased 
from the beginning (April) to the end (October) of a growing season, with 
higher increase magnitude at the middle elevations. The increased NSC 
accumulated mostly in roots, followed by stem and shoots. The non-linear 
responses of NSC to elevation reflect the survival strategies of F. nitida at 
different elevations associated with different environmental conditions. 

Keywords: bamboo, elevation gradient, NSC, survival strategy, the Wolong 
Nature Reserve. 

1   Introduction 

Many environmental factors, such as air temperature, precipitation, soil conditions, 
and sunshine, vary with elevation, leading to the ecological and physiological 
differences of plants [1].In recent year, more and more attention has been paid to 
research on the relationship between plant growth and environmental gradient.  

Fargesia nitida (Mitford) Keng f. ex Yi, a staple bamboo species for the food of 
the Giant Panda (Ailuropoda Melanoleuca), is widely distributed in the Wolong 
Nature Reserve. Metabolism of non-structural carbohydrates (NSC) has great 
                                                           
* Corresponding author.  
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influence on the growth and development of plants [2, 3]. The NSC concentration in 
plants reflects a level of materials available for plant growth and assimilation [2, 3]. 
To study the concentration of carbohydrates in plants and its change with growing 
seasons can better know its status in plants [4].  

In this paper, we investigated the biomass-weighted NSC and tissue NSC 
concentration in F. nitida along an altitudinal gradient from 2480 m a.s.l. (the lowest 
distribution of F. nitida) to 3170 m (the uppermost limit of its distribution) in the 
Wolong Nature Reserve, compared their changes with growing seasons and explained 
these results based on environmental conditions and plant survival strategy. Our 
works will contribute to understanding the physiological responses of F. nitida to 
elevation, obtaining the knowledge of physiological changes of F. nitida with 
growing seasons, and acquiring the adaptive strategy of bamboos to environmental 
stress.  

2   Materials and Methods 

2.1   Study Sites 

The Wolong Nature Reserve (200 000 ha; 102°52′~103°24′ E; 30°45~31°25′ N) is 
located in a transitional area from the Sichuan Basin to the Tibetan Plateau. The 
precipitation-rich reserve has hot summers and cold winters, and distinct arid and 
humid periods, affected by the Qinghai-Tibet plateau climate system. The soil of the 
study transect has developed from granite, classified as mountain yellow soil [5].  

F. nitida is widely and densely distributed under the canopy of evergreen 
broadleaved forest at 2480 m a.s.l. to evergreen and deciduous broadleaved mixed 
forest at 3170 m in the reserve [6]. According to nearly-equal interval of elevation, a 
400-m2 plot (20 m × 20 m) was established at 2480 m (the lowest plot), 2700 m, 2940 
m, and 3170 m (the uppermost plot), respectively. The detailed characteristics of plots 
are listed in table 1. 

Table 1. Characteristics of plots [6] 

Elevation (m a.s.l.) 2480 2700 2940 3170 

Aspect  southeast southeast southeast southeast 
Slope degree (°) 15 10 10 15 
Air temperature (°C) 7.4 6.2 4.9 3.6 
Precipitation (mm/a) 700 862 1040 1210 

Soil temperature (°C) 6.9 5.6 4.3 3.0 

soil organic carbon (g/kg) 92.7 104.7 110.8 134.6 

soil available nitrogen (mg/kg) 584.7 630.4 701.2 775.0 

Overstory canopy coverage (%) 62 60 50 38 

2.2   Field Sampling 

The field sampling was carried on in April, 2008. Three bamboo clumps in each plot 
were randomly selected, and all tissues (leaf, shoot, stem and root) samples were 
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collected respectively. In October, tissue samples at every elevation were taken again 
from another three bamboo clumps. These samples were deenzymed and dehydrated 
at 70°C to a constant weight. 

2.3   Chemical Analysis 

Dried leaf, shoot, stem and root samples were ground to pass a 1-mm sieve. Total 
soluble sugars concentration was determined by the anthrone method [3], and starch 
concentration was determined by the anthronecolorimetric method [3]. 

2.4   Data Analysis 

Non-structural carbohydrate is defined as the sum of the starch plus the total soluble 
sugars for each tissue. The biomass-weighted NSC concentration is given by 

×100i i

i

M C
C

M

•
= ∑

∑
％ . (1)

Where, C stands for the biomass-weighted NSC concentration (%), Mi stands for the 
biomass of a tissue of F. nitida (g), Ci stands for the NSC concentration in the 
tissue(%),∑Mi·Ci stands for the total NSC mass of all the tissues(g) and ∑Mi stands 
for the total biomass of all the tissues of F. nitida (g). 

One-way analysis of variances (ANOVAs) was used for all variables to test the 
differences among plots at different elevations, and followed, if significant, by 
Tukey's HSD test at α=0.05 to evaluate differences between pairs of means. Statistical 
analysis was done with SPSS 12.0 statistical software packages (SPSS 12.0 for 
Windows, Chicago, USA).  

3   Results 

The biomass-weighted NSC concentration of F. nitida growing at 4 elevation were 
significantly different (p<0.001) both in April and in October (Table 2). It revealed a 
wavy trend of “low - high - low - high” with increasing elevation in April, and a one-
hump trend in October. During the growing season of F. nitida (from April to October 
of 2008), the biomass-weighted NSC concentration increased but it increased slightly 
at the boundary elevations and dramatically at the middle elevations (Table 2). 

Table 2. Biomass-weighted NSC concentration (soluble sugars + starch) of F. nitida at 
different elevation and its change with sampling time in the Wolong Nature Reserve, SW 
China. Different letters indicate statistically significant differences (p < 0.05, n = 3) between 
elevations within each category and sampling time.  

elevation 2480 m 2700 m 2940 m 3170 m F 
C0 7.14±0.02 a 7.90±0.06 b 7.24±0.06 a 8.03±0.08 b 29.39*** 
C1 7.83±0.17 a 10.37±0.22 b 9.63±0.06 b 8.13±0.02 a 43.08*** 
ΔC 0.69 2.47 2.39 0.10  

Note: C0 is the NSC concentration in April (%), C1 is the NSC concentration in October (%), 
ΔC= C1 − C0. the same below. 
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Table 3. Tissues NSC concentration of F. nitida at different elevation and its change with 
sampling time in the Wolong Nature Reserve, SW China. Different letters indicate statistically 
significant differences (p < 0.05, n = 3) within each tissue category and sampling time. 

elevation 2480 m 2700 m 2940 m 3170 m F 

leaf 
C0 12.09±0.06a 12.69±0.09b 11.55±0.11c 11.54±0.17cd 22.71*** 
C1 12.01±0.30a 13.43±0.17b 11.82±0.14ac 12.66±0.30ab 9.19** 
ΔC -0.08 0.72 0.27 1.12  

shoot 
C0 8.48±0.02 a 9.81±0.06 b 8.71±0.06ac 10.40±0.08d 293.39*** 
C1 8.53±0.17 a 10.84±0.22b 9.95±0.06 c 8.29±0.02 a 73.08*** 
ΔC 0.05 1.03 1.24 -2.11  

stem 
C0 6.07±0.10 a 6.34±0.08ab 5.67±0.06 c 6.73±0.11 b 24.92*** 
C1 6.86±0.13 a 9.43±0.38 b 8.66±0.21 b 6.80±0.10 a 32.26*** 
ΔC 0.79 3.09 1.99 0.07  

root 
C0 9.68±0.10 a 10.39±0.01b 8.08±0.06 c 9.66±0.19ad 79.09*** 
C1 11.37±0.14 a 13.25±0.40b 12.64±0.27b 10.45±0.16a 22.88*** 
ΔC 1.69 2.86 4.56 0.79  

For each tissue of F. nitida growing at all elevations, the NSC concentration had 
significantly differences (p<0.05) both in April (before growing season of F. nitida) 
and in October (after growing season of F. nitida). NSC in all tissues revealed the 
same trend of “low - high - low - high” with increasing elevation in April. Similarly, 
leaf NSC concentration revealed the same trend in October. Whereas, in other tissues 
(shoot, stem and root), it revealed a one-hump trend in October. During the growing 
season, tissue NSC of the bamboo increased except in the leaf at 2480 m and shoot at 
3170 m (Table 3). 

4   Discussion 

Photosynthesis products can be classified into structural carbohydrates and non-
structural carbohydrates (NSC). Non-structural carbohydrates includes soluble sugars 
(sucrose, glucose, fructose, fructan, etc.), starch and fat, which are important materials 
for plants metabolism and main carbon providers for plant growth, especially when 
plant photosynthesis keeps at a low rate [7]. 

Li et al. [2, 3] compared concentration of soluble carbohydrates of the same tree 
species and found concentration of soluble carbohydrates at treeline was obviously 
higher than at low elevation. However, our works didn’t reveal the same trend. NSC 
concentration of F. nitida revealed a wavy trend of “low - high - low - high” in April 
and a one-hump trend in October. However, the natural environmental factors, such as 
air temperature, precipitation, soil temperature, soil pH, SOC and soil available 
nitrogen didn’t reveal the same trend (table 1). We think the growth of the bamboo is 
determined by not a single environmental factor, but the comprehensive 
environmental conditions.  

The biomass-weighted NSC reveals the comprehensive NSC level in F. nitida. The 
biomass-weighted NSC increased at all elevations, but the increase at the middle 
elevations exceeds the increase at the boundaries (table 2). The result shows the 
middle elevations has better conditions for the growth of F. nitida. In April, the 
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bamboo growing at the uppermost elevation showed extremely high biomass-
weighted NSC concentration (table 2). It is possibly caused by low temperature-
inducing growth limitation [8]. Studies showed low temperature stress was 
advantageous for NSC accumulation in plant tissues [2, 3, 8]. At low temperature, 
plant cannot make full use of carbon assimilation substance for cellular reproduction 
and growth, leading to the accumulation in plant tissues [9]. In addition, plant 
photosynthesis at high elevation is no less than at low elevation [4]; on the contrary, 
low temperature in nights and in cold winter at the uppermost elevation reduces plant 
respiration [10], which can also lead to NSC accumulation. 

Soluble sugars and starch are two main components of NSC. Soluble sugars was 
helpful for plant to live through low-temperature season by decreasing the freezing-
point of cytoplasm to prevent plant cells from freezing [11]. Sakai & Yoshida [12] 
observed soluble sugars concentration in plants body was in proportion with frost-
resistance capability of plants. Starch, main storage materials of plant, can supply for 
plant growth through converting into sugars. Generally, plants growing harsh 
condition at high altitude or in cold winter need sufficient carbohydrates to maintain 
their growth, as well as enough soluble sugars to promote their survival capability. 
So, higher NSC concentration at the uppermost elevation played a positive role on 
resisting low temperature threat. This may be a survival strategy for F. nitida growing 
at 3170 m. 

During the growing season of the bamboo (from April to October in 2008), the 
biomass-weighted NSC increased at each elevation, but the increase was different for 
each tissue. The increased NSC accumulated first in the root, then in the stem and 
shoot, and then in the leaf (table 3). The NSC distribution is beneficial to 
translocation of water and other nutrients. The abundant NSC in the root can also 
provide adequate materials for the growth of whole bamboo clump and the new 
bamboo shoots in the coming year. So, the tissue NSC distribution of the bamboo 
may be also an important survival strategy of F. nitida. 

5   Conclusion 

Our results show the growth of F. nitida is determined by the comprehensive 
environmental conditions, such as air temperature, precipitation, soil temperature, soil 
pH, SOC and soil available nitrogen. The response of NSC in F. nitida to elevation is 
caused by the natural conditions and it is also the survival strategies of the bamboo. 
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Abstract. In view of various kinds of PLC, mostly are in the bad electromagnetic 
environment in which electric circuit with the strong electricity and the strong 
electricity equipment form, thus its reliability is not high, affecting the system 
stable movement. From the three basic principles including suppression noise 
source, cut-off or weaken electromagnetic interference dissemination way and 
enhancement installment and system antijamming ability suppression 
electromagnetic interference obtaining, this article discusses the system in the 
electromagnetic interference production, the dissemination and the suppression 
measure, proposes to use the software resources to eliminate the failure 
detection, analyses the measures of reduced numeral quantity input perturbation 
through counting law and detention input method and the mold by the quantity 
input perturbation procedure through the restriction law, the delay filtering 
restriction law and the delay filtering comparison test. These methods have 
merits such as less investment, unceasing promotion and enhancing the 
reliability of system greatly, making up the insufficiency of the hardware designs 
to a certain extent, which are promoted to apply to PLC system.  

Keywords: three principles; digital input disturbance; modelquantity 
disturbance; measures. 

1   Introduction 

PLC control system is featured as powerful function, simple program design, good 
scalability, easy maintenance, high reliability, adaptable to harsh industrial 
environments and so on, it is widely used in industry production control system, some 
PLCs are installed in control room(for example PLC in coal washing workshop of coal 
separating plant), some are installed at on electrical devices at production sites, most of 
them are in the harsh electromagnetic environment with strong electrical circuit and 
equipments which will easily be affected by disturbance or malfunction. To improve 
PLC reliability, apart from enhance controller performance, also need to solve 
disturbance problems in project design, installation and maintenance, take use of PLC 
software to reduce disturbance is a critical aspect of keeping a PLC control system 
regularity and stability. The following analyzes methods using PLC configuration 
software to reduce interference and enhance system interference resistance capacity.  
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2   Three Principles to Suppress Electromagnetic Interference 

In order to keep system from electromagnetic environment or reduce internal and 
external electromagnetic interference, three inhibit measures should be taken from 
design stage: ①  interference suppression; ②  cut or attenuate transmission of 
electromagnetic interference; ③  improve devices and systems anti- interference 
performance. These three points are basic principles of electromagnetic interference 
suppression. 

The anti-jamming function of PLC control system is a systematic engineering, it 
requires not only products with strong anti-interference ability but also all-round 
consideration for user departments from engineering design, installation, operation to 
maintenance. Methods should be taken to control external interferences during the 
design stage, such as shield PLC system and external lead to prevent spatial 
interference of electromagnetic radiation; external leads isolation or filtering, 
especially power cable should be arranged in layers to prevent accidental 
electromagnetic interference from an external lead wire transmission, proper landing 
point and grounding design to improve the ground system hardware, also use software 
and the PLC configuration software to further improve system security and reliability. 
In complex industrial electromagnetic environment, sometimes hardware measures 
only cannot completely eliminate interferences, software should also be utilized. Some 
software measures can be used as follows:  

(1), delay recognition: software can postpone input for 20ms, read the same signal 
for two or more times, only valid when results are the same. 

(2), block interference: some interferences are predictable, for example when 
programmable controller output action commands to the execution agency (such as 
high-power motor, solenoid), it often accompanied by interferences signals as sparks, 
arc and so on, their signals may interfere with PLC and cause programmable 
controller to receive wrong information. During these disturbance period, take use of 
software to block some input signals of programmable logic controller, and unblock 
when the interference-prone period is over. 

(3), software filter: take use of software filter for analog signals, nowadays, most 
large-scale PLC programming supports for SFC and Structured Text programming, 
which can be easily compiled for complex procedures and to complete appropriate 
functions.  

(4), fault detection and diagnosis: highly reliable programmable logic controller 
can perform perfect self-diagnosis function, if programmable logic controller has a 
failure, it can easily find fault parts and the specific location with self-diagnostic 
program, then replace it and resume normal work. 

Large number of engineering practices have shown that the external programmable 
logic controller input and output devices, such as limit switches, solenoid valves and 
contactors, their failure rate is much higher than the programmable logic controller 
itself, if these components appear failure, the programmable logic controller generally 
cannot perceive, and cannot cause automatically shut down, then failure may extend 
until strong electrical protective devices shutdown, sometimes it even cause 
equipment and personal accidents. After device shutdown, there needs a lot of time to 
find out fault. In order to detect faults, make programmable logic controller shutdown 
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and alarm before any accident happens, and to facilitate troubleshooting, improve 
maintenance efficiency, take use of ladder program to achieve self-diagnosis and 
self-failure treatment. Modern programmable controller has a large number of 
software resources, such as in FX2N Series PLC, there are thousands of 
supplementary relays, hundreds of timers and counters with a considerable margin. 
Utilize these resources for fault detection. 

3   Electromagnetic Interference Elimination Method with PLC 
Configuration Software 

3.1   Reduce Digital Input Perturbation 

Among which CON is counter, NOT non-gate, RS prior flip-flop, IN is the input, OUT 
is the output, N is the number of pulse samples. When there is an external signal input, 
N consecutive pulses which control system acquires makes RS flip-flop output as "1", 
only when the external input signal change from "1" to "0", RS flip-flop reset terminal 
is "1", reset output of RS flip-flop to "0." There are transient interference pulses, CON 
counter will collect less than N consecutive pulses, and CON counter cannot output, 
which reduces interferences. 

The advantage of this method is fast response, which inhibits periodical transient 
disturbance, and the disadvantage is that it cannot eliminate the CON interference of 
counter sampling time. 

 

Fig. 1. Counter-law 

 

Fig. 2. Delayed input method 

IN is the input; OUT is the output, TIME (ET) for the delay time, TON for the delay 
output. When input IN = 1, the start counter until time (PT) = delay time, OUT = 1. 
When counter time <delay time, OUT = 0. The delay time is best within 1S. 

The advantage of this method is eliminating periodic disturbance in short time 
period, and the disadvantage is slow response which is against speed signal 
transmission. 
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3.2   Reduce Analog Input Perturbation 

MOVE command is to maintain instruction (Enable terminal EN = 1, OUT = IN. EN = 
0, OUT keeps previous value), GE is greater than or equal to instruction (OUT = 1, IF 
IN1 ≥ IN2), LE is less than or equal to instruction (OUT = 1, IF IN1 ≤ IN2), HL value 
for the cap, LL for lower limit. When analog input signal is between HL and LL, OUT 
= IN. When IN-AI signal exceed or equal to HL or LL, GE, or LE to determine IN-AI 
signal, which makes OUT1 or OUT2 to output "1" and seal the MOVE, thereby 
maintaining the MOVE output as HL or LL set value which limits the range. 

 

Fig. 3. Limiting law 

The advantage of this method is effectively overcome pulse interference caused by 
accidental factors, and disadvantage is poor smoothness. 

MOVE is to maintain instruction (Enable terminal EN = 1, OUT = IN. EN = 0, OUT 
keeps previous value), GE is greater than or equal to instruction (OUT = 1, IF IN1 ≥ 
IN2), LE is less than or equal to instruction (OUT = 1, IF IN1 ≤ IN2), HL value for the 
cap, LL for lower limit, LG as delay filter instruction, TIME for the delay filter time. 

 

Fig. 4. Filter Delayed limiting law 

The advantage of this method is effectively inhibiting periodic pulse interference, 
smoothness improves compared with limiting law, and the disadvantage is slow signal 
response speed. 

LG is delay filter, SUB is subtract instruction, ABS is instruction absolute value, GE 
is greater than or equal to instruction, HL is the maximum deviation, TIME is delay 
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filter time. Normally, the input signal IN-AI will output directly through first order 
delay filtering, OUT = IN-AI values; when there is a jump signal, take the absolute 
value subtraction of input signal IN-AI which goes through the first-order delay filter 
and the jump signal of input signal which contains IN- AI (no matter it is negative 
deviation or positive deviation), then compares with HL value, if it is greater than or 
equal HL default, OUT1 = 1, then switch LG-delay filter to tracking status, and OUT 
maintains the input signal IN-AI value before jump . Continue to reduced until jump 
signal weakened, OUT1 = 0, OUT = IN-AI. 

 

Fig. 5. Filtering delay Comparative Law 

The advantage of this method is a good inhibition of periodic disturbance with high 
smoothness, and the disadvantage is that sensitivity mainly depends on TIME-delay 
filter time. 

 

Fig. 6. Points shake consumer filtering 

LG is for delay filter, SUB for subtract instruction, GE is greater than or equal to 
instruction, LE is less than or equal to instruction, OR is OR gate (DFB function of its 
own), NOT is a non-door, TON is the delay output, EOR is XOR gate, MOV is to keep 
commands, PI is the proportional integral regulator, HL is the maximum positive 
deviation, LL is the maximum negative deviation, TIME is time delay filter time, 
TIME1 for delay output time, TIME2 for delay filter time. Parameter settings: LG 
(TIME = 1S), TON (TIME1 = 10S), LG1 (TIME = 30S), HL = 0.2, LL =- 0.2, PI (TI = 
10S, release P and block it as a pure integrator regulator), use other PLC software 
design and configuration as interference approaches and: add time delay shielding 
function, digital filtering and sample shaping frequency (effectively eliminate periodic 
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interferences), positioning correction (0) (eliminate interference and error 
accumulation). For demanding control systems, there is also two-out-of-three method 
to improve safety, and for extensive control system, take use of indirect jump, software 
trap, fault-tolerant software and other technologies to improve reliability. 

4   Conclusions 

It is impossible to all eliminate disturbances because of electromagnetic complexity, 
above methods are all come from practicality and they have made some achievements. 
With the growth of actual production needs and experiences, it will constantly improve 
interference software processing performance.  
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Abstract. A fault detection model based on One-Class Support Vector Machine 
(OC-SVM), a new SVM method, is established to solve the large difference in 
sample size between the normal data and fault data of reefer containers. During 
the model training process, only the normal samples are needed to be learned, 
and an accurate identification of abnormal can be achieved, which may solve the 
problem of lack of fault samples in practice. By comparison experiments 
between different kernel functions and kernel parameter optimization, a fault 
detection model of reefer containers based on OC-SVM is established, and the 
test results show that the model has a high recognition rate against abnormal and 
low false alarm rate. 

Keywords: Reefer Container, Fault Detection, OC-SVM, Parameter 
Optimization. 

1   Introduction 

Typically, equipment fault detection is dealt with as a pattern recognition issue of two 
type classification, however, there is little or no abnormal samples but a lot of normal 
samples in practice. Due to the lack of abnormal training samples, commonly used 
classification methods can not achieve good results, so setting alarm thresholds of a 
certain parameter that can reflect the equipment operation status is used in fault 
detection. In fact, only use one parameter is not accurate, because it is likely to result in 
miss alarm and false alarm. For example, though supply air temperature of reefer 
containers may reflect the operation conditions of the refrigeration unit most of time, 
when some faults happen, the supply air temperature is still within the normal range, 
while other parameters such as the exhaust air temperature of compressor change a lot, 
if threshold alarm method is yet used, miss alarm will take place. 

The lack of abnormal samples of reefer containers determines its fault detection can 
not follow the conventional way and new solving ways and methods are needed. New 
methods can only use a large number of existing normal samples to achieve the early 
identification of abnormal conditions and failures. OC-SVM (One-Class SVM) is a 
new kind of SVM, which only need one class of samples as training samples, through 
adaptive learning of their distribution, effective recognition of different modes and 
states may be realized[1]. OC-SVM is introduced to condition assessment of reefer 
containers, and fault detection system of reefer containers based on OC-SVM is 
established in this paper. 
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2   OC-SVM Anomaly Detection Algorithm 

OC-SVM is a new kind of SVM method, which is originally used as high-dimensional 
distribution estimation [2], and one class data classification problem is proposed on the 
basis by Tax and others. First, the original samples were projected to high dimensional 
feature space through kernel mapping. Then, the distribution range model of study 
samples was established in the feature space, and the distribution area was asked to 
cover the training sample as compact as possible to construct the classification decision 
function. When unknown samples fall into the decision area, they are judged as normal. 
Otherwise they are judged as abnormal [3]. 

The idea that using hyper spheres instead of hyper planes to divide the data, which 
was proposed by Tax has changed the data set description. Suppose the sample set X 
( Rxi ∈ , i =1, …, l ) corresponds to the normal state, the so-called anomaly 

detection is to find a data set covering X and construct a decision function. For any one 
sample, there is the relationship: 
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Then, the samples falling within C(x) will be determined as normal, otherwise 
determined as abnormal. 

First, project the sample set into high dimensional feature space through kernel 
function. In order to reduce false rate, we should find a compressed sphere in the 
feature space that contains as much training samples as possible, which is called hyper 
sphere. Then introduce the relaxation variable iξ  to make the training samples 

included as much as possible in the hyper sphere during the guarantee that the hyper 
sphere is most compressed. This problem can be expressed as an optimization problem:  
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R for hyper sphere radius, c for circle center, v ∈(0,1] 
In order to compromise between the hyper sphere radius and the number of the 

training samples it contains, when v  is small, restrict the samples in the sphere to the 
greatest extent and when v  is large, compress the size of the sphere as much as 
possible. Lagrange function is utilized to solve this optimization problem. 
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Seek the partial differential equations for R, c and ξ  respectively, and make them 
equal to zero. 

Dual form of this optimization problem is as follows: 
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We can see that the constraint condition of this dual problem is linear. The samples 
corresponding to iα ≠0 are called support vectors. Use KKT condition to find the 

sample points ix  landed on the optimal hyper sphere, These ix  are satisfied with the 

constraint condition: 
vli
1

0 << α ,
 

1
1

=∑
=

l

i
iα . On the condition 

vli
1=α , quite a few 

of the sample points are outside of the hyper sphere, which are considered as abnormal 
sample points, while most of the sample points are within the sphere. 

The decision function is as follows: 

22 )()( cxRxf −−= ϕ  (6)

When 0)( ≥xf , )(xϕ is within the hyper sphere, and is considered normal. 

Otherwise, )(xϕ is outside the sphere, and is considered abnormal. 

3   Fault Detection of Marine Reefer Containers Based on 
OC-SVM 

3.1   Data Sources 

The data come from Fault Analysis Experiment of the reefer containers. Among them, 
there are 1505 sets of normal condition and 426 sets of abnormal. Each set contains 14 
variables and the data format is as follows: 
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1000 sets data randomly selected from the 1505 normal samples are used to train the 
OC-SVM model and the rest 505 sets are used to check the model. 426 sets of abnormal 
samples are used to check the abnormal recognition effect of the OC-SVM model. 

The samples are normalized before training and testing to eliminate the influence of 
different physical dimensions and the normalization method is as follows: 

)]min()/[max()]min([* XXXXX −−=  (7)

*X  and X  are the value after and before normalization respectively. )min( X  

and )max(X  are the minimum and maximum value of the samples. 

3.2   Determination of OC-SVM Kernel Parameters 

Xu et al [4] found that RBF was the most suitable function for OC-SVM, so in the 
experiment, RBF is introduced as the nonlinear mapping function to project the original 
data space to the feature space. Vapnik et al [5,6] considered that when RBF is used as 
SVM kernel function, its parameters can automatically determined and SVM has rapid 
training speed. But in our experiment, OC-SVM fault detection rate varied widely 
when the parameters γ  and v  of RBF have different value. Therefore, we change the 

value of the parameters γ  and v  until the optimal parameters pack is found. 
The parameters optimization algorithm of OC-SVM’s RBF kernel function is 

designed in this paper. The training effect of OC-SVM is optimized through adjusting 
the kernel parameter γ  and control parameter v . The algorithm flow chart is shown in 
Fig.1. 

Set 1 and Set 2 are the normal samples set and abnormal samples set. 
Using this algorithm, optimal kernel parameters can be automatically determined 

within the setting range. The results of OC-SVM experiment show that when γ  
ranges from 0.01 to 0.2 and v  ranges from 0.01 to 0.1, OC-SVM fault detection model 
has an accuracy rate of above 90% for training samples, a total detection rate of above 
95% for testing samples, an acceptance rate of above 90% for normal samples in testing 
sets and a recognition rate of above 95% for abnormal samples in testing sets.  

Therefore, after γ  and v  are primarily selected, we use the above algorithm to 
further optimize them with γ  in the range of 0.01 to 0.2 and v  in the range of 0.01 to 
0.1. The experiment results are shown in Fig.2. 

Fig.2 shows that when γ ]03.0,02.0[∈  and v ]02.0,01.0[∈ ,the accuracy rate for 

training samples and total detection rate for testing samples reach above 99% and 98% 
respectively, which are the highest and remain unchanged, the acceptance rate for 
normal samples can reach 100% and the recognition rate for abnormal samples reduces 
with the increase of γ  and v  has a highest value of 97.4% when γ  takes 0.02 and 
v  takes 0.01. 
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Fig. 1. OC- SVM Parameter Optimization Algorithm Flow 

 

(a) Accuracy Rate for Training Samples (b) Total Detection Rate for Testing Samples 

 
(c) Acceptance Rate for Normal Samples (d) Recognition Rate for Abnormal Samples 

Fig. 2. OC-SVM Fault Detection Rate 
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The research results also show that with the increase of γ , the training model has an 
increasing abnormal recognition rate, but a decreasing acceptance rate for normal 
samples. That is to say the detection rate for abnormal samples is inversely 
proportional to the acceptance rate for normal samples. To get a high abnormal 
detection rate must be at the expense of the normal recognition rate, i.e., increasing the 
possibility of misjudging normal condition for abnormal. 

According to the experiment results and the feature of the above parameters, the 
selected RBF kernel function parameter γ  is 0.02 and model control parameter v  is 
0.01. Meanwhile, the OC-SVM model has a recognition rate for abnormal samples of 
97.4% and an acceptance rate for normal samples of 100%, that is to say, the abnormal 
detection rate of the reefer container fault detection model is 97.4% with the missed 
alarm rate of 2.6%, and the normal recognition rate is 100% with false alarm rate of 0. 

4   Conclusions 

The latest research results of statistical learning SVM is applied to the fault detection of 
reefer containers in the paper, and the fault detection model based on OC-SVM is put 
forward. OC-SVM is a new SVM method developed on the basis of basic binary SVM 
classification algorithm and its training process needs only one class learning samples 
which is adapted to solving the problem of reefer containers that in actual operation 
there are only a large amount of normal samples, but few abnormal samples. The reefer 
container fault detection model based on OC-SVM is established in the paper and 
parameter optimization algorithm of RBF kernel function is designed. With the optimal 
model parameters, good experiment results are achieved that the recognition rate of 
abnormal samples reaches 97.4% and the acceptance rate of normal samples comes up 
to 100%, i.e., zero false alarm rate. 
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Abstract. To select the best model for the current macroblock, the encoder need 
to traverse all the possible models, each model calculated the cost of coding 
needed, select from the best model for minimum cost, this method is called full 
analysis. Full analysis of course be able to choose the best coding mode, it is clear 
that computation is enormous, according to experimental statistics, H.264/AVC 
motion estimation and compensation is calculated in the standard module of the 
largest, accounting for the entire Encoder 1/3, and mode decision algorithm as a 
core, a direct impact on the efficiency of motion estimation and compensation. It 
is noteworthy that the decision based on rate-distortion model and the model 
based on absolute error and the decision there are some differences, because the 
decision of this thesis is concerned with modeling algorithms, and therefore to 
the discussion of simplicity, this all ideas will be discussed and algorithms are 
based on the absolute error and the standard model of decision.  

Keywords: H.264; Interframe Coding Mode; Spatial Correlation. 

1   Introduction 

Used in H.264/AVC variable block size motion compensation, decision making model 
greatly enhance the computational complexity, as a matter of concern. Coupled with 
Skip Mode and two intra modes, P frames may have a macro block motion 
compensation of 10 candidates split mode. Segmentation means that every small piece 
of a small residual amount, but the encoder needs to spend more bits to describe the 
segmentation method; large partition will have a greater residual volume, while the 
split method takes a description of a smaller[1] . 

2   Strategy of Hierarchical Models and Simplify the Decision 
Comparison of Classification Policy Is Now One of a Wide 
Range of Mode Decision 

The main idea of this method is divided into four sets of all the modes, as shown in 
Table 1: Class0 only the Skip mode, Class16x16 segmentation model consists of three 
larger, the smaller included in the Class8x8 in split mode, ClassIntra including Intra4x4 
and Intra16x16 both intra mode. Hierarchical mode decision algorithm can be encoded 
as the first test for Skip mode Skip code if the conditions are the best model for the Skip 
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mode, and end the current macro block mode decision analysis to the next macroblock; 
if not prepared for the Skip mode The current model is to determine which inter mode is 
set (Class16x16 or Class8x8), and the frame in the collection set to make another mode 
of analysis, the best model for encoding. Should be noted that, because the Skip mode 
means the macroblock motion vector with a 0, no residual data is encoded, does not 
require motion search, so this is one of the most simple model. General algorithm is 
first check the Skip mode[2]. Class16x16 and Class8x8 choice is a simple integer pixel 
motion compensation analysis, costs were calculated and compared between the two: 
cost16x16, cost8x8 and implementation. cost16x16, cost8x8 were used Inter16x16, 
Inter8x8 pattern required when the cost of encoding. If cost16x16 than cost8x8 we 
believe that the current image segmentation for motion compensation more small, so 
choose the best model Class8x8 collection; whereas in Class16x16 to choose. From the 
theoretical description of the algorithm, we can see through the classification method of 
handling the number of candidate modes is reduced, the computational complexity and 
therefore reduced to a certain extent. 

However, the pattern determines the complexity of large, hierarchical thinking that 
the decrease of the initial scope of the candidate model, but Skip, Intra model still must 
be analyzed simultaneously in a pattern set within several different macroblock is also 
divided To choose the best one by one mode of detection. Also note that the grading 
policy of the current macro block using only its own characteristics, ignoring the space 
between the macro block correlation. Although the main frame encoding video 
sequences in order to eliminate redundant information in time, but as an independent 
image, each image within a specific region have a strong spatial correlation. That is, 
two adjacent macroblocks will be greater the probability of the segmentation method 
using the same inter prediction coding. To solve this problem, we propose a 
classification strategy and method of combining space-related. The method combines 
the advantages of both models policy decisions, and more fully utilize the image itself 
to the user, to a certain extent, reduce the complexity, and to ensure better image 
quality[3]. 

Table 1. Model divided into 3 sub-set of 

Mode set 
Category 

Specific prediction model 

Class0 skip model 

Inter prediction 
mode 

Class16x16 set Inter16x16、Inter16x8、Inter8x16 

Class4x4 set Inter8x8、Inter8x4、Inter4x8、
Inter4x4 

ClassIntra Intra16x16、Intra4x4 

In the spatial correlation and classification algorithm combines, first on the 
classification algorithm is simplified. H.264/AVC standard allows the P frames appear 
macroblock intra mode coding, P frames so each macro block, must be tested for the 
intra mode. Detection range includes two models Intra4x4 and Intra16x16 collection, 
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which can be seen that the frame is detected large amount of computation. Through the 
study found, occurs in the P frame intra-coded macroblocks low probability, has little 
effect on image quality, this is the theoretical basis of a simplified grading[4].  

Grading policy is applied to the current thinking among many of the fast algorithm, 
played an important role[5]. Because of space constraints, these algorithms can not be 
at each of the specific practices. [6] proposed a use of the current macroblock has been 
encoded and reconstructed around the macroblock mode of current macroblock mode 
decision narrowed the scope of the strategy. The idea of this fast algorithm good 
inspiration for us, that is inter coded macroblocks can also use the spatial correlation of 
the current frame. Policy decisions considering two models, although they considered 
the different entry points, each with different strengths of the Department, but does not 
affect the integration of these two ideas together to form a more perfect fast algorithm.  

Table 2. P frame intra-coded without the impact on image quality 

Test sequence 
The percentage  
of intra coding 

Original PSNR 
Value（dB） 

PSNR Value 
(dB) 

ΔPSNR(dB) 

Akiyo 0.1% 43.56 43.55 0.01 
Bus 3.7% 39.77 39.7 0.07 

Foreman 5.0% 40.61 40.47 0.14 

Mobile 0.5% 36.09 36.08 0.01 

Stefan 8.0% 38.18 38.00 0.18 

simplify the classification algorithm and the mode of combining space-related 
decision. 

After the decision of the pattern we found, P frames in a small number of intra-coded 
macro blocks, accounting for 5%. The intra-mode analysis is more complex, while its 
little effect on image quality. Based on this theory, a classification algorithm first 
simplification is simplified classification algorithm; and will simplify the classification 
and spatial correlation algorithm to combine the P frame mode decision.  

Policy decisions based on hierarchical model, you can narrow the range of ways to 
reduce the candidate pattern complexity of the algorithm, but it ignored the video 
sequence itself provides a large number of redundant information, these redundant 
information is spatial and temporal correlation . Spatial correlation here means that the 
current macro block and around the adjacent macroblocks in the motion compensation 
mode of macroblock segmentation similarity. Based on the findings of the background 
or in a smoother image for the macroblock area, Inter16x16 mode is often the best 
mode; the other hand, those in the fast-moving target boundary or a macroblock region, 
more inclined to use Inter8x8 or Inter4x4 model as the best model for encoding. Figure 
1 shows a residual frame (without motion compensation). H.264/AVC encoder every 
part of the frame to select the best partition size, which can produce the minimum 
amount of coded residual and motion vectors of the partition. Can be seen almost no 
change in areas such as the division of background to be used 16x16; in some changes, 
including some small details, such as clothes and more selected 16x8, 8x16, 8x8, etc. to 
predict the separation; most abundant in the details the human face, the book uses some 
of the smaller number of partitions, such as 8x4, 4x8 and 4x4 and so on. Therefore, it is 
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obvious to see that the macro blocks in the same region is likely to have the same best 
model. Can think of a macroblock partition mode to a great probability is equal to its 
adjacent macroblocks of a segmentation model. On the point of view, this paper carried 
out in the third part of the experiment [6].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Video sequence has a strong spatial correlation, the proposed method is to make full 

use of images of this nature, reduce the scope of mode selection to reduce the 
complexity of mode decision algorithm. That is the encoding of the current macroblock 
prior to its four neighboring macroblock coding modes used can get. According to the 
theory of spatial correlation, the current macro block coding mode of C around a large 
extent with the same coded macroblocks, if the macro has been around the block 
encoding mode case, is still on the current macro block using the Full Search coding 
strategy is clearly unreasonable. Therefore, we narrow the current range of macroblock 
mode selection, ie that the current macro block mode and its surrounding four macro 
blocks of a macro block in the same pattern, which makes the range of candidate 
models is limited to around 4 macroblocks Among the model types covered. Of course, 
this approach must be based on image quality and the rate of stream at an acceptable 
range.  

At this point, we thought the decision on classification policy and spatial patterns of 
thinking have been associated with a clear understanding of, and propose two strategies 
will be used in conjunction with ideas through a variety of combinations in the 
experiments, the following specific algorithm has been is to better integrate the two 
methods[7]. 

Note that, if the current macroblock after detection by Skip Skip mode that can not 
be encoded, and the surrounding four references for the Skip mode macroblock they are 
nothing, because no suitable model for analysis, the program may enter the dead 
circulation, so the algorithm added in step 3 of the judge. That is, when that happens, 
the direct model to simplify the classification decision[8].  

Fig. 1. The best inter prediction mode selection 
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Whether it is relative to the full analysis or the decision is a simple method of 
classification model, you need to reduce the scope of the analysis of the candidate 
models. At the same time in the same region as macroblock partition mode to ensure a 
high degree of spatial correlation of image quality, so the method is of practical 
significance.  

3   Based on Classification and Spatial Correlation Fast Algorithm 
for H.264 Inter Mode Decision and Performance Analysis Test  

3.1   Test Environment and the Evaluation Criteria 

This article uses the x264 software reference model, 5 groups in Table 3 video 
sequences in the experiment. Experiments done under the PC, using Intel Petium4 
processor, 3.0GHZ, memory 512MB. CIF format for the five video sequences to test 
the first 300 frames, QP is fixed at 30, using CAVLC encoding. With TS that the 
space-based classification and correlation with the pattern determines the method 
compared to the original time savings, it's the formula defined as follows:  

TS = (TO-TR) / TO * 100% formula (1)

It is noteworthy that where TO grading policy that uses only the time required for 
full search algorithm rather than the time required, TR, said the decision to use this 
algorithm to model the time required.  

3.2   Test Results and Analysis 

To verify the macroblock inter mode decision has a high degree of spatial correlation, 
we focus on Table 3 in the 5 groups were tested video sequences, Table 3 for the 
experimental results. The results show that the segmentation of the current macro block 
mode and one of the surrounding four blocks of the same situation macro average of 
91% of the entire test group, the best case, this figure reached 96%, while the 
worst-case scenario has 88%. It should be noted that we have chosen both slow motion 
test sequences, the background single sequence, including the movement intense, the 
background is complicated, so it has universal significance.  

Table 3. Test results of spatial correlation 

Test sequence. Ratio of the same model（%） 

Akiyo 96% 

Bus 90% 

Foreman 91% 

Mobile 90% 

Stefan 88% 
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To illustrate the inter coded macroblocks for intra coding mode without detection, or 
image quality will not have a significant impact on stream rate, there has also joined the 
Intra encoding does not use inter mode decision, namely, simplified Experimental 
classification model policy decisions. 5 for the experimental group of the same 
sequence in the use of decomposition strategies without the intra coding mode 
detection, and classification of the data obtained with the original strategy of data 
compared. Table △ PSNR_Y, △ PSNR_U, △ PSNR_V YUV component signal to 
noise ratio representing the decline. The results of Table 4, PSNR, the average decline 
in value of 0.096dB, the rate of increase of stream .986 percent, which is totally 
acceptable in the range of. One can imagine, do not use Intra mode coding, the 
interframe prediction coding complexity will decrease, mode decision time will be 
shortened. But because of our hierarchical model investigated here is the combination 
of space-related decisions and efficiency after the results of this study, no classification 
of the simplified mode decision strategy in the time savings[9]. 

Table 4. Intra mode is not used for inter prediction of coding  

Test sequence... △PSNR_Y（dB） △PSNR_U △PSNR_V △Bitrate（%） 
Akiyo 0.01 0.01 0.02 3.30 
Bus 0.08 0.18 0.14 0.68 
Forman 0.11 0.16 0.16 0.76 
Mobile 0.01 0.01 0.01 0.01 
Stefan 0.19 0.18 0.17 0.18 

Table 5 shows the classification of space-related policy decisions combining the 
model results. Should be noted that, x264 reference model has been determined using a 
classification model strategy, so here is saving time compared to simply using a 
hierarchical model of policy decisions in the case. ΔPSNR and ΔBitrate respectively on 
the image quality of the algorithm and rate the impact of these effects is due to a 
narrower range of candidate patterns caused. △ FPS frame rate of increase expressed, 
TS is the time savings, this is because the decision to shorten the pattern by the benefits 
of time. The results show that: the classification decisions and the spatial correlation 
model used in combination, the average savings of 41.7% of the computing time, while 
PSNR lower 0.12dB, bitrate increased by about 3.7%, these effects are completely in 
practical applications acceptable.  

Table 5. Comparison of coding performance 

Test sequence... ΔPSNR(dB) ΔBitrate(%) △FPS TS(%) 

akiyo 0.026 4.46% 7.87 26.0% 

bus 0.177 4.96% 5.77 51.7% 

foreman 0.196 6.43% 8.56 54.3% 

mobile 0.026 1.30% 4.27 39.4% 

stefan 0.193 1.33% 4.27 35.4% 
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4   Conclusions 

In this paper, a hierarchical model of policy decisions, while thinking of a combination 
of spatial correlation, and further narrow the scope of the candidate model was 
proposed based on classification and spatial pattern of correlation with the decision 
method. The method takes advantage of redundant information provided by video 
sequences, without affecting the image quality and bit rate under the premise of 
effectively improve the efficiency of the encoder. Experimental results show that the 
algorithm can save 41.7% average of the time, conducive to practical applications, 
while PSNR drop of about 0.12dB, will not affect the image of the visual effects.  

P frame is currently only used in the encoding of the fast mode decision strategy, if 
the B frame coding is also used in this way, I believe will further enhance efficiency. 
Also noted that the video sequence provided by the correlation between the time 
information is not used effectively if the time into the use of image correlation method 
by combining space-time, should be able to achieve better results.  
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Algorithm of Multiple Sensitive Attributes Privacy Based 
on Personal Anonymous 

Shen Guozhen 

Education Technology Center, Zhejiang Shuren University, Hangzhou, China 

Abstract. This paper analyzes the (k, l) - Anonymous model need to address two 
key questions: re-encoding methods and information loss metrics, and in-depth 
analysis of the (k, l) - Anonymous model and similar models that exist in many 
sensitive attributes privacy disclosure and attack the problem while giving a 
certain amount of improvement. In order to avoid multiple records corresponding 
to a single individual in the situation over in anonymous generalization, this 
paper presents a new connection based on lossy re-encoding attribute more 
sensitive method, experimental results show that the coding method can keep the 
same person more sensitive to possible link between property information. 
Meanwhile, in order to solve the existing multi-anonymous model sensitive 
information, especially due to its relevance leak, the paper related to the privacy 
of individuals Anonymous technological trends, a relational database to solve 
more sensitive attribute data released disclosure of private information model, 
the paper gives the formal description of this model and the corresponding 
algorithms.  

Keywords: Personal Anonymous; Privacy; multiple sensitive attributes. 

1   Introduction 

Personal information is information that can be used directly or indirectly identify the 
data on natural conditions, including name, gender, age, date of birth, ID number, 
health and so on. The European Union in 1992 "The Council Data Protection Act," the 
draft proposed amendments states: "Personal data is information about a natural person 
can be identified with any information, not limited to handle information in the form, 
which includes any kind and any form of information, so long as such information is 
related to the individual, whether living or dead people who, as long as this or these 
people can identify the "Personal data includes personal natural conditions, social and 
political background, life experience and habits, basic family situation [1-2].  

2   The Information Loss Measure 

Makes the quasi-identifier data generalization accuracy on the property value has 
decreased, will bring some loss of information. This paper shall examine the data 
attribute values before and after changes in the level of uncertainty, to quantify the loss 
of information to define the size. Specifically, we order the property divided into two 
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types of property and disorderly property. Ordered attribute values relations between 
the natural order, such as age, height, education level and other properties; unordered 
attribute values do not exist between the natural order of relations, such as nationality, 
marital status. For ordered and unordered attributes attributes, the data caused by the 
loss of information generalization are defined as follows [3]:  

Definition 1 (generalized ordered attribute information loss). Tuple t in the ordered 
set X, the value of property x = [a ~ b], generalization and the corresponding property 

valuex =[a ～b ], then the tuple t, its properties in order on X Information loss 

  L(x, x )=
, x x   0          , x x  

Definition 2 (generalized disorder attributes the loss of information). Let tuple t in 
the disordered set of attributes X, the value of y, generalization and the corresponding 
property value is a collection of y *, then the tuple t, its properties in the disordered 
information on the loss of Y  

       L(y,y )=

| || | , y y0  , y y  

Where, | y | and | | denote a collection of generalized attribute values before and after 
the y and the number of elements.  

On this basis, we can further define the data generalization brought about in a 
particular tuple of information loss, and bring in the whole data set of information loss.  

Definition 3 (generalized loss of information per group). Based quasi-identifier QI, 
if the tuple t after treatment by the generalization, then t takes into losses arising from 
the information 

 ∑ L(t X , t X ) ∑ L(t Y , t Y ) 

Which X (i 1,2, … , u), Y (j 1,2, … , v)were ordered for the QI attributes 

and disorder in the property, t X  t Y  t X  t Y    t t    X  Y       
Definition 4 (generalized loss of information data set). Let the original data set is D, 
Overview of the results of the data sets, then D takes into losses arising from the 
information L(D, D ) ∑ L(t , t ), 

Among them, t (i 1,2, … , n) D    t  t  D           
Definition 5 (almost complete data set). Let the original data set is D, quasi-identifier 
QI, if the D takes into on the QI, so all the tuples in QI values are the same, is referred to 
as D, fully generalized data set.  

Taking into account the protection needs to meet the almost anonymous data sets can 
have more than one, which correspond to the information loss may vary. This section 
considers the perspective from the loss of information, to define the distance between 
data objects [4].  
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Definition 6. (distance between the tuple) has a tuple and, if = the generalized 
equivalence group formed by representatives of element, the distance between the  

DS(t , t )=L(t , t )+L(t , t ), 

Where, L () and L (), respectively, and almost into the resulting loss of information.  

Definition 7. (class representative per group) with class G, the G of all tuples most 
probable treatment, so as to form equivalent group EQ. If the representative element for 
the EQ, then G is also known as class representatives per group [5].  

Definition 8. (per group to the class distance) is set to class representatives of G tuple, 
if the tuple t G, t is the distance to the class G DS(t, G)= DS(t, t )+|G|* DS(t , t ), 

Where, | G | for the class G contains the number of tuples, = t and equivalent to the 
representative group element.  

Definition 9. (between-class distance) has two classes represented by G and E 
respectively, and tuples, classes G and H is the distance between  

DS(G, H)=|G|* DS(t , t )+|H|* DS(t , t ), 

Where, | G | and | H | classes G and H were included in the number of tuples, = is 
equivalent to and the group formed by representatives of dollars.  

3   Overview of Multi-dimensional Approach 

Anonymous existing models, such as k-anonymity and l-diversity, often remove 
individual identity attributes, and then generalized quasi-identifier property to satisfy 
the anonymity requirement. These models typically assume a single anonymous 
individual in the data table at most once, and only a sense of property Weimin vector. 
But in the actual environment, this premise may be difficult to satisfy. For example, in a 
hospital's patient table, because while some patients suffering from various diseases, 
has led to a number, and different drugs for different diseases have been well treated. In 
Table 1, Mike also suffering from Bronchitis (Bronchitis), Coryza (rhinitis) and Flu 
(influenza), resulting in 3 times. According to the traditional, anonymous methods (to 
meet the 3 - diversity), if an attacker finds Mike in a QI group, then it will be Mike 
reasoning with Bronchitis (bronchitis) or Coryza (rhinitis) or Flu (influenza). In fact, 
the two speculate at this time are correct. So when the probability of leakage of privacy 
is 100%. This is a single instance in case of multiple records corresponding to the lower 
level of privacy protection phenomenon. Moreover, removal of identity information is 
lost between the same person may be more sensitive to attributes associated 
information, are more likely to lose the association between the different attributes of 
dimensional information. And this information is very important to many studies, such 
as complications of medical research and drug effects between the study match.  



408 S. Guozhen 

Table 1. The table according to the distance 

NO Name Age Postcode Disease Medicine 
1 Mike 55 10085 Bronchitis An 
2 Mike 55 10085 Coryza Bn 
3 Mike 55 10085 Flu Gn 

4 Emily 43 10075 Pneumonia Cn 
5 Emily 43 10075 Coryza En 
6 Tim 45 10075 Gastritis Dn 
7 Jane 49 10076 Dyspepsia En 
8 Ella 46 10079 Gastric ulcer Fn 
9 Johny 47 10077 Dyspepsia Dn 
10 Tom 48 10078 Flu Fn 
11 Fermous 48 10089 Bronchitis Gn 
12 Linda 48 10071 Flu Fn 
13 Boly 49 10084 Bronchitis An 
14 Rose 5 20084 Bronchitis An 

To avoid this privacy leak, In this section we analyze a single individual, and 
multi-dimensional multiple records corresponding to the case sensitive property, 
proposed to maintain the anonymity of identity. Retention of information can improve 
the effectiveness of identity information. For example, in Table 2, to retain the identity 
information can help researchers find the situation complicated by different diseases.  

4   Personalized Anonymous  

Currently, the data published in addressing privacy generally used when K-anonymous 
or l-diversity method for the two models, but if you take into account the individual 
requirements of anonymous or more data sources, the previously published data, there 
may be private information discovered by an attacker. K-anonymity can only be 
prevented because of the individual and the connection between tuples, and can not 
stop the individual and the connection between the sensitive values. In [2] proposed the 
concept of personalized anonymity, not only to publish the view to meet the k - 
anonymity, but also considering the attributes of each individual's privacy 
confidentiality requirements.  

Personal privacy (personalized privacy preservation) the principle of anonymity [3], 
in order to meet the requirements of different individuals and the level of privacy 
protection, and to overcome the anonymity of the uniform data caused by "excessive" 
protection and protection of the "inadequate."  

4.1   The One-Dimensional Tree 

Single Weimin sense of property classification tree can be a number of simple 
one-dimensional tree composition. One-dimensional classification tree for each leaf 
node is sensitive to this dimension attribute values, and these leaf nodes is sensitive to 
maintain a certain relationship between the property value, summed up their relations 
for the root of the tree-dimensional classification.  
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Fig. 1. Disease classification tree single Weimin sense of property 

For example, mike sensitive private property Bronchitis bronchitis, so the tree can be 
sensitive to the mike record Bronchitis replace attribute values in the general value of 
the classification tree that respiratory infection. To ensure that the requirements of their 
individual anonymity, but you can see through the release of the data, even if 
disease-dimensional properties are summarized in sensitive attributes, but attributes the 
record-dimensional medicine is not sensitive to changes in property values, according 
to Chapter III of the general method can be sensitive to the multidimensional 
relationship between property values, so mike if the attacker knows the value of the 
individual privacy bronchitis Bronchitis medicine properties and the corresponding 
dimension of the sensitive attribute value is An there is a certain relationship, then the 
dimension sensitive property by medicine However, any value can be inferred mike in 
respiratory infection cases most likely to suffer from Bronchitis, so mike's personal 
privacy will be leaked. Based on correspondence between the multidimensional case of 
sensitive attributes in this section, a new general method is proposed to generalize.  

4.2   Semantic Classification Trees and More Sensitive Property  

Node attributes is based on the concept of a virtual structure, the tree is reflected 
through the property, does not maintain the appropriate connections. The system can be 
carried out gradually by the nodes until the leaf nodes of the cluster members to its 
neighbor can easily be familiar with so far, through the collection of cluster nodes 
dynamically updated to ensure that each child leaves Results point correlation in real 
time. Although in principle the individual characteristics of each node's unique, and 
eventually the system can be refined to a node of a cluster level.  

Tree structure of each sensitive attribute more than a semantic classification trees, 
each semantic root of the tree was the largest broad-sensitive property value, the root 
node the left subtree under the original one-dimensional tree. Second from the left the 
left subtree of the original one-dimensional classification tree sensitive attribute value 
attribute dimension to this sensitive relationship between the value of other sensitive, 
sub-tree root for the collection of sensitive property value, sub-tree leaf node point is 
the relationship between different clusters of sensitive attribute values. The third child 
from a tree to the left of the right subtree, each sub-tree is the original one-dimensional 
tree in the sensitive attribute value attribute with other Weimin sense of the relationship 
between the different sub-trees corresponding to different dimensions of the sensitive 
attribute values in the These sub-tree, the first sub-root of the tree i is expressed as the 
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original one-dimensional classification tree-sensitive property value with the first i 
Weimin sense of the relationship between the set of attributes, the leaf node is the root 
of the relationship between the corresponding sub-tree clusters.  

 

Fig. 2. More sensitive to semantic classification tree properties 

5   Conclusions 

This paper analyzes the requirements for personal privacy more sensitive dynamic data 
dissemination, discussion of the original single anonymous individual properties of the 
defect sensitivity, a sensitive property of a general semantic tree and the new algorithm, 
to solve the more sensitive the model Property under the personal anonymous attacks 
on the privacy of data release and disclosure issues. 
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Abstract. This paper briefly describes the main ideas and implementation of 
technology strategy of Embedded real-time system security level assessment 
which is important part of mechanism to system flexibility based on embedded 
real-time system, designs the embedded real-time system security level 
assessment system based on pattern matching for the characteristics of embedded 
real-time systems. By building security level assessment system and simulation 
testing environment based on RT-Linux real-time operating system, the impact 
of Embedded real-time system security level assessment strategy on performance 
of RT-Linux was tested. 

Keywords: security, Pattern matching, Embedded Operating System (EOS), 
Real-time System, RT-Linux. 

1   Introduction 

With the extensive application of real-time computer technology, embedded real-time 
systems are widely used in the field of industrial control and defense systems. How to 
ensure the reliability of real-time system in order to avoid disastrous consequence, 
currently is a very important area of embedded systems research, mechanism to system 
flexibility based on embedded real-time system came into being. 

Embedded real-time systems usually arise in the implementation process some of the 
problems, such as some exception caused by malicious attacks of common suspicious or 
malicious code on the system. Moreover, the changes of system hardware state may also 
lead to system exception, such as equipment failure may make the system don’t know 
what to do. Therefore, we can enhance the flexibility of real-time system itself and then 
improve the security and adaptability of the system. Embedded real-time system 
security level assessment techniques as a core part of Mechanism to System Flexibility 
is essential. Based on this, the design and implementation of Embedded real-time system 
security level assessment system were gived by this paper, which Improved the core 
functions of Mechanism to System Flexibility Based on Embedded Real-time System, 
so that the Mechanism to System Flexibility can effectively prevent exceptions caused 
by attacks of malicious code or hardware problems. 

By using Embedded real-time system security level assessment techniques, 
real-time system can control computer program dialogue or Objects to work together 
and the system hardware more effectively, also can identify and prevent suspicious or 
malicious exploratory behavior, so as to prevent the malicious code to explore the 
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system defect. Thus, that can make the system flexible. By analyzing the security of 
embedded real-time operating system process, system status which is unsafe, defective, 
or hidden in the process can be find. Therefore, according to their characteristics of 
activities and the severity of impact on the system, The Embedded real-time system 
security level can be evaluated. After that, protection measures of different levels will 
be taken so as to ensure the safe operation of embedded real-time system. All of above 
is valuable and has prospects of a wide range of applications. 

2   Overview of Embedded Real-Time System Security Level 
Assessment Strategy 

Embedded real-time system security level assessment module is embedded 
real-timesystem core of mechanism to system flexibility, it can work out 
comprehensive assessment of collected information based on pattern matching method, 
then give the system's security level and action proposal which will be send to  
the module of explaination and implementation. The module will decompose the 
information after received them, then pass the decomposition information to the 
different module. After that, every module will start appropriate services according to 
the information received. Architecture of mechanism to system flexibility is shown in 
Figure 1: 

 

 

Fig. 1. Architecture of the Mechanism to System Flexibility 

The Module of Mechanism to System Flexibility use pattern-matching principle, it 
collects the behavioral characteristics of various types of information, and then 
establishes Features Library related to them. If the input information that indicating the 
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system behavior matches the records in the Features Library, then the system will give 
the corresponding system security rating. So the system security level evaluation can be 
realized. The input information is a formatted string that make up of process 
information, system information (including hardware information), it will be analyzed 
by pattern matching. After the information is inputted into system, the matching result 
will be getting by pattern matching, which will be output to the module of explanation 
and implementation. Parameters will be sending to distributed module of process 
security, memory management, and system scheduling though Parameter passing 
module, the distributed modules decide which coping strategies of mechanism to 
system flexibility will be use according to the data received. 

3   Embedded Real-Time System Security Level Assessment Based 
on Pattern Matching 

Pattern matching is to compare the collectted information with the known pattern in the 
database of the system security level so as to give the current Security Level Status of 
the system. Security level assessment system receives a string consists of operating 
system processes information, operating system information and embedded system 
hardware information through the information input interface, then compares it with 
the pattern in the database of the system security level. If the match is successful then 
the system security level can be get, else the current string pattern will be recordded for 
pattern update. The task of system mainly covers the complete pattern matching and 
pattern updates. 

T1 

T5 

S 

match 
T2 

T3 

T4 

Pattern 
matching 

 

unmatch 

Substring ecording 

security level assessment 

 

Fig. 2. Process of pattern matching 

Pattern matching is the location of substring, which is an important string 
operations. For two strings T (length of n) and S (length m), the process of finding 
substring S (also called pattern) in the string T is called pattern matching. When S 
substring is found in the string T, that called a success matching, otherwise a failure 
matching. The security level assessment system based on pattern matching has several 
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strings, which can be classified into five security level sets, denoted by T1, T2, T3, T4 
and T5 respectively, a level of security for each. T1 represents The highest level of 
security, T5 represents the lowest level of security. Each collection contains the strings 
of its security and there are more than one string in each security level. When pattern 
matching is successful, system security level can be got according to the matched 
string. Otherwise, the pattern of substring will be recorded in order to form a new string 
pattern of security level. Figure 2 shows this process: 

According to the above description of matching rules Algorithm, two-dimensional 
array can be selected to store the strings (security level pattern). Each line of the 
two-dimensional array stores a set of security level pattern separately. Because the 
number of each security level pattern strings is not fixed, the column number of 
two-dimensional array is uncertain, and the row number is 5(5 security levels). 

y ,
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......
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Process security data field

a[xn]

......

a[x1]

a[o1]

......

a[on]

a[c1]

......

a[cn]

Memory management data field

Process security data field

sensor data field

Opreation data field besides

 

Fig. 3. Data structure definition of substring S(system state pattern) 

Pattern matching, just the information sub-string and each element of 
two-dimensional array can be compared and matched. If there is a pattern matched, the 
corresponding values of the array element will return to determine the current security 
level. If no matched pattern, the current information substring will be recorded. When a 
certain amount of information sub-string is accumulated, through manual processing, 
the unmatched sub-string pattern can be processed to a a new security level pattern 
string by using rtificial intelligence algorithms. 
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The Substring includes not only the data information from process security, System 
scheduling and Memory management, but also the status infirmation of system 
hardware coming from the sensor and operating system status information which the 
distribution modulecan not provide. Specific structure is shown in Figure 3. 

Security level assessment pattern library stored information pattern of a variety of 
security level by using two-dimensional array data structure. Because the system has 
fixed five security level, the row number of the two-dimensional array is 5. The pattern 
number of each security level is not fixed, so the column number of two-dimensional 
array is not fixed. After each pattern update, the column number of two-dimensional 
array are likely to increase, depending on the column number of the longest row updated. 
The whole security level assessment pattern library is a two-dimensional array with 
unfixed number of column. To facilitate future pattern updates, the maximum column 
number of the two-dimensional array will not be limitted. Specific structure is shown in 
Figure 4. 

 

...... a[bn] T1 security 
level

a[b1] 

...... a[cn] a[c1] 

...... a[dn] a[d1] 

...... a[en] a[e1] 

...... a[fn] a[f1] 

...... 

...... 

...... 

...... 

...... 

a[bm] 

a[cp] 

a[dq] 

a[er] 

a[fs] 

T3 security 
level 

T2 security 
level

T4 security 
level
T5 security 
level  

Fig. 4. Data structure definition of security level assessment pattern library 

4   Experimental Simulation and Performance Evaluation 

Experiment emulation is based on RT-Linux real-time operation system. RT-Linux is 
open source and multi-tasking operating system, which has the characteristics of hard 
real-time. RT-Linux places a real-time kernel between the Linux kernel and hardware 
interrupts, regards standard Linux kernel as a process of the real-time kernel to manage 
together with user's process. The standard Linux kernel has the lowest priority; it can be 
interrupt by the real-time process, the normal Linux process still can run on Linux 
kernel. In this way, RT-Linux not only can use all services of Linux, but also can offer 
the real-time environment. 

First, cut Linux kernel code and compile it according to the system's need, which 
will miniaturize Linux. And then transform them in real-time. Combination of the 
standard Linux kernel with real-time RT-Linux kernel provide real-time guarantee and 
extended functionality. Adding the Module of System Flexibility (Msf_1.5) software 
package with security level assessment module to the combination, the Embedded 
real-time system security level assessment system will be realized. 
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Here we choose Linux-2.4.4 and RTLinux-3.1, patch the RTLinux-3.1 source code 
and The Module of System Flexibility (with security level assessment module, 
Msf_1.5) source code to the miniaturization of the Linux-2.4.4 kernel, recompile the 
kernel, then the kernel with real-time performance and mechanism to system flexibility 
is formed. Concrete steps are as follows: 

1．Copy Linux-2.4.4.tar.gz、rtlinux_3.1.tar.gz and Msf_1.5to /usr/src and unpack. 
2．Build links. 
    ＃cd /usr/src 
    # ln –s rtlinux-3.1 rtlinux 
    #cd rtlinux 
    # ln –sf /usr/src/linux ./linux 
3．Patch Real Time Kernel and Module of System Flexibility(with security level 

assessment module, Msf_1.5) 
    #cd /usr/src/linux 
    #patch –p1 < /usr/src/rtlinux/kernel_patch-2.4.4 
    #patch –p1 < /usr/src/frm_1.2/kernel_patch-2.4.4 
4．Configure and compile the kernel. 
5．Boot real-time kernel. 
Then reboot：#reboot 
6．Install Real-Time Module to RT-Linux. 
Install rtl_sched.o，rtl_fifo.o and rtl_time.o to /lib/modules/2.4.4-rtl. 

After the completion of the above steps, the operating system with real-time 
performance and mechanism to system flexibility is completed. The architecture of 
RT-Linux with the Mechanism to System Flexibility(with security level assessment 
module, Msf_1.5) operating system is shown in Figure 5. 

Linux Process 1 Linux Process N

Linux kernel

Real Time Kernel

Hardware Interrupt

RT Process

Software Interrupt Scheduling

Module of System
Flexibility with security level

assessment, Msf_1.5

Scheduling

......

 

Fig. 5. RT-Linux with the Mechanism to System Flexibility (with security level assessment 
module, Msf_1.5)operating system 
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5   Conclusions 

The embedded real-time system security issue has been hot in academic study circles. 
In order to improve the security and reliability of embedded real-time system, we can 
enhance the real-time system flexibility itself. The core problem of System Flexibility 
is system security level assessment, this paper deeply studies and discusses Embedded 
real-time system security level assessment techniques according to current 
development status, designs and implements security level assessment System based on 
pattern matching. Simulation results show that the security level assessment system can 
effectively prevent the system from exception without affecting system performance 
and improve the capacity of flexible response. 
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Abstract. One target on this thesis is to study and realize a kind of data stream 
clustering algorithm with quick running rate and high clustering accuracy. In 
order to reach this, we have done some work as follows. Background and 
relevant work on data stream mining is discussed. Popular traditional clustering 
algorithms are summarized and the data stream clustering algorithms are 
researched. On the basis of these, we propose GD-Stream (Grid-Density based 
Evolving Stream) algorithm, which is a framework based on grid-density. By 
modifying the synopsis data structure, This algorithm has the following 
characteristics. Borrowing the framework from CluStream algorithm, 
GD-Stream is divided into online layer and offline layer, using density-decaying 
skill Online layer reads data stream rapidly, and stores relative information by 
synopsis data structure. With this, offline layer provide accurate clustering．The 
two layers work together to achieve the balance of accuracy and speed..  

Keywords: Data Stream, Clustering, Grid-Density. 

1   Introduction 

In traditional cluster analysis, k-means algorithm is the most classic. Similarly, in the 
data stream clustering analysis, k-means also play a huge role. There are many current 
clustering algorithms are based on k-means clustering based on the idea, and on this 
basis to improve them to suit the characteristics of streaming data, and have achieved 
good results. But the decision was based on the method by which have a common 
drawback, that is, the determination of the number of clusters k. Different data for the 
data distribution is likely to be a natural class apart. In addition, because k-means is 
used in the measurement method based on distance, so the clustering preferences in the 
sphere [1]. 

In the flow of data clustering, many current clustering algorithms are based on 
CluStream online / offline double frame. This framework can solve the two-tier data 
stream clustering problem in real-time requirements and the conflict between clustering 
quality. Online store periodically flow through the layer data stream summary statistics, 
and these data micro-clustering. Line layer in accordance with the time frame pyramid 
time series generated by storing a snapshot in time to meet the different time periods off 
layer summary information about the recovery. The offline layer is the input of the 
different parameters on the micro-cluster to gather once again class to achieve the final 
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clustering results. In other words, the final clustering result is based on online 
clustering on the micro level, on-line layer of the early clustering quality and clustering 
effect will eventually have a huge impact [2-5].  

There are many current clustering algorithms are based on k-means clustering based 
on the idea, and on this basis to improve them to suit the characteristics of streaming 
data, and have achieved good results. But the decision was based on the method by 
which have a common drawback, that is, the determination of the number of clusters k. 
Different data for the data distribution is likely to be a natural class apart. In addition, 
because k-means is used in the measurement method based on distance, so the 
clustering preferences in the sphere. In this paper, an improved density grid-based data 
stream clustering algorithm GD-Stream, any shape can be a very good data mining. 
Algorithm to higher dimensional space is divided into multiple cells, and to introduce 
the concept of density to describe the weight data point x at some point the impact on 
the degree of clustering. In order to improve the clustering quality and speed, 
GD-Stream method proposed strategy for dealing with isolated points, according to the 
dynamic changes in the density to distinguish the real outlier and removed it, and this 
knockout on the back does not affect the clustering results. The algorithm does not 
compute and compare the distance, greatly improving the efficiency of the 
implementation. Experiment proved, compared with CluStream algorithm GD-Stream 
Algorithm clusters of arbitrary shape can be tapped with higher accuracy and speed.  

2   Basic Concepts and Related Description 

In this article, assume that the input data is n-dimensional, each input data are defined 
in the space R:. Which is the definition of i-dimensional space. Now n-dimensional 
space R space divided into a number grid, assuming For each dimension, the will of its 
corresponding i-dimensional space (i = 1,2,3, ..., n) is divided into ri section, then. so 
the grid formed by the data space was divided into grids . and for which any of a, (ji = 1, 
..., ri) the density of the grid composed of g, can be expressed as: g = (j1, j2 ..., jn). If a 
data record x = (x1, x2, ..., xn), mapped to the grid by the density g of good will have g 
(x) = (j1, j2 ..., jn), where (xi).  

Definition 1 (density weighted). Let x be a data stream of data points, then x is a 
density of weight change with time t function:  

( )( , ) ct t t T xD x t λ λ− −= =  
(1)

Where is the attenuation factor, for the moment of arrival of data points x for x 
corresponding timestamp.  

Macro perspective, the weight density of data points x describes the time in t affect 
the degree of clustering. The new data points the initial density of weight 1, as time 
increases exponentially. In fact, any set of data points here the timestamp of a data item 
that can be used.  

Corollary 1. Let X (t) is [0, t] between the set of all data items, then X (t) the density of 
all the weights of the data and satisfy:   
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( )

1
lim ( , )
t

x x t

D x t
λ→∞ ∈

=∑
 

(2)

Proof. Let X (t) in all [0, t] time to reach the data item as:, where the data points in the 
first i time to arrive. In t times their density weights were:, their, and as, when t take the 
limit goes to infinity.  

Definition 2 (mesh density). G in the cell, the data point set of any data item at time t 
corresponds to a density of weight, before the time t (including t time) all the weights 
and the known density of mesh density :  

1

( , ) ( , )
n

i
i

D g t D x t
=

=∑
 

(3)

Corollary 2. Let g at the time the cell receives a new data item is the time of the last 
receive data (>), the cell density of the grid update g  

n

0,
( , )

( , ) 1,n lt t
l

D g t
D g tλ −

⎧
⎪= ⎨ +⎪⎩  

(4)

Proof. g in that moment all the data in the grid point set, which arrives at the i time for 
the time received a new data item, then there is:  

1

( , ) ( , )
n

l i l
i

D g t D x t
=
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(5)

According to (1), available:  

( ) ( )( , )
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i n

t t
i l

D x t

D x t i n

λ λ λ
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− − −

−

= =

= =  

(6)

By the formula (3) we can see the infinite as time goes on, if a cell has not been a 
new data point arrives, then the mesh density will gradually decay, dense grid, the grid 
for the transition may be attenuated or sparse grids; the previous cell does not affect the 
subsequent data clustering, can be 0 depending on the mesh density. On the contrary, 
when a large data set arrives, the sparse grid, the grid can be upgraded to a transitional 
or dense grid. by the This may reflect the density of different regions of data space 
changes over time.  

Definition 3. (dense grid and sparse grid) is a dense grid set the threshold, the threshold 
is sparse grid is the most recent moment of receiving data.  

(1). If mn CtxD ≥),( , then we say the cell is dense grid.  

(2). If ln CtxD ≤),( , and ln tt >> , called the cell for the sparse grid.  

(3) If mnl CtxDC ≤≤ ),( , then we say the cell is sparse grid.  
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Some cells, if it is a long time no data arrives, causing the cell is very small amount of 
data, raw data on the impact of clustering is negligible, such as evacuation mesh grid; 
Accordingly, if From a certain moment, the data in the cells gradually increased up to a 
certain number, called the cell for the dense grid.  

By definition 2 we can see, the grid will sparseness and change over time. Thus, over 
time, should be timely adjusted the viewing grid density clustering.  

Definition 4 (feature vector). A subnet grid g in the feature vector at time t is a 

four-tuple 1, , ,g mV G D t t< >  where G is the center coordinates of the cell, the cell g 

is the most recent update time for the g from the hash as a sparse cell Delete the last 
time the table is the last time the grid density.  

3   GD-Stream Algorithms 

GD-Stream is the basic idea: First, read each line of a continuous layer of newly arrived 
data items, and map it to the cell has divided, and update the feature vector of cells. 
Second algorithm to define a time interval gap, after a gap of each layer in the off-line 
time to do a cluster. Algorithm after the first gap. Initialize cluster, computing the 
feature vector of each cell to identify the dense cells, transitional cells, and they 
gathered for a cell cluster or class, the corresponding class number is given as the initial 
cluster. Then, the algorithm after a gap of time in each cluster must be adjusted. 
Adjustment, first check the arrival of the new data caused by changes in cell density, 
and then check under the isolated point strategy to remove those cells isolated points 
only, in order to reduce the workload of the algorithm. Then adjust the clustering, based 
on changes in the density of all in this gap period adjusted for the feature vector 
associated with the cell type of adjustment. Will have become sparse in the cells 
removed from the class, but also will be transformed into dense or transitional cells into 
the best neighborhood class.  

GD-Stream uses three parameters: gap, Dl, Dm. gap for the clustering process of 
reviewing and updating the cell density and other attributes, adjust the cluster time 
interval. Dl was to evaluate whether the sparse cell density of the cell cap, and Dm for 
the evaluation of whether each cell density, cell dense limit, which by definition 3 
calculations.  

4   Experimental Analysis 

4.1   Comparison of Speed of the Algorithm 

Speed of the algorithm to reflect the actual implementation of the algorithm efficiency. 
In this chapter experiments to compare the data sets used KDDCUP99 GD-Stream 
Algorithm and CluStream algorithm speed. The results shown in Figure 1. 

It can be seen from Figure 1, with the increasing length of the data stream, two 
algorithms were tested linear increasing trend. Specifically, GD-Stream Algorithm for 
more rapid growth rate, almost 4 times CluStream algorithm, which GD-Stream.  
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Fig. 1. Comparison of algorithms speed 

4.2   Clustering Algorithm That Is More Efficient 

GD-Stream algorithms achieve faster clustering speed, because GD-Stream algorithm 
simply add new data points corresponding to spatial cell, need not calculate the 
distance, easy to operate. Moreover, GD-Stream Algorithm for the time intervals in 
each gap, according to adaptively adjust the density of the cluster, and by the decay 
factor to distinguish between "new" "old" data, taken a solitary point deletion 
technology, greatly reducing the work, improving the clustering speed. However 
CluStream algorithm for each data point to calculate the distance to all the 
micro-cluster and compare operations, also need to deal with micro-clusters, which 
have greatly increased the amount of CluStream computation.  

 

Fig. 2. Comparison of the accuracy of two algorithms 

4.3   Comparison of the Accuracy of Algorithms 

Algorithm GD-Stream is still used to represent the data set KDDCUP99 accuracy. The 
data set is divided into three categories accuracy, with a precision of each value len 
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said, here were taken len = 0.02, len = 0.04, len = 0.05. Specifically that the results 
shown in Figure 2.  

It can be seen from Figure 2, not the more detailed the better mesh, fine mesh, the 
more easier it will be a cluster of data points in the same division to the other clusters, 
resulting in lower accuracy. But also can not divide being too rough, it will make the 
original does not belong to the same cluster of data points is divided into the same 
bunch of errors in the. len = 0.04 by experiment when the clustering accuracy is the 
highest. while we can see that the correct clustering results rate above 97%, the highest 
close to 99%, also shows that the clustering algorithm GD-Stream high quality  

5   Conclusions 

This chapter presents a grid-based density data stream clustering algorithm GD-Stream, 
the density decay algorithm in the grid data on the partitioning of different density, can 
be clusters of arbitrary shape and make up the traditional grid-based ignored by the data 
stream clustering isolated point on the grid boundary defects. At the same time interval 
as the clustering gap reference time period, reducing the amount of computation. 
Compared with CluStream algorithm, and proved to GD-Stream algorithm has a faster 
speed, while a higher clustering accuracy.  
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Abstract. Paper first analyzes the major technical database of existing privacy 
and privacy requirements in more sensitive attribute data released under the 
scenarios studied in the publishing process more sensitive data privacy issues, 
pointing out that a single individual more than the corresponding records and the 
corresponding personal data published anonymously in the privacy protection 
model number of key issues need to be addressed, including information 
disclosure risk measure, information loss measure and control the dynamic 
semantic tree, and induction, summed up the release of existing multi-attribute 
data privacy-sensitive technology characteristics.  

Keywords: personal anonymity; status maintained; semantic classification trees; 
multi-sensitive properties. 

1   Introduction 

Personal information privacy is about your personal identifiable information to control 
and use the removal of unlawful interference. With the rapid development of 
information technology, people enjoy the convenience and the resulting fast, but the 
information technology of the "double-edged sword" makes the collection of personal 
information is becoming increasingly easy to improper use of such information or be 
personal property will result in an open and spiritual loss. Therefore, the protection of 
personal privacy can not just stop at the so-called protection of the right alone, but 
should be moving in the direction of the protection of personal information. Privacy 
from the traditional "individual to live in peace without interference," the negative 
rights of the evolution of positive significance for the modern "information privacy." 
Performance of personal privacy on private affairs and control over the private 
information.  

Demand from the perspective of privacy protection, privacy protection can be 
divided into for the current user's privacy and data-oriented privacy protection. Privacy 
protection for users from the user point of view, the main information on the protection 
of personal privacy, which is involved in protecting the privacy of the database 
user-related sensitive data and some of the sensitive behavior (such as query or delete 
some data.) Privacy protection for users with different users, the specific application 
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environment, a variety of laws and regulations have a close relationship. 
Comprehensive privacy protection for users needs include four aspects: the user's 
anonymity, pseudonym of the user, observation of user behavior is not  

Data-oriented database, to consider how to protect the privacy of data mainly 
expressed in the privacy of information about some of the privacy protection of 
sensitive data used to eliminate data access caused by the leakage of privacy issues, 
generally through the adding of these data some of the labels or by some special 
treatment to achieve the above objectives. Privacy protection for data privacy 
protection is the focus of the study, this discussion is for data privacy protection, to 
consider how to protect stored in a database of personal privacy information, that can 
directly or indirectly reflect the private information of the data to establish some 
privacy information on the relevant mechanisms.  

2   Related Technologies 

During the general algorithm on minimum loss, because of the record alone during the 
merge, the resulting loss of information beyond the scope of minimum information 
loss, the loneliness it was recorded as an independent element group.  
General algorithm: 

1. In the table to meet the rest of the records to find properties in this category, 
generalized disorder of records, from the disorder of the cost of the property value 
within the group, consider ordering property records, find records that meet the 
minimum distance join group  

2. If there is no record of the disorder to meet the group of generalized attribute 
generalization, to continue the generalization properties of the disorder in this group, 
repeat one, until the meet the l-diversity  

3. Alone tuple tuples ordered directly through the minimum distance to find the 
corresponding broad group, but if the combination of individual and group alone 
element caused by the loss of information when a great degree, you do not have to 
merge the records, saying the record is Independent alone tuple, its operations remain 
in the multi-sensitive property sheet to reconsider the merger. 

3   Almost One-Dimensional Method 

Alignment of generalized method of generalized identity property, have a relational 
table, which identifies the value of the property the same quasi-tuples form a QI group. 
In order to reduce the level of generalization anonymous table can be used to allow the 
right amount of tuples inhibition (suppression) of the method, but also reduced the tuple 
release table suppression of information validity.  

Almost re-encoding method into global and local recoding categories. Requirements 
of the global re-encoded on the same quasi-identifier property values are generalized to  
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almost the same level of the hierarchy tree. [3] proposed a global re-encoding 
algorithm, it can also be applied to maintain the identity of the generalization method. 
The algorithm is simple, it is time to select a quasi-generalized identity property, until 
the meet the needs of anonymity. Global re-encoding is usually over-generalization.  

Partial re-encoding does not require the same values of the property to the same level 
of generalization. Wong et al proposed a top-down partial re-encoding algorithm [5]. 
This method will first of all tuples are generalized to a wide Overview of the group, and 
then in maintaining the principle of anonymity, based on the specialization of tuples 
(specialization). This cycle continues until the special needs of anonymity until the 
break. This paper proposes a bottom-up partial re-encoding algorithm.  

In order to merge into a single multi-dimensional table table produce the least 
sensitive property of the duplicate records, this article limits the sense of property of the 
traditional single Weimin anonymous conditions. For each single Weimin sense that 
the property sheet, in addition to a single record corresponding to the record number of 
sensitive attributes and the last shall be independent of tuple alone, the rest of the record 
must meet the traditional anonymous methods. Here we first summarize the new 
approach through the sense of a single Weimin property sheet to meet the constraints of 
the anonymous condition.  

Table 1. Overview of the Disease attribute table after an anonymous (to meet the limit of 3 - 
Anonymous and 3 - diversification) 

Goup ID NO Age Postcode Disease 

1 1 55 10085 Bronchitis 

1 2 55 10085 Coryza 

1 3 55 10085 Flu 

2 4 43 10075 Pneumonia 

2 5 48 10075 Coryza 

3 6 [45~47] 1007* Gastritis 

3 8 [45~47] 1007* Gastric ulcer 

3 9 [45~47] 1007* Dyspepsia 

4 7 [48~49] 100** Dyspepsia 

4 10 [48~49] 100** Flu 

4 11 [48~49] 100** Bronchitis 

4 12 [48~49] 100** Flu 

4 13 [48~49] 100** Bronchitis 

5 14 5 20084 Bronchitis 
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Described in Table 1, the first corresponding to a single record for multiple sensitive 
attributes impoverished group, and then a single case from the first record of a 
non-start, first of all minimal generalized disorder properties, then the last chapter 
summarizes grouping algorithm 1, the remaining records 12 and 13 can not meet the 3 - 
tuple diversity of anonymity for the lonely, according to algorithm 1.1, the first record 
minimum of 12 properties disorder generalized as 1007 *, corresponding to the third 
group, then consider ordering attribute values, but the record of 12 48 Ordered attribute 
value, not the third group, ordered range and are therefore incorporated into the record 
12, the fourth group. Similarly, Algorithm 1 was recorded there should also be 
incorporated into the fourth group of 13. Hop into any of the records of 14 information 
packet loss caused by too much, so lonely as an independent element group 5. 

Table 2. Overview of Medicine attributes of the table after an anonymous  

Goup ID NO Age Postcode Medicine 

1 1 55 10085 An 

1 2 55 10085 Bn 

1 3 55 10085 Gn 

2 4 43 10075 Cn 

2 5 48 10075 En 

3 6 [45~48] 1007* Dn 

3 8 [45~48] 1007* Fn 

3 9 [45~48] 1007* Dn 

3 12 [45~48] 1007* Fn 

4 7 [48~49] 100** En 

4 10 [48~49] 100** Fn 

4 11 [48~49] 100** Gn 

4 13 [48~49] 100** An 

5 14 5 20084 An 

3 describes the general process that, according to algorithm 1.1, the first three 
records will be assigned to a 6,8,9 record group, this time recording the minimum 
order is [45 47], but at this point does not meet the three principles of diversity, 
Therefore, the minimum distance algorithm to find records based on 12 into the group 
to meet after the anonymous request, so this range of four after an orderly record of 
generalization into one group. Similarly, alone recorded 13 into group 4. Hop into any 
of the records of 14 information packet loss caused by too much, so lonely as an 
independent element group 5.  
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4   The General Algorithm for Anonymous Individuals 

Mike more sensitive properties through a personal anonymous algorithm summary, due 
to their personal privacy and property values Bronchitis Bronchitis medicine An 
attribute has an associated dimension, so to change the value of the corresponding 
private property the same dimension also changes the sensitive records of the 
corresponding attributes of other dimensions value, in this case is the generalization for 
the respiratory tablet. In addition, private property in the same dimension, the cluster 
identified by the leaf node property values and personal privacy of the property value 
associated with flu, flu the same reason the properties of this algorithm is summarized 
respiratory infection. 

Generalization based on anonymous mike after the individual data sheets for the 
SST `, note 1 GroupID and Name the first and third records. 

Data Sheet for the SST ` 

5   Conclusions 

Mike more sensitive properties through a personal anonymous algorithm summary, due 
to their personal privacy and property values Bronchitis Bronchitis medicine An 
attribute has an associated dimension, so to change the value of the corresponding 
private property the same dimension also changes the sensitive records of the 
corresponding attributes of other dimensions value, in this case is the generalization for 
the respiratory tablet. In addition, private property in the same dimension, the cluster 
identified by the leaf node property values and personal privacy of the property value 
associated with flu, flu the same reason the properties of this algorithm is summarized 
respiratory infection. 
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Abstract. Embedded real-time systems are facing more and more security 
problems. Malicious attacks on the system from suspicious or malicious code 
and the change of system hardware state could lead to system exception, 
resulting in system reliability and security deteriorated. This paper summarizes 
the characteristics of embedded real-time system and its special requirements 
for security, analyses security problems faced by embedded real-time system 
and defects of programming languages. And then put forward methods to 
improve the safety of embedded real-time system, providing a new security idea 
for solving the embedded Real-time system security. 

Keywords: Security, embedded system, real-time system, RTOS. 

1   Introduction 

Embedded systems are becoming increasingly large and complex as software 
complexity increases, more and more software defects, resulting in system reliability 
and security is getting worse. Embedded real-time systems often arise in the 
implementation process issues, such as some common suspicious or malicious code 
on the system caused by malicious attacks and other anomalies. Hardware state 
changes may also lead to system abnormalities. For example, equipment failure and 
high temperature, vibration and other factors may cause the system to know what to 
do. In an increasingly widely used in real-time computing aerospace, defense, 
transportation, nuclear energy and health, and many other safety critical systems 
(SCS) in the context, to reduce or prevent the occurrence of catastrophic accidents, 
the need to improve real-time operating system, SCS reliability and security.  

Currently, the researchers embedded real-time systems for the analysis of the 
security system is often not enough, the safety of embedded real-time system analysis 
and solution remains at the local, the lack of total system solutions. Based on this, this 
study will focus on the special requirements of embedded real-time systems, a 
detailed analysis of the system and summarizes the impact of insecurity embedded 
systems, embedded real-time systems to solve security issues basis.  

2   Special Requirements of Embedded Real-Time Systems  

Real-time systems generally refers to a class of highly time-sensitive application 
requirements. Such as industrial process control (such as steel making, continuous 
chemical process, etc.), spacecraft control systems, weapons guidance systems, 
strategic defense systems. These systems often require multiple computers to the 
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information collected in order of priority in a number of seconds, respectively, a 
number of milliseconds, or even within several microseconds to process and respond 
appropriately.  

Real-time system is a timely response to external random events occur, and fast 
enough to complete the event handling computer applications. In real-time systems, 
system correctness depends not only on the correctness of the results system, but also 
on the correct results to time. Therefore, system designers need to care about 
embedded real-time behavior of the system uncertainty.  

2.1   Characteristics of Embedded Real-Time System  

Although the argument for embedded real-time systems vary, the main meaning is the 
same. Embedded real-time system has the following characteristics:  

(1) embedded real-time systems are often a computer or microprocessor core, with 
other machinery, electronic equipment, one complete certain specific features, is a 
computer application system.  

(2) embedded real-time systems is usually a reactive system. Links with other parts 
of the computer through the appropriate combination of sensors and actuators to 
complete, the system inside and outside the state an important way to report the event 
was modeled to the computer;  

(3) embedded real-time systems often have real-time requirements. Real-time 
refers to the function of the system depends not only on the correctness of the logic of 
generating the correct results, but also on the results to time. That is, the system must 
be scheduled within the time limit to respond to some input. "In the book (or required) 
time to complete", which is the key to understanding real-time requirements. Real-
time requirements can be divided into: strong (hard) real-time and weak (soft) real-
time two. Strong real-time is the real time requirement of the system can not be 
satisfied if, it may lead to catastrophic consequences (such as nuclear reactor control, 
aircraft control, etc.); weak real-time is the real time requirement of the system can 
not be satisfied if only will make the system performance degradation, and will not 
lead to serious consequences (such as laser printer control, etc.); 

(4) embedded real-time systems must meet stringent reliability and safety 
requirements;  

(5) embedded real-time systems are often subject to application environments in 
the size, shape, weight, heat dissipation and power consumption constraints, etc.;  

(6) embedded real-time systems typically have a distributed structure, and may be 
heterogeneous; 

(7) embedded real-time system must have sufficient flexibility to meet the rapid 
expansion of the upgrading needs of even the running function.  

2.2   The Special Requirements of Embedded Real-Time Systems  

Embedded real-time system is an important class of computer applications. In 
contrast, such a system, for the time characteristics, reliability, and security has a 
high, and even the requirements of load moment:  
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(1) systems often contain a variety of sensors and multi-channel digital to analog 
conversion equipment, real-time system that is sometimes the output data from the 
analog sensor output, it is necessary to convert it to digital only after processing by a 
computer; the other On the one hand, the results of computer processing is sometimes 
necessary to convert the analog output to control the implementation of the action 
agencies.  

(2) respond to external events must be completed within a certain time. Similarly, 
the requirements of the various output must also be completed within a certain time, 
in fact obtain, process data and processed data output, need to be completed within a 
specified time. This time the sum is called the system response time. Guarantee within 
the prescribed time limits to respond to the critical real-time system design.  

(3) the requirements of environmental adaptation. Systems often used in industrial 
field environments, even in the worse environment. The former requires calculations 
in a wide temperature or humidity range, and can adapt to the industrial site 
electromagnetic interference environment; the latter often refers to the field or 
vehicle, shipboard, airborne, satellite and other applications, it is often also called 
ultra- Wide operating temperature range and moisture, shock, anti-shock, anti-salt 
spray and fungus. These require the use of special computer components and special 
structure, this requirement is called "hardening" requirements.  

(4) high reliability of software requirements. Such as in military and aerospace 
applications, often using a specific programming language (such as the Ada language) 
and high-quality compiler, designed to ensure the correctness of a good program, and 
may take advantage of hardware features, the speed of the target program has a very 
high quality. In addition, many real-time applications involving a large number of 
communication links, especially wireless communications, in addition to the high 
sensitivity of the reception facilities, the use of redundant coding to ensure that 
adverse weather conditions in the high reliability of data communication are often 
used.  

(5) must meet certain peak load requirements. A real-time system load may be 
uneven, and sometimes heavy load, sometimes the load light. To most of the time 
may not be fully utilized. But the whole system must satisfy certain requirements of 
the peak load, that heavy load, even under overload conditions, some of the critical 
tasks can also be successfully implemented.  

(6) to guarantee the necessary computational speed (sometimes at very high 
speeds) to achieve high reliability under the premise, which is crucial. Real-time 
systems often operate in harsh conditions not suitable for people involved in the 
environment. Face temperature changes, strong shock and strong electromagnetic 
interference problems and real-time systems often need to use industrial grade 
components, sometimes the design at the system level using fault-tolerant or hot 
backup mechanisms. 

3   Programming Languages and Software Defects Defects  

Currently, the most widely used high-level language is C language, which is an open 
language, grammar, free-form, different people can write code to achieve the same 
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functionality of a variety of procedures. Using the C language to write high 
performance programs, including system program and application, but C language 
and its support libraries are essentially unsafe, unintended mistakes can lead to very 
serious security vulnerabilities.  

This is the C language in the two most common and most difficult to check the 
run-time error. Memory access error mainly refer to: the malloc and free functions 
memory leaks caused by improper use and have access to free memory once again; 
and mainly refers to a pointer reference error: Use of undefined memory and it has 
been defined uninitialized memory references both. Can be seen that the main reason 
causing the pointer reference error is due to the corresponding memory area is not 
able to correctly use the result. So, in a static test can take a similar approach in these 
two errors were detected. Specific methods are:  

1) Use a pointer check mark pointer reference error  
Annotation defines a pointer to a pointer may be null if the constraint, each pointer 

state is running the program will continue with the change pointer status by checking 
the consistency between the label and a pointer, can be found on the program possible 
null pointer reference.  

2) Check the memory using the memory allocation errors marked  
C language is not garbage collection mechanism, therefore, dynamically allocated 

memory when in use do not pay attention if the maintenance is easy to forget a 
memory leak caused by the release. Memory leak can not be found not only at 
compile time, and, in the run-time errors often occur without obvious, but steady 
decline in available memory until the memory occurred, causing the entire system 
"down." At the same time, such errors is difficult to reproduce, is found in the 
debugging process very difficult. Label-based detection model, the memory allocated 
by the state to clearly mark the release of the responsibility for the dynamic memory, 
the model of consistency through the detection of the release of the responsibility to 
detect possible memory leaks. 

This is a regular in the embedded software development errors, as in the C 
language source code, there is no direct statement to operate on the stack, so such 
errors at compile time can not be detected out. In order to detect whether there is a 
stack overflow error occurs, in fact, is to monitor the stack for each function is called 
when the stack frame on the existing number of frames in each stack memory 
requirements. However, due to the increase or decrease the stack frame is shown 
dynamically at run time, so the static stack overflow checking is very difficult. In the 
following two aspects:  

1) How to get every function of the size of the stack frame, that is, the memory 
requirements of the stack frame. 

Each function can be defined any number and type of temporary variables and 
input parameters, how can accurately calculate all these variables and parameters used 
by the memory size.  

2) how the statistics of the whole process function call situation.  
Stack frame on the stack, with the number and order of sequence of function calls 

and dynamic changes, how can accurately track all program functions from the main 
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start of the call sequence for the overflow detection has a decisive influence. Written 
by C language source code distributed in different files, each file contains several 
functions, how to analyze the code sequence for each function call stack overflow 
error detection need to adopt to complete the stack overflow checker.  

3) embedded real-time system security improvements  
High security design of embedded real-time systems are complex, by strengthening 

the security of embedded real-time operating system protection can be designed to 
reduce the burden of application developers. In fact, the processor speed under the 
conditions of steady growth, for cost considerations, design engineers often expect the 
same critical level of the processor can run multiple different applications, but will 
also increase the risk accordingly. To the extent the same system the important 
threads of different (non-critical tasks and critical tasks) "peaceful coexistence", the 
management processor and other resources of the operating system must be able to 
appropriate partitioning software to ensure the effective allocation of resources. 
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Abstract. The article introduces some kinds of contact less switch. It includes 
voltage regulator, silicon controlled rectifier, photocoupler, MOSFET and IGBT. 
Different structures have different switch characters The theory and character of 
each kind are analysed, parameters of representativechip are compared 
According to this, engineer can choose the right switch 
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1   Introduction 

Microcontroller and embedded systems are becoming more and more widespread, 
mechanical relays are still the most commonly used execution control switch. As the 
control system puts up with higher quality requirements, which mechanical relays often 
cannot meet in control speed, electromagnetic compatibility, isolation and other 
aspects. On the other hand, increased integration with integrated circuits, it is common 
to see devices with power supply voltage less than 3 V, especially a lot of 
battery-powered portable devices which require low voltage, low-power devices. 
Under this circumstance, mechanical relays are hard to meet new requirements. 

Traditional integrated analog switch circuit such as ADG211 series has resistance 
from tens to hundreds Ω range, which cannot meet requirements form power switch 
control devices. With the development of semiconductor technologies, there are 
already many contactless switches for designers. Contactless switch is superior to 
mechanical relays in electromagnetic compatibility, reliability, security and other 
aspects. This article describes several new contactless switches. Different applications 
have different requirements in applications. Such as control subject is divided in to AC 
and DC; magnitude differences of control objects in load current and contact resistance; 
operation voltage ct may vary from a few V to 380 V or even higher. New devices 
provide various applications to meet performance requirements, readers can choose 
appropriate devices, or use simple circuit to make contactless switch. 

2   Common Contactless Switch 

2.1   Contactless Switch with Three Terminal Regulator 

Designers are very familiar with the common seen low- price three-terminal regulator. 
Figure 1 is a designed circuit with three-terminal switching regulator circuit. The signal 
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from control side decides whether to ground the three terminal regulators. If it is 
grounding, then output terminal is power-up, or it is disconnected. This circuit is very 
simple and easy to debug, and have a variety of voltage regulators suitable for 
controlling DC load. The disadvantage is that the decrease of pipe pressure weakens 
regulator output voltage, which is not suitable for battery-powered devices. So take use 
of three-terminal low dropout voltage regulator will improve the capacity. 

 

Fig. 1. The control switch of three-terminal regulator 

2   Contactless Switch with SCR Devices 

There are many such devices are available, like STMicroelectronics (ST) ACS series. It 
can be directly used to control fans, washing machines, motor pumps and other 
equipments, and the isolation voltage is up to 500 V or more. Figure 2 is a typical 
application circuit. Such devices is low price, but can only be used for the exchange of 
load switch control. 

 

Fig. 2. Non-contact switch Typical Application Circuit based on SCR devices  
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3   Contactless Switch with Optocoupler Transistor and 
Darlington Transistor 

Phototransistor-based contactless switch is known as optical couplers (photocoupler) 
[1], such as Sharp PC817 Series, NEC PS2500 Series, Agilent HCPL260L/060L and so 
on. Its working principle is shown in Figure 3. When forward voltage in the input 
terminal increases, the light-emitting diode (LED) is lit, phototransistor produces 
photocurrent to supply load from collector. When there is reverse voltage at input 
terminal, LED does not light, so that phototransistor is off, the equivalent load is an 
open circuit. From works principle, these devices are used in DC load and also in 
transmit the same pulse signal from current direction. The device's operating speed is 
relatively high, generally in the microsecond or faster. 

 

Fig. 3. Transmission map of Square wave  

Darlington is a composite of two bipolar transistors. The greatest advantage is 
current multi-stage amplification, as shown in Figure 4. 

 

Fig. 4. The equivalent circuit of Darlington 

The disadvantage is large capacity pipe pressure. Since the two transistors have a 
same collector, the saturation voltage of Darlington transistor is equal to the addition of 
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Q2 forward voltage and saturation voltage of transistor Q1, while the forward voltage is 
much higher than saturation voltage, so that the whole Darlington transistor saturation 
voltage is particularly high, and power consumption is higher during conductance. 

The Darlington optocoupler of Fairchild Semiconductor (fairchild) isolates 
Darlington output configuration, which separate input photodiode with the primary 
gain and output transistors in order to get lower saturation voltage (0.1 V) and higher 
operating speed compared with traditional Darlington phototransistor. The company's 
latest 5 products have single or double channel configurations to provide low power 
consumption of 3.3 V or 5 V operating voltage. Double channel HCPL0730 and 
HCPL0731 optocouplers provide 5 V operation voltages and SOIC8 package achieves 
optimum mounting density. The operation voltage of single-channel FOD070L, 
FOD270L and double channel FOD 073 L devices is 3.3 V, which saves 33% 
consumption than traditional 5 V parts. NEC's chip PS2802.1 / 4, PS27021, 
PS25021/2/4, PS25621 / 2 are also belongs to Darlington optocouplers. 

4   Contactless Switch with MOS or IGBT 

Contactless switches based on MOS FET are coupled in different ways because of 
coupling styles, such optical coupling MOS FET (OCMOS FET) is the optical coupling 
style, the principle is shown in Figure 5, and within dotted frame is OCMOS FET 
internal schematic diagram. 

 

Fig. 5. Typical Application Circuit of OCMOS FET 

There is photovoltaic cell within circuit, when light-emitting diode is lit, the cell 
charges FET gate capacitance and increases voltage between gate and source, which 
conduit MOS FET, and the switch is closed. When the LED goes out, photovoltaic cell 
is no longer charging gate capacitance, and internal discharge switch is automatically 
closed, which forces gate to discharge, the gate-source voltage decreased rapidly, and 
off with and switch. OCMOS FET has two types: one is maketype, normally it is 
disconnected; the other is breaktype; and usually it is conducted. This dissertation 
focuses on the maketype. MOS FET optical coupling is universal AC and DC,  
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which working speed is milliseconds and not as fast as optocouplers, its maketype 
characteristics is irrelevant with input current parameters. OCMOS FET can control 
strong current by weak one which means to drive a-level current by aA input current. 
Because FET is a bilateral maketype with low-resistance, so it is mainly used to 
interrupt AC signals, as shown in Figure 5, and OCMOS FET is also known as 
solid-state relay (SSR) [2]. 

There are a lot of MOS FET based countless switching devices, such as Nippon 
Electric Company (NEC) of the PS7200 Series, Toshiba TLP351 series, Panasonic 
Nais AQV series. Usually low on-resistance is suitable for larger load current practice, 
such as N EC PS710B1A: on-resistance Ron = 0.1Ω (max), load current IL = 2.5 A 
(maximum), on-time Ton = 5 ms. Low CR product type MOS FET is for optical 
high-speed signals switch applications, such as test terminal of measuring instruments. 
CR product refers to the product of output capacitance and on-resistance at output stage 
MOS FET, which is a parameter index to evaluate a MOS FET characteristic. Like 
NECPS7200H1A: resistance Ron = 2.2 Ω, CR product is 9.2 pF • Ω, on-time Ton = 0.5 
ms, the load current IL = 160 mA. Insulated gate bipolar transistors IGBT [3], and the 
structure is shown in Figure 6. 

 

Fig. 6. The equivalent circuit of IGBT 

This structure makes IGBT acquired not only the advantage of MOS FET IGBT of 
larger DC current, but also bipolar transistor current handling capacity of large, high 
blocking voltage. It can be connected to switching circuit, as NPN type bipolar 
transistor, the significant difference between them is that IGBT does not need gate to 
maintain conduction. GBT-based contactless switch is as Agillent 
HCPL3140/HCPL0314 series. 

In order to facilitate designers with appropriate circuit choice, Table 1 shows 
different types of reference chips for contactless switch, and compares various chips’ 
switch characteristics. 
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Abstract. On the basis of analysis on current situation of magnetic suspension 
rotor system, the paper have put forward a research approach that the distributed 
simulation platform for magnetic suspension rotor system based on HLA(High 
Level Architecture),conceived simulation scenarios on account of the basic 
function of magnetic suspension rotor system, established federal members of 
HLA simulation system, designed FOM and SOM, finished the main thread for 
simulation system, and provided a feasible method to the virtual prototype of 
magnetic suspension rotor system for the research. 
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1   Introduction 

Magnetic suspension rotor system is the rotor system based on the magnetic bearing, 
which involves many science fields. It has no mechanical contact, no friction, no 
lubrication, etc, and can be widely used in aerospace, machine processing in which 
industry have special requirements for speed and rotating precision. [1] 

At present, the main problems of the magnetic suspension rotor system at home and 
abroad in the simulation design process are as follows: 

1) System, the study of involves multidisciplinary domain knowledge, such as 
structural dynamics, control system, magnetic field analysis which are respectively in 
different fields. Since the software matching problems, the research achievement is 
hard to interactive. 

2) The existing system design adopts the traditional serial design style, making the 
simulation between control system and rotor structure’s dynamic characteristics too 
hard to coordinate and interact. 

3) Because of fixed structure, the existing virtual prototypes are difficult to achieve 
modular distributed simulation, replace, or change simulation members flexibly, which 
limit the function of virtual prototype. [2-4] 

HLA (High Level Architecture) is the general technical framework, which is used to 
produce computer simulation system. Through the interface standard and bottom 
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transmission service provided by RTI (Run-Time Infrastructure), the simulation system 
can flexibly replace, increase or decrease simulation members, realizing the 
modularized and distributed simulation of magnetic suspension rotor system, 
completing the optimal integrated design and coordination match between structural 
characteristics and control system. 

2   The Structure Priciple and the Research Status  

The study object in this paper is the magnetic suspension rotor system supported by 
active magnetic bearings. Figure 1 shows the schematic diagram for active magnetic 
bearings. 

 

Fig. 1. The schematic diagram for active magnetic bearings 

Active magnetic bearing is composed of five main parts which are rotor, 
electromagnet stator, sensors, controller and power amplifier. Its working principle is 
as follows: the electromagnet stator produce suction on the rotor because of current, 
making the rotor in a particular balance position. During the rotor operation process, 
when it receives the interference and deviates the balance position, displacement sensor 
will send this migration signals to controller, then the controller adjust the size of 
control current to change the size of stator suction through power amplifier, finally, the 
rotor will return to the original balance position. 

3   The Design of Simulation Platform for Magnetic Suspension 
Rotor System  

In order to use a few parameters to describe the simulation platform’s design process 
clearly, magnetic suspension rotor system is simplified in this paper. 

3.1   Simulation Scenario 

Assuming a smooth operation of magnetic suspension rotor system, the stator currents 
receive external interference and fluctuate (Control system provides the interference). 
We observe the dynamics analysis for the mechanical system and the changes of 
magnetic field, to make the control system work out corresponding control based on the 
information collected by sensors, finally enabling the rotor return to the initial balance 
position. 
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3.2   The Development Environment of Simulation Platform 

The simulation system adopts Windows XP as its operation system and DMSO RTI 
1.3-NG as its operation support framework. LibRTI of RTI is encapsulated in every 
federate. Federate can interconnect with each other according to LAN and exchange 
information based on the service set by RTI 1.3. The software build environment is 
Visual Studio 2008, while the programming language is C++ and database is SQL 2005. 

3.3   The Structure of Simulation Platform Structure and Design of Federal 

Member 

All the federates is designed partly according to the system structure and property. In 
the process of writing programs, we design each instruction subroutines to code 
modules, which can not only realize coordinated and matching simulation effect, but 
also make functional components achieve a nice reusability and expansibility, to 
facilitate future system development with different control systems and different 
support methods etc. 

In order to simplify the platform, it is divided into the following 5 federates: 

1) Controller Federate (Controller): Controller Federates is the control part of the 
entire system, containing the functions of controller, power amplifier and sensor. Its 
function specifically expressed as: subscribing the positional relationship between the 
rotor and electromagnet stator issued by Mechanical Structure Federate; publishing the 
current signal processed by the power amplifier. The function is achieved by 
MATLAB/Simulink. 

2) Mechanical Structure Federate (Mechanical Structure): the mechanical structure 
federate is the structure basis of simulation system. The specific expression of its 
function as: subscribing control signals published by Controller Federate; publishing 
the positional relationship between rotor and stator, the axial position of rotor, the 
motor's speed and so on. The function is achieved by Solid Works. 

3) Magnetic Field Analysis Federate (Magnetic Analysis): Magnetic Field Analysis 
Federate is the technological key of the magnetic suspension rotor system, with the 
function of analyzing the magnetic field produced by the system. The specific 
expression of its function as: subscribing the positional relationship between the rotor 
and stator, the axial position of rotor published by Mechanical Structure Federate, and 
the current signal published by Controller Federate; publishing magnetic information 
and the magnetic field distribution. The function is achieved by ANSYS. 

4) Dynamics Analysis Federate (Dynamics Analysis): Dynamics Analysis Federate 
analyzes the system's dynamic. Its function specifically expressed as: subscribing 
mechanical structure, the motor's speed and so on; publishing dynamics analysis 
numeric. The function is achieved by ADMS. 

5) Data Base Federate (Data Base): Data Base Federate provides storage space for 
the simulation operation parameters of the magnetic suspension rotor system and 
supports for the bottom. Its function specifically expressed as: subscribing initial 
parameters and the information in operation. The function is achieved by SQL Server 
2005. 
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Fig. 2. The schematic diagram of simulation system structure 

Figure 2 shows the schematic diagram of simulation system structure. FED 
documents in the figure is the executive data file of the federation. 

3.4   The Design for SOM/FOM in Simulation Platform  

HLA rules request federation and federates to build their own object models, namely 
SOM and FOM. SOM (Simulation Object Model) as a standardized object model 
reflects that the federates have the disclosure of publishing information and subscribing 
information outside. FOM (Federation Object Model) represents the agreement 
between federates' data and the collection of object class as well as interaction class 
 

Table 1. The attribute of object class 

Object Class Attribute Subscribe or not 

1 2 3 4 5 

Controller（PS） Current  √ √  √ 

Mechanical Construction（PS） AirGap √  √ √ √ 

Speed √  √ √ √ 

Magnetical Analysis（PS） MagneticInfo     √ 

MagneticForce √ √  √ √ 

Dynamics Analysis（PS） AnalysisResult     √ 

Data Base（S）       

Table 2. The parameters of interaction class 

Interaction Class Parameter Description 

CurrentChange ToChangeCurrent Change the size of control current 

SpeedChange ToChangeSpeed Change rotor’s speed 



444 H. Fang, J. Zhang, and J. Niu 

published by all federates. Table 1 and table 2 are given respectively the attribute of 
object class, the parameters of interaction class and the published/subscribed 
relationships between every federate. (The serial numbers in the table are one-one 
correspondence to the federates' code listed in section 3.3). 

4   Operate Simulation Platform 

Based on the above demand and capacity analysis of each function module in the 
magnetic suspension rotor simulation system, we develop the complete federate code 
of the local RTI component based on LibRTI in C++ library for the goal of the reuse of 
components and scalability system. The main behavior code of all federates can 
achieve real-time data updates in local computer. When simulation requirements 
change, changing federates' main behavior code can reconstruct and expand federates 
without changing other parts. 

 

Fig. 3. The main thread of simulation system based on HLA 

Figure 3 gives the main thread of magnetic suspension rotor simulation system based 
on HLA. 

5   Conclusion 

HLA has the features of new concept, rich connotation and wide field. In recent years, 
the development is gradually mature, but still has many technical difficulties in time 
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management strategy, data distribution rules and engineering practice. According to 
our previous research achievements, and research on the analysis of magnetic rotor 
system’s current situation, we brought forward the research idea that constructing 
distributed simulation platform for magnetic suspension rotor system. On the basis of 
simulation scenario, we tried to build the simulation platform based on HLA. 
Simultaneously, these were also a beneficial expanded attempt to the engineering field 
of HLA. It can be believed that simulation platform for magnetic suspension rotor 
system based on HLA will be a efficient way to the simulation research on magnetic 
suspension rotor system, by means of refining object class and interaction class to 
improve time management strategies and data process. 
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Abstract. Wireless sensor networks existing in the data storage methods exist 
to some extent, fixed and stored in hot storage node problem, the performance 
there are still large room for improvement. This paper proposes a threshold 
based on an integrated data storage method, the threshold to the consolidated 
dispatching node, shut down redundant nodes, the nodes are scheduled to enter 
the work state and the other nodes into the suspended state. Scheduling 
mechanism through which not only balance the network load, to eliminate 
storage hot issues, but also work to reduce the number of nodes, to save energy 
and prolong network lifetime. 

Keywords: wireless sensor networks, distributed data storage, integrated 
threshold. 

1   Introduction 

In the past, using data-centric storage methods, the most classic is Sylvia Ratnasamy 
et al in 2002, the geographical hash function table proposed method GHT: 
Geographic Hash Table. It is based on attribute name, the perception of the data 
attribute set name for the event. The specific process is as follows: the perception of 
certain attributes of data collection as the key k, through a hash function h (x) the key 
k is mapped to a network location h (k), the data for <k, h (k)> is stored in the 
adjacent h (k) of the node. User issues a query request, the direct route to the 
neighboring h (k) of the node to access data. GHT exist in the following two 
questions: First, all queries are concentrated in a recent column address discrete 
nodes, the query often occurs when hot issues; second storage nodes fixed and can not 
be adjusted dynamically. If an event type occurs more frequently, due to storage 
nodes fixed and the nodes of storage space is limited, it can not effectively collect the 
data storage node, resulting in data loss.  

2   Distributed Data Storage Method on Integrated Threshold 

2.1   Methodological Thought  

Node scheduling storage threshold achieved by the integrated, comprehensive, 
including storage space threshold value S and energy E in two parts. Maintain the 
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same grid in the active state of a node to act as a storage node, the data storage work, 
the other nodes into the suspended state. Node can sense pending state environment 
and the implementation of packet delivery, but can not be stored sensory data. Nodes 
to store data in the process, because the consumption of energy and storage space, 
energy and storage space, there is a threshold level to achieve integrated in the 
corresponding threshold, the node is suspended, no longer work for data storage. Then 
grid scheduling factor of each node p, then select the other nodes take turns to act as 
storage nodes. All storage nodes to achieve the comprehensive threshold value, adjust 
the threshold to the next level threshold, the next round of data storage.  

2.2   Scheduling Factor  

Let node i, Ei is the current residual energy, E energy threshold for the current level 
of energy threshold, Si is the current node i remaining storage space, S is the current 
threshold level stored in memory threshold, then the scheduling factor p is defined as :  

p = (E-Ei) * (S-Si)                                (1) 

2.3   General Threshold  

General threshold value is stored by the energy threshold and the threshold 
composition. In theory, the initial energy value of each node and the storage space 
should be the same. But in fact a large number of nodes in wireless sensor networks 
of many, and throw then in the form of self-organization form through the network; 
the initial neighbor discovery phase of the grid, the grid nodes in the exchange of 
information between nodes with the neighbors in the process, will consume out a 
small part of the energy and storage space. Therefore, the actual initial energy of each 
node and the storage space is not the same. Let node i, Ei is the current residual 
energy, E energy threshold for the current level of energy threshold, Si is the current 
node i remaining storage space, S is the current threshold level stored in memory 
threshold, threshold with the remaining energy and storage space decreases. We 
assume that these variables are the percentage of the nodes in the storage. Node's 
remaining energy through the AD converter (ADC) to the power supply voltage 
acquisition MCU (microprocessor) and get to the node can monitor their own energy 
situation.  

Node thresholds using an integrated scheduling approach, the beginning of each 
round is the first work node node Ei * Si value of the decision, that is, from the 
current residual energy of each node and the storage space of the product decisions. 
The initial formation of self-organizing network, in the neighbor discovery phase, 
each node in the grid by the finite radio, broadcasting a message to the exchange of 
information. Specific process is as follows:  

Step1: In the beginning of each round, each node i its initial calculation of the 
value of Ei * Si, in order to determine their own activities or in the current round is to 
be suspended. Ei * Si value of the largest node as the one in the first active node, 
other nodes into the suspended state.  

Step2: Node i in the active work as a data store, and calculate the p value, when 
that p <0, when sending a packet to the host Storage_Full other nodes within the grid, 
into a suspended state.  
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Step3: the other node then calculated the value of their Ei * Si, Ei * Si value of the 
largest node as the active node in this round, the other nodes into the suspended state.  

Step4: until all nodes in the grid to meet the p <0, the grid reaches a threshold 
value of the last node sends a data packet to the same Change_Threshold grid all the 
other nodes. Then all nodes in the grid will be their energy threshold and store 
threshold E S also change the threshold to the next level, the threshold level T = T +1.  

Scheduling factor p is calculated taking into account the node to the energy and the 
storage of two factors, it is very necessary. For example, in Figure 1, the node only 
consider the storage space without considering the residual energy. Storage space is 
divided into two thresholds, respectively, 50 and 100. It is prone to this situation: 
When a node B stores 48 events, node failures due to battery energy exhaustion, with 
the node failure, previously stored event data will be lost. 

 

Fig. 1. The single-threshold case 

3   Extended Grid 

In all nodes within a grid of energy and storage have reached the highest level under 
the threshold, then the resulting data will be stored because they did not lose. Can use 
the previously mentioned concept of the virtual grid, the grid expansion adjacent to 
form a virtual grid.  

Grid to reach the highest threshold of the last node broadcasts a packet to a 
neighbor Grid_Extend grid. Neighbor grid nodes receive data packets Grid_Extend 
continue to broadcast the packet to its neighbors Grid_Extend node. Each packet 
received Grid_Extend node, through the following four equations to determine if they 
are not in the expansion of the grid range.  

Abscissa of the grid extension ( _extended gridX ，

1Y )                             (2)  

Vertical extension of the grid coordinates（
1X ， _extended gridY ）                      (3)  

Diagonal grid extension（ _extended gridX ， _extended gridY ）                              (4) 

_extended grid LY Y G= ±                                             (5) 

Where x and y are the x-axis of the grid extension and the y-axis. Nodes must 
satisfy the above formula in the extended grid; does not meet the formula node 
packets dropped Grid_Extend to stop transmission. Nodes within the grid is extended, 
modified form of the mesh nodes Gvid and Gl. Generated by the above formula, a 
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merger a number of new virtual grid mesh. This virtual grid each node through 
limited radio to exchange information, update the node's own node form the grid. 
When a node detects an event, it sends a packet to put a virtual grid, made under the 
previous threshold value based on node scheduling integrated approach, looking for a 
storage node as the active node to store the event data.  

The following example to illustrate the expansion of the grid through the 
implementation steps: Suppose, node 4 and node 5 to the highest level after the 
threshold has been suspended. Now node 6 after receiving a data packet will be put 
into suspended state. Because grid (1,2) within the node into the suspended state, it 
can not be stored sensory data. In this case node 6 to the adjacent grid (0,1), (0,2), 
(0,3), (1,1), (1,3), (2,1), (2 , 2) and (2,3) sends a data packet Grid_Extend will form 
the grid nodes in the Gl = Gl +1, as shown in Figure 2.  

 

Fig. 2. Grid expansion 

Adjacent to all nodes within the grid using Grid_Extend packet Gvid, by (2) to 
formula (5) to determine whether the grid in the extended range. In the extended grid 
of nodes to update their grid nodes table Gvid to Grid_Extend packet Gvid, Gl = Gl 
+1, and Grid_Extend forward the packet to the adjacent grid. Not in the extended grid 
nodes within the transmission and discard Grid_Extend stop packets. Figure 3, the 
grid (1,2) with the grid (0,1), (0,2), (0,3), (1,1), (1,3), (2,1) , (2,2) and (2,3) to form a 
new extended grid. New extension nodes within the grid, sending messages to each 
other to exchange information, update their grid node form.  

Thus, the grid will be expanded into one of several mesh grid to store the 
perception data, the first to solve the problem of data storage nodes fixed to realize 
the dynamic data storage; second, to solve the storage node the problem of limited 
space, can maximize the effective data storage, avoiding the loss of valid data.  
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Fig. 3. After extended grid (1,2) 

4   Conclusions 

This paper analyzes the existing data storage methods shortcomings, this paper 
proposes to solve the problem. Second, the threshold proposed the concept of 
integrated and applied to the node scheduling approach, and then the whole region is 
divided into two-dimensional perception of the grid, the grid nodes within the 
implementation schedule based on the data storage method: the threshold level under 
the Comprehensive Threshold calculation scheduling factor, scheduling factor to 
determine the status of the node. First, avoid the multiple nodes to store the same 
data, information redundancy situation occurs, the second, to solve all the queries are 
concentrated in the individual nodes, the query occurs frequently and hot issues. 
Extended by a grid into the grid formed by the number of virtual grid, the first to 
solve the problem of data storage nodes fixed to achieve the dynamic storage, and 
second, to solve the limited storage node problem, the maximum Effective data 
storage limits to avoid the loss of valid data. 
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Abstract. The urban house price is one of the biggest concerns of the present-
day China. Shanghai World Expo 2010 has created a huge economic and social 
benefit. Meanwhile the Expo keeps house price unstable. Based on the research 
on house price in past 18 months and the tourist flow during the Expo, the 
article builds three models. The first model describes the change of house price 
in the whole country, the second describes the impact of Expo’s tourist flow on 
house price, and the third describes the trend of Shanghai’s house price. Thus 
the impact of Expo on house price is assessed quantitatively. At last, the article 
further expounds the rationality and expansibility of these models. 

Keywords: Expo 2010, house price, quantitative assessment, regression 
equation, linear regression. 

1   Introduction 

Short-term fluctuations of house prices are affected by multiple factors in China, and 
the mathematical model of its basic trend can be established. The house prices of 
Shanghai in the short term trend, based on it in country by hosting the World Expo 
impact of this factor can increase the corresponding parameter variable, the 
corresponding model, and then extended to the major events on short-term price 
movements of the mathematical model of the impact. Model and solution in the 
process, make the following notations in Table 1. 

Table 1. Symbol definition explains 

Symbol Definition Symbol Definition 

t 
Used to describe the time( February 
2009 means 0 point) 

N0 
Initial house price 

N 
The national average house price 
index (February 2009 means base 1)  

H 
The average number of daily visits 

W 
Shanghai local house price index 
(2009 February means base 1)  

E 
The enthusiasm degrees of populace 
to the world expo  

A House demand index  G People's consumption ability 

B 
House supply index  

K 
The amount of the world expo impact 
on house price  

D 
The timing of expo impact on house 
price 

C/k 
Constant/coefficient constants 



 Assess Impact of Expo 2010 on House Price Based on Mathematical Model 453 

2 Analysis 

2.1   Trend of National House Prices in Short-Term 

In the past 18 months, national house price level is in the rapid rise early, and the 
national regulation stabilized it in April 2010. Some of the results of prediction which 
made by Gray Theory show, the house price will maintain a sustained upward trend. 

However, the data used in this prediction is less and there’s a larger time span, so 
the results do not fit the characteristics of short-term price fluctuations, and do not 
coincide with the data that the National Bureau of Statistics released.  

It can be seen from the analysis in the change of house price that the price 
increased exponentially before April 2010, and the growth rate has dropped since 
April 2010 and has been closed to a certain value. According to economic principles: 
during k time period, commodity price y (k) is determined by the number of products 
x (k) during the same period, reflecting the demand of consumer for this product, the 
greater the number is the lower the price is. During K +1 period, the number of 
products x (k +1) is determined by commodity price in the previous period, reflecting 
the relationship between the supply and the demand, because the higher the price will 
be more production. Through this theory, we established the Model I by the analysis 
of detail data in the past 18 months, this model shows the trend of National house 
prices in short-term. 

2.2   Factors That Will Impact House Price in Shanghai 

Through researching the house price of 70 cities in the past 18 months, we can see 
that the house price of Shanghai has a large fluctuation before and after the Expo. But 
in this time, in Dalian which is the coastal city and economic developed city and 
tourist city the same as Shanghai, and Tianjin which is he coastal city and 
municipalities the same as Shanghai, the house price was consistent with the national 
price movements without short-term fluctuations. We can see that the price 
fluctuation is a result of the Shanghai World Expo. 

2.3   Trend of House Price in Shanghai in Short-Term 

So we can consider that he trend of house price in Shanghai is determined by two 
factors, the trend of national house price and the impact of the World Expo. Then we 
can establish the model of short-term change of house price in Shanghai. 

3   Establishment and Solution of Model 

3.1   Model of the Trend of National House Prices in Short-Term  

The trend curve of national house price is coincide with the Logistic curve, that is: 
when t is very small it grows exponentially, when t increases its growth rate declines, 
and more and more closes to a certain value. This type of problem can be solved by the 
Logistic equation. Logistic growth model, also known as self-restraint of the equation, 
is commonly used in population growth and commodity sales forecasting problem. 
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Supposed in t time the house price index is )(tfN N= , demand index is A, the 
supply index is B, after Δt time, the demand increases tANΔ , supply increases tBNΔ . 

Price changes: tNBAN Δ−=Δ )( , if 0→Δt then dtNBAdN )( −=                (1) 
Supposed both A and B are linear, then: )(),( tfqpBtfnmA NN ⋅+=⋅−= , m, n, p, 
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This is the national average house price in the Logistic growth model. 
In order to calculate the national average house price of natural growth, we need 

determine the value of 0N , β and αβ in (4). Analysis data in November 2009 and 

August 2010, then: 134672965.1,18

065814767.1,9
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Bring them into (3), then 
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Combine (5) with (6), 28154881079.4=β

,
β

 is brought into (5), then: 
07280090154911.0=αβ   

Therefore, final house price of the logistic model is: 
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  (Model I) 

3.2   Model of the Impact of Expo 2010 on House Price in Shanghai 

Supposed the average daily number of visitors is H, then )(tfH H= . We define the 
enthusiasm of the people on the Expo is E, the spending power is G, the Expo will 
affect the amount of house price is K.  

We can simplify the problem through the relation between supply and demand, the 
house price N is proportional to demand and inversely proportional to supply, if the 
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supply keeps not been changed in short time, the house price is only related with the 
demand. We only consider the most important factors affecting demand (demand 
number), the demand is proportional to the number of demand H. Therefore, house 
price N is proportional to number of demand H. We assume that the number of 
changes in demand is related with the degree of enthusiasm E, spending power G, and 
the number of current demand H. 

Then
H

G
kE ⋅= 0 , elapsed time: tΔ ：

Ht

E
ttf H =Δ+ )(

。

 

Above all, house price affect volume 2
)(

2
)(

)(
tt
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G
ktf
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⋅= . Based on the report of 

traffic in Shanghai world expo, through EUREQA official second function fitting, we 
get more optimal function:  

)63839.49483.2761001.2()( 2
2 ttktf K −+⋅=   (Model Ⅱ) 

3.3   Model of the Trend of Short-Term House Price in Shanghai 
The model of trend of Shanghai house Wf  (Model Ⅲ) should be the result of Model I 
and Model Ⅱ, namely: )()()( tftftf KNW +=  

)(tf K  affects house price in Shanghai only during the expo, namely: 
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Because the Shanghai expo was released in advance, and is not the sudden incident, 
the expo was held in Shanghai will be advanced affect house price, set this value of 
advancement as D. Namely: )()()( Dtftftf KNW −+=  

Then )63839.49483.2761001/2(
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Meanwhile we can get the result: 001.02 ≈k  

Analysis the trend of national house price, the trend of house price in Shanghai, and 
the traffic in Expo, the result is shown in Fig. 1:  

 

Fig. 1. The analysis of house price and passenger flow 
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4   Application and Analysis of Model 

4.1   Application and Analysis of Model I 

Fig. 2 is the comparison between the actual trend and the predicted trend of the 
national house price, generated by MATLAB:  

 

Fig. 2. The comparison between actual trend and predicted trend of the national house price  

4.2   Application and Analysis of Model Ⅱ and Model Ⅲ 

The error of the result calculated by Model Ⅲ is about 4%, the maximum error is 
5.7%. The actual value and forecast value are shown in Fig. 3.  

 

Fig. 3. The comparison between actual index and predicted index of house price in Shanghai  

Through the above analysis, the model accurately predicts the recent trend of house 
price in Shanghai.  

As the model predicts, house price will reach a plateau after the world expo. 

5   Improvement of Model  

The government's policy also has influence on house pricing, if there's time, we can 
do more survey and collect more data around government policies to build more 
accurate model.  
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This paper discussed the impact on house pricing from World Expo 2010. If we 
gather more data, we can cover more important events which have impacted on the 
house price. 
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Abstract. Anti-lock Brake System (ABS), which is the advanced system of 
brake, was developed to base on the adhesion characteristic between the tire and 
the road in automobile. ABS can automatic amend wheel press to prevent wheel 
from locking at braking and can improve braking efficiency. In this paper, the 
control strategy was present by analyzing principle of ABS and establishing the 
kinetics model of tire and model of the brake. 
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1   Introduction 

Anti-lock Brake System (ABS) is the advanced system of brake in automobile and it 
was developed to base on the adhesion characteristic between the tire and the road. 
ABS can automatic amend wheel press to prevent wheel from locking at braking. 
ABS can improve braking efficiency, shortened braking distance, prevent wheel 
sideslip, decrease to braise tire. 

2   Principle of ABS 

The principle of ABS is base on kinetics among tire, braking disc, ground. We will 
analysis single wheel kinetics (figure 1). The kinetic equation is  

bx TrFI −=ωω                                      (1) 

Where Fx
 is brake power of ground, bT  is moment of a force from the braking 

disc, ωI  is moment of inertia of the wheel, ω  is angular velocity of the wheel, r  

is the radium of the wheel. 
The running state of the wheel was decided by the moment of force and brake 

power of ground in figure 1. Where ωV  and 
xV  are rotating speed of the wheel and 

rapidity of vehicle. 
xF  was controlled by adhesion characteristic. The wheel was 

locked and slipped when moment of a force from the braking disc exceeded limiting  
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Fig. 1. The kinetic chart of the wheel 

value. We should control bT  right range to prevent the wheel from slipping. The 

wheel slip rate was defined between ωV  and 
xV . 

x

x
b V

VV
S

)( ω−=                                          (2) 

 

Fig. 2. Curve of slip rate and brake force 

Where 
bS  is longitudinal slip rate. Numerical value of the slip rate affected the 

wheel running state whether it is scrolling rate, slipping or scrolling and slipping [1]. 

bS  is bound up with 
xF  and 

yF  while the wheel was braked (figure 2). 

3   The Kinetics Model of Tire  

In the all kinds of kinetics l model, the semi-empirical model of E Index put forward 
by professor of GUO KONGHUI have got good effect in the actual use [2,3].  
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Where 
xV and

yV are Longitudinal and lateral speed of the tire, Sx and S y are 

longitudinal slip rate and lateral slip rate,
sxV and 

syV  are Longitudinal and lateral 

tire slip velocity,ω  is tire rotation angular velocity (rad / s), R is tire rolling radius 

(m), β is tire side slip angle;  
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Where Φ x
and Φ y

 are relative longitudinal slip rate and relative lateral Slip rate, 

Φ is relative to the total Slip ratio, where 
zF  is vertical load of the tire;

xK and yK  

are the longitudinal slip degree and lateral stiffness of the tire;
xμ and yμ are the 

longitudinal and lateral friction coefficient between the tread and the road. With the 

increase of slip velocity, xμ and yμ will reduce, so the formula can correct as 

fellow: 

)exp(0
cx

sx
xx V

V
−= μμ                                            (6) 

)exp(0
cy

sy
yy V

V
−= μμ                                           (7) 

Where 
0xμ and 0yμ  are the static longitudinal and lateral friction coefficient 

between the tread and the road; 
cxV and 

cyV are characteristic velocity. According to 

the semi-empirical tire kinetic model, longitudinal force (
xF ) and Lateral force ( yF ), 

aligning torque ( zM ) can be expressed by E index as follows: 
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Where 
xD is the distance, which the tire was dragged as follows;  

eexx DDDDDD −Φ−Φ−+= )exp()( 2
210                         (9) 

bX  and 
bY  are horizontally deformation cased by longitudinal force(

xF ) and 

lateral force( yF ).  
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Where 
bxC  and Cb y  are the longitudinal and lateral stiffness of the tire. The 

formula from 3 to 10 is the E index of semi-empirical model in longitudinal slip and 

side. The vertical load ( zF ) is a relative with parameters of 
1E , xK , yK , xμ , 

yμ , 0xD , eD , 1D , 2D . The parameters can be determined according to the test. 

4   The Kinetic Model of the Brake 

The kinetic model of the brake describes the kinetic properties from the pressure input 

of the brake wheel hydraulic pressure jar to the brake torque output [4,5]. Braking 

torque of automotive wheel is produced by friction between the rotating element and a 

fixed element. According to friction principle, Wheel braking torque can be described 

as follow: 

 

Fig. 3. Schematic chart of kinetic model of the wheel cylinder piston 
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bb GNT =                                                    (11) 

Where G  is the constant factor, which relative with brake Friction Materials, 

Structure and temperature, can be measured by the test; bN  is the pressure of wheel 

cylinder piston pushed out. In generally, bN and the pressure wP  of Wheel cylinder 

meet the following static relations (figure 3): 

wcwb APN =                                                (12) 

Where wcA is square measure of Wheel cylinder piston. 

The static kinetic of the brake during braking applied the general requirements of 

the simulation. However, the variety of brake pressure can make the force and the 

state of movement of the piston cylinder change among the process of anti-lock 

braking. So, when we compute the pressure that the piston was pushed out� we 

should consider the influence cased by the kinetic characteristics to establish the 

kinetic model of the wheel cylinder piston. 

The dynamic equations of the piston can be described as follows: 

swwbbp FAPxKxCxm −=++                                    (13) 

Where x  is the displacement of cylinder piston; pm is quality of the piston 

movement; bK and bC are the stiffness and damping of brake; sF  is the friction 

force which the piston suffered when it is moving at out of lubricating. Then the 

friction force can be described as follows: 

])[sgn(
||

ssf
s

s FFx
X

x
F −=

                                         (14) 

2
210 || xCxCCFsf ++=                                             (15) 

Where sX  is relaxation length of the friction; 0C ,
 1C ,

 2C  are the coefficient 

of friction which change with piston displacement. 

The dynamic pressure of the piston is change force as follow: 

  
xKxCN bbb +=

                                                   (16) 
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5   The Description of Control Strategy 

The torque of braking was modulated by signal of the wheel running state [5]. The 

control process on High-road adhesion coefficient was described as figure 4. At 

beginning phase of braking, with the increase of brake pressure, The angle 

acceleration of the wheel increases, until the wheel angular acceleration attain to the 

control threshold that was set ( 1a− ) （Phase 1）. However, in order to avoid wheels 

to enter into the phase of brake pressure increasing, it is still in the stable region of the 

slip rate range. At same time, we should compare threshold 1λ between reference of 

wheel slip rate and controller setting slip rate. If the reference of wheel slip ratio is 

less than the threshold 1λ . We hold pressure to make the wheels into sufficient brake 

until the reference wheel slip rate greater than the threshold 1λ , when wheel entered 

the unstable region, the control system will increase pressure（phase 3）. 

 

Fig. 4. Control process on High-road adhesion coefficient 

But because of dynamic characteristics of Hydraulic system, Wheel brake pressure 

will decrease after a period of time. When the wheel angular acceleration is more than 
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the threshold ( 1a− ), the control system put out the command of maintain� phase 4� . 

In the high-road adhesion coefficient the, wheel cylinder pressure of work is high in 

the anti-lock braking process, brake pressure drops quickly. Wheel angular 

acceleration in a very short time will exceed the angular acceleration threshold 

( 2a+ ). The low friction coefficient road condition can be determined, after this the 

control process will maintain in the conditions of low road adhesion coefficient. 

When the wheel angular acceleration exceeds the threshold ( 2a+ ), the control 

system will continue to maintain brake pressure.  In order to adapt decompression 

over in the high road anti-lock braking adhesion, we should set the second 

acceleration threshold as (+ A) to control increasing the braking force（phase 5） 

until angular acceleration of the wheel is lower than the threshold (+A). Then the 

system returns to the stage of brake pressure holding（phase 6）. When the angular 

acceleration of the wheel is lower than the control threshold ( 2a+ ) once again, the 

wheel returns to the stable region again. In order to make the wheel in a stable region 

for a longer time, the step pressurization will be taken （phase 7）. The wheel angle 

acceleration is lower than the control threshold ( 1a− ) again, the control system 

began to enter reduction phase of the brake pressure（phase 8）, and it enter the next 

cycle anti-lock brake process of pressure regulating.  

The control process on low-road adhesion coefficient was described as figure 5. 

The phase 2 and 3 of the anti-lock brake pressure modulation is the same with High-

road adhesion coefficient  

When the system output the command to hold pressure（phase 5）, wheel brake 

pressure will continue to decrease. However, wheel cylinder pressure is low work and 

the brake pressure decline slowly, Wheel angular acceleration can not attain the 

threshold ( 2a+ )in waiting time (tw), the control logic determine the wheel is in a low 

friction coefficient road. The system will control to reduce the brake pressure until 

wheel angular acceleration exceeds the threshold ( 2a+ ). The system entered the 

phase of brake pressure again (phase 6). When the wheel angular acceleration below 

the threshold ( 2a+ ), wheel returned to the stable region and the brake pressure rise 

via the relatively low rate of pressure (phase 7) until the wheel angle acceleration is 

lower than the control threshold ( 1a− ) and entered the next Anti-lock control loop 

phase of pressure reduction（phase 8）. So the wheels can quickly return to the 

stable area. 
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Fig. 5. Control process on low-road adhesion coefficient 

6   Conclusion 

Anti-lock Brake System (ABS) was developed to base on the adhesion characteristic 
between the tire and the road in automobile. ABS can automatic amend wheel press to 
prevent wheel from locking at braking and can improve braking efficiency. The 
torque of braking modulated the wheel running state. This paper present control 
strategy by variety of wheel rotating speed, angular acceleration on the torque of 
braking at high road and low road adhesion coefficient. 
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Abstract: In the open network environment, in the face of vast amounts of 
resources and services, due to the fraud and the existence of unreliable service, 
the user increased choice, at the same time how to identify and select efficient 
and secure resources or services. So the trust evaluation has become one of the 
focuses of current research. Because the trust relationship between entities is 
highly subjective, uncertainty, ambiguity, drawing on the trust model of human 
sociology, according to preference entities interested in, considering the various 
attributes and characteristics, adopts the fuzzy comprehensive evaluation method 
to trust the entity evaluation. In order to increase the recommended credibility 
and reliability of recommended entities, the introduction of services similarity 
algorithm in the Web semantic network, the weighted harmonic and 
recommendation trust value, in order to improve the reliability of recommended 
entities, and finally considering the direct trust and recommendation trust of 
entities, accordingly conclude both meet the current needs of the requesting 
entity safe and reliable service entities. Finally, simulation experiments 
performed to verify the validity of model credibility assessment. 

Keywords: trust evaluation model, subjective trust, fuzzy comprehensive 
evaluation, similarity. 

0   Introductions 

With the computer technology and communication technology continues to evolve, the 
network environment has been transformed from relatively static, specific 
organizations and user groups for the closed network early, into publicly accessible, a 
large number of dynamic user-oriented open network. In the face of vast amounts of 
resources and services, due to the fraud and the existence of unreliable service, the user 
increased choice, at the same time how to identify and select efficient and secure 
resources or services. The current solution is an effective trust evaluation system, and 
become one of the focuses of current research [1,2]. 

Trust evaluation system to collect, analyze substantive historical information to 
predict their behavior in future transactions that may act, thus to select a higher trust 
entity to transact for user, to reduce the risk of transaction failure, and to avoid losses. 
Thus, the nature of the trust evaluation system is to assess the behavior of the entity, 
according to certain algorithms, to get the trust value of the behavior of an entity, for the 
parties to the transaction reference. 
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1   Related Work 

In the online world, the establishment of the relationship between entities is based on the 
judgment of mutual trust. In 1996, Blaze et al address Web services security, first coined 
the "Trust Management" term [3]. If using the classical precise reasoning method, can 
not fully reflect the reality of things, because, trust or not is evaluated by the people, is a 
subjective judgments, and highly subjective, uncertainty, ambiguity [4,5].  

Tang Wen et al [6,7] introduce linguistic variables and fuzzy logic to trust 
management study, adopt a fuzzy measure of trust mechanisms, provide a valuable 
new ideas to the trust management research. Wang Shouxin et al [8] propose a 
subjective trust evaluation methods based on cloud model, which evaluates the 
credibility of entity by the expectation of subjective trust cloud and hyper entropy, 
then design a trust change cloud model to describe the trust change of entity, and thus 
provide the basis for the trust decision. Manchala [9] proposed a trust model based on 
fuzzy logic, proven by introducing the concept of fuzzy authentication to describe the 
fuzziness of the trust relationship, which depicts the complex and variable relationship 
between the entities in the model, and solve the problem of fuzzy modeling of trust. 
The disadvantage is the lack of a direct measure of trust; it would be an exploit of no 
great difficulty to threatening event and increase the possibility of the system to be 
attacked. Chen Jiangang et al[10] propose the trust mechanism to access grid resources 
based on fuzzy set.  

Consider the trust relationship between entities is highly subjective, uncertainty, 
ambiguity  in the distributed network environment, according to entities preference, 
considering the various attributes and characteristics, adopt the fuzzy comprehensive 
evaluation method to evaluate the trust of entity, introduce services similarity algorithm 
in the Web semantic network, the weighted harmonic and recommendation trust value, 
in order to improve the reliability of recommended entities, and consider the direct trust 
and recommendation trust of entities, accordingly conclude both meet the current needs 
of the requesting entity safe and reliable service entities. 

2   Trust Management Model 

2.1   Definition 

Definition A.  Let X be non-empty domain, x is the element of X, for any x ∈ X, given 

the following mapping: [0,1]X → , ( ) [0,1] Ax xμ ∈ , the following set 

composed by the ordered pair { ( ( ))}AA x xμ= , is called fuzzy subset on the X, 

( )A xμ , is called membership function of x on A(Also can be expressed as A (x)) 

( )A xμ , is called membership degree of x on A, x in terms of a specific. 

Definition B. Direct Trust: means the trust relationship that established under the direct 
interaction occurred between of two entities of the system in the past. 

Definition C. neighbor entity: entity that has had directly historical transactions with 
the request entity, is called neighbor entity. 
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Definition D. service attribute set: the vector composed by  the element which can 
affect the result of inter-entity transaction, is called service attribute set, indicated 

by 1 2{ , ,......, }nATTR attr attr attr=  ,and iattr  is the No.i attribute of the service. To 
facilitate the calculation, the method using normalized values of all properties into a 
dimensionless quantity and is in [0, 1]. 

Definition E. trust level evaluation sets: the set composed by various evaluation results 
concluded by subjective entity according to the trust level of the objective entity, 

indicated by 1 2{ }mV ν ν ν= …， ， ,  . 

Definition F.  Preference:  the subjective desire of service requester entity to the 
attribute of the service. 

Definition G. weight set of service attribute: Different attributes corresponding to 
different weight coefficients.  The set composed by different weight coefficients, 

indicated by  1 2{ , ,..., }nW ω ω ω=  , and 0 1iω≤ ≤ , 1

1
n

i
i

ω
=

=∑  . 

2.2   Satisfactions 

After each transaction, integrating the service properties, using the Comprehensive 
Evaluation Method to calculate the value of trust evaluation when the service provider 

entity ( )j jx x X∈  provided the transaction service to the service requester entity 

( )i ix x X∈  indicated by kS  , and k is the No. k-time  transaction. As the 
following:  

(1) Determine the evaluation set, indicated by 1 2{ }mV ν ν ν= …， ， ,  , any 
property of service that can be used several fuzzy subsets. The definition as follows: 

1 1(0 )R Tν ≤ <  : "no confidence" subset; 2 1 2( )T R Tν ≤ <  "critical trust " 

subset; 3 2 3( )T R Tν ≤ <  "trust" subset; 4 3( 1)T Rν ≤ ≤  "full confidence " subset; 
(2) To evaluate single factor of each service attribute, then get the membership 

vector 1 2( , ,..., )i i i imr r r r= . 

(3) To calculate the integrated membership, B W R=  , of which  is the fuzzy 
composition operator, then get satisfaction vector; 

2.3   Value of Direct Trust 

If there were n times transactions between entity ix  and entity jx , when the No.k 

transaction is completed, taking into account transaction time kt  of the No. k  

transaction, the  transaction amount km  and the total number of transactions n 

between entity ix  and entity jx , the direct trust degree is calculated as: 
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There into, ( 1)n nα = +  is the function about transaction time. 

0( )/( ) kt t T
kf t e− −⎡ ⎤⎢ ⎥=  is attenuation coefficient of trust about time, 0t  is the time of 

this transaction. The function 
1( ) km

kq m e−=  ( 0)km >  is used to adjust the 
impact of the transaction amount to the evaluation value. This makes it difficult to 
obtain high confidence with small transactions, to avoid malicious entities to obtain the 
trust by small transactions then fraud in the large transaction. 

2.4   Similarity of Recommendation 

To ensure that the recommendation content be credible, we introduce similarity in the 
Web semantic network, which was assessed by calculating the similarity between the 
service provider entity provided and the service the requester entity requested, only 
services provided to meet user requirements be considered as a reliable service. We 
adopt the model provided by reference[11] to calculate the similarity, denoted by WS. 

To adjust the trust value with similarity weighted, so that the higher the similarity, 
the higher trust value after adjusted. Calculated as follows: 

2 ( , ) ( , )
( , )

( , ) (1 ) ( , )
i k i k

i k
i k i k

WS x x T x x
ST x x

T x x WS x xδ δ
× ×=

× + − ×                (2) 

δ  is adjusted factor, ( , )i kWS x x  is the similarity between the entity i and entity j, 

( , )i kT x x  is the level of the trust, ( , )i kST x x  is the final trust value which is 

adjusted with similarity weighted. 

2.5   Trust Level 

The trust value of entity jx , which is calculated through collecting and integrating the 

recommendation of the neighbor entities by entity ix , is called recommendation trust, 

denoted by ( , )r i jT x x . In calculating the recommendation values, this paper 

considered the similarity of recommendation, trust value of the recommender entity, 
the transaction amount of the recommender entity, the number of transactions. 

When computing the recommendation value in the domain, according the direct 

transaction along with the entity ix , searching the set of recommendation entity 

L( 1 2, , , Numx x x ). The value of recommendation in domain, ( , )r i jT x x , is 

calculated as: 
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There into, Num is the number of the entity in the set of recommendation entity L. 

Integrated direct trust and recommendation trust, come to the entity jx 's general 

trust of the entity ix  . 

( , ) ( , ) (1 ) ( , ) i j d i j r i jT x x T x x T x xβ β= + −            (4) 

The confidence factor β  is the direct trust and recommendation trust 
comprehensive weight, to enhance system reliability. Confidence factor adjustment 
formula is as follows: 

1 kβ ρ ρ= − ∈, ( 0, 1)                              (5) 

3   Simulations 

In order to verify the validity and accuracy of FTSTEM model, we design the 
simulation experiment of the model based on the PeerSim[13] simulation platform 
provided by the project team BISON[12]. According to the characteristics of the 
network entity, the entity node is divided into four types: absolute trust, trust, critical 
trust and distrust that the partners after a long-term exchange. 

3.1   The Variance of Trust Value in Four Types of Entity with the Increase in 
the Number of Transactions 

Suppose: 1 0.3T = , 2 0.6T = , 3 0.9T = . Figure 1 shows the variance of the 

average value of trust with the increase in the number of transactions. 

 

Fig. 1. The variance curve of trust value in four types of entity with the increase in the number of 
transactions 



 Subjective Trust Evaluation Model Based on Preferences 471 

With the increase in the number of transactions; the new reputation value of each 
node is updated. The global reputation value of the absolute trust node and the trust 
node will increase as the number of transactions increase, the trend of the trust value 
will be increased gradually, and the trust value of the critical trust node showed wavy, 
the value of the distrust node trust is a decreasing trend. Figure 1 shows that, FTSTEM 
model reflects well with the trust value of node entities while change the number of 
transactions, meet the expectations of the analysis. 

3.2   Success Rate of Transactions in Model FTSTEM VS. EigenRep 

Model simulation transaction is successful or not, is judged according to the user’s 
satisfaction feedback. When the satisfaction is greater than 0.6, we will consider the 
transaction is successful, otherwise fail. Transaction success rate is expressed as the 
number of successful transactions in all proportion. 

The success transaction ratio

 

Fig. 2. Transaction success rate comparisons 

It can be seen from Figure 2, when there is no malicious node in the system, the 
success rate of transaction is 95%. With the increase of malicious nodes, the success 
rate of the transaction dropped significantly in EigenRep model, and when the 
malicious nodes in the  system reaches 50%, the success rate of the transaction is only 
about 60% in EigenRep model. In simulation experiment of our model, while there are 
50% malicious nodes in the system, this model still has a 80% success rate of 
transaction, experimental results confirm the accuracy and effectiveness of the model. 

4   Conclusions 

Because the trust relationship between entities is highly subjective, uncertainty, 
ambiguity, drawing on the trust model of human sociology, according to preference 
entities interested in, considering the various attributes and characteristics, adopt the 
fuzzy comprehensive evaluation method to trust the entity evaluation, the introduction 
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of services similarity algorithm in the Web semantic network, the weighted harmonic 
and recommendation trust value, in order to improve the reliability of recommended 
entities, and finally considering the direct trust and recommendation trust of entities, 
accordingly conclude both meet the current needs of the requesting entity safe and 
reliable service entities. Finally, simulation experiments performed to verify the 
validity of model credibility assessment. 

This research was supported by the National Natural Science Foundation of China 
(GrantNo.60873203), Natural Science Foundation of Hebei Province of China(GrantNo. 
F2010000331). 
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Abstract. Among all available peer-to-peer applications for content distribution, 
BitTorrent has become the most popular by dominating approximately half of 
the all Internet traffic. It uses dynamic ports and masquerade its traffics as HTTP 
traffics .Traditional client detections of BitTorrent are unable to indentify the 
BitTorrent download traffic for their incapability of applition layer data 
analysis.In this paper , a new method of BitTorrent traffic identification is 
presented. Finally, this paper presents an experiment to testify the availability. 

Keywords: application layer, client, content. 

1   Introduction 

BitTorrent is a protocol for distributing files. It identifies content by URL and is 
designed to integrate seamlessly with the web. Its advantage over plain HTTP is that 
when multiple downloads of the same file happen concurrently, the downloaders 
upload to each other, making it possible for the file source to support very large 
numbers of downloaders with only a modest increase in its load.however, BitTorrent 
application uses dyanmic ports to camouflags its traffics, So it becomes more difficult 
to measure BitTorrent traffic. In this paper, a measurement approach based on content 
and application level signatures, which reliably detects and measures BitTorrent 
traffic is described in details. 

The rest of the paper is organized as follows. In Section 2, we analysises the 
coretechnology of the BitTorrent in details,  In Section 3, we describe the proposed 
measurement approach on content of Bittorent .Section 4 gives detailed analysis of 
files characterstics and user behavior in  BitTorrent ,and we conclude in Section 5. 

2   Analysis of BitTorret Protocols Mechanism 

A BitTorrent file distribution consists of these entities: an ordinary web server a static 
‘metainfo' file, a BitTorrent tracker, an ‘original’downloader, the end user web 
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Fig 1. A BitTorrent file distribution 

browsers and the end user downloaders. There are ideally many end users for a single 
file. The structure of A BitTorrent file distribution is shown in Fig 1. 

To start serving, a host goes through the following steps: (1) Start running a tracker.  
(2) Start running an ordinary web server, such as apache. (3) Associate the extension 
.torrent with mimetype application/x-BitTorrent on their web server. (3) Generate a 
metainfo (.torrent) file using the complete file to be served and the URL of the 
tracker. (4) Put the metainfo file on the web server. (5) Link to the metainfo (.torrent) 
file from some other web page. (6) Start a downloader which already has the complete 
file (the 'origin').  

A more detailed description of the BT protocol and algorithms is found in [2]. 

3   Measurement Strategy of BitTorrent Client 

Tracker responses are bencoded dictionaries. If a tracker response has a key failure 
reason, then that maps to a human readable string which explains why the query 
failed, and no other keys are required. Otherwise, it must have two keys: interval, 
which maps to the number of seconds the downloader should wait between regular 
rerequests, and peers. peers maps to a list of dictionaries corresponding to peers, each 
of which contains the keys peer id, ip, and port, which map to the peer's self-selected 
ID, IP address or dns name as a string, and port number, respectively. Note that 
downloaders may rerequest on nonscheduled times if an event happens or they need 
more peers. The measure model of Bt client is shown in Fig 2. 

The peer protocol refers to pieces of the file by index as described in the metainfo 
file, starting at zero. When a peer finishes downloading a piece and checks that the 
hash matches, it announces that it has that piece to all of its peers. Connections  
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Fig. 2. The measue model of Bt client 

contain two bits of state on either end: choked or not, and interested or not. Choking 
is a notification that no data will be sent until unchoking happens. The reasoning and 
common techniques behind choking are explained later in this document. Data 
transfer takes place when everone side is interested and the other side is not choking. 
Interest state must be kept up to date at all times - whenever a downloader doesn't 
have something they currently would ask a peer for in unchoked, they must express 
lack of interest, despite being choked. Implementing this properly is tricky, but makes 
it possible for downloaders to know which peers will start downloading immediately 
if unchoked.  

4   Measurement Results 

We analyze 400 million share files and 100 daylog of user behavior which we 
collected at the measurement system of BitTorrent, there are several lessons to be 
learned from our measurement results (1) few video files occupy a disproportionately 
high fraction of space and consume a disproportionately high fraction of bandwidth. 
(2) a large percentage of shared files have never been downloaded by any user, (3) a 
file’s  extension contains little information about whether it is useless.Fig 3 illustrates 
the breakdown of files with respect to their categories, for example, movie, tv, 
education and science.  

As the graph shows,a high percentage of files ,abouts 39% of total files,belong to 
other users,there are two causes for this phenomenon.First, a part of users shares 
many system files. Second,we use extension as the criterion for classification ,and 
neglect some special file format. 
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Fig. 3. File categories of Bt 

5   Conclusions 

In this paper, a measurement approach based on application level signatures, which 
reliably detects and measures BitTorrent traffic is described in details. A presentation 
of the results from a successful field test in a large university network indicated that 
this approach is not only accurate, but also provided the performance and scalability 
required for practical applications.  
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in the Application of E-Commerce 
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Abstract. As large amount of Web data in the network and up to date, how to 
dig out the useful parts from the massive data, as the traditional mining methods 
can only dig out the data from the out dated and old parts, in this way, it can not 
make a rational predict of the future result. On the basis of this, the paper 
proposes a concept of a dynamic data mining and through a sliding window for 
data collection, the excavation of dynamic processing algorithms, thus arrives at 
a dynamic mining algorithm DDMA. 

Keywords: Data Mining,Sliding Window, Dynamic Data Mining, Dynamic 
Data Processing. 

With the development of network technology, especially the popularity of the 
Internet, people transit from the traditional business model to the current electronic 
commerce model..In this way the distributors and the customers make transactions via 
the Internet, saving a lot of the cost and time. How to take a better and faster 
advantage of this modern means of exchange to to shorten the distance between 
dealers and customers, which is currently e-commerce urgent problems. We know 
that if we can act in the business of customer historical data generated for the data 
warehouse structure, constructed a reasonable view of business behavior and ontology 
databases for model analysis, can be a good solution to this problem. This is definitely 
one area of the data mining. We can extract customer-related knowledge from the log 
files of every customer left on its server. As the customer's access behavior, 
frequency, content, time, etc., taking advantage of the  dynamic mining technology to 
carry out targeted e-commerce and reasonable action. 

1   Common Method of Web Data Mining 

Traditional mining techniques are mainly used to analysis historical data , the results 
are out dated, but information is constantly changing, dynamic updates, so how to 
maintain a smooth transition with the historical data, more accurate data set for 
follow-up becomes the main problem of dynamic mining technology to solve . In e-
commerce activities, all the acts of customers will be marked on the server, which 
would normally be stored as the format of standard common log file or standard 
combined log file in the cookie. If we called the data in the log files as dynamic data 
source (Dynamc Data Soumes), Marking the data in DDS as dm (m for the data 
symbol number, i∈z). Before the data analysis, setting a current time point as T, and 
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making collection of the data before T, then organized them into an effective 
transaction database which will provide a reliable  database to ensure dynamic data 
mining. In general, we can use the following method for static data collection, while 
taking advantage of the dynamic sliding window processing. 

1.1   The Analysis of Association Rules 

If we do not consider the support and confidence of association rule, there will be 
endless association rules.But in fact, the users only have the interest on certain 
support and confidence of association rules. In order to find meaningful association 
rules, we need to set two threshold: minimum support and minimum confidence. The 
analysis of association rule is the method which is used to identify the database in the 
transaction from the given minimum support and minimum confidence of the users. 

For example:When a customer visits a web page, usually through the interest term 
to find relevant links to access, if we make a mining analysis on the basis of some 
strategy of the association data and get the rates of the statistics of the pages that 
customers access and the pages that the customers have more interest, we can well 
organized a site, and implement effective marketing strategies. To this end, we should 
identify the relationship of the nodes on the page, the link between nodes, interest and 
interest nodes described and find the relationship between them. Define page nodes as 
two-tuples (t, s), a link of the page can be represented as triples (nod e, L, t _ no e), 
the node is the source page node, L is the chain node of source node and the target 
page page node , t _ node for the target page node. Nodes of interest and the interest 
in the relationship between nodes are defined as follows: 

Set interest set as 

I ={i1,i2, . . . in}， (1) 

the i1,i2, . . . In, are interest entries,then: 
 

Definition 1: Defining interest nodes as two-tuples ( i ,r i g h t ), N( i ) for short, the i ∈I, right for the weight of interest nodes. 
 

Definition 2: Defined the relationship of interest nodes as interest association rules, 
showing as triples ( N (is) , r i g h t , N ( il ) ), Rule (N( i s) , N( il ) ) for short, right is 
for the weight of  interest node N( is) goes to N ( il ), 0 < r i g h t < 1 . 

Obviously when the weight, right> 0.5, the chance of client chooses to view the 
node is greater.As there are a lot of interest in association rules, so all the interest can 
be expressed as a set of association rules R. Finding out the valuable rules as 
knowledge in set R, when customers visit again, we can find the related interest 
entries from the interest association rules. In this way, we may find link that the 
customers will visit.  

1.2   Clustering Acquisition Method 

Clustering Clustering is divided into groups of customers and Web page clustering. 
To understand the groups of customer clustering, we first must give a correct 
description of browsing behavior of customers. Any server log can be expressed as 
the following: 
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L = (IP , ID, URL , browsetime ) (2) 

The IP, ID, URL, browsetime are IP address, the customer identity, customer 
requested URL and the corresponding browsing time.Therefore, the customer's IP 
address, the customer ID and the time of the pages that customers browsed made up 
of the browsing behavior of customers. Therefore, the information above we can 
construct a incidence matrix of the customer who visit a page within a period of time. 
We can set up a incidence matrix Mmxn of n customers visit m URL and its related 
URL—ID. 

 
 
 
 
Mmxn= 

 
(3) 

 

Here, m is the number of visiting the page of a customer within a period of time.By 
the matrix Mmxn, each column shows the vector representation of a client's URL in 
the site visits. As it is the individual subgraph of the customers access to the 
site,similar customer base has a similar  subgraph . We can check whether the 
customer trades or not by the registration.If the customer made a visit and did not deal 
with the distributor,column vector is the number of not traded.then the similar 
customer base for potential customers; otherwise, for the trading customer base.  

you can Hamming distance. That is, for M [i, j]> 0, so 

M [i, j] = 1. (4) 

Then calculate the Hamming distance between vectors, Hamming distance smaller, 
the higher their similarity. Hamming distance based on the actual situation of setting 
threshold value, then the customer cluster. Cluster analysis is a very important e-
commerce, through clustering a group of customers with similar browsing behavior 
and to analyze the common characteristics of customers, to better help users 
understand their own e-commerce customers to provide more appropriate services. 

2   Dynamic Data Acquisition Technology (SW) 

Sliding Window (SW) has application in many areas such as time series data mining, 
computer network communications and mobile data flow data mining. This article 
also draws on the technology to enable data obtained dynamically. Of all things is in 
time and space, production, development and destruction of the thing are time-linked. 
Therefore, for dynamic data obtained dynamically to a data source, measure of the 
sliding window can be determined using the time. While the division of data window 
is based on time paragraph, in order to get data from the DDS quickly and timely, if 
the data’s temporal correlation is not very strong or the data is a discrete data, it often 
stored through a database, This requires the database to store data stored in DDS 
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generation time, so that we can use database query language fast retrieved to meet 
requirements of Web data. For sliding window defined following: defined 1: in DDS, 
in accordance with the data di (i for data identifies, i ∈ z+) of generated time into 
window size for t (t for time paragraph, and t= لا δ (n ∈ z+, and 1 ≤ لا)) of data 
paragraph (k ∈ n), each data paragraph for a data window, لا for data threshold value. 
Defined 2: for positive ω, 

ω =n (5) لا 

 (n ∈ z+, and n ≥ 1), 
 

a moments t has data paragraph set 
 

D={D1,D2, sth, D n} (6) 
 

fell to window size for ω of window in SW , the window forward mobile s (s ∈ z+, 1 
≤ s ≤ n) a data window size of location each isolation time لا, said window SW for 
sliding window 

3   Dynamic Data Processing 

Dynamic Data Processing (Dynamic Data Processing, DDP) is compared with the 
traditional data processing data mining purposes. Traditional data mining data is fixed 
for a particular data set; the use of dynamic data mining, in order to find the most 
recent, interesting data, such as the URL and so many visits in the data processing is 
also required to dynamically The real-time data processing. Dynamic data processing 
including the elimination of noise, missing data handling, conversion, feature 
extraction and data reduction processing. Traditional data processing can be pre-data 
transformation, protocol and other methods, mainly due to the dynamic process of 
dealing with dynamic data acquisition of dynamic real-time data coming. As data 
from the dynamic data acquisition time period are based on real-time data, taking into 
account data processing, the boundary data may be ignored, combined with 
overlapping windows technique, dynamic data window to select a dynamic real-time 
data processing. 

4   The Dynamic Implementation of Data Mining  

In order to achieve dynamic target data set in the dynamic mining, you need to find 
the required knowledge. But what kind of reasonable mining algorithm, when started 
digging. At the same time the results of different types of data and different mining 
results of this set is only the R space analysis, the test is given a dynamic data mining 
algorithms (Dynamic Data MningTesting Algo rithm, DDM A). For the mining result 
set is R, then actual results and mining using the average error between the results and 
set the maximum error and restart the mining to compare the time to determine. 
Algorithm is as follows:  

Input: mining result set  

R = (r1, r 2, ..., ri), (7) 
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the actual results of  

Z = (z1, z2, ..., zi), (8) 

maximum error δmax, restart the mining time t. Output: Ri +1,  
1) Calculate the mining error:  

δ = 1 / t∑
=

−
t

i
ii rz

1

||  (9) 

 
2) if (δ ≤ δmax) then start the next mining, the output Ri +1, time t;  

else adjust the mining process, start digging, back to 1);  
3) if 

t = θt (10) 

then start the next excavation, back to 1);  
Algorithm for the resumption of mining time θ threshold set by the user of its value 

equal to the current data should generally be greater than the threshold 6. Time too 
small will cause mining idling, that is able to detect a large number of mining process 
more innovative knowledge and rules; time had caused the General Assembly could 
not have timely access to new knowledge.  

5   Conclusion  

In this article, traditional data mining can not meet the dynamic requirements of the 
data source data analysis presented in the form of dynamic data mining, given the 
method of dynamic data mining; in order to reflect and adapt to the dynamic data 
mining, dynamic data acquisition for the process dynamic data processing, data 
mining have been analyzed to achieve a dynamic and gives the realization of ideas; in 
the dynamic data acquisition in the smooth sliding window data collection, and 
through the dynamic data window with data collection process dynamic sent dynamic 
real-time data; In the data mining process, through a combination of data sets to the 
dynamic evaluation of the follow-up mining results, given the dynamic spatial data 
mining test algorithm.  
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Abstract. The artifact-based modeling can provide flexible and intuitive 
descriptions to the conceptual workflow. In the physical execution level, BPEL 
has been widely supported by the industrial sector as a language. Building the 
bridge between them will help business people to define and improve process 
model efficiently. In this paper, we present a method to translate artifact-based 
business process model to BPEL. The Read/Write services of artifact are 
proposed to solve data exchange. And some mapping rules are proposed to 
convert the flow type to the control structure. After that, the algorithm of 
translating artifact-based business process model to BPEL is proposed and an 
experimental example is provided. 

Keywords: Artifact, Business Process, BPEL. 

1   Introduction 

How to quickly design and modify business process to make business process 
management flexible, which can rapidly response to the change of business 
environment, has become more and more important. Artifact-based business process 
modeling is gaining more and more attention from the academy and the industry, whose 
advantage is that it can make the business data an important role in the process of 
design.  

BPEL has become the standard of the execution process definition [1]. But BPEL 
code is too complicated and cumbersome. So BPEL is not suitable for business people 
to design business process directly. In contrast, BPEL is more suitable as a language in 
the physical execution level. 

From the perspective of business people, they are more willing to use the graphical 
modeling tool [2]. They need the modeling method which can describe business needs 
clearly and completely, improve the flexibility of business processes. So, we try to find 
a way translate a graphical conceptual business process model to an executable process 
model. To this end, we developed a SVG based business process modeling tool for 
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artifact-based process design. The advantage of SVG is that it can be easily used for 
graphical design and display of the process model. Additionally, SVG is of a 
XML-based format, which can be conveniently converted into BPEL which is based on 
XML. The core of our approach is to adopt SVG to describe the artifact-based business 
process model, then translates the SVG file to a BPEL program, so we can realize 
translating a conceptual model to a executable physical model. Also this approach 
converts a data-centric business process model to task-centric business process model.  

The remainder of this paper is organized as follows. Section 2 surveys the related 
work in the area. Section 3 presents the elements of artifact-based business process 
model. Section 4 describes the conversion rules and algorithm of translating artifact 
based business process model to BPEL, Section 5 provides the experimental example 
and Section 6 concludes the paper. 

2   Related Work 

[3] introduced the concept of business artifact and demonstrated that the artifact is a 
familiar concept for business people. [4] summarized 9 kinds of operation in the 
operating model, and converted them into a model based on petri-net for analyzing and 
verifying. [5] established BALSA basic model and used the ER diagram describing the 
structure of artifact. The paper described the life cycle of artifact by a finite state 
machine, and used the ECA rules to describe the relationship between artifact and 
service. Some syntax rules were proposed in [6] for verifying the syntactical 
correctness of the conceptual workflow. And the paper also proposed several 
optimization rules for optimizing the conceptual workflow, which can simplify the 
conceptual workflow thus will improve the performance of the execution of the 
workflow future. 

Model transformation is the key for business process modeling, so some researches 
focused on converting the high-level abstract models to BPEL such as BPMN to BPEL. 
[7] pointed out that BPMN creates a standardized bridge for the gap between the 
business process design and process implementation. The paper presented a simple, yet 
instructive example of how a BPMN diagram can be used to generate a BPEL process. 
[8] demonstrated that a method for end-to-end development of process-oriented 
systems and translating BPMN models to BPEL definitions for subsequent refinement. 

3   Artifact-Based Business Process Model 

An artifact is a concrete, identifiable, self-describing chunk of information that can be 
used by a business person to actually run a business [3]. Artifact-based business process 
model creates a flexible presentation method for business people to manage and 
analyze the business process. 

Our laboratory develops a tool supporting artifact-based process modeling, which 
borrowed many ideas of modeling from [9]. The modeling units are as the following: 

1) Artifact: It is the set of business records which represents the information content 
of the business.  
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2) Service: It constructs localized functions, which operates on artifacts.  
3) Repository: It is used to save artifacts. Repository provides the method of 

archiving artifacts, including artifacts which are processing and completed.  
4) Connector: It represents a service reads artifacts from the repository or saves 

artifacts into the repository.  
5) Event: Events are created by outside requests or services, and are received by 

services. 
6) Message: It is sent or received along with the Event. 

4   Conversion of the Artifact Based Model to BPEL 

4.1   Read/Write Services of Artifact 

In the artifact-based business process, services transmit data mainly through the form of 
artifacts. As shown in Figure1, we design two internal common Web services for 
artifacts, one service is named Read, which reads artifacts from the database according 
to conditions; the other service is named Write, which saves artifacts to the repository 
according to the rules.  
 

 

Fig. 1. A service reads and writes artifacts through the services of artifact transmission 

BPEL itself doesn’t provide logging mechanism, but through the two common services 
we can record log information, including web services, information, exchanging of data. 

4.2   Conversion Rules between Control Structures 

There are mainly sequence、flow、switch、pick and while in BPEL control structures, 
and the conversion rules between our model and BPEL are as follows:  

 

 

Fig. 2. Sequence activity 
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1) In Figure 2, the sequence activity is used to define a collection of activities which 
are executed sequentially in lexical order. 
 

 

Fig. 3. Flow activity 

2) In Figure 3, the flow activity is used to define a collection of activities which are 
executed parallelly. 

 

 

Fig. 4. If-else activity 

3) In Figure 4, the if-else activity allows you to select exactly one branch of the 
activity from a given set of choices. 
 

 

Fig. 5. Pick activity 
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4) In Figure 5, the pick activity is used to define a collection of activities which are 
triggered by some of multiple suitable messages. 

 

 

Fig. 6. While activity 

5) In Figure 6, the while activity allows you to repeatedly execute the child activity 
as long as a given condition evaluates to true. 

4.3   Process of Conversion 

Generally, the conversion to BPEL needs scanning process, parsing process and 
generating BPEL codes, the specific process is described as follows: 

1) The program scans the model file first time, searches service components, and 
reads the related attributes. It retrieves the corresponding WSDL file of 
the service, reads the properties and saves them to the service hash table.  

2) It scans the model file second time, searches connector components. If 
a connector’s direction is from a service component to a repository, then 
the write service is added after the service; if a connector’s direction is from 
a repository to a service, then a read service is added. And other components’ 
attributes are read and saved to their corresponding component hash table. 

3) The program analyzes the event components to determine the order of services. 
4) According to the conversion rules in Section 4.2, the program chooses BPEL 

structural components to parse the process. 
5) And finally, the program generates BPEL code. 

5   An Example 

We provide a practical scenario of a flight booking process. John wants to book two 
one-way tickets from San Francisco to New York City. He submits his traveling plan to 
a travel agency. On receiving his request, the travel agency searches the available flight 
seats and sends the optional choices to John; John selects the best ones and sends a 
confirmation with other further information to continue the flight booking. The travel 
agency records the further information and then contacts the credit card payment center 
to check balance and to pay for the tickets. 

The detailed design procedure is omitted and the diagram of the business operational 
model of the flight booking process is shown as Figure 7. 

Service1 

<while> 
<condition>Message1</condition> 
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Event1 

Event
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Fig. 7. Graphical workflow diagram of flight booking process 

Due to space limitations, here only shows the main BPEL code after the translation, 
as follows: 

<process> 
<sequence> 

<pick> 
            <onMessage  operation="SeatsSearchOperation" > 
                <sequence> 
                    <invoke operation="SeatsSearch"/> 
                    <invoke operation="Write"/> 
                </sequence> 
            </onMessage> 
            <onMessage  operation="SeatsConfirmOperation" > 
                <sequence> 
                    <invoke operation="Read"/> 
                    <invoke operation="SeatsConfirm"/> 
                    <invoke operation="Write"/> 
                    <invoke operation="Read"/> 
                    <invoke operation="Pay"/> 
                    <invoke operation="Write"/> 
                </sequence> 
            </onMessage> 
        </pick> 

   </sequence> 
</process> 
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We run the instance of the simulation in the BPEL engine of NetBeans, and the log 
fragment generated is as follows: 

<?xml version="1.0" encoding="UTF-8" standalone="no"?> 
<WorkflowLog xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 

description="Booking log"  
xsi:noNamespaceSchemaLocation="http://is.tm.tue.nl/research/processmining/WorkflowLog.xsd"> 

<Source program="Booking"/> 
    <Process discription="Booking process" id="DEFAULT"> 
        <ProcessInstance discription="Booking process instance" id="1"> 
            <AuditTrailEntry> 
                <WorkflowModelElement>SeatsSearch</WorkflowModelElement> 
                <EventType>complete</EventType> 
                <Timestamp>2011-05-04T19:31:09</Timestamp> 
            </AuditTrailEntry> 
    … 

 

 

Fig. 8. The Petri-net graph 

We analyze the log through the ProM, which is a generic open-source tool for 
implementing process mining tools, and we get the Petri-net graph showed in Figure 8. 
The results show our translation is correct and reasonable. 

6   Conclusion 

Artifact-based business processes, which focus on changes of critical data in the 
business process, respond to real world behavior more and are more familiar 
to business people. The algorithm, which translates artifact-based business processes 
model to executable BPEL code, can improve the efficiency of runtime simulation and 
rapid deployment for business process. How to automatically find the most suitable 
services, match and optimize is the next step in the research. 
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Abstract. Web recommender prediction is a popular personalized service on 
the Internet and has attracted much research attention. In recent years, 
personalized e-commerce recommendation has received increasing attention. 
The foundation problem of personalized recommendation system is to track 
users’ interests and their changes. There are mainly two solutions to solve the 
problem. One is content-based filtering and the other is collaborative filtering. 
Collaborative filtering technique identifies other users that have shown similar 
preferences to the items and recommends what they have liked to the target 
user. Collaborative filtering has been the prevalent recommendation approach. 
However, the applicability of collaborative filtering is limited due to the 
sparsity problem, which refers to a situation that user-item rating data are 
lacking or are inadequate. In order to alleviate the sparsity, a personalized e-
commerce recommendation method based on case-based reasoning is presented. 
This approach produces prediction using case-based reasoning and produces 
recommendation based on collaborative filtering. 

Keywords: personalized, recommendation method, e-commerce, collaborative 
filtering, case-based reasoning. 

1   Introduction 

With the development of Internet and network technology, people need to take a lot of 
time and effort to get information they want from the Internet. Traditionally, a variety 
method of information retrieval can be used to access through the home address. 
People can use multiple search engine queries. Companies can take advantage of 
specialized databases to query the information [1,2,3]. 

Currently, the resources on the Internet increasing at an exponential rate, people 
from this vast ocean of information to find information of interest is undoubtedly and 
very difficult. Traditional search engines such as information retrieval technologies 
can meet certain requirements of the people needs. But because of its keyword 
matching by the information retrieval, there is still a lot of hard manual processing of 
information that the target user does not care. This one appears every time a large 
amount of online information resources, on the one hand and the problems caused by 
information overload, and the accumulation rate constant to reach beyond the user's 
manual processing.  
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Information filtering technique is proposed for this problem. Collaborative filtering 
has been the prevalent recommendation method [4,5,6]. However, the applicability of 
collaborative filtering is limited due to the sparsity problem, which refers to a situation 
that user-item rating data are lacking. In this paper, a personalized e-commerce 
recommendation method based on case-based reasoning is presented. This approach 
produces prediction using case-based reasoning and produces recommendation based 
on collaborative filtering.  

2   Prediction Using Case-Based Reasoning 

2.1   Case-Based Reasoning 

Firstly, there is a large number of pre-existing and mature cases in the case-base 
reasoning. Then, based on the customer needs and characteristics, retrieve a set of 
related cases in accordance with the similarity from the case database. Then, make the 
necessary modifications, combinations and treatment. Finally, the formation of 
different customers can be recommended. The basic work flow of CBR [7,8,9] in the 
recommended system is shown as Figure 1.  

 
Fig. 1. Case-based reasoning 

CBR systems work in the specific recommendations includes the following steps:  

(1) Case collection. Collect the typical case from the customers’ personal 
characteristics, needs and consumer behavior information. 
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(2) Case retrieval. According to customer demand information, case retrieval 
dynamically adjusts the weights of relevant features and characteristics of properties 
to provide recommendations related to the results.  

(3) Case match. Case similarity computation, and sorting through the results of 
similarity measure, retrieved from the case-based matching cases.  

(4) Case solution. On the best program for solving similar cases, make changes and 
adjustments to meet the target case solution.  

(5) Case update. Case of the adjusted target case the recommended solution as the 
goal added to the case base, in order to accumulate experience to solve new problems 
in the future.  

2.2   Prediction 

Case-based reasoning is an important part of establishing indexing mechanism similar 
cases. Case retrieval is the essence of the problem cases and the similarity between 
target case match. Similar to the match can be quantified similarity, the current 
similarity measures are significantly dependent on the applications, but they are for 
the same purposes, means that a case of a characteristic value and with it the demand 
characteristics of the cases related to the value of the similarity cased. 

The algorithm is as follows:  
(1) Case database: Case database = (case 1, case 2 ,..., case n) = (C1, C2, C3, ⋯, 

Cn)  
(2) The distance of two cases  
Ca = {Pa1, Pa2, ⋯,Pan}  
Cb = {Pb1, Pb2, ⋯,Pbn}  
The distance is: 

1

( , )
n

a b i ai bi
i

dis C C w P P
=

= × −∑  

(3) The similarity of two cased.  
The similarity is: 

1
( , )

1 ( , )a b
a b

sim C C
dis C C

=
+

 

(4)The prediction 
Select the max similarity of the target case as the prediction case. 

3   Producing Recommendation Based on Collaborative Filtering 

Collaborative filtering is based on an assumption: if the user ratings on some items 
were similar, then they score on other items is relatively similar [10,11]. 
Implementation of collaborative filtering usually has two steps: firstly, access to user 
information, that access to certain information items the user evaluation; and then 
analyze and predict the similarity between users of the specific user preference 
information. 
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3.1   Obtaining Data 

We obtain the user-item data mainly through user evaluation of the given information. 
Evaluation is divided into two kinds of explicit and implicit. Explicit evaluation 
requires the user to consciously express their level of acceptance of a message, 
usually expressed with an integer value like different levels. The implicit evaluation is 
to obtain information from the user behavior. 

3.2   Calculating Similarity 

There are some similarity algorithms that have been used in collaborative filtering 
recommendation algorithm [12,13].  

Pearson’s correlation measures the linear correlation between two vectors of 
ratings. The formula is as following: 

2 2

( )( )
( , )

( ) ( )

ij

ij ij

it i jt jt I

ic i jt jt I t I

R A R A
sim i j

R A R A

∈

∈ ∈

− −
=

− −

∑
∑ ∑

 

The cosine measure looks at the angle between two vectors of ratings. The formula is 
as following: 

1

2 2

1 1

( , )
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The adjusted cosine is used in some collaborative filtering methods for similarity 
among users where the difference in each user’s use of the rating scale is taken into 
account. The formula is as following: 

2 2
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3.3   Producing Recommendation 

User interest degree of prediction can be calculated as follows:  
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4   Conclusions 

Web recommender prediction is a popular personalized service on the Internet and 
has attracted much research attention. In recent years, personalized e-commerce 
recommendation has received increasing attention. The foundation problem of 
personalized recommendation system is to track users’ interests and their changes. 
There are mainly two solutions to solve the problem. One is content-based filtering 
and the other is collaborative filtering. Collaborative filtering technique identifies 
other users that have shown similar preferences to the items and recommends what 
they have liked to the target user.  

Collaborative filtering has been the prevalent recommendation approach. However, 
the applicability of collaborative filtering is limited due to the sparsity problem, which 
refers to a situation that user-item rating data are lacking or are insufficient. In order 
to alleviate the sparsity, in this paper, a personalized e-commerce recommendation 
method based on case-based reasoning is presented. This approach produces 
prediction using case-based reasoning and produces recommendation based on 
collaborative filtering. 
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Abstract. Selecting appropriate trial functions, the nonlinear variable coefficient 
PDE can be convert transformed to algebraic equations. The exact solutions to a 
class of nonlinear variable coefficient partial differential equations are 
successfully derived. In this paper the second type KdV equation with variable 
coefficients is studied, and their exact solutions are obtain. The method is 
obviously suitable to solving other nonlinear partial differential equations with 
variable coefficients of the solution. 

Keywords: the trial function, the Variable Coefficient KdV equation, the Hopf - 
Cole transformation, exact solutions. 

1   Introduction 

As we known, the KdV equation as the basic model of nonlinear wave theory, is to 
become one of the basic equation in the mathematical physics, the research on it is also 
very active. Many methods to solve it is given, such as the Anti scattering method[1], 
the Hirota’s, the Back-lund’s  and the Darboux’s transformation[2], The homogeneous 
balance method[3], the Hyperbolic function method[4], the directly reduction 
method[5], and the Jacobi elliptic function method[6]. The methods are used to solve 
the equations with constant coefficients, but variable coefficient differential equations 
can describe the physical phenomenon actually. So the variable coefficient PDEs are 
more important. In this paper, we use the Hopf - Cole transformation and trial function 
method to study the variable coefficient auxiliary high order generalized KdV 
Equation. And the exact solution of it is given. 

2   Exact Solution of Variable Coefficient KdV Equation 

We consider the following the variable coefficient KdV Equation: 

[ ( ) ( ) ] ( ) ( ) 0.σ μ α β γ+ + + + + =t x x xxxu t t x u t uu t u t u（）     (1) 
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The Eq.(1) includes the Generalized KdV Equation 

[ ( ) ( ) ] 3 ( ) ( ) 2 ( ) 0.α β γ λ β+ + − + + =t x x xxxu t t x u c t uu t u t u      (2) 

Let , 1
,

1 ξ=
+

y
e

then , ' 2= −y y y, and we have:                              

2
0 ( ) ( ) ( ) ,

∂= = −
∂

v
u A t A t y f t

x
            (3) 

Take the partial derivative with respect to x and t in Eq.(3),and take them in Eq.(1), 
we arrive at: 
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The Eq.(4) is identically equal for any y , we can get the following system of 
algebraic equations 
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Solving the system, we conclude: 

( )

0 0( )
t d t

A t c e
γ− ∫= ,                       (6) 
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where 0 1,c c  is the integral constants.   

Thus, we get the solution of Eq.(1):  
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3    Inspection of the Exact Solution  

Let 

1
y

ξ
=
， 

Thus, we get 

' 2y y= −
， 

and 
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Similarly to section 2, put the above-mentioned equations into (2), we find that: 
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2 ( )
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So we can get the exact solution of the Eq.(2). 
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.                             (8)    

Clearly, Eq. (8) is the exact solution of the Eq. (2), and it’s identical with the 
conclusion of the section 2. 

4   Conclusion 

In this paper, we combine the Hopf - Cole is a transform method and trial function 
method. We solve the variable coefficients nonlinear PDE concisely, and prove the 
existence indirectly. This method can be used to solve other variable coefficients 
nonlinear PDE, and the exact solution applies on physics and engineering. 
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Abstract. After deeply analyzing the applications, current development 
and existing problems of the police-using GIS, according to the requirement 
of Dalian City Public Security Bureau , this paper presents a Police Geographic 
Information System which was developed by the MapGIS 7.3 platform. The 
system was designed by three-layer architecture and adopted the Dijkstra based 
on genetic algorithm to solve the shortest path problem. Through using this 
system can provide the statistics and analysis for the police-using data to improve 
the use efficiency. 
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1   Introduction 

With the rapid development of GIS technology, it was widely used in more and more 
areas. The Police Geographic Information System was a kind of management system 
with GIS technology. It integrates the software like Geographic information 
management system and Database management system and the data which is about the 
Public Security Administration for capturing, managing, analyzing, and displaying all 
forms of geographically referenced information. Through this can help the public 
Security organs to improve the speed of reaction and the   cooperative  engagement 
capability for the crime.  

After analyzing the applications, development and existing problems of the 
police-using GIS, according to the requirement of Dalian City Public Security Bureau , 
this paper proposed a Police Geographic Information System which was developed by 
the MapGIS 7.3 platform. It can improve the use efficiency, save the time and decrease 
the strength of work and has the characteristics of friendly interface, reasonable layout , 
easy maintenance, high reliability and convenient operation. Through using this system 
can ensure the accuracy of the data which the policemen inputted or checked. It can also 
provide the statistics and analysis for the data. 
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2   System Architecture Design  

2.1   Conventional System Architecture  

Recently more and more software were designed by multi-layer architecture. The 
two-layer architecture was a very popular one which divided the whole service 
application of the system into two layers, one is the presentation layer and another is the 
data access layer. It is shown as Fig 1.  

 

Fig. 1. As the figure shown, there are presentation layer and data access layer in the two-layer 
architecture 

The presentation layer is in charge of the user interaction. Generally speaking it is 
the system interface that can display data, input the data , check the validation 
verification of the system and assure the robustness of the running program. The data 
access layer is to access the database to add , delete, edit or display the data .It can also 
verify the correctness of the data format and type and user authority. Through the above 
verifications can decide whether to continue the operation or not and assure the normal 
operation. 

The two-layer architecture has some advantages like high development efficiency, 
simple program and high updating data speed. It is very good for the small project. 
However, there are also some disadvantages like it is not easy to maintain and edit the 
software which was designed by the two-layer architecture. It is not a good choice for 
the police-using GIS. 

2.2   Three-Layer Architecture 

As the Dalian Police Geographic Information System is a large project which is for the 
Dalian City Public Security Bureau, so the three-layer architecture is more suitable for  
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the software than the two-layer one. In the three-layer architecture there are 
presentation layer, business logic layer and data access layer. With the independent 
presentation layer it will do not need to rewrite the whole codes for the system when 
there are some frequent changes for the interface. This implements the low coupling of 
the software design idea. The centralized management of data operation can decrease 
the repeated codes for the App and improve the rate of the codes reuse. The unified 
planning for the business logic can bring convenience for the development and 
maintenance, it can also make the system layer more clearly. This system adopted the 
architecture which extended the three-layer architecture and based on .net development 
platform. It is shown as Fig 2. 

 

Fig. 2. As the figure shown, there are presentation layer, business logic layer and data access 
layer in the three-layer architecture 

The presentation layer is the interface of the system which is in charge of the 
interaction between the user and system. Different users have different authorities, the 
normal policemen users who do not have the fundamental knowledge about GIS can 
only do some simple operations to assist the daily case in handling, and the users which 
are from the information department or the leaders have higher authorities and can do 
more operations about the system. The main technology for this layer is Asp.net which 
can separate the pages and the codes to make the presented part be independent from 
the control logic part.  

The data access layer implements the connection and some other operations of the 
database. 

The business logic layer is the core of the system which contains the implementation 
of every business logic .It can access the presentation layer and the data access layer 
and realize the whole system function. Such as confirming the spot where the accident 
happened, taking the query analysis and assistant decision, forming the thematic maps 
and report forms and so on. The classes that encapsulate the business logic and data 
access logic were written by C# language. The operation process of the Three-Layer 
Architecture is shown as Fig 3. 
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Fig. 3. As the figure shown, it is the operation process of the three-layer architecture 

3   Business Process Analysis and Function Design 

3.1   System General Structure  

According to the above architecture design, the system’s general functions included the 
file operation, data operation, map layer management, map operation, graphic editing, 
topology editing, GDB management, space analysis, attribute operation, three-d 
navigating and output. It also has some basic functions of GIS system and some special 
functions of Police Geographic Information System like query, statics, receive alarm, 
case analysis and GPS positioning. The system structure is shown as Fig 4. 

 

Fig. 4. As the figure shown, this is the system general structure 
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The system adopted the component GIS technology to divide the modules. The basic 
thought of the Component GIS is to divide the GIS into several controls and every 
control has different functions. It is very convenient to do final GIS application through 
the visual software development tool to integrate the GIS Controls or the GIS Controls 
and non-GIS Controls. The controls like the building blocks which can implement 
different functions. The Application System is composed of which controls is based on 
the requirement.  

With the components GIS technology these functions can be divided into different 
modules.  The operations of file and data belong to the map file module; The analysis 
of space and case belongs to the police information analysis module; The GDB 
management belongs to the map layer management module. In order to accommodate 
to the users the system provides the functions like the tooltip massages and shortening 
the distance of the mouse movement to improve the user friendliness of the interface. 

3.2   Main Function Module Design 

With the Structure design and functional partitioning, there are three special modules 
compared with the other police-using GIS. They are the police information analysis 
module, and receiving-alarm module. The following contents mainly analyze the two 
modules and will focus on the police information analysis module which can get the 
best path through adopting the Dijkstra based on genetic algorithm. 

3.2.1   Police Information Analysis Design 
This module is mainly in charge of the analysis of the police information included the 
analysis of space and data. It is shown as Fig 5.  

 

Fig. 5. As the figure shown, this is the Police Information Analysis module 

The space analysis contains the adapter analysis, besiege solution design, dangerous 
area analysis, network path analysis and monitoring range overlying analysis; The data 
analysis contains the case analysis; The case analysis contains two sub-function which 
are early-warning prompt and report generation; The network path analysis contains the 
shortest path analysis and the best path analysis. 

Among the above functions route selection is one of the most important problems for 
the system. Given a pair of origin and destination, there are many possible routes. 
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Selecting the shortest path is a hard problem, we have found that the classical Dijkstra 
algorithm can be used to find subjectively the shortest path, but when there are too 
many nodes will make the data increase sharply to lead the combination explosion. So 
this paper adopted the Dijkstra based on genetic algorithm to solve the problem. 

Assume that all of the positions in the map form a list as P and assign every position 
a number from 1~n, make the array as P too. It is : 

P=(v1,v2,v3,…,vn)                            (1) 

                                     |  |  |     | 

P=(1, 2, 3,…,  n) 

Use the coded string : 12345678…,n to present the route from position v2,v3,…,vn to 
the beginning position v1 . 2,5,4,…,n is the number of every pass through position and 
the sequence of the number like 2-5-4-…n can be presented as the route. The number of 
the position can be stored in an array, pass one position then put the number of the 
position into the array. At last through traversing the array to get every number and the 
sequence number is the route. 

Through adopting the fitness function to evaluate every route. The fitness function 
has two situation which are the ideal state and the usual state. The function in the ideal 
state is F=Fi/f , F is the fitness for a random path, Fi is the length of the whole path and 
f is the average length of all of the paths. In the usual state the function can be 
formulated as: f 1/(1 k g)                                (2) 

k means the number of times of the break circuit, g means the punishment coefficient 
and f is the fitness coefficient.  

At last confirm the path collection by the selection algorithm. The first one is to 
eliminate the worst and keep the best solution. The other is sample selection, 
accumulate the expected survival number of every path in the next generation :  M F/ ∑ Fi (i 1,2, … M)                 (3) 

Use the integral part of Ni to confirm the survival number of every path. Through 

this can know the∑ Ni paths in the next generation. And descending order the decimal 

part then take the first M~ ∑ Ni paths into the collection. Until now the M paths have 

been confirmed in the next generation. 

3.2.2   Receiving-Alarm Design 
Through the receiving-alarm module the policemen can get the case position through 
pointing the coordinate of the case position in the map directly. It will be very helpful to 
manage the police strength to let the policemen to handle the case who are nearest to the 
case position. And it can also show the latest case information.  
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Fig. 6. The receiving-alarm module contains two main functions, one is showing the latest case 
information and the other is confirm the case position and the closest police station to the case 
with high speed 

4   Conclusion 

This paper designed and implemented the Police-using GIS for Dalian City Public 
Security Bureau, it adopted the three-layer architecture and designed the functions to 
meet the requirement of Dalian City Public Security Bureau. Especially adopting the 
Dijkstra based on genetic algorithm to get the shortest path. The design has been 
applied in the actual development and achieved the scalable goal. And the 
development practice improved that through using this design, the shortest path could 
be selected exactly, the reuse of codes is in a high degree with great effectiveness. 
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Abstract. Despite the importance of knowledge management to library, there 
has been very little research in this area. The current paper intends to develop a 
scale of knowledge management capability for library. Initial scale items are 
generated from interviews and extant research. Exploratory factor analysis and 
confirmatory factor analysis are conducted on a survey finished by staff from 
library. The final library knowledge management capability (LKMC) scale 
includes 4 dimensions, 14 measurement items with good reliability and validity. 
Meanwhile, the results of Pearson’s correlation analysis indicate that 
knowledge management is a critical success factor for innovation performance 
in China’s library settings. The proposed LKMC scale can be used as a 
diagnostic tool for libraries to identity areas where specific improvements are 
needed. Finally, this paper discusses the implications of the findings and 
highlights the future research directions. 

Keywords: Knowledge management, Innovation, Scale, Library. 

1   Introduction 

In this environment of rapid changes and uncertainty, where the demands of the 
customers keep changing, the only way for any organization to obtain superior 
performance is via its knowledge. Thus, the capture, sharing, retention and reuse of 
knowledge has become of vital importance. Providing correct knowledge to the right 
places at the right time is an essential requirement for the introduction of knowledge 
management [1].  

The library’s primary functions are to act as a knowledge repository and an agent 
for the dissemination of knowledge [2]. The rapid changes of information technology 
have placed ready information at everyone’s fingertips, and this information is readily 
available outside of a library [3]. As libraries struggle with the fallout of the digital 
age, they must find a creative way to remain relevant to the twenty first century user 
who has the ability and means of finding vast amounts of information without setting 
foot in a brick and mortar library [4]. For libraries, as for other types of organizations, 
one of the most useful solutions that can be adopted in order to survive and to be 
successful in a society dominated by knowledge, is to implement a knowledge 
management strategy [5].  

In spite of the fact that knowledge management has great potential value to library, 
to date the evaluation on library knowledge management capability (LKMC) has 
seldom been addressed. This paper tries to remedy the gap mentioned between theory 
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and practice by developing and empirical testing a measurement scale of LKMC. The 
reminder of this paper is organized as follows. We first examine some relevant 
literatures. This is followed by discussions of the research methodology and results of 
the empirical study. We conclude the paper with the implications of the findings and 
give some suggestions for future research. 

2   Literature Review 

2.1   Knowledge and Its Manament 

Although the concept of knowledge has been addressed by scholars for a long time, 
the concerns about managing organizational knowledge has been introduced and 
gained spectacular acceleration during the last few decades [6]. Broadly, knowledge 
management is a purposeful and systematic management of knowledge and the 
associated processes and tools with the aim of realizing fully the potential of 
knowledge in making effective decisions, solving problems, facilitating innovations 
and creativity and achieving competitive advantage at all levels [7].  

Darroch (2003) develops three scales to measure behaviors and practices for each 
component of knowledge management: knowledge acquisition, dissemination and 
responsiveness [8]. According to Cavaleri (2004), knowledge processes are composed 
of a series of activities that facilitate the evolution of knowledge toward greater 
reliability in producing desired results [9]. Knowledge management involves the 
formalization of experience into knowledge and expertise that create new capabilities 
[10]. Similarly, Turban et al. (2003) highlight that knowledge management is the 
process of accumulating and creating knowledge, and facilitating the sharing of 
knowledge, so that it can be applied effectively and efficiently throughout the 
organization [11]. 

2.2   Innovation Outcomes of Knowledge Management Capability 

Knowledge is a fundamental factor, whose successful application helps organizations 
deliver creative products and services [12]. Effective knowledge management 
facilitates knowledge communication and exchange required in the innovation 
process, and further enhances innovation through the development of new insights 
and capabilities [13][14]. Innovation process highly depends on knowledge, 
especially on tacit knowledge. A firm with a capability in knowledge management is 
also likely to be more innovative [15]. Knowledge management competencies are 
fundamental to innovation, enabling it to survive competitively and to grow [16]. 
Therefore, we expect the following hypothesis: 

H1. Knowledge management capability is related positively to library innovation. 

3   Research Methodology 

3.1   Sample and Data Collection 

Samples for this study were library staff from Zhejiang Province of China. Following 
previous studies, the single-informant method was used. Some precautions were taken 
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to minimize the problems associated with such a method. First, care was taken to 
select measurement items that have proven to be valid and reliable in previous 
studies. Second, a pilot test was conducted and the questionnaire was further revised 
using the feedback from the pilot study. Adopting convenience sampling method, a 
total of 450 questionnaires were sent to potential respondents. A number of 286 
questionnaires were returned. Therein, 29 are invalid due to too many omissions and 
unqualified answers, and 257 questionnaires are valid. The samples include 10 
academic libraries and 5 public libraries with a staff above 50 on average.  

3.2   Statistic Methods 

The SPSS13.0 and LISREL8.7 statistics software was used for data processing. 
According to statistical requirements for factor analysis, different samples shall be 
used in exploratory factor analysis (EFA) and confirmatory factor analysis (CFA). 
129 of the 257 valid questionnaires were randomly selected for EFA, while the 
remaining 128 were used for CFA and hypothesis testing. 

4   Data Analysis and Results 

4.1   Content Validity and Exploratory Factor Analysis 

We first conducted six in-depth interviews with top managers from library to generate 
a list of key attributes associated with knowledge management capability. We 
compared these qualitative data to the items proposed by previous research. This 
process resulted in 25 measurement items which were then submitted for a pilot study 
and seven items were removed. In this way, we retained 18 items. We then conducted 
EFA with varimax rotation. Items with loadings (>0.50) on their hypothesized factor 
and low cross-loadings (<0.40) were retained. Three items were dropped and a four-
factor solution of LKMC was proved (see Fig. 1). These four factors include 15 items 
with 77.015% accumulative variance explained, and each item has a comparatively 
high loading on the corresponding factor, ranging from 0.560 to 0.902 (see Table 1). 
In accordance with previous analysis, these factors were labeled as knowledge capture 
(KCA), knowledge storage (KST), knowledge sharing (KSH), and knowledge 
application (KAP). 

4.2   Confirmatory Factor Analysis 

The CFA was conducted and one item was eliminated for non-significant factor 
loadings (<1.96). Thus the four-factor structure of LKMC with 14 items was finally 
developed. The standardized factor loadings for the indicator variables were all above 
the recommended 0.60 (Bagozzi and Yi, 1988), and their t-scores indicated that all 
item loadings were significant (p<0.01). Fit indices shows that the model fit the data 
well (GF=0.89, NFI=0.94, CFI=0.96, IFI=0.96, RMR =0.054, X2/df=1.65). The results 
mean that the four-factor structure model of LKMC is supported. 
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Table 1. Rotated Component Matrix 

 KCA KST KSH KAP Communalities 
KCA1       0.859    0.841 
KCA2 0.853    0.818 
KCA3 0.842    0.828 
KCA4 0.742    0.723 
KCA5 0.730    0.620 
KST1  0.902   0.891 
KST2  0.850   0.849 
KST3  0.805   0.815 
KST4  0.649   0.656 
KSH1   0.883  0.818 
KSH2   0.828  0.799 
KSH3   0.560  0.577 
KAP1    0.842 0.864 
KAP2    0.738 0.685 
KAP3    0.706 0.769 

Rotation Method: Varimax with Kaiser Normalization. 

 

Fig. 1. Scree Plot of the Exploratory Factor Analysis 

4.3   Construct Validity Assessment 

Discriminant Validity. First the CFA is performed on selected pairs of constructs, 
allowing for correlation between the two constructs and then the test is rerun again by 
constraining the correlation between the pairs by fixing it to 1. A statistically 
significant value of △X2 demonstrates that the two constructs are distinct. In this way, 
six constrained models were developed to compare with freely estimated model. The 
results show the lowest △X2 is much higher than 10.328 (p=0.001). Therefore, the 
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correlation coefficients between each pairs are not equal to 1 (Hinkle et al., 1994), 
implying the LKMC scale has good discriminant validity. 

Predictive Validity. Predictive validity shows the ability of a scale to behave as 
expected with respect to some other constructs to which it is related (Churchill, 1995). 
To analyze this type of validity, Pearson correlation coefficients were considered 
among the analyzed variables and other representative variables of a concept that 
might be influenced by this first variable (Flavian and Lozano, 2003). In this case, the 
correlations were calculated between LKMC and library innovation performance 
(LIP). As may be seen in Table 2, the correlations between the four dimensions of 
LKMC and the LIP indicators are relatively high and highly significant, and this shows 
the possible predictive capacity of this measurement instrument in the library settings. 

Table 2. Pearson Correlation Coefficients 

 KCA KST KSH KAP LIP 
KCA 1.000     
KST 0.582** 1.000    
KSH 0.529** 0.690** 1.000   
KAP 0.688** 0.655** 0.562** 1.000  
LIP 0.263** 0.460** 0.294** 0.355** 1.000 

Notes: **means p<0.01, CUS=customer satisfaction. 

5   Conclusion and Discussion 

The findings in this study support our assertion that LKMC is a multidimensional 
construct including knowledge capture, knowledge storage, knowledge sharing, and 
knowledge application. Our data indicate that these components are convergent on a 
common construct and the relationship of the scale developed in this study has 
acceptable discriminant validity. The predictive validity of the scale indicates that 
LKMC is positively associated with library innovation performance. The findings 
support prior theoretical research which suggests that knowledge management is a 
factor in determining organizational innovation. The practical implication is that 
libraries in China can improve their innovation performance through the adoption of 
knowledge management strategy. 
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Abstract. A Fast Outlier Sample Detection(FOSD) algorithm is proposed in 
this paper which can be used to recognize mislabeled samples or abnormal 
samples in microarray datasets. The proposed algorithm uses CL-stability 
alorithm as a basic operator. The Machine Learning method is used as classifier 
in the FOSD. The outlier samples are detected depending on the gobal stability 
of samples. Experimental results show that the FOSD algorithm is not only 
better than other existing algorithms, but also robust for detecting outlier 
samples in microarray dataset.  

Keywords: Outlier sample detection, Microarray, Pattern recognition. 

1   Introduction 

Microarray is a high-throughput technique for measuring the expression level of 
thousands of genes simultaneously that is widely adopted in biological and medical 
research. In general, there are some challenges for analyzing microarray data like 
outlying samples. The procedure of generating microarray data is complex; outliers 
can be experimental artifacts or genuine consequences of biological diversity. 
However, an outlier sample caused by biological diversity may be different from the 
other outliers, possibly harder to detected and questionable if it an outlier at all. For 
example, West et al. analyzed 49 breast tumor samples and identified 9 samples as 
possibly having the wrong labels [1]. 

It is important to clarify the definition of outlier samples. The definitions of outlier 
proposed over the years are different in some aspects, but it can be described as ‘an 
observation that deviates so much from other observations as to arouse suspicions that it 
was generated by a different mechanism.’ [2]. A vast literature exists on outlier 
detection and robust analysis methods, namely methods insensitive to the presence of 
outliers [3-6]. Sometimes, a outlier sample is also a sample which is erroneously 
classified in the original dataset. Outlier samples can influence successive analysis and 
some approaches have been proposed to solve this problem, but they used different 
names. For example, references [7] and [8] called it as ‘outlier’ sample, references [9] 
and [10] called it as ‘mislabeled’ sample. In fact, mislabeled samples may be sometimes 
detected as outliers, but a mislabeled sample does not need to be an outlier, and an 
outlier is not necessarily mislabeled. In this paper, we focus on the bigger region which 
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is called outlier detection problem. A mislabeled sample is a sample which is classified 
into the wrong class. An outlier sample is a sample which is suspiciously different from 
the other samples. For example, a cancer patient tissue sample is erroneously classified 
as a normal case, and some technical experimental mistake alters some features of the 
data of the corresponding microarray producing an outlier.  

Outlier detection for high-dimensional data has received a lot of attention in recent 
years. For instance, Knorr and Ng considered distance-based outlier detection, where 
the notion of outlier is strongly dependent on the underlying distance metric [6]. 
Aggarwal and Yu studied the problem of outlier detection for high-dimensional data 
using projections into subspaces [11]. Yan et al. used genetic algorithm combined 
with a distance-based outlier detection method to find outliers in microarrays [12]. 
However, these approaches are clearly not scalable for large p. Furthermore, to use a 
distance-based approach, one has to define a distance function between samples. In a 
high-dimensional space, it is often difficult to do so.  

There are few papers that specifically focus on mislabeled sample detection. Furey  
et al. used a SVM on the full datasets and on a specified top-ranked features [9]. 
Samples which have been consistently misclassified in all tests are identified as 
suspects. Li et al. used a genetic algorithm in order to select subsets of genes that can 
potentially discriminate between tumor and normal tissue samples and then each sample 
is classified according to the class membership of its k nearest neighbors [13]. Kadota et 
al. tackled the problem of detecting outliers using a technique based on Akaike’s 
Information Criterion [14]. Lu et al. used a SVM as base classifier on a leave-one-out 
iterative strategy to find outliers [7]. Malossini et al. proposed two algorithms CL-
stability and LOOE-sensitivity based on the generate of the leave-one-out perturbed 
classification matrix. The output is a list of suspects for further analysis [10]. 

In this paper, our goal is to detect outlier samples and automatically correct them, 
avoiding the pitfall of pointing to outliers as suspects of being misclassified. We 
propose an fast algorithms based on CL-stability which is called FOSD(Fast Outlier 
Samples Detection). We provide an empirical evaluation of the two algorithms using 
real and synthetic datasets. We evaluate precision, recall, and percent of outliers 
found to show the performance of our new algorithm to find outlier samples. We also 
evaluate the relative number of outliers that our new algorithms detect as abnormal 
that were detected as suspects by CL-stability. From the empirical evaluation of 
FOSD, we find that the FOSD not only can correct the results of CL-stability but also 
can detect outlier samples and better than CL-stability. 

2   Methodology 

2.1   CL-Stability Algorithm 

CL-stability is an algorithm for detecting mislabeled samples. The basic and 
important part of CL-stability is the construction of the Leave-One-Out Perturbed 
Classification matrix L (LOOPC matrix). The elements of the matrix whose 
dimensions are nn ×  where n is the number of the samples, are computed as 
follows. First, the j-th sample is left-out from the dataset, then the label of the i-th 
sample is flip and the perturbed dataset is used to construct a classifier, finally the 
resulting classifier is used to classify the j-th left-out sample. The result of the 
classifier is the Lij element of the L matrix. The principle of CL-stability is to assess 
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the stability of a sample with respect to a small perturbation (just one flip) of the other 
samples of the dataset. A good or stable sample should be consistently classified, with 
respect to its original label, and not be easily affected by the correctness of 1 flipped 
sample elsewhere in the dataset. The CL-stability algorithm identifies a list of samples 
failing this requirement. A sample is predicted as suspect if it is not stable when other 
samples are perturbed. The algorithm to construct LOOPC matrix and CL-stability 
could be found in the paper [10]. 

2.2   Fast Outlier Sample Detection 

Fast Outlier Sample Detection(FOSD) uses further the idea of stability used by CL-
stability. In CL-stability the stability of a sample under perturbation of the data set is 
very important for determining whether the sample is a suspect or a normal sample. 
The main strategy of FOSD is based on two assumptions: (i) CL-stability can 
correctly detect some outlier sample and (ii) if correctly detected and flipped, a 
sample should be stable under successive runs of CL-stability itself. As a whole, it is 
an iterative strategy and some outlier samples which cannot be detected by CL-
stability. may be detected. When we flip all the labels of suspect samples and run CL-
stability again, if a flipped suspect sample is stably classified into the other class then 
FOSD will output it as outlier sample. If a flipped suspect sample is detected again as 
suspect in the following run of CL-stability then FOSD will output it as an abnormal 
sample. Finally, if one iterative step gives the same results of the previous step then 
the algorithm will finish. The algorithm of FOSD is shown in Fig 1. 
 

 
Fig. 1. Fast Outlier Sample Detection. Where Si is the dataset and the meaning of i is ith 
iterative step. Where A is the mislabeled list of FOSD. Where B is the abnormal list of FOSD. 
Where Di  is a temporary suspect list of ith iterative step of FOSD. The CLS(Si) function is 
used to run CL-stability with dataset Si. The flipset(Si, Di) function is used to flip the label of 
sample which is included in Di. The formula of  an is used in [10]. 
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3   Experimental Results 

3.1   Synthetic Dataset 

In order to test the performance of the algorithms we generated synthetic datasets with 
known about which samples are respectively correct, outlier.The synthetic datasets 
are generated following the principle of simulating microarray data with some 
differences with respect to the synthetic datasets described in [10]. We followed some 
simplicist hypotheses: the gene expression is distributed in different levels for normal 
and tumor samples, most of the genes have similar expression values in the two 
conditions, and only a few genes will distinguish normal samples from tumor 
samples.  

The dataset simulates microarray data represented as a matrix, each row represents 
a microarray sample and each column represents a gene in microarray. The dataset is 
generated feature by feature, namely gene by gene. For a two-classes classification 
problem, most of the features which are called normal feature are generated by 
sampling from a Gaussian distribution with variance 0=σ  and mean 1=μ  
sampled from a uniform distribution in the interval [-20,20]. In this way the dataset 
simulates gene levels on a logarithmic scale and it is more similar to real data than the 
data in Malossini et al. who used mean 0=μ . The two classes differ only for a 
limited number of features which are called special feature, whose value are sampled 
from Gaussian distributionswith parameters ,3=+μ  1=+σ  and ,3−=−μ  

3=−σ respectively. Outliers are randomly selected from the dataset and a 
substantial number of feature values are changed, this is done independently from the 
class of the sample. Finally, outlier samples are randomly selected from the dataset 
and their class is flipped controlling the proportion of normal and outliers that are 
outlier. 

Table 1. The results on synthetic dataset of CL-stability and ROSD 

 CL-stability ROSD 
Dataset P R fs/o fs/mo P R fm/o fm/mo foa/o 
S-0-0-0-000 100 100 ----- ----- 100 100 ----- ----- ----- 
S-3-0-0-000 99.6 99.3 ----- ----- 100 100 ----- ----- ----- 
S-0-1-0-800 95.0 ----- 5.00 ----- 95.0 ----- 5.00 ----- 0.00 
S-0-2-0-800 92.0 ----- 4.00 ----- 92.0 ----- 4.00 ----- 0.00 
S-3-1-0-800 97.7 99.6 8.00 ----- 97.0 100 5.00 ----- 75.0 
S-0-1-1-800 99.0 63.0 1.00 63.0 96.0 64.0 8.00 64.0 0.00 
S-3-1-1-800 98.0 82.2 8.00 30.0 96.7 88.2 15.0 53.0 25.0 
S-3-0-2-800 100 95.5 ----- 89.0 100 99.2 ----- 98.0 ----- 

 
Table 1 shows the average performance measures of CL-stability and FOSD on 100 

runs on different instances of the synthetic datasets. In Table 1, the first row shows 
that CL-stability and FOSD produce no false negatives when there is nothing to 
detect. The second row of Table 1 show us that CL-stability has a very high precision 
and recall in detection of outlier samples with a few false negatives,  and FOSD is 
even better than CL-stability with no false negative points. Rows 3, 4 and 5 show that 
in presence of outliers and in absence of outlier points both CL-stability and FOSD 
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have some false positives. FOSD does not correct the false positives of CL-stability 
with no outlier samples datasets and in presence of outliers. Rows 6-7 show that CL-
stability predicts outliers as outlier samples sometimes and increases the percent while 
the number of outliers increases. FOSD can correct some parts of these false positives 
and with a slightly higher recall. In rows 8,9 and 10, FOSD has an higher recall and 
percent of detecting outliers than CL-stability. The results confirm that CL-stability is 
good at detecting outlier samples and shows that it is somehow sensitive to outliers 
and the presence of outliers decreases the recall. The conclusions of the comparison 
of the two algorithms present three aspects. First, FOSD is better than CL-stability to 
find outliers. Second, if the outliers can be detected by CL-stability as suspect 
samples, FOSD can sometimes correct it as abnormal samples mostly. Thirdly, FOSD 
is better than CL-stability to find outliers, even though the result is not exact but it can 
give more information to the user. Both the algorithms are sensitive to the presence of 
outliers when there are non outlier samples. 

3.2   Real Datasets 

We use three well-known real datasets to test our algorithms: (1) A breast cancer 
dataset was first presented in West et al., which consists of 49 tumor samples 
classified as positive to estrogen receptor ER+ or negative ER-.The expression levels 
of 7129 genes are given for each sample [1]. (2) A colon tissue dataset from Alon et 
al. which consists of 40 tumor samples and 22 normal samples. A selection of 2000 
genes with highest minimal intensity across the samples has been made by Alon et al. 
[15]. (3) A leukemia dataset from Golub et al., which consists of 25 acute myeloid 
leukemia and 47 acute lymphoblastic leukemia. The expression levels of 7129 genes 
are given for each sample [16]. 

For establishing the outlier samples of the three datasets we followed what done in 
[10]. In particular, the samples identified by West et al. and Alon et al. are used, 
whereas for the leukemia dataset no ground truth is available but there is consent in 
the literature about one sample be outlier. 

Table 2. The results on three real datasets 

Datasets Algorithm Positive  Negtive 
Colon Alon et al T2 T30 T33 T36 T37 N8 N12 N34 N36  
 FOSD      √ √ √ √ √ √  √ √ N2,N28 
 CLstability √ √ √ √    √ √ N2,N28 
Breast West et al 11 14 16 31 33 40 43 45 46  
 FOSD  √ √ √  √ √ √   
 CLstability  √ √ √  √ √    
Leukemia Golub et al 66          
 FOSD √          
 CLstability √          

 
Table 2 presents the results of our new algorithm when run on the real datasets. 

One of our goals is how to correct the results of CL-stability. It should be better that 
the abnormal samples should be got rid of and the outlier samples should be flipped. 
But the ground truth is unknown. From this table about colon dataset, N2 and N28 are 
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false positive points by CL-stability, but they are predicted as outlier samples. The 
outlier samples have a higher confidence which can be predicted as outlier samples of 
FOSD. This point of view is also illustrated by synthetic datasets. It has proved the 
correction effect of FOSD. 

4   Conclusion 

In this paper, we propose a fast outlier sample detection(FOSD) algorithms base on 
CL-stability for detecting possibly outlier samples. The principle of this algorithm is 
based on the global stability of dataset. We test this algorithm with synthetic dataset 
and real datasets, the results show that the new algorithms are useful tool for detecting 
outlier sample and better than CL-stability. 
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Abstract. The current study for the Chinese postman problem has reached a 
mature stage, but multiple Chinese postman problems for the study also 
relatively small. Multiple Chinese postman problem is starting from the post 
office messenger, requires area at least through every street once a return to the 
post office. Multiple Chinese postman problems in the study the characteristics 
of solutions based on the mathematical model, multiple Chinese postman 
problem into a single Chinese postman problem, simulated annealing method 
described in detail the design process, but also gives the ant colony algorithm 
and hybrid genetic algorithm for multiple Chinese postman problem solving 
ideas. The results show that these algorithms on multiple Chinese postman 
problem solving are effective, can be a larger probability of obtaining global 
optimal solution. 

Keywords: Multiple Chinese Postman Problems, Simulated Annealing, Algorithm, 
Ant colony Algorithm. 

1   Introduction 

Chinese postman problem is a typical combinatorial optimization problem, which in 
many areas have a wide range of applications. Chinese postman problem is the multi-
m a postman from the same street (or a different street) starting to take a walking 
route, respectively, so that each street has one and only one after the postman (except 
for starting the street), and the shortest total distance. Chinese postman problems are: 
an n-street, and asked the postman to reach each street once, and only once, and return 
to the starting point, requiring the shortest walking route. In order to effectively 
address the minimum completion time, distance, symmetric or asymmetric multiple 
Chinese postman problems, this paper, genetic algorithm optimization and matrix 
decoding method is proposed in order to determine by which each street and each 
postman postman's walk through the line, that is, the postman to find an optimal 
allocation and walking routes, walking in after the postman, the postman who spent 
most of time is minimized. Simulation results show that the proposed algorithm is 
effective.  

In practical problems, because the speed of walking each postman may be 
different, the time limit to complete the postman is a certain practical sense, therefore, 
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it is necessary to complete all of the time the postman to minimize the maximum 
value of multiple Chinese postman problems studied. Chinese postman problems 
related to the research problems in the real world there are great practical value, such 
as transportation, pipeline, route selection, and design of computer network topology, 
the postman messengers and so on, can be abstracted into Chinese postman problems 
or multiple Chinese postman problems. 

2   Simulated Annealing 

2.1   The Basic Principle of Simulated Annealing 

Simulated annealing algorithm is based on the Monte Carlo method for solving a 
heuristic iterative random search algorithm, which simulates the thermal annealing 
process of solid material balance problems with random search optimization to find 
the similarity to the global optimum optimal or near global optimal objective. 
Simulated annealing algorithm is a problem for the minimum can be applied to the 
previous update or basic learning process (random or directed). Then, the principle is 
similar with the metal annealing, in the beginning to minimize or to learn more 
quickly, the temperature was risen high, then (slowly) to stabilize the temperature. 

In this process, the length of each step of the update process with the 
corresponding parameters is proportional to the temperature of these parameters play 
a role. Optimal solution in the search process, in addition to receiving optimal 
solution, there is a random acceptance criteria (metropolis criterion) to accept worse 
solutions limited, and the probability to accept worse solutions gradually tends to 0, 
which makes the algorithm may out from the local minimum area, that is possible to 
find the optimum solution and to ensure the convergence of the algorithm. 

2.2   The Basic Steps of Simulated Annealing 

Let (T, g) is an instance of combinatorial optimization problems, find I ∈ T, so g (I) = 
min g(i), i ∈ T of the simulated annealing calculation steps can be described as 
follows: (from textbooks) 

1° Set the given initial temperature t0> 0 and the final temperature tg, temperature 
coefficient of α (0 <α<1);  

2° The number of iterations n = 1;  
3° The temperature tn, from the neighborhood of solution i randomly generate a 

new feasible solution j; Calculate the evaluation function g(i) and g(j) The difference 
Δg = g (j)-g (i); 

4° If min {(1, exp (-Δg /tn)}> p, which p is [0, 1] random number between, then 
accept new solution; 

5° In accordance with the temperature coefficient of tn +1 =αtn annealing;  
6° Increasing the number of iterations n, if n reaches the maximum number of 

iterations, or to terminate the temperature, stop the iteration, otherwise return 3°. 
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2.3  Solving Multiple Chinese Postman Problems of the Simulated Annealing 
Algorithm Model 

The objective function is access to all of the objective function of the total path length 
of the street Minimum and m a postman as a balanced task. Not necessarily the 
shortest total distance is the task of balancing the various postmen; it is required to 
"balance" to make certain demands, so we define 
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To characterize the equilibrium level, it is clear that the smaller the value the better.  
Simulated annealing, when the temperature is high enough, the system can freely 

change the configuration, you can move or in the surface free energy as the rules do 
not walk, that is, the freedom to choose a feasible solution. When the neighborhood 
solutions of the objective function value than the current solution when the objective 
function value better to replace the current solution to neighborhood solutions. When 
the temperature decreases, the system configuration in the energy surface movement 
will be restricted, and gradually concentrated to the low energy region, in every 
iteration process, are based on current solution as the center of the neighborhood and 
then randomly generate a new solution. It also makes simulated annealing method has 
the ability to escape local optimal solution, through the cooling action to control the 
speed of convergence. If the resulting solution than the current, the simulated 
annealing method will make use of probability functions and control the temperature 
parameters to determine whether to accept the new solution. As the temperature 
dropped, accept a lower probability of getting smaller and smaller solutions.  

3   Genetic Algorithm 

Genetic algorithm is developed in recent years a new global optimization algorithm. 
This reflects the nature of "natural selection, survival of the fittest" evolutionary 
process. It borrows the biological point of view of genetics, through natural selection, 
genetic variation and other mechanisms to achieve the improvement of the 
adaptability of each individual. When the genetic algorithm to solve the problem, we 
must first deal with problem-solving model structure and parameters of encoding, 
usually with a string that will issue symbolic of this process. Professor Holland in 
1962, the GA algorithm was first proposed the idea to attract a large number of 
researchers, quickly extended to the optimization, search, machine learning, etc., and 
laid a solid theoretical foundation.  

Chinese postman problems because the local structure of the problem is extremely 
complex algorithm to slow convergence near local optimal solution, if the increase in 
mutation rate, they do not get excellent offspring. Genetic algorithms applied to the 
Chinese postman problems to be overcome on the issue of convergence speed and the 
main difficulty is the contradiction between the maturities.  
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3.1   Encoding 

For these reasons, this paper uses a dynamic mapping approach to coding, to ensure 
that the various genetic manipulation of genes obtained are valid. There is two ways 
postman route, record or records in order to access the street line of the order. If 
access to the order of 123, the number is 111, easy to show that this encoding and 
access route is one mapping. Access sequence set r1, r2 , ... ,rn, then the requirement 
that a street map directly to the street number, street maps for a later visit to the street 
without the serial number list. We adopt the latter in the specific code, if the list 
directly to the street map with the street number of the method will create difficulties 
for crossover and mutation operation such as access to the order of the street 1, street 
2, street 3, if its code is 123, then the access road intersection with the 321 genes that 
are ineffective, and mutation of its genes are not valid any gene. 

3.2   Evaluation Function 

Evaluation function can be directly by a transform path length, the longer the path; the 
evaluation function is given a lower score, the more likely that the genotype be 
eliminated. Meanwhile, the evaluation function should be some discrimination; this 
paper is given to develop appropriate indicators of the strength of the comparison 
matrix of all individuals, and normalization methods. 

3.3   Initial Population 

Considering the representation of the initial population, the specific emulated bit up in 
the first n+m to n-m+1 is a random number, the complexity of computing experience 
and genetic algorithms to select the number of initial population of 10 individuals. 

3.4   Genetic Operators 

1° Mutation operator 
The evaluation function design based on the mutation probability 
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after appropriate scaling and the constant increase in the minimum point has a certain 
mutation probability.  

2° The selection operator 
In order to solve the problem of single source, the use of demo program, the 

following is a demonstration of several different situations screenshots, for simplicity, 
we directly demonstrate a single source point of the Chinese postman problem, 
respectively, in 10 streets, 100 streets, 500 streets were calculus. In order to retain 
under the optimum of the parent gene, after the parent and offspring to join scores 
roulette, make a selection.  

3° Crossover operators 
The right side of the street the shortest distance corresponds to the distance a small 

street to the offspring in the right and began to consider the parent in the street right in 
the street, and so on. Direct access point crossover, you can choose the greedy-based 
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crossover operator, that is randomly selected in the parent of a street as the offspring 
of the original street from two parent to find the right side of the street streets, and 
street to calculate.  

4   Ant Colony Algorithm 

Ant colony algorithm by the Italian scholar, who first proposed a novel simulated 
evolutionary algorithm. More specifically, the ants in the course of the campaign can 
leave it on the path through the pheromone, but also in the process of movement that 
pheromone perception of the existence and strength, and to guide the direction of their 
movement.  

After much careful observation of bionics home and study discovered that ant 
process, through a substance called pheromone mutual transmission of information. It 
is the study of ant colony behavior generated. In order to avoid the ants took the same 
path twice, for each ant to set up a taboo table to record the path it traveled. Toward 
the pheromones of ants tend to move towards high intensity, so the composition of the 
large number of ant colony behavior will show a positive feedback effect of 
information: a path through the more ants, then later chose the greater the probability 
of the path.  

Ant group is through exchange of information between individuals that collaborate 
with each other mechanism to achieve the purpose of the search of food. Ant colony 
algorithm has the advantage: it is an adaptive, self-organization, in essence, parallel 
methods, and positive feedback is a way to promote optimal solution to the evolution 
of the system has strong robustness, slightly modified model of the ant colony 
algorithm to be applied to other problems, and it can be combined with a variety of 
heuristic algorithms to improve the performance of the algorithm.  

Chinese postman problems in the field of combinatorial optimization problem is a 
typical problem to solve this problem have a greater practical significance, and this 
problem can be testing new algorithms as a criterion, so this issue has been a research 
focus. But the algorithm also has a slow convergence and easy to fall into local 
optimum and other shortcomings. There is no theoretical basis, adjusted and 
determined by experiment.  

5   Conclusion 

The gene encoding algorithm is simple and can clearly reflect the relationship 
between the postman and the streets and visit the order, and of the decoding method, 
optimizing distance for symmetric and asymmetric multi-Chinese postman problem. 
Minimizing this distance all the postman conducted a study and proposed hierarchical 
genetic algorithm to optimize the number of Chinese postman problem.  

This is because large-scale multiple Chinese postman problems is difficult to find 
the optimal solution, but also requires a lot of time, so research in this area should 
also continue to deal with multiple Chinese postman problems algorithm further 
improved, try using a new algorithm for find a better solution as soon as possible. 
Using this algorithm, the simulation test, effectively solve the problem of multiple 
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Chinese postman problems, and achieved a quite satisfactory solution, verify the 
feasibility and effectiveness. However, the results on the schedule for further analysis 
results are still found scattered. Hybrid genetic algorithm of this paper is better than 
the genetic algorithm alone has improved a lot.  
 
Acknowledgment. The work is supported by Funding Project for Academic Human 
Resources Development in Institutions of Higher Learning under the Jurisdiction of 
Beijing Municipality (PHR (IHLB))(THR201108407). Thanks for the help. 

References 

1. Eiselt, H.A., Gendreau, M., Laporte, G.: Arc Routing Problems, Part I: The Chinese 
Postman Problem. Operations Research 43(2), 231–242 (1995) 

2. Thimbleby, H.: The directed Chinese Postman Problem. Software: Practice and 
Experience 33(11), 1081–1096 (2003) 

3. Assad, A.A., Pearn, W.-L., Golden, B.L.: The Capacitated Chinese Postman Problem: 
Lower bounds and solvable cases. American Journal of Mathematical and Management 
Sciences 7(1-2), 63–88 (1987) 

4. Minieka, E.: The Chinese Postman Problem for Mixed Networks. Management 
Science 25(7), 643–648 (1979) 

5. Nobert, Y., Picard, J.-C.: An optimal algorithm for the mixed Chinese postman problem. 
Networks 27(2), 95–108 (1996) 

6. Corberán, A., Martí, R., Sanchis, J.M.: A GRASP heuristic for the mixed Chinese postman 
problem. European Journal of Operational Research 142(1), 70–80 (2002) 

7. Pearn, W.L., Liu, C.M.: Algorithms for the Chinese postman problem on mixed networks. 
Computers & Operations Research 22(5), 479–489 (1995) 

8. Ghiani, G., Improta, G.: An algorithm for the hierarchical Chinese postman problem. 
Operations Research Letters 26(1), 27–32 (2000) 

9. Pearn, W.L., Chou, J.B.: Improved solutions for the Chinese postman problem on mixed 
networks. Computers & Operations Research 26(8), 819–827 (1999) 

10. Pearn, W.L.: Solvable cases of the k-person Chinese postman problem. Operations 
Research Letters 16(4), 241–244 (1994) 

11. Ralphs, T.K.: On the mixed Chinese postman problem. Operations Research Letters 14(3), 
123–127 (1993) 



S. Lin and X. Huang (Eds.): CSEE 2011, Part II, CCIS 215, pp. 526–531, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Damage of Earthquake and Tsunami to Coastal 
Underground Works and Engineering Fortifying 

Methods 

YanRu Li, ZhongQing Cheng, and HaiBo Jiang 

Department of Logistics Command and Engineering,  
Naval University of Engineering, Tianjin 300450, China 

yanru_li@126.com 

Abstract. Though it was generally agreed that the seismic damage of 
underground works was less than that of ground buildings, some underground 
structures were found to be damaged seriously in several past strong 
earthquakes. The damage mechanism of earthquake and seismic tsunami to 
coastal underground works are analyzed, and the characteristic and position of 
damage are studied. Lastly, methods to fortify coastal underground works are 
proposed. It is concluded that the damage can be reduced to the least by 
strengthening the structure of underground works in proper ways and improving 
the prediction of earthquake and tsunami. 

Keywords: Earthquake, Tsunami, coastal underground works, engineering 
Fortifying methods. 

1   Introduction 

The 2011 Tōhoku earthquake, also known as the Great East Japan Earthquake, was a 
magnitude 9.0 (Mw) undersea megathrust earthquake off the coast of Japan that 
occurred at 14:46 JST (05:46 UTC) on Friday, 11 March 2011. The earthquake 
triggered extremely destructive tsunami waves of up to 38.9 meters (128 ft) that 
struck Japan, in some cases traveling up to 10 km (6 mi) inland, causing heavy 
casualties and property losses. The 2004 Indian Ocean earthquake and tsunami were 
occurred at December 26, 2004, killing over 230,000 people in fourteen countries, 
and inundating coastal communities with waves up to 30 meters (100 feet) high. Such 
tragic disasters not only bring great damages and disasters to people, but also prompt 
us to ponder the threats of earthquake and tsunami to coastal underground works, and 
the engineering methods to fortify them. 

2   Threats of Earthquake to Coastal Underground Works 

Earthquake is common natural disaster resulted by a sudden release of energy in the 
Earth's crust that creates seismic waves. Mainland China, located between two of the 
world's major seismic belts -- the Circum-Pacific Seismic Belt and the Eurasia 
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Seismic Belt, suffers from frequent continental earthquakes. Movements of the 
Circum-Pacific Plate, the India Plate and the Philippine Plate have created large 
seismic fault zones in China. All of China's 23 main seismic belts have a history of 
violent earthquakes. 

When an earthquake occurs, the structural vibration and distortion of underground 
works are bounded by rock and soil around, while buildings on the ground shake or 
tremble freely. So it is generally agreed that the seismic damage of underground 
works is lower than ground buildings. However, it has been demonstrated that some 
underground structures damaged seriously in past several strong earthquakes. In 
general, the degree of seismic damage of underground works can be analyzed as 
follows. 

2.1   Mechanism of Seismic Damage 

In general, rock failure and action of seismic inertial force are two reasons lead to the 
seismic damage of underground works. As the main failure reason accepted currently, 
the former is because the constrained force or carrying capacity of Rock and soil on 
the underground structure reduce or fail under cyclic seismic loading, which will 
result in the structural failure of underground works. These kinds of failure mostly 
occurred in poor geological conditions (such as liquefaction, slope failure, fault slip, 
etc) or shallow-buried part. The latter is because the seismic inertial force acts on 
structure caused by strong stratum movement, which mostly occurred in shallow-
buried part or open-cut structures. As a result, the underground structure with lower 
stiffness is better for seismic design [1]. 

2.2   Factors Effecting Seismic Damage 

The seismic factors. These factors relate to seismic waves such as swing, frequency, 
duration, wavelength, and incidence direction. 

The geologic factors. These factors relate to the geologic environment in which the 
underground works constructed, including the type, characteristic of stratum, depth of 
embedment, ground stress and poor geological conditions. For example, it is approved 
that the seismic damage is less with increase of buried depth by lots of cases. As 
shown in diagnosis of underground works damaged Tangshan Earthquake in 1976, 
the seismic damage in highly seismic region was reduced rapidly with increase of 
buried depth increasing in the law of an exponential curve, but kept a constant under 
depth of 500 meters [2]. By studying 192 cases of seismic damaged underground 
works, Sharma and Juddlel came to the conclusion that the rate of serious damage of 
works within a hundred meters depth and five hundred meters depth were 17% and 
18% separately, but rare damage were found over three hundred meters depth [3]. 
However, when works was in soft rock, the law of embedment depth and seismic 
damage was not evident under the influence of fault, ground stress and rock 
characteristic [4].    

The structural factors. These factors relate to the characteristic of underground 
works used in analysis of seismic response, such as the size, supporting structure, 
structural stiffness and dynamic characteristics of underground works. 



528 Y. Li, Z. Cheng, and H. Jiang 

2.3   Common Seismic Characteristic and Position of Underground Works 

The common seismic damage in underground works are landslides, collapse of 
entrances and water gushing, soil liquefaction and so on are caused by structure 
twisted, lining off, rock loose in earthquakes. 

Generally entrance of underground works is in shallow depth. When earthquake 
occurred, the access of underground works was the easiest to block or Collapse by 
landslide and collapse of access, the liquefaction of basement and surface subsidence. 
In addition, it have been found that the concentrated stress of varied structural forms 
in access and the deformation or off track of doors were easily occurred in strong 
earthquake. 

The corner and around the corner are the weak links of underground works which 
are easy to damage by stress concentration, such as the position of intersection, bend, 
arch, structure and shape transformation. 

It had been founded that the ancillary facilities, equipments and separate lining 
often damaged severely when the earthquake occurs. Furthermore, secondary 
disasters associated with earthquake such as fire and electrical short circuit always 
occurred. 

3   Threats of Tsunami to Coastal Underground Works 

At the Earth's surface, earthquakes manifest themselves by shaking and sometimes 
displacement of the ground. When the epicenter of a large earthquake is located 
offshore, the seabed may be displaced sufficiently to cause a tsunami. Earthquakes 
can also trigger landslides, and occasionally volcanic activity. 

Compared with buildings on the ground, the harm of tsunami to underground 
works is smaller. When the tsunami struck, the sea water carries collapsed buildings 
and other floating objects would damage to the entrance of underground projects. In 
general, if the protective doors have enough tightness and resistance, the damage will 
not be severe. However, if the entrance in the mountain collapses by the tsunami, the 
internal part of project will damage seriously. Furthermore, damages of roads and 
bridges outside, water supply, drainage, telecommunications, electricity and other 
infrastructure caused by the tsunami will affect the engineering support. 

4   The Fortifying Methods against the Earthquake and Tsunami  

4.1  Site Selection of Project 

Most of the seismic damage of the underground engineering occurred in bad 
geological area such as lithology changed greatly, faultage zone, shallow underground 
project site, which should be avoided by geological survey before construction. If the 
underground engineering must be built in such bad areas, it is necessary that the 
underground faultage recent activity, activity modes, activity levels and other 
characteristics would be surveyed. A special monitoring system arranged for the 
active faultage, and the corresponding measures should be adopted in the design. 
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The import and export section of underground engineering are destroyed easily, so 
a better the geological location should to be choose to avoid the fractured zone, 
weathering and unloading zone, landslide and the saturated sand areas. The 
underground works near to mountain slope should be set inside the mountain, 
maintaining a thick outer cover. The centerline of the underground engineering should 
be designed above the ground water level, in particular, should avoid large areas of 
saturated sand zone and the water-blocking fault. The centerline should be avoid the 
maximum principal stress direction, to prevent ground water pressure sharply increase 
by the earthquake and seismic effect amplification by loose soil, and to avoid rock 
burst and inducing earthquake. 

In response to the tsunami hazards of underground works, the regional background 
of strong earthquakes (the frequency of the tsunami disaster, the tsunami intensity), 
the distance from the coast, the terrain height and other factors should be considered 
in planning. Planting High-density cocos, Palmetto, betel trees and mangrove is 
effective in reducing and blocking the influx of tsunami waves in lowlands along the 
coast. In addition, constructing a serial of channels in land to reduce waves could be 
an effective method. 

4.2   Increasing Structural Strength of Underground Works 

Enhancing the earthquake-resistance performance of surrounding rock. One of 
the main paths to reduce the seismic damage is injecting slurry or setting anchor rod 
to surrounding rock, which would reduce the response of lining by way of increasing 
the rock stiffness. At the same time, the control organization and the structure can 
bear the earthquake function together by means of the earthquake-resistance system to 
moderate the earthquake reaction in the structure.  

Isolation shake techniques developed in recent years as a damping shake 
technology, which uses a special measures to isolate the impact of the earthquake on 
the structure, and its purpose is to separate two lining and rock media by use damping 
layer, so that reducing and changing the intensity and methods of earthquakes on 
structures in order to achieve the purpose of reducing vibration. Currently rubber 
seismic isolation layer and the foam concrete layer were studying [5]. Among them, 
the rubber layer at the top and the bottom bear greater tensile stress. The rubber is 
easy to aging at prolonged higher stress state, and will gradually lose their seismic 
performance. Because rubber is also temperature sensitive material, whether to 
maintain the inherent performance is not known at harsh climate. But tensile stress 
has not occurred in the foam concrete layer, which stress state is in good condition. It 
is a good light absorbing materials, and its cost is lower. 

Improving earthquake-resistance of structure. Earthquake effect on the 
underground structure could be reduced by changing the stiffness, mass, strength and 
damping characteristics of the structure. There are several measures can be used. The 
first is to reduce the overall quality of underground structures by using lightweight 
aggregate concrete, such as haydite concrete; the second is to increase intensity of the 
lining. The earthquake reinforcement measures in the stress concentration sites should 
be taken; the third is to increase the ductility and damping of underground structures 
by using flexible joints, polymer reinforced concrete or other measures; the fourth is 
to improve the structure shape. Smoother structure and shape to avoid sharp corners is 
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as far as possible used; the last is to adjust the stiffness of the underground structure. 
There are two directions in underground structure stiffness adjustment: increasing the 
stiffness of the structure, the structure relative to the surrounding rock is a rigid 
structure. After the surrounding rock deformation, the structure can completely resist 
deformation of the surrounding rock; reducing the structural stiffness, to make the 
structure flexible or ductility increases to be deformed as the surrounding rock 
deformation. The approach of adjusting the stiffness should be estimated in advance 
whether it is economic and reasonable. 

Numerical analysis shows [6]: seismic response of underground structure is mainly 
affected by the soil cover, and the relationship with its own inertia force and stiffness 
is not large. It is unrealistic that underground structures would be designed to resist 
the movement and the deformation of the surrounding soil medium. During the 
seismic design of underground structures, it should be appropriately increased 
flexibility and ductility, to increase the seismic performance. The traditional view is 
unreasonable that to improve the seismic performance of underground structure only 
rely on enhancing the structural strength. In addition, the import and export should be 
reinforced. 

4.3   Strengthening Earthquake Prediction 

In east Japan earthquake, people gain valuable escape time because the use of 
earthquake prediction and tsunami warning system. The meaning of the earthquake 
prediction is the advance forecast about the time, place and magnitude of earthquake. 
Domestic and foreign scholars believe that the occurrence of the earthquake has a 
certain gestation process, in which the stress state of the media will be changed 
significantly in the source area and the surrounding area. People may look into these 
changes by a variety of observations near the ground.  

5   Conclusions 

In conclusion, rock failure and action of seismic inertial force are main reasons lead to 
the seismic damage of underground works. When earthquake and tsunami occur, the 
access of underground works and structural stiffness varied will be easier to damage. 
The loss induced by earthquake and tsunami is huge. Compared with earthquake and 
tsunami, the power of human is limited. However, by strengthening the structure of 
underground works and improving prediction of earthquake and tsunami, we can 
reduce the damage to the least.  
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Abstract. An intelligent system of circumstance monitoring and security 
evaluation for underground works is established in this paper integrating 
sensing technology, computer network technology and intelligent data 
processing technology. Under the system, underground works security is 
automatically evaluated based on circumstance and video parameters collected, 
processed and transferred. Underground works security evaluation model is 
formulated in this paper, with each evaluation object categorized into different 
levels with respective standards for evaluation. And steps for intelligent system 
development are expounded and structural model of the system is also proved 
in this paper. 

Keywords: Intelligent system; safety evaluation; circumstance monitoring, 
underground works. 

1   Introduction 

Accurate monitoring of underground works plays an important role in ensuring their 
regular performance and in making sound and economical plans for their preservation 
and reinforcement. After years of service, Underground works, due to factors like 
material aging, erosion and ground base wall-rock condition alternation, inevitably 
suffer damages in structure, the worst of which may even endanger the whole project. 
Effective monitoring of underground works is also a must in guaranteeing the health 
of the people working there and in preserving the quality of the materials and the 
equipment stored there. Underground works, for natural limitations, are usually in a 
state of high temperature, intense humidity and bad internal ventilation. However, 
material and equipment storage demands a high requirement on humidity and 
temperature. And set standards of temperature and humidity as well as those of the 
percentage of oxygen and density of harmful gas in the air are also required to ensure 
a friendly working environment for the staff there. If people stay for a long time in a 
low-oxygen circumstance, they will suffer chest stress and headache or even get 
intoxicated or suffocated [1]. Based on sensing technology and computer network 
technology, the intelligent system proposed in this paper effectively monitors the 
harmful gas in the underground works. With information structure of underground 
works evaluation system and unified model description of data, the whole process of 
security evaluation is automatically carried out through computers. 
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2   System Structure 

The system is mainly composed of three parts, namely field data collecting 
equipment, network technology and center for monitoring and evaluation. 

The system is integrated in nature, involving sensor measuring, autocontrol and air 
purging technology, and electric facilities for civil decoration, damp proofing, 
dehumidification, ventilation and air conditioning. Analog images undergo A/D 
conversion and compression through video code devices and are further transferred 
through network to the monitoring center in the form of a data package blending 
images, voice code stream and data circulation. The monitoring center then, though 
the corollary video decoder, decodes the image code stream, generates analog signals 
and transfers to display devices. The data are exported to the superposed facilities 
either to realize online image transference through hard disc recorder or to realize 
coordinated warning by installing more long-period delay recorders. Additionally, 
video code devices are ready to receive control signals from image control board and 
relay them to Platform-lens camera lens controller. In this way, Platform-lens and 
camera lens can always be controlled, directing the cameras in focusing, positioning 
and the beginning and ending of the data collection process. 

2.1   Field Data Collection Facilities 

Field data collection involves collection and processing of working condition 
parameters and circumstance parameters and video surveillance over important sites. 
Working conditions parameters includes the structure of the underground works, 
protection devices, ventilation and air-conditioning facilities, water supply and 
drainage, heating and oil feeding system and electric facilities, while circumstance 
parameters includes wind speed, humidity and the density of carbon monoxide, 
carbon dioxide, hydrogen sulfide, sulfur dioxide, marsh gas. Given the special 
conditions in the underground works, a remote image collecting and transferring 
system that can be installed in the job sites is designed in this paper integrating the 
functions of video signals collection and transference. The data collected undergo 
real-time analysis through advanced DSP devices before being transferred to the 
central facilities. Fig. 1 is a schematic diagram of the field data collection. 

The analog video input signals from cameras are transferred to the A/D converter 
via amplification circuit. Then they are stored in frame storage units after A/D 
conversion. The Digital Signal Processor (DSP) helps achieve soft synchronism by 
sorting out both line and field sync signals, and the video image data of the sorted 
sync signals are rewritten back to frame storage units after accurate sampling and 
image cutting by CPLD. DSP computes the video image data, sending video pictures 
when conditions are met [2]. 

The executive sector can automatically switch the three ventilation modes(namely 
natural ventilation, purifying and filtering ventilation and closed ventilation), making 
the system more economical and reliable. 

Sensor layout also accounts for another major field of research in data collection. 
This includes: ①.the number of the sensors, i.e. in what way the number of sensors 
can be reduced without affecting the access to the dynamic information of the project; 
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②.precision of data collection, for mismatched sensor configuration will affect the 
precision of parameter identification. In order to digitalize the parameters and transfer 
them through network to monitoring center, some data call for manual input [3]. 

 

Fig. 1. Schematic diagram of the field data collection 

2.2   Network Transference Facilities 

The monitoring system adopts the combination of field bus, Internet, TCP/IP and 
OPC as its transferring method, as is shown in Fig. 2. 

 

Fig. 2. Network between field bus and Internet 

The major feature of the monitoring network is that system communication is 
based on combined communication protocols between the Internet and field bus and 
interlinkage and mutual operation between computer systems and field meters and 
facilities are realized by linking the high-speed computer network to the relatively 
low-speed field bus through gateway. With corresponding TCP/IP protocol and 
network parameters (Parameters like IP address, mask code and gateway are assigned 
beforehand by the center terminal) in the network configuration, the far-end central 
facilities will automatically establish linkage when they are turned on. 

2.3   Monitoring and Evaluation Center 

Monitoring and evaluation center is composed of hard disk recorder and servers like 
database, image control, operation, monitoring and data collections, as is shown in 
Fig. 3. The center decodes the video and acoustic information from several 
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underground works, sending video information to the monitors and acoustic 
information to audio facilities like loudspeakers. People in the center are free to watch 
any images of all underground works. They can also control the moving and turning 
of cameras and their focusing, dimming, zooming in and zooming out. Besides, the 
system enjoys several other functions. First, the system enjoys the capacity for mutual 
dialogue. People in the center can choose to monitor and conduct dialogue with those 
in any of the underground works. The sound from the center can also be broadcast to 
all underground works. Video images are converted into digital data through digital 
compression technology and uploaded in the intranet so that people in charge and 
relevant departments can have rapid and real-time access to what is going on in the 
underground works. Data from other monitoring systems can also be shared through 
the transparent package, forming an integrated monitoring system of images and data. 
Secondly, the system has the function of coordinated warning. When the system gives 
an alarm, the lighting system will be automatically initiated so as to get clearer 
recorded images of the alarm-initiating spots. At the same time, the images are 
switched and long-period delay recorders are automatically set to work. 

 

Fig. 3. Structure of monitoring and evaluation center 

The system can monitor all images from the underground works and their function 
mode and performance parameters. Fourthly, parameters of the system can be 
configured and modified. Operators have to log in before they can enter the control 
panel. And all operations are recorded and stored for future check. Fifthly, the system 
has the function of warning filtering. When an alarm-initiating accident causes a 
series of warnings, the system filters all other related warnings presenting only the 
one directly by the accident. There are several branch command boards to the system, 
which makes management more convenient. 

Field monitoring, data computation, data analysis and evaluation can be 
simultaneously carried out in the monitoring center. And the system is composed of 
knowledge base, structure contra-analysis base, intelligent reasoning subsystem and 
multimedia interactive subsystem. Various table and literal reports on underground 
works security are brought out through the effective performance of intelligent 
evaluation system. 

3   Setup of Security Evaluation Models 

The security evacuation mode is hiberarchy, as is shown in Fig. 4. In order to set up a 
security evacuation model for underground constructions, several layers are defined to 
evaluate the target, and evaluation levels standard are also defined. 
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Fig. 4. Hiberarchy of evaluation model  

3.1   Definitions of Evaluation Layers 

Object layer: the security of underground constructions is the evaluation objective. 
This sets up a overall requirement for the underground constructions and provides 
basis for the final evaluation. 

Object sublayer: it is a evaluation of the security, adaptability, and endurance of the 
underground constructions. 

Rule layer: it's a classification of influence index for evaluating sub-targets. 
Index layer: it refers to the evaluation index used for direct examination, 

quantification, and qualitative descriptions. 

3.2   Definitions of Examination Index 

Reliability index: in the regular circumstances, to the level of underground 
constructions facilities should not be under the project requirement as well as the 
construction criteria. 

Adaptability index: under the regular use, the underground constructions facilities 
should have good working performances. 

Endurance index: under the regular use and maintenance, the underground 
constructions facilities should possess sufficient endurance within the designed 
lifespan. 

3.3   Evaluation Level Standards 

Terms of Level are defined to evaluate the security of underground constructions 
facilities. Four levels are defined for object layer, object sublayer, rule layer and index 
layer. The level will be determined with the evaluation index and the evaluation value 
obtained in the fieldwork as per the following standards: 

Level one: compliance with existing criteria and project requirement, secure and 
enduring, no other measures needed. 

Level two: slightly under existing criteria and project requirement, basically 
adaptable, with reasonable endurance, no other measures needed at the moment. 
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Level three: not compliant with existing criteria and project requirement, security 
and regular use are damaged, extra measures is supposed to be applied. 

Level four: not compliant with existing criteria and project requirement, regular 
use and endurance are rarely possible, extra measures must be applied. 

4   Development of Security Auto-evaluation System  

This system is developed on the OS platforms of Windows, and a WYSISWYG 
programming language, Visual C++, is used for it. The powerful object-oriented 
features of Visual C++ were fully utilized in the development process and helped 
carry out a user-friendly interface, which is compatible with those of windows and 
combines graphics and texts. And, in order to make the evaluation system easy to 
deploy, install and uninstall programs are created and packaged within the system. 

Security of underground constructions can be evaluated, analyzed and compared 
according to the construction security index. In order to get a more reliable security 
evaluation index, a relevant model system must be set up to support the obtaining of 
security index. On the basis of the study on security evacuation index system, 
structure of the quantitative model of security evaluation index and it supportive 
relationship with the security evaluation index can be determined. 

Features of auto-evaluation system include: 

Imports raw data and process them, automatically select and compute evacuation 
parameters;  

Automatically assign evaluation index values; 
Determines the evaluation values and grades for the underground construction 

facilities that are being evaluated; 
Gives out the evaluation conclusion and suggests measures that should be adopted; 

The system is mainly composed of the following: 

Evaluation parameters processing module. Human-machine communication 
methods are used to determine all the parameters that the evaluation needs. Dialogs 
prompt users to input original data, which is processed right after. 

Evaluation and grading module. This module will automatically perform 
evaluation per evaluation model, raw data, and evaluation index, and then, on the 
basis of the evaluation results, determining the grade of the underground constructions 
facilities. 

Solution determining module. This module use AI to select and determine the 
solution, per evaluation results and the grade of the underground construction 
facilities. 

System control module. This module includes sub-modules such as menu control, 
human-machine communication control, inputs and outputs control, etc. 

Multimedia module. In development of the system, the multimedia functions of 
Visual C++ have been fully used. Voice prompts are enabled, which inquest the user-
friendliness. 

Online help module. This system has a powerful online help feature, so as to help 
users use the system correctly. 
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5   Conclusions 

The intelligent system is applicable in various underground projects. It can provide 
scientific basis for monitoring and improvement on factors like structure state 
parameters, temperature, humidity, percentage of oxygen and harmful gas in the 
underground works as well as for analysis on the preservation of the works and on the 
existence conditions of staff working there. Round-day monitoring of the evaluation 
system makes it possible to get timing knowledge of the security state in the 
underground works. Thus, the system will help a lot in underground works 
management improvement and in scientific decision making. 
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Abstract. In electronic commerce era, personalized recommender systems are 
popularly being employed to help users in selecting suitable items to meet their 
personal requirements. These systems learn about user interests over time and 
automatically suggest items that fit the learned model of user interests. It is 
important for companies to develop web-based marketing strategy such as 
product bundling to increase revenue. Recommendation system is a platform 
that can be used to reduce the searching cost of users, increase the effectiveness 
of promotion strategies and enhance loyalty. The core technology implemented 
behind this type of recommender systems includes content analysis, 
collaborative filtering and some hybrid variants. Collaborative filtering is a data 
analysis task appearing in many challenging applications and it can often be 
formulated as identifying patterns in a large and mostly empty rating matrix. In 
this paper, firstly, the principle of collaborative filtering recommendation is 
introduced. Then, describes the workflow of the collaborative filtering 
algorithm. Unresolved issues of collaborative filtering technology and research 
directions are pointed out finally. 

Keywords: electronic commerce; recommender system; collaborative filtering; 
personalized. 

1   Introduction 

E-commerce from the physical environment is to achieve the transfer of the virtual 
environment. An important advantage of its network is to provide a more convenient 
messaging and information services channel. But e-commerce has also brought an 
important issue. Online merchants providing the type and quantity of goods are very 
large, but the user via a small computer screen can not easily find products of interest. 
Users do not want to spend too much time online to find the product in the endless, as 
in the physical environment as checking the quality of goods. Therefore, how to 
provide customers with product information and advice to help customers 
successfully complete the purchase process, that becomes an urgent need for e-
commerce site [1,2,3,4,5].  

Personalized recommender systems are popularly being employed to help users in 
selecting suitable items to meet their personal requirements. These systems learn 
about user interests over time and automatically suggest items that fit the learned 
model of user interests. It is important for companies to develop web-based marketing 
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strategy such as product bundling to increase revenue. Recommendation system is a 
platform that can be used to reduce the searching cost of users, increase the 
effectiveness of promotion strategies and enhance loyalty. The core technology 
implemented behind this type of recommender systems includes content analysis, 
collaborative filtering and some hybrid variants. Collaborative filtering [6,7,8] is a 
data analysis task appearing in many challenging applications and it can often be 
formulated as identifying patterns in a large and mostly empty rating matrix.  

In this paper, firstly, the principle of collaborative filtering recommendation is 
introduced. Then, describes the workflow of the collaborative filtering algorithm. 
Unresolved issues of collaborative filtering technology and research directions are 
pointed out finally. 

2   Collaborative Filtering 

Collaborative filtering systems use statistical techniques to search for the target 
customers of certain nearest neighbor, and neighbors of the project according to a 
recent target of the project score in predicting the score, resulting in the corresponding 
list of recommendations[9,10,11]. Collaborative filtering process is shown in Figure 1. 

 

Fig. 1. The workflow of collaborative filtering 

2.1   The Idea of Collaborative Filtering Algorithms 

Collaborative filtering is based on the user's interests neighbor prediction preference 
for the target user's interest. Firstly, using statistical techniques to find the target user 
preferences with the same neighbors. Then depending on the target user's preferences 
neighbors have recommended to the target users. If the user ratings on some of the 
projects were similar, their scores on other projects are also similar. If most of the 
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users rating of some of the projects were similar, the current user rating of these 
projects is also more similar. Collaborative filtering system uses statistical techniques 
to search for the target number of nearest neighbor users, then the nearest neighbor of 
the project score in predicting the target user's rating on the project, resulting in the 
corresponding list of recommendations. 

2.2   Data Representation 

The user already had a project evaluation model can effectively measure the similarity 
between users. User score data can be a m × n-order user - item rating matrix, m-line 
users on behalf of a m, n column represents the n items, the first i elements in row j 
column i represents the user j's rating on the project value, as shown in Table 1. 

Table 1. Data Representation 

 Item1 … Itemj … Itemn 
User1 R11 … R1j … R1n 

… … … … … … 
Useri Ri1 … Rij … Rin 

… … … … … … 
Userm Rm1 … Rmj … Rmn 

2.3   Similarity Measure 

There are many ways of similarity measure between users [12,13,14,15]: Cosine-
based Similarity, Adjusted Cosine Similarity and Correlation-based Similarity. First, 
the user i and user j score over all items, and then measure the similarity of different 
user i and user j calculate the similarity between, denoted by sim (i, j). 

(1) Cosine-based Similarity 
User Rating seen as the n-dimensional vector space entry, if the user did not rate their 
items, then the score of the users is set to 0, the similarity between users through the 
cosine of the angle between the measurement vector. Let user i and user j in the n-
dimensional space on the item scores were expressed as a vector of user i and user j 
the similarity between the sim (i, j) is: 

,
( , ) cos( , )

i j
sim i j i j

i j
= =  

(2) Adjusted Cosine Similarity 
Fixed full account of the cosine correlation score scale of the problem of different 
users, by subtracting the user ratings on the project to realize its advantages. Let user i 
and user j score set off phase, the user i and user j is the similarity between the sim (i, 
j) is: 
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(3) Correlation-based Similarity 
Pearson correlation coefficient, also known as the relevant measure of similarity, let 
user i and user j have a common collection of items with scores Ii, j = I1 ∩ I2 said that 
the user i and user j, the similarity sim (i, j) is: 
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2.4   The Formation of a Neighbor Set 

The formation of a collection of commonly used is neighbor Top-N and K nearest 
neighbor method. Core of the algorithm is a need to recommend the service to find 
the most similar to the target user nearest neighbor set. According to a predetermined 
number of neighbors N, the algorithm using the above similarity descending order 
according to selected users as neighbors before the N sets of users. Or according to a 
predetermined similarity threshold, select all the similarity greater than the threshold 
value as the neighbor sets of users. 

2.5   Recommendation 

Nearest neighbors based on the current user information on the item score predicts the 
current user does not score the item score, producing Top-N item recommendations. 
Through the above similarity measure proposed by the target user's nearest neighbors, 
the next step required to generate the appropriate recommendation. The formula is as 
following: 
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3   Further Work 

3.1   Sparsity 

E-commerce sites often have a large number of commodities, and buy or make an 
assessment of each user only a very small part of it. Usually less than 1% of the 
evaluation data, the data will lead to sparse algorithm accuracy rate. The correlation 
coefficient of at least two users need to evaluate the same product to more than two 
terms, both in fact similar users are likely to result in a lack of the same products are 
not similar. A solution is currently in the use of specific collaborative filtering 
algorithms before using other technologies to fill the original data. On the other hand 
through the data to fully exploit the potential implicit in the model, breaking the 
collaborative filtering needs related to the user marked the same project limits. 

3.2   Cold Start 

For a new user, the system does not have any purchase information of the user record 
and can not find its nearest neighbor, which can not be recommended. Similarly, 
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when the system by adding a new project, the project did not score records, you can 
not find out the nearest neighbor and make recommendations or ratings predictions. 
Collaborative filtering systems that exist in this kind of problem is called cold start 
problem [16,17,18]. In order to solve the cold start problem, widely used is content-
based nearest neighbor search technique. 

3.3   Scalability 

The use of e-commerce is a huge amount of data involved, and such as nearest 
neighbor algorithm efficiency with the increase in the number of users and products 
decreased [19,20]. How to improve the algorithm to make it more responsive to large-
scale computing is one focus of the study. Often used to solve this problem is the user 
screening, on the one hand can be different for different given the weight 
recommended by the other hand, the user can select the nearest neighbors to make 
certain improvements. 

3.4   Real-Time 

Problem of real-time online service with the need for substantial increase in the 
customer becomes more and more prominent, effective way to solve this problem is 
to use distributed computing technology. Another project-based clustering 
collaborative filtering algorithm can significantly reduce the nearest neighbor of the 
query space, in order to effectively solve large-scale data processing recommendation 
system problems faced by real-time. 

4   Conclusions 

In this paper, we introduce the principle of collaborative filtering recommendation. 
Then, we describe the workflow of the collaborative filtering algorithm. At last, we 
point out unresolved issues of collaborative filtering technology and research 
directions. 
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Abstract. In the increasing requirements of quick responses to the market, for 
the market competition became more fiercely and the customers’ diversified 
needs of product increased. Enterprises realized the importance of collaboration 
between suppliers and partners, especially for saving response time to order. 
More and more enterprises feel the time pressure during the process of 
customer's need when they should satisfy customer’s individual demands. 
Lowering down the logistics time means lowering logistics cost, especially the 
stock cost. Thus the market competition ability of business enterprises could be 
raised. While RFID(Radio Frequency Identification) techniques could reduce 
the dealing time on supply chain. How to use RFID techniques to decline 
inventory and waste is a tough issue. This article targeted on collaboration of 
supply chain in clothing industry for research object, a valid method for 
modeling of real-time supply chain collaboration was proposed. RFID 
technology was applied in stock management, as optimization method was 
adopted for inventory control based collaboration. A collaboration model was 
build to decline time, cost and waste. Finally, the application method was 
verified according emulation.  

Keywords: RFID, Real-Time Supply Chain, Collaboration, Optimization. 

1   Introduction of RFID Technology and Its Application 

RFID (Radio Frequency Identification) technique is a kind of non-touch automatically 
identification technique. The basic theory is making use of the radio frequency signal 
and space coupling to deliver and realize the automatically identification of products 
[1]. Because of the characteristics of RFID with non-touch and high speed 
automatically identification, we can establish logic connection from the RFID label 
information to the DBMS systems for tracking real-time status of products in Supply 
Chain. 

In the logistics and the supply chain management systems, RFID is extensively 
been applied in collecting data, especially in situation that needs high accuracy of 
data. RFID can carry out fast logistics information obtaining, which could support 
management and controlling decision. Yi Wei-Ming[2] added the price factor for 
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reference and made use of a RFID technique to carry on the stock control and 
optimization research. Ye Jianfang[3] used RFID in clothing warehouse management. 
Reference [4] to reference [9] showed models in telecommunication systems that the 
cooperation how to be carried out. From which we saw that RFID technique has been 
successful widely applied in supply chain, then it inspired us to use RFID technology 
in real-time supply chain collaboration. 

2   The Model of Real-Time Supply Chain Collaboration in a 
Clothing Manufacturing Enterprises 

2.1   Problem Description 

The product warehouse is the bottleneck of supply chain in our case. There usually 
have dozens of thousands suits, while the highest number could reach 100,000 sets 
around, the lowest number in off season also have 70,000 sets or so in the product 
warehouse. Currently the existent key problems in the product warehouse 
management are as follows. 

(1) The great capacity goods for check-in and check-out. According to produced 
product reached to store in warehouse, there was generally more than 2000 clothing 
for store everyday. When check-in, the information of every suit should be correct as 
well as the stored location. While check-out, the operator should find out each suit to 
pack from each position of the product warehouse according to customer's order. 
While picking to order, one should check each suit packed the right price according to 
customer's needs. If not, the operator must change the price correct. Because the 
information of each price was not in the information system, it needs manpower to 
ensure the right price. 

(2)The workload for stocktaking during delivery is huge. While delivering goods in 
addition to check price, the goods number, outer materials, inner material also need to 
check to ensure whether it accords with the customer's order or not. The stocktaking 
needs 5 or 6 people spend 10 days to complete at once. 

(3)The returned goods from monopoly stores puzzled. Once there are returns of 
goods, the price should be checked as check-in or delivery. 

Therefore, the RFID technique needs to apply for decrease the workload of 
warehouse management in the clothing manufacturing warehouse. The mainly work is 
to cut down the workload of the product warehouse management and rise up the 
efficiency and accuracy of the product warehouse management. 

2.2   The Proposal of RFID Application for Inventory Control in Supply Chain 
Collaboration 

The proposal of RFID application in product warehouse stocktaking. On 
consideration of the wide warehouse area, the fixed-type long-distance RFID reader 
was abandoned, although that plan could raise stocktaking efficiency. Whatsoever, on 
consideration of the efficiency of facilities, the workload amount, cost, etc. The plan 
of mobile-type RFID stocktaking was adopted. In which the staff used the long-
distance RFID reader & notebook to walk along aisle in warehouse as Fig. 1 showed. 
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Fig. 1. The plan of RFID application in stocktaking in warehouse 

This plan doesn't need to carry on a reformation to the production warehouse 
management. Meanwhile many existed small trolleys could be used. It only need to 
put the antennas, long-distance RFID card reader machines and notebook on the small 
trolley, as long as the staff pushes the car to walk over each position of the production 
warehouse, the half-automation of stock stocktaking could been carried out. 

The facility plan of RFID in the product warehouse. The RFID facilities in the 
product warehouse included RFID equipments, computers, WAN, etc. as Fig. 2 show. 

 

Fig. 2. RFID infrastructure in product warehouse 

In this project, through connecting the data from close RFID reader and the remote 
reader to DBMS system within server, the logic contact could be built. Therefore, it 
can immediately carry out real-time data collection and management in product 
warehouse, the management function such as check-in, re-packing, check-out, 
delivery, could be carried out, etc. 

2.3   The Model of Real-Time Supply Chain Collaboration in the Distribution 
Warehouse 

The distribution warehouse connected the factories and retailers, while the inventory 
level lied on the producing capacity of the factories and demand of retailers. The 
stock capacity and transportation capacity are limited, thus the supply time was 
limited. One could not get what desired in time and so on. According to these, we 
assumed the model of real-time supply chain collaboration among factories, 
distribution warehouse and retailers as follow. 
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a) During the set time period T, the requirement of retailers was normal 
distribution. 

b) One retailer could accept service from only one distribution warehouse in 
time period T. However, during each T, the retailer could choose other 
distribution warehouse for services. 

c) The distribution warehouse kept safety storages and (Q, R) check strategy to 
serve retailers. 

d) The storage level of retailers was ignored. 

T was a collection of time set, one time set was described as t. I was a collection of 
retailers, one retailer was described as i. J was a collection of distribution warehouses, 
one distribution warehouse was j. dit means during period t, the average requirement 
of retailer i. vit means the standard deviation during period t. Djt means the average 
demand of distribution warehouse to factory. Vjt means the standard deviation of 
distribution warehouse to factory. hjt means the unit inventory cost in period t. Fjt 

means the one purchase cost of distribution warehouse j in t. α means the ratio of 
availability in distribution warehouse. Qjt means the purchasing volume of 
distribution warehouse j in t. Rjt means the purchasing point of distribution warehouse 
j in i. Sjt means the safety storage volume of distribution warehouse j in period t. Ljt 
means the lead time of purchasing in distribution warehouse. CIjt means the biggest 
storage volume of distribution warehouse j. CVjt means the biggest transportation 
volume from the factory to distribution warehouse at once. ajt means the unit cost of 
transportation from the factory to distribution warehouse j. bjt means the unit cost of 
transportation from distribution warehouse j to retailers. FAjt means the opening cost 
of distribution warehouse j in period t. FBjt means the re-opening cost of distribution 
warehouse j in period t. FCjt means the closing cost of distribution j in period t. FOjt 
means the operation cost of distribution j in period t. λ means the efficient days for 
requirement. Xjt means whether the distribution warehouse j was closed or not in 
period t, if open, the value is 1, otherwise the value is 0. Yijt means the retailers were 
served by distribution warehouse j, if yes, the value is 1 or the value is 0. So we can 
get the following equations.  
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(v)

{ }1,21
' ,...,,max −= tjjjjt XXXX (vi)

}{ 2,21
'' ,...,,max −= tjjjjt XXXX

 
(vii)

}{ 1,0∈Xjt  TtJj ∈∈ , (viii)

}{ 1,0∈jtYi
   TtJjIi ∈∈∈ ,,  

(ix)

While among the equations, equation (iii) was the objective function. In equation 
(iii), the first item means the first opening cost, and the second item means the 
operation cost of the distribution warehouse. The item three in equation (iii) means 
the closing cost, as the forth item was reopening cost, the fifth item was the 
transportation cost from factory to distribution warehouse as well as transportation 
from distribution warehouse to retailers. The sixth item means the keeping cost of the 
distribution warehouse.  

After the model establishment, we use Particle Swarm Optimization (PSO) 
algorithm to calculate out the best result. The equation was as follows. 
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In equation (x) and (xi), ϖ  means inertia weight, c1 and c2 are constant; r1 and r2 
are random number between 0 and 1. Thus we could used this algorithm to calculate 
the result out in MATLAB. 

3   The Control Method of Real-Time Supply Chain under RFID 
Circumstances in the Specified Clothing Industries 

For the supply chain collaboration, the stock management of product warehouse was 
mainly connected to market sale variety and the production plan of ready-to-wear 
clothes. In spite of the cow whip effect, the RFID is widely used in each sub- system 
to decrease the influence. Particularly during the retail business, the precision 
information collection & prediction with market is the foundation and premise of 
stock optimization of production warehouse. 

3.1   The Application Proposal of RFID in Retailing 

The main work of applying RFID technique in the clothing retailing is to add logistics 
information during packaging, transportation, delivery, sale or storing, etc., among 
them the packaging mainly occurs at the door of production warehouse. However, the 
transportation and distribution could be carried out by itself, as well as by the 3rd Part 
Logistics (like railroad, postal service, etc.) to complete. Then the goods are sent to 
stores for sales, the figure 3 showed the activity process. 
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Fig. 3. Activities of clothes distribution after producing 

3.2   Information Model in Retailing Logistics Based on RFID 

From the point of supply chain collaboration, process of clothing retailing, we can see 
that there are information like delivery order, packaging order, transportation order, 
etc. While applying RFID technique in the process of clothing retail and sale, it needs 
to build up the related information model which describes the above-mentioned 
voucher. In which except for transporting list, the other all relates to clothing product. 

The model mainly accords to the sale request, mainly was used for sort in the 
product warehouse, and part of information (order number, date of goods, goods 
number, dimensions, amount, etc.) is automatically born. When the 3rd logistics was 
confirmed, the trunk RFID tags needs to write in information like carrier, consigner, 
reception, transportation date, etc. 

The clothing RFID label was mainly used for inner management, which includes 
monopoly stores’ sale. The related information about delivery order and delivery 
goods within RFID label was also used for the inner management. However the 
information about carrier, consigner and reception was mainly served for the 3rd 
logistics. So except these delivery data, all others could be secret for business 
protection. 

3.3   RFID-Based Control Model of Stock for Supply Chain Collaboration 

Because the supply chain was mainly affected by dynamic market needs, the control 
model of the product stock mainly depends on sale of season variety, sale strategy of 
monopoly store, etc. So we can use sales forecasting model to decide the control 
model of product stock. From the sale profits control model we can get: 
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P stands for sales profit in the formula (xii), ( )( )tt yasP ,, means the sales amount 

in period St., Ga is the sale cost of the each one period. h is stock cost, G is a selling 
price, and b is depreciation cost. For certain products, the stock cost and depreciation 
cost are constant. We can get Max ( )( ){ }tt yasP ,, , at the same time the inventory 

control model of production warehouse is: 
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In equation (xiii), Call is all cost of product stock, which includes fixed stock cost 
Csteady, the cost of unit stock Cper, order cost Corder, stock conversion cost Ctransfer. The 

targeted function was ( )CPT , . Then we could get the control model of the product 
stock on purpose of supply chain collaboration in equation (xiv). 

( ) =CPT , ( )( ){ }alltt CyasP −,,min (xiv)

4   Conclusion 

This article researched the real-time supply chain collaboration under RFID 
circumstances. The model of factory-distribution warehouse-retailer supply chain was 
established. Optimization method of inventory control strategy in Many-Varieties- 
Small- Batches clothing manufacturing production warehouse management was 
analyzed. RFID technology was adopted to collect real-time data, decrease cow whip 
effect, optimization control of production warehouse was realized, and the sketch map 
was successfully applied in a specified clothing enterprise. 
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Abstract. This paper focuses on the packet transferring in MANET and 
provides a solution with game theory. It designs a model for packet transferring 
and derives the node’s pareto optimal utility. A NEPT algorithm is proposed for 
propelling the nodes to operate at the pareto optimal utility and constitutes a 
Nash Equilibrium. The simulation results verify that NEPT assures the nodes to 
achieve the pareto optimal utility by stimulating cooperation; deviation at any 
one node will decrease utilities of all related nodes.  

Keywords: MANET, Packet transferring, Cooperative, Nash Equilibrium. 

1   Introduction 

MANET is a distributed system in which these nodes have to forward packets for 
each other in order to enable multi-hop communication [1]. There is the optimal 
tradeoff between the energy expenditure and packet transferring. Researchers have 
identified the problem of stimulating cooperation in ad hoc networks and proposed 
solutions to give nodes incentive to contribute to common network service [2]. 
However, some researchers propose a framework for cooperation without any 
incentive mechanism and prove that the network topology and communication 
patterns have a significant impact on the spontaneous cooperation [3]. 

In MANET, since nodes are self-interested and rational, it is reasonable to assume 
that each node wants to maximize its own benefit by enjoying relay service from 
other nodes and at the same time minimizing its contribution on account of saving 
energy. This selfish behavior can significantly damage network performance. It is 
necessary to build a cooperative packet transferring mechanism. Game theory has 
been used as an inspiration for solving cooperation problems in many applications [4]. 
It would be a novel approach to introduce ideas of Game theory into MANET for 
cooperative packet transferring. 

This paper focuses on the packet transferring in MANET and makes four 
contributions. Firstly, it designs a system model for packet transferring with the idea 
of microeconomics. Secondly, it uses rational arguments to derive the node’s pareto 
optimal utility. Thirdly, it proposes a packet transferring algorithm named NEPT 
which propels the nodes to operate at the pareto optimal utility and constitutes a Nash 
Equilibrium. Finally, the simulation results confirm that NEPT assures the nodes to 
achieve the pareto optimal utility by stimulating cooperation; deviation at any one 
node will decrease utilities of all related nodes. 
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2   Packet Transferring Model 

We consider a MANET system with N nodes distributed among K energy classes. Let 
ni be the number of nodes in class i (i=1, 2 …K). Each node in class i has a power 
constraint 

iρ  which is the ratio of the average energy constraint to expected lifetime in 

class i. We assume
1 2 1... K Kρ ρ ρ ρ−> > > . The system operates in discrete time and in 

each slot, a source and some relay nodes are randomly chosen out of the N nodes to 
carry out a session.  

The type of the session is determined by the nodes in the highest energy class. We 
use M to denote the possible maximum number of relays that the source can use to 
reach its destination, and q(m) the probability that the source requires m relays. So 
there is m M≤  and we assume q(0)=0, that is, there is at least one relay in each 
session.  

Each node decides its action according to the history information of the sessions it 
has joined. We use ( )j

hb k  to denote the number of relay requests initiated by node h 

for a session of type j till time k and ( )j
ha k  the number of successful relay requests 

initiated by node h for a session of type j till time k. Similarly, we use ( )j
hd k  to 

denote the number of relay requests that node h has received from a session of type j 
till time k and ( )j

hc k  the number of relay requests that node h has successfully relayed 

for a session of type j till time k. we define ( ) ( ) / ( )j j j
h h hk a k b kα =  which is an 

indication of the throughout experienced by h till time k, with respect to the session of 
type j. Also ( ) ( ) / ( )j j j

h h hk c k d kβ =  is an indication of the relay rate experienced by h 

till time k, with respect to type j session. 
For the relay help provided by other nodes, we define the average amount of 

throughout per unit of energy expenditure as the node’s utility described as:  

( ) ( ) /j j
h h jU k kα ρ=  (1)

For the cost spent on transferring packet for other nodes, we define the average 
amount of relay rate per unit of energy expenditure as the node’s cost described as: 

( ) ( ) /j j
h h jC k kβ ρ=  (2)

3   Pareto Optimal Utility of Node 

We assume that nodes are rational, that is, each node wants to maximize its own 
utilities at the least cost. After many sessions, the node’s utilities will converge to the 
pareto optimal point such that a node can not improve its utilities without decreasing 
some other node’s utilities. 

In multiple relay, we assume that the node in class i in a session of type j accepts a 
relay request with probability 

ijσ . By rationality, a node in a session has no incentive 

to behave any differently from the other nodes in this session. For example, there is a 
system with 

1n  node in class 1 and 
2n  in class 2. The node in class 1 will not expend 
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more energy than the node in class 2. So the node in class 1 will behave as the nodes 
in class 2 and all these nodes in the session will have the same probability to accept a 
relay request, that is, ,1ij jj i j Kσ σ= ≤ ≤ ≤ , and we denote 

jjσ  by 
jσ . 

Consider a node h participating in a type j session, the average energy efficiency 
per slot spent by the node as a source can be denote by ( )s

hjΓ described as follows: 

1

1

( ... )( )
1

1 ,...,

1 1 1
.lim ( ) . ( ) ( ; ,.... ) j

j

M
p ps j

hj h j jk
m p pj

U k q m m p p
N N

θ σ
ρ

+

→∞
=

Γ = = ∑ ∑  
(3)

Where 1 N  is the probability that node h is the source. 
1( ; ,.... )jm p pθ is an 

abstractive multivariable probability function conditioned on the fact that the type j 
session has m relay nodes and the number of the selected nodes in class 1, 2,…, j is as 
follows: p1,p2,….,pj. 1( ... )jp p

jσ +  represents the probability that all relay nodes accept the 

request.  
Similarly, the average energy efficiency per slot spent by node h as a relay can be 

denoted by ( )r
hjΓ described as follows: 
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=
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Where m N  is the probability that node h is chosen as one of the m relays.  

As the average energy per slot expended by node h on participating in all types of 
session should not exceed its power constraint. For the simple system with two 
nodes both distributed in energy class 1 mentioned at the beginning, we get an 
inequality for each node as follows: 

1 1
1 2

1 1
lim ( ) lim ( ) 1

2 2k k
U k U k

→∞ →∞
+ ≤  (5)

When (5) comes to an equation, the utility improvement of one node will decrease 
the other’s utility. So the pareto optimal utility can be derived by imposing the 
equality relation in (5). Consider K classes and N nodes with 

ip  nodes in class i, and 

(1) 1q = , 1M = . For a node in class i, the average energy per slot expended by the 

node on participating in all types of sessions as a source can be denoted by ( )s
iΓ : 

K 1
( ) ( )

1 1

1
.[ ( 1) ]

( 1)

i K
s s

i j hj k i i i l l
j i k l i

p p p
N N

ρ σ σ σ
−

= = = +

Γ = Γ = + − +
−∑ ∑ ∑  (6)

When the relay belongs to a class lower than (or equal to) i, the session is of type i 
and if the relay belongs to a class higher than i, the session type is the same as the 
class of the relay. The same expression holds for the average energy per slot ( )r

iΓ , 

expended by the node on participating in all types of session as a relay. The pareto 
optimal probability *

iσ  can be derived from the set of equations: 

( ) ( )s r
i i iρΓ + Γ =  1 i K≤ ≤  (7)
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[0,1]iσ ∈   1 i K≤ ≤  (8)

Substituting for *
iσ  into the following Equation (9), we can get the node’s pareto 

optimal utility *
iU  in type i session.  
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1
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1 ,...,

1
lim ( ) ( ) ( ; ,.... ) i
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M
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i h i i
k

m p pi

U U k q m m p pθ σ
ρ

+

→∞ =

= = ∑ ∑  (9)

In particular, for K=1, we can solve *
1 / 2i Nσ ρ=  and * / 2iU N= . We can observe 

that the pareto optimal utility is also only related with the type of sessions as the 
ijσ  

behaves. Furthermore, for the case of multiple relays, we can solve the node’s pareto 
optimal utilities in each type of sessions. 

4   NEPT Algorithm 

For propelling the nodes to operate at the pareto optimal utility and constitute a Nash 
Equilibrium [5][6], we propose a Nash Equilibrium based packet transferring 
algorithm named NEPT which can effectively stimulate cooperation among nodes. In 
our algorithm, each node maintains a record of its past experience by using the two 
variables ( )j

hU k  and ( )j
hC k .  

The decisions are taken by the relay nodes based only on their ( )j
hU k  and ( )j

hC k  
values. Firstly, consider the single relay case with N nodes, K classes, (1) 1q = , 

1M = . Assume that a node h receives a relay request for a type j session, and it will 
take decision according to NEPT algorithm as follows: 

If  ( ) ( )j j
h hU k C k ε≥ −  and *( ) /j

h j jC k σ ρ≤  Accept ; Else Reject  

Where ε  is a small positive number. Thus, a request for a type j session is 
accepted if the node’s utility has almost exceeded its cost which has not reached the 
corresponding pareto optimal cost. Since ε  is a small positive number, nodes are a 
little generous by agreeing to forward packets for others even if they have not received 
a reciprocal amount of help. For the above single relay case, NEPT aims to equalize 
the amount of cooperation a node provides with the amount of cooperation it receives. 
When multiple relays are used, the amount of help rendered is always more than the 
amount of help received. This is because a node is a relay more often than it is a 
source. Assume that a relay request for a type j session arrives at node h, the NEPT 
algorithm becomes as follows: 

If *( )j
h j jC k σ ρ≤  and * *( ) ( )j j

h j j h jU k U C kρ σ ε≥ −  Accept; Else 

Reject 

We now prove that the NEPT algorithm constitutes a Nash Equilibrium. 
Considering a system of N nodes, with all nodes belongs to the same class and having 
energy constraint ρ , (1) 1q = , 1M = and K=1. If N-1 nodes excluding p are employing 

NEPT, we know that a node h employing NEPT rejects a relay request whenever 
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*( ) /hC k σ ρ> . Thus we have: *
klim  sup ( ) / 2,hC k N h pσ ρ→∞ ≤ = ≠ . Since the 

acceptance mechanism in NEPT is independent of the source identity, each user 
receives the same amount of help. Hence 

*
klim sup ( ) / 2 , 1,...,hU k N U h Nρ→∞ ≤ = = . This shows that if node p tries to deviate 

from NEPT, then it can not achieve utility greater than the pareto optimal utility, 
which forms a Nash Equilibrium among nodes. 

Next, we prove that ( )hU k  and ( )hC k  converge to the pareto optimal utility *U . For 

the generic node h, we define ( )h kγ  as 

( )No. of successful sessions generated by h till k k  and ( )h kη  as 

( )No. of sessions relayed by h till k k . 

Recall that the source and the relay are chosen randomly from the N nodes, we can 
derive: 

No. of successful sessions generated by h
lim ( ) limh hk k

k
k

γ γ
→∞ →∞

= =  

          
lim ( )No. of sessions relayed by h

No. of sessions relayed by h ( 1)

hk
U k

N N

ρ
→∞⋅ =

−
          (10) 

Similarly, we have: 
lim ( )

lim ( )
( 1)

hk
h hk

C k
k

N N

ρ
η η →∞

→∞
= =

−
                                (11)                                             

Since the total number of successful initiated requests must be equal to the total 
number of relayed requests, we have: 

1

( ( ) ( )) 0
N

i i
i

k kγ η
=

− =∑                                        (12)                                             

According to the corollary from [7], ( ) ( )h hk kγ η−  converges to zero. So we have: 

( ) ( ) 0h hU k C k− = . Node h will always accept a relay request whenever 
*( ) /hC k σ ρ≤ , thereby increasing ( )hC k , thus we have *liminf ( ) /k hC k σ ρ→∞ ≥ . 

Recall the former conclusion that *
klim  sup ( ) /hC k σ ρ→∞ ≤ , we can conclude that: 

*lim ( ) /hk
C k σ ρ

→∞
= . Since ( ) ( )h hU k C k−  goes to zero, *lim ( ) /hk

U k σ ρ
→∞

= .  

As the node’s behavior is only related with the type of sessions but not with its 
energy class. So the conclusion above can extended to the case of 1K ≠ . Furthermore, 
by appropriately scaling equation (13) and adding these variables with appropriate 
weights ( ), 1,...,q m m M= , the conclusion above can be also extended to the multiple 

relay case.      

5   Performance Evaluation 

We focus on the single relay case. Consider a system with 30 nodes distributed among 
5 energy classes. Each class has 6 nodes. Also we assume (1) 1q = , 1M = . The energy 
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constraints are given by ρ1=0.026, ρ2=0.022, ρ3=0.018, ρ4=0.014, ρ5=0.01. The 
pareto optimal utilities associated with different session types can be calculated as 
follows: U5*=15, U4*=16, U3*=18, U2*=22, U1*=32.  

The node’s average utilities associated with different session types as the time 
elapses are recoeded. The results in Fig. 1 shows that the utility for each session type 
converges to the desired pareto optimal utility. This verifies that NEPT assure the 
nodes to achieve the pareto optimal utility by stimulating cooperation. 

 

Fig. 1. Utilities versus time when all nodes employ NEPT 

 

Fig. 2. Utilities versus time when nodes are not slightly generous 

To investigate the importance of node’s generosity ( 0ε > ) in NEPT, we set 
0.1ε = − and observe the utilities vs. time as described in Fig. 2. It shows that these 

utilities converge to zero, or equivalently the network throughout goes to zero. This is 
because the miserliness ( 0ε < ) results that each node does not forward packets 
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whenever its utility has not exceeded its cost and goes against the cooperation among 
nodes. Therefore it is critically important that the parameter ε  is positive and nodes 
should always be slightly generous for the nodes to achieve the pareto optimal utilities. 

For verify that NEPT constitutes a Nash Equilibrium, we set a nodes in class 2 to 
be the parasite who deviates from NEPT and always rejects relay request. The utilities 
vs. time in this case can be observed in Fig. 3. It shows the performance of type 2, 3,4 
and 5 sessions degrades. This means that the parasite in class 2 who deviates from 
NEPT will drop the utilities associated with session type 2, 3, 4 and 5. Any node who 
deviates NEPT will degrade the utilities of all related nodes. However, since the 
parasite is chosen to be the relay node in a smaller probability in the session of higher 
type, the parasite’s influence will become weaker as the session type rises, which is 
also shown in Fig. 3. All these above verify that the NEPT is a Nash Equilibrium. 

 

Fig. 3. Utilities versus time when a node deviates NEPT 

6   Summary 

This paper focuses on the packet transferring problem in MANET. A NEPT algorithm 
is proposed for propelling the nodes to operate at the pareto optimal utility of Nash 
Equilibrium with the Game theory. The simulation results verify that NEPT assures 
the nodes to achieve the pareto optimal utility by stimulating cooperation; deviation at 
any one node will decrease utilities of all related nodes.  
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Abstract. Homogeneous earth dam is a common structure in hydraulic 
engineering, this paper adopt universal finite element calculation software to 
carry out three-dimensional finite element simulation analysis for homogeneous 
earth dam of Huaxi reservoir. Computer is fully used in calculation process, 
researching variation law of the dam’s stress and displacement in construction 
process and operational process. The research results offer some reference for 
design and construction of homogeneous earth dam. 

Keywords: Huaxi reservoir; homogeneous earth dam; finite element method; 
simulation analysis. 

1   Project Summary 

Huaxi reservoir is located Guiyang city in Guizhou province, the basin area that is 
controlled by reservoir is 325 km2, total reservoir storage capacity is 2000 million 
m3. It is a medium reservoir that function is mainly power generation, main dam is 
concrete gravity dam, dam high is 48 m, power station at dam toe, installed capacity 
is 2120 kW. There is assistant dam in the narrow mountain passes of reservoir, 
assistant dam is homogeneous earth dam, this paper will proceed three-dimensional 
finite element analysis on assistant dam. assistant dam high is 17.5 m, assistant dam 
length is 68 m, the dam builds on limestone foundation. Two cutoff trench are make 
which can prevent foundation leakage, the first cutoff trench is located the dam axis 
upstream 16.75m, trench depth is 2 m, trench bottom width is 1 m. The second cutoff 
trench is located the dam axis, trench bottom embeds bedrock depth is 2 m. 
Homogeneous earth dam’s gradient of upstream face is 1:2.2, gradient of downstream 
face is 1:2, dam crest width is 4 m, dam bottom width is 77.5 m. Reservoir’s normal 
storage level is 13 m, design level is 15.8 m, flood level is 17 m. 

2   Analysis Model 

2.1   Model Parameters 

Homogeneous earth dam of Huaxi reservoir adopts clay, compression modulus E1=52 

MPa, Poisson ratio μ 1=0.31[1], dry density 1γ =14.5 kN/m3. Strata of dam site is 

limestone, rock mass elastic modulus E2=16 GPa, Poisson ratio μ 2=0.28[2]. 
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2.2   Model Selection 

Three-dimensional finite element simulation analysis is proceeded for homogeneous 
earth dam of Huaxi reservoir. The dam and bedrock structure model is divided by 
eight nodes isoparametric block element. The element is often applied to three-
dimensional model of entity structure, it has plasticity, creep, expansion, stress 
rigidization, large deformation and large strain characteristics. The element has eight 
nodes, each node has three translational degree of freedoms[3]. 

2.3   Simulation Range 

When three-dimensional finite element simulative analysis for homogeneous earth 
dam of Huaxi reservoir is proceeded, the earth dam structure is simplified plane strain 
problem. Calculation model simulation range is listed below, calculation model along 
the river is 277.5 m, transverse of the river is 10 m, vertical direction is 77.5 m. The 
simulation range of whole calculation model is 277.5m×10m×77.5m [4]. Element 
division of dam and bedrock is shown in Fig. 1. 

 

Fig. 1. Element division of dam and bedrock 

2.4   Calculation Cases 

Considering mechanical characteristics of homogeneous earth dam structure in 
construction and operating process[5], researching five cases as follows. Case 1, dam 
weight(construction condition); case 2, dam weight, normal storage level and tail 
water level(operating condition); case 3, dam weight, design level and tail water 
level(operating condition); case 4, dam weight, flood level and tail water level 
(operating condition); case 3, dam weight, design level, tail water level and 
earthquake effect(operating condition). 

3   Calculation Results Analysis 

3.1   Analysis Paths 

In order to analyzing homogeneous earth dam of Huaxi reservoir, two calculation 
paths are selected in the middle section of homogeneous earth dam. Path 1, choosing 
one calculation point every 7.1 m from dam bottom to dam crest along homogeneous 
earth dam’s upstream face, there are seven calculation points totally. Path 2, choosing 
one calculation point every 6.5 m from dam bottom to dam crest along homogeneous 
earth dam’s downstream face, there are also seven calculation points totally. 
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3.2   Stress Analysis 

In order to research stress distribution law of homogeneous earth dam, calculation 
point’s first principal stress value on the analysis path of homogeneous earth dam’s 
middle section under various cases are listed in the table 1. 

Table 1. Calculation point’s first principal stress value on the homogeneous earth dam’s 
analysis path under various cases/kPa 

Calculation point 1 2 3 4 5 6 7 

Path 1 -1.07 -8.50 -7.37 -5.28 -3.32 -1.88 -0.59 
Case 1 

Path 2 -0.76 -8.98 -7.73 -5.50 -3.51 -2.00 -0.62 

Path 1 -37.49 -47.84 -36.53 -21.22 -4.25 -1.88 -0.59 
Case 2 

Path 2 -0.68 -9.01 -7.77 -5.60 -3.57 -2.01 -0.61 

Path 1 -45.07 -58.98 -47.88 -33.80 -18.98 -3.46 -0.65 
Case 3 

Path 2 -0.52 -9.04 -7.81 -5.71 -3.64 -2.00 -0.61 

Path 1 -48.30 -63.73 -52.68 -38.87 -24.78 -12.87 -0.68 
Case 4 

Path 2 -0.39 -9.05 -7.84 -5.77 -3.67 -2.01 -0.60 

Path 1 -44.22 -51.41 -43.96 -30.04 -16.23 -3.53 -0.71 
Case 5 

Path 2 2.41 -8.51 -7.46 -5.51 -3.49 -1.89 -0.53 

We can see from table 1, under various cases, first principal stress of homogeneous 
earth dam’s upstream and downstream face are basically compressive stress. But 
homogeneous earth dam’s upstream face’s compressive stress values gradually 
become smaller from dam bottom to dam crest, this is mainly because dam weight 
and water pressure effect together. Compressive stress values of homogeneous earth 
dam’s upstream face are increase gradually along with increase of water pressure, this 
is mainly because the gradient of homogeneous earth dam’s upstream face is gentle, 
so the first principal stress that is produced by water pressure is compressive stress on 
the dam’s upstream face, and compressive stress of the dam is larger along with 
increase of water pressure. Compressive stress values of dam’s downstream face are 
smaller than upstream face, this is mainly because dam’s downstream face will 
produce tensile stress under water pressure, which offsets a part compressive stress. 
Earthquake effect along the river produces certain tensile stress on the homogeneous 
earth dam’s downstream face, it offsets a part compressive stress, it causes the dam’s 
downstream face’s compressive stress reduced.  

Because case 1 is construction condition, case 3 is common condition of dam in 
operating process, case 5 is serious condition of dam in operating process. We obtain 
homogeneous earth dam’s contour maps of first and third principal stress under case 
1, 3 and 5, contour maps are shown in from Fig. 2 to Fig. 7. 

We can see from Fig. 2 to Fig. 7, homogeneous earth dam’s first and third principal 
stress is compressive stress under case 1, 3 and 5, and principal stress is layered 
distribution along the direction of dam height, compressive stress value is larger at dam  
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Fig. 2. Contour map of first principal stress under case 1/Pa 
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Fig. 3. Contour map of third principal stress under case 1/Pa 
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Fig. 4. Contour map of first principal stress under case 3/Pa 
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Fig. 5. Contour map of third principal stress under case 3/Pa 
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Fig. 6. Contour map of first principal stress under case 5/Pa 
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Fig. 7. Contour map of third principal stress under case 5/Pa 

bottom, but tensile stress value is smaller at dam crest. Maximum compressive stress of 
the first principal stress is -0.094 MPa, which is located junction of dam bottom and 
bedrock under case 3. Maximum compressive stress of the third principal stress is -
0.217 MPa, which is located junction of dam bottom and bedrock under case 5. This is 
mainly because dam weight and water pressure effect together. 

3.3   Deformation Analysis 

Through deformation analysis of homogeneous earth dam of Huaxi reservoir, getting 
calculation point’s horizontal and vertical displacement values on the analysis path of 
homogeneous earth dam’s middle section under various cases. Now displacement 
values of analysis path 1 under various cases are listed in the table 2. 

Table 2. Calculation point’s horizontal and vertical displacement values on the analysis path 1 
of dam under various cases/mm 

Calculation point 1 2 3 4 5 6 7 

Horizontal 
displacement 0.02 -1.10 -2.37 -2.14 -0.27 0.91 0.56 

Case 1 Vertical 
displacement -0.14 -1.32 -4.63 -10.23 -18.50 -26.35 -29.42 
Horizontal 

displacement 0.17 3.11 2.85 1.64 1.49 2.41 2.04 
Case 2 Vertical 

displacement -0.46 -5.48 -10.09 -14.15 -18.92 -25.96 -29.00 
Horizontal 

displacement 0.22 4.40 5.31 5.02 4.52 3.85 3.36 
Case 3 Vertical 

displacement -0.54 -6.66 -12.39 -17.69 -22.82 -26.81 -29.15 
Horizontal 

displacement 0.24 4.95 6.39 6.57 6.27 5.18 4.18 
Case 4 Vertical 

displacement -0.57 -7.17 -13.38 -19.19 -24.77 -28.50 -29.72 
Horizontal 

displacement 0.28 5.40 8.12 9.78 10.96 11.23 10.97 
Case 5 Vertical 

displacement -0.53 -6.61 -12.28 -17.55 -22.71 -26.78 -29.15 

Note: Negative horizontal displacements mean the displacements that direct upstream, negative 
vertical displacements mean the displacements that direct below in the table 2. 

We can see from table 2, horizontal displacement value of homogeneous earth dam 
is smaller under various cases, and horizontal displacement value is far less than 
vertical displacement value, this is mainly because the gradients of homogeneous 
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earth dam’s upstream face and downstream face are gentle, the dam produce mainly 
vertical settlement displacement under weight and water pressure. Under case 2, 3, 4 
and 5, horizontal displacements of homogeneous earth dam direct downstream face, 
vertical displacement is downward displacement, and horizontal displacement value 
gradually become larger from dam bottom to dam crest. this is mainly because 
homogeneous earth dam’s displacement is mainly vertical compression displacement 
under weight and water pressure. So dam crest’s displacement is slightly greater than 
dam bottom’s displacement. Earthquake effect along the river has more influence on 
the dam’s horizontal displacement, horizontal displacement doubled nearly, but 
vertical displacement change little.  

4   Conclusion 

Research shows that, stress value of homogeneous earth dam of Huaxi reservoir is 
smaller, and these are all compressive stress, stress values can meet strength 
requirements. The dam’s displacement is very small, and these are mainly compression 
displacement, displacement values can meet rigidity requirements. So homogeneous 
earth dam structure of Huaxi reservoir is safe and reliable, the dam can meet 
requirements. 
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Abstract. Inclined clay-core wall rockfill dam is a common structure form in 
water conservancy engineering, proceeding simulative analysis for inclined 
clay-core wall rockfill dam has certain theoretical value and application value. 
This paper adopt finite element method to carry out simulation analysis for 
inclined clay-core wall rockfill dam of Kuandian reservoir, researching 
distribution law of the dam’s stress and displacement in construction process 
and operational process. Research results provide certain reference basis for 
design and construction of inclined clay-core wall rockfill dam. 

Keywords: Kuandian reservoir; Inclined clay-core wall rockfill dam; Finite 
element method; Simulation analysis. 

1   Introduction 

Kuandian reservoir is located Tangjia gulf of Liaoniu river’s tributaries, which is 
located Chengde county in Hebei province. Catchment area of dam site above is 27.6 
km2, total reservoir storage capacity is 317 million m3, the project mainly function is 
irrigation, benefit farmland is 5000 mu. The hub project is make by water retaining 
dam, overfall dam, penstock, water pipe, stilling basin and hydropower station, etc. 
Water retaining structure is inclined clay-core wall rockfill dam, maximum dam high 
is 23 m, dam crest width is 5 m, dam crest length is 189.5 m, gradient of upstream 
face is 1:3.5, gradient of downstream face face is 1:1.5. The dam’s upstream face is 
make by slope protection with paved rock blocks, gravel layer, sandy pebble 
protective layer, clay layer. There is rockfill dam in clay layer below, gradient of 
rockfill dam is 1:1. Reservoir’s normal storage level is 18.1 m, design level is 20.7 m, 
flood level is 21.5 m. 

2   Calculation Model 

2.1   Model Parameters 

Concrete strength grade of Kuandian reservoir’s inclined clay-core wall rockfill dam 

is C20, elastic modulus E1=25.5 GPa, Poisson ratio μ 1=0.167[1], density 1γ =24 
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kN/m3. Clay layer compression modulus E2=55 MPa, Poisson ratio μ 2=0.31[2], 

density 2γ =16 kN/m3. Dam masonry’s elastic modulus E3=18 GPa, Poisson 

ratio μ 3=0.28, dry density 3γ =30 kN/m3. Dam foundation rock is glutenite[3], 

glutenite elastic modulus E4=20 GPa, Poisson ratio μ 4=0.28. 

2.2   Element Selection 

Finite element simulative analysis is proceeded for inclined clay-core wall rockfill 
dam of Kuandian reservoir. Slope protection with paved rock blocks, gravel layer, 
sandy pebble protective layer, clay layer, rockfill dam dan bedrock structure model is 
divided by eight nodes isoparametric block element[4]. The element is often applied 
to three-dimensional model of entity structure, it has eight nodes, each node has three 
translational degree of freedoms. 

2.3   Simulation Range 

Universal finite element calculation software is adopted, finite element simulative 
analysis for inclined clay-core wall rockfill dam of Kuandian reservoir is proceeded. 
Calculation model simulation range is listed below, calculation model along the river 
is 320 m, transverse of the river is 237 m, vertical direction is 88 m. The simulation 
range of whole calculation model is 320 m×237 m×88 m[5]. Element division of dam 
and bedrock is shown in Fig. 1, Element division of dam’s section is shown in Fig. 2. 

  
X

Y

Z
 

Fig. 1. Element division of dam and bedrock  Fig. 2. Element division of dam’s section 

2.4   Calculation Cases 

Considering mechanical characteristics of dam structure in construction and operating 
process[6], researching five cases as follows. Case 1, dam weight(construction 
condition); case 2, dam weight, normal storage level, tail water level and sediment 
pressure(operating condition); case 3, dam weight, design level, tail water level and 
sediment pressure(operating condition); case 4, dam weight, flood level, tail water 
level and sediment pressure(operating condition); case 5, dam weight, design level, 
tail water level, sediment pressure and earthquake effect(operating condition). 
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3   The Dam Structure Analysis 

3.1   Calculation Paths 

In order to analyzing inclined clay-core wall rockfill dam of Kuandian reservoir, three 
calculation paths are selected in the middle section of the dam. Path 1, choosing one 
calculation point every 12 m from dam bottom to dam crest along inclined clay-core 
wall rockfill dam’s upstream face, there are eight calculation points totally. Path 2, 
choosing one calculation point every 6.6 m from dam bottom to dam crest along 
interface of clay layer and rockfill dam, there are six calculation points totally. Path 3, 
choosing one calculation point every 8.4 m from dam bottom to dam crest along 
inclined clay-core wall rockfill dam’s downstream face, there are six calculation 
points totally. 

3.2   Stress Analysis 

Calculation point’s first principal stress value on the calculation paths of inclined 
clay-core wall rockfill dam’s middle section under various cases are listed in table 1. 

Table 1. Calculation point’s first principal stress value on the dam’s calculation paths under 
various cases/kPa 

Calculation point 1 2 3 4 5 6 7 8 

Path 1 -3.4 -12.9 -22.6 -14.7 -24.3 3.5 29.3 0.7 

Path 2 -111.1 -118.3 -67.9 -31.4 -7.5 0.7 — — Case 1 
Path 3 -23.3 -28.1 -23.7 -17.8 -11.7 -2.9 — — 

Path 1 -23.1 -77.8 -73.8 -50.5 -40.4 -3.8 27.5 0.6 

Path 2 -133.5 -135.0 -81.5 -33.5 -8.1 0.6 — — Case 2 
Path 3 -18.3 -28.6 -23.8 -17.8 -11.6 -3.0 — — 

Path 1 -25.0 -89.0 -85.2 -62.5 -52.5 -13.3 28.4 0.8 

Path 2 -139.9 -143.8 -100.8 -44.9 -7.3 0.8 — — Case 3 
Path 3 -20.5 -28.8 -23.8 -17.8 -11.6 -3.0 — — 

Path 1 -26.3 -92.4 -88.8 -66.3 -56.4 -17.2 27.1 1.1 

Path 2 -145.0 -146.9 -106.8 -50.5 -9.7 1.1 — — Case 4 
Path 3 -21.2 -28.9 -23.8 -17.8 -11.6 3.0 — — 

Path 1 -4.7 -84.4 -80.9 -62.5 -53.1 -21.9 17.2 -2.2 

Path 2 -122.9 -137.9 -109.5 -57.8 -17.1 -2.2 — — Case 5 
Path 3 -37.5 -27.8 -22.3 -16.6 -10.9 -2.0 — — 

We can see from table 1, under various cases, first principal stress on the earth 
dam’s calculation paths are basically compressive stress in the dam's mid-lower, but 
dam crest appears smaller tensile stress. The stress values of dam’s upstream face and 
downstream face less than stress values of interface of clay layer and rockfill dam. 
First principal stress values of dam’s calculation paths are increase gradually along  
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Fig. 3. Contour map of first principal stress under case 3/Pa 
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Fig. 4. Contour map of third principal stress under case 3/Pa 
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Fig. 5. Contour map of first principal stress under case 5/Pa 
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with increase of water pressure, this is mainly because the gradient of inclined clay-
core wall rockfill dam’s upstream face and downstream face is gentle, so dam weight 
and water pressure produces compressive stress.  

Because case 3 is common condition of dam in operating process, case 5 is serious 
condition of dam in operating process. We obtain inclined clay-core wall rockfill 
dam’s contour maps of first and third principal stress under case 3 and case 5, contour 
maps of first and third principal stress are shown in from Fig. 3 to Fig. 6.  

We can see from Fig. 3 to Fig. 6, under case 3 and 5, first principal stress of the 
dam’s upstream’s clay layer are basically compressive stress, rockfill dam section 
appears tensile stress, maximum tension stress is 0.391 MPa, it is located junction of 
dam crest and bedrock under case 5. third principal stress of the dam are basically 
compressive stress, maximum compressive stress is -0.512 MPa, it is located junction 
of dam bottom and bedrock under case 5. And first and third principal stress of 
rockfill dam section is layered distribution along the direction of dam height. Stress 
distribution is complex in junction of dam bottom, crest and bedrock, this is mainly 
because these parts appears stress concentration phenomenon.  

3.3 Deformation Analysis 

In order to researching deformation distribution of inclined clay-core wall rockfill 
dam of Kuandian reservoir. We obtain inclined clay-core wall rockfill dam’s contour 
maps of horizontal and vertical displacement values under case 1, 3 and 5, contour 
maps are shown in from Fig. 7 to Fig. 12. 
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Fig. 7. Contour map of horizontal 
displacement under case 1/m 

Fig. 8. Contour map of vertical displacement 
under case 1/m 

UX             
RSYS=0
DMX =.03402    
SMN =-.006529  
SMX =.005955   

CD B

CD B

CD
B

CD
B
E

D

A

A

A

A
BC

E

A

C

D
B

A

A

A

A

E

C
B

B

B

B

I

I

D

C

C

C

C

I

I

I

FGH

I

I

H

I H

I H

I H

I H

FG

E
FG

E
FG

E
FG

E
FG

E
FG

H

H

D

D

D

D

D

E

E

E

E

E

H

H

H

H

FGH

FG

FG

FG

FG

FG

MN

MX

X

Y

Z

A   =-.005836  
B   =-.004448  
C   =-.003061  
D   =-.001674  
E   =-.287E-03 
F   =.0011     
G   =.002487   
H   =.003874   
I   =.005261   

 

TIME 1         
UY             
RSYS=0
DMX =.03402    
SMN =-.033991  
SMX =-.164E-03 

A

A

A

A

E
C
F

BD

C
BD

C
BD

C
BD

CB
DE
GHI

F

E

E

E

E

G

F

F

F

F
G

HI

H
G

G

G

G

H

D

D

D

D

D
FI

H

H

H

H

E

E

E

E

E
F

GI

E

C

C

C

C

DFH

C
B

B

B

B

AB
EGI

A

A

A

A

CDFH

G
F

F

F

FG

FGI

I

I

I

I

I

H
G

H
G

H
G

H
G

H
GI

H

I

I

I

I

I

MN

MX

X

Y

Z

A   =-.032111  
B   =-.028353  
C   =-.024594  
D   =-.020836  
E   =-.017077  
F   =-.013319  
G   =-.00956   
H   =-.005802  
I   =-.002043  

 

Fig. 9. Contour map of horizontal 
displacement under case 3/m 

Fig. 10. Contour map of vertical displacement 
under case 3/m 
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Fig. 11. Contour map of horizontal 
displacement under case 5/m 

Fig. 12. Contour map of vertical displacement 
under case 5/m 

We can see from Fig. 7 to Fig. 12, horizontal and vertical displacement value of 
inclined clay-core wall rockfill dam is smaller under various cases. horizontal 
displacements of inclined clay-core wall rockfill dam direct downstream face, vertical 
displacement is downward displacement, this is mainly because the gradients of 
inclined clay-core wall rockfill dam’s upstream face and downstream face are gentle, 
the dam produce mainly vertical settlement displacement under weight and water 
pressure. The dam’s displacement appears mainly upstream’s clay layer, this is 
mainly because clay layer’s compression modulus is smaller, it produce easily 
compression deformation.  

4   Conclusion 

From the above, stress and displacement values of inclined clay-core wall rockfill 
dam of Kuandian reservoir is smaller, the dam can meet design requirements. 
Analysis results show that, inclined clay-core wall rockfill dam of Kuandian reservoir 
is economic and reasonable, structure is safe and reliable. 
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Abstract. To improve the location precision of nodes and simplify localization 
algorithm in WSN, this paper analyzed the reasons of localization error caused 
by the degraded state when using the least square algorithm, and then proposed 
an improved algorithm with a new participle given to choose benchmark anchor 
node. So, we compared the three localization algorithms which are the basic 
least square algorithm, the algorithm choosing the nearest node as the 
benchmark anchor node in LSM and the algorithm choosing the synthetic 
nearest node as the benchmark anchor node in LSM. The simulation results 
indicate that the proposed algorithm can improve the location precision. 

Keywords: WSN node, localization precision, least square method. 

1   Introduction 

In recent years, there has been a number of tremendous applications of wireless 
sensor network in many domains, such as environmental monitoring fields, 
battlefields[1-5]. When the sensors send messages about the location of the sensors 
themselves, it is necessary to localize the sensors in the WSN. Generally, the sensor 
nodes are deployed randomly and their locations may not be acquired prematurely. 
The localization of the sensors has evoked a tremendous attention in these occasions. 
At the same time, the node energy consumption is one of the key factors which should 
be considered in WSN, so the algorithm of the localization must shorten its 
computing time. 

To date, great deals of methods have already been developed to solve the 
localization of nodes in WNS. In order to reduce the influence of the measuring 
distance error and the distance estimation error, some existent localization 
algorithms[6-11] such as Savarese proposed two localization algorithms: cycle 
accuracy-Cooperative ranging[6] and Two-Phase localization[7] that can decrease the 
influence of distance error to localization; in 2002, Savvides[8] proposed n-hop 
multilateration primitive localization algorithm, where Kalman filtering technique 
was used to calculate the accurate coordinates circularly, it reduced the accumulation 
                                                           
* Corresponding author. 
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error; Bergamo[9] averaged the measuring distance results to increase the localization 
accuracy with the attenuation of analogy signal; in 2005, in order to improve the 
accuracy of localization, Guha[10] used the method of non-convex constraints and 
time detecting to estimate the nodes’ localization; in 2006, Cao[11] proposed a 
localization refinement algorithm based on Cayley-Menger determinant; in 2007, 
based on Second-order Cone Programming, Srirangarajan[12] solved the accuracy 
problem in the case that anchor position of the nodes is not accurate localization. 

In this paper, firstly, the reasons why the location error exits during the degraded 
state when using the least squares algorithm was analyzed, and secondly, an improved 
algorithm was proposed with a principle of choosing the benchmark anchor node, and 
we compared the sumulator results by choosing different benchmark anchor node 
with the principle in the end. It is proved that the proposed algorithm can improve the 
localization precision. 

2   The Model of Nodes’ Localization 

The localization in wireless sensor networks usually calculates the coordinates of 
unknown nodes through measuring the distances between the nodes to be measured 
and the three anchors around. It respectively uses the three anchor nodes to be the 
centre of three circles, similarly uses the distance between unknown nodes and anchor 
nodes to be the radius of three circles, and the coordinates of this point which the 
three circles have intersected is exactly that of the unknown node. 

Assuming the coordinate of the unknown node to be (x, y); the coordinates of three 
anchor nodes are respectively set to be (x1, y1), (x2, y2), (x3, y3); the distance between 
the unknown node and the three anchor nodes are ordinal set to be d1, d2, d3, the 
model of the localization figure is as shown in figure1. 

 

 

Fig. 1. The model of Nodes’ localization 

According to this model can get the equations as follow: 
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Subtracting the third equation from the first and the second in expression(1),we get 
the following expression. 
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Solving the equations simultaneously, the coordinate of the unknown node D can 
be obtained. 

3   Least-Square Algorithm for Localization Refinement 

Because of the environmental influencing on distance measurement, such as, the 
signal of wireless are mainly influenced by transmission medium, the multipath 
transmission, signal reflections, antenna gain, etc, the error is produced.When the 
error appeared, these three circumferences will not have an intersection. So, we 
cannot get the coordinates of the nodes. In order to solve this problem, the least 
square algorithm has been used. 

Assuming the coordinate of the unknown node to be (x, y), every node coordinate 
is respectively given to be (x1, y1), (x2, y2), (x3, y3)… (xn, yn), so there are the 
expressions as following: 

⎪
⎪
⎩

⎪
⎪
⎨

⎧

=+

=+
=+

2
n

2
n

2
n

2
2

2
2

2
2

2
1

2
1

2
1

dy)-(yx)-(x

dy)-(yx)-(x

dy)-(yx)-(x
 . 

(3)

Respectively Subtracting the last equation from the others in expression(3),we get 
the following expression. 
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Arranging the expression(4) in a matrix form is expression(5), we can solve the 
linear equation and get the corresponding value of X as expression(6). 

BAX = . (5)

BAAAX TT 1)( −= . (6)

4   LSM_DS (Choosing the Benchmark Anchor Nodes of the 
Nearest Node) 

It can effectively reduce the influence of measurement errors by using the least-square 
algorithm, and it can achieve the location estimation, but a part of the location 
information is lost in reducing factorial; meanwhile all the coordinate equations of the 
nodes are subtracted to be the benchmark node’s distance equation, so the distance 
error between the benchmark node and ordinary node is influence heavily. 

Therefore, it is hoped to choosing the benchmark node with the minimum distance 
error, as the error is usually relative to the distance, we can choose the node whose 
distance is the minimum to be the benchmark node.it can be presented by the 
expression(7) and (8) . 
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(8)

The simulation (with 100 ordinary nodes) results are shown by the figure2. 

0 10 20 30 40 50 60 70 80 90 100
0

1

2

3

4

5

6

7

8

 

LSM

LSMS

 

Fig. 2. The estimation error comparisons between using LSM and LSM_DS 

To compare the errors between LSM and LSM_DS, the results are shown in fig.2 
the LSM_DS algorithm only improves a part of the precision, the ensemble precision 
is not improved. 
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5   LSM_DR (Choosing the Benchmark Anchor Nodes of the 
Minimum Related Distance Node) 

In order to expound clearly, we suppose the fellows: 
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As the error is ei, we wish the J* rather than J in expression (8) is minimum in the 
localizating by using LSM, So we have to reduce the extra error by en. we choose the 
anchor node with minimum related distance to be benchmark anchor node. In the 
algorithm, the anchor node which has the smallest Je is chosen to be the benchmark 
node, and the simulation is shown by the figure3. 
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Fig. 3. Based on the minimum comprehensive distance to be the reference node 
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Fig. 4. The comparison of errors by the three algorithms 

6   Simulation 

By using random deployed 100 ordinary nodes with seven anchor nodes around them, 
the distances between the ordinary node and the anchor nodes are unequal and 
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disproportionate, the distance error is a random positive number and it is less than the 
30% of the distance. The simulation by using LSM, LSM_DS and LSM_DR about 
localization is shown as the figure4 and the table1. The simulation has proved that the 
LSM_DR can obtain more accurate localization while making the algorithm 
concisely. 

Table 1. The errors of the three methods 

Algorithm LSM LSM_DS LSM_DR 

Average error(%) 0.152 0.185 0.028 

7   Conclusions 

This paper proposes in improving localization precision with the application of the 
improved least squares algorithm, it analyses the reason why the extra error exists 
when subtracting the equation of distance between the anchor nodes and the ordinary 
nodes from the others in the LSM algorithm, and then proposes the principle of 
choosing the benchmark anchor nodes in reducing the errors with the distance’ errors 
of the benchmark anchor nodes. The coordinate’s errors of the nodes are decreased, 
thus, the goal to improve the localization accuracy has achieved. 
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Abstract. Considering the nonlinearity and gradient parameters of pH 
neutralization process, this paper concerned on the modeling and identification 
of pH neutralization process. As the approximate three sections linear 
characteristic of titration curve in the pH neutralization process, we discussed 
the use of T-S fuzzy model for modelling the pH neutralization process. Due to 
its gradient parameters, we identified the parameters of the system using its 
input-output data with the method of recursive least square with fading factor 
algorithm (RLS-RFF). Simulations including recursive least square (RLS) and 
RLS-RFF have shown the efficiency of the method, and RLS-RFF has better 
identification accuracy and adaptive ability in the reaction process of gradient 
parameters. 

Keywords: T-S fuzzy model, fuzzy identification, pH neutralization process, 
least square method. 

1   Introduction 

PH process control has been widely used in chemical, light industry, wastewater 
treatment and environmental protection. Improving the identification accuracy is 
helpful to the effective control, and has a profound effect in improving the quality and 
output of the products, as well as the safety of production equipment and the 
environmental protection. Due to the influence of serious non-linear, time delay, and 
strong interference in pH neutralization process. The identification and control of the 
pH neutralization process has been one of the most difficult problems in relative 
fields[1]. Thus the research of the identification and control in pH neutralization 
process is very important.  

For many years, extensive researches in the identification of pH neutralization 
process have been done by many relative experts. The mathematical model of pH 
neutralization process[2]. More complicated but more all-purpose pH neutralization 
model has been further proposed[3], which laid a research foundation for 
identification and control of the pH neutralization process. Modeling chemical 
                                                           
* Corresponding author. 
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process systems via neural computation[4]. Modeling pH neutralization process using 
fuzzy neural approaches[5].Wiener model has been adopted to the study of pH 
neutralization process[6].Artificial neutral network of pH neutralization process[7]. 
The pH control process has been identified by universal learning network[8]. The 
approach of neutral network applied to pH neutralization process has the shortage that 
it is difficult to control the complexity of the network, and Wiener model applied to 
pH neutralization is complicated, what’s more, the phenomenon of over-fitting is 
likely to appear; The T-S fuzzy model take linear equation as the consequent part[9], 
and it is possible to deal with nonlinear problems by using the theory of linear system. 
The universal approximation of T-S fuzzy model for the nonlinear system[10] 
provides the theory basis to identify the nonlinear system by using T-S fuzzy model. 

In this paper, the identification of the pH neutralization process by using T-S fuzzy 
model has been discussed, and we analysed the characteristic of the titration curve in 
the pH neutralization process, which is very similar to the three sections linear line 
linked. It is feasible to take T-S fuzzy model as the model of pH neutralization 
process[11]. The parameters of the T-S fuzzy model are identified by the recursive 
least square with fading factor algorithm (RLS-RFF) in the reaction process of 
gradient parameters. The efficiency of the proposed approach is proved by MatLab 
simulation. 

2   Identify the Model Parameters by Least Square 

2.1   Establishment of the Model of pH Neutralization Process 

T-S fuzzy model is an essential nonlinear model, and it can approach a nonlinear 
system infinitely. The pH neutralization process has the characteristic of three 
sections linear line linked. So the T-S fuzzy model is adopted as the model of pH 
neutralization process, the jth fuzzy rule can be described as follows: 

Rj: IF x1 is A1
j and x2 is A2

j and ... xn is An
j, Then n

j
n

jj
j xpxppy +++= ...110 . (1)

The rule jth is represented by Rj, xj is the input variable, Aj
n is the membership 

function of the input domain. pj
i is the consequent parameters, yj is the output of jth 

rule. 
Aiming at the pH neutralization process, let F(t) be the acid flow rate, and u(t) be 

the alkali flow rate, then the input of the pH neutralization process x=F(t)-u(t). 
In this paper, Gaussian function is introduced, and it is shown as expression (2) 
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Set two fuzzy sets, so it can establish two fuzzy rules, and the premise parameters 
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Aiming at the representative model of pH neutralization process, then 
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)( Xf  and its parameters in equation (5) are in a linear relationship, and W  is 

known as basis function, so the independent parameter θ  is needed to be identified. 
So it is suitable for control design[12], and the linear parameter estimation method 
can be adopted. In this paper, Conventional recursive least square (RLS) and RLS-
RFF algorithm are used to identify parameters.  

2.2   Model Identification Based on Least Square 

The titration curve of the pH neutralization process is very similar to the three 
sections linear line linked, so it can be modelled by the T-S fuzzy model. It is easy to 
identify premise part, and it can be obtained through several simple experiments. This 
paper mainly identifies the consequent part. Supposing the object output is y, 
identification output is yn, then identification error e = y-yn, identification Indicator 

∑= 2eJ . 

2.2.1   Identification of Conventional RLS 
Object model is represented by equation (5), according to the principle of RLS[13], 
with the observational data, then the least squares estimate 

kθ of parameter vector θ is 
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2.2.2   The RLS-RFF Algorithm  
Actually the pH neutralization process is a time-varying dynamic process. With the 
growth of data, the conventional least square algorithm will appear a "data saturation" 
phenomenon, new data has been inundated by number of old data. It is impossible to 
track the varying parameters. In order to overcome the data saturation, the RLS-RFF 
algorithm is adopted. Specific approach is described as follows: 

When get a new measured data, all previous data will be multiplied by a weighted 
factor ρ(0 <ρ <1). The form of the corresponding weight matrix is  
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According to the principle of recursive least square[13] 
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Take the above expressions into the RLS parameter estimation algorithm 
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3   Mechanism of pH Neutralization Process 

PH =- log [H +], and the representative model of the pH is described as follows[3]: 

⎪⎩

⎪
⎨
⎧

−=

+−−=
−

w
tpHtpH Kty

tybtutyatF
dt

dy
V

)()(
1010)(

))()(())()((
 . 

(17)

The discretization of equation (17) 
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Kw: water equilibrium constant, 10-14   V: reactor volume, L 
F (t): the acid flow rate, L/min         u (t): the alkali flow rate, L/min 
a: the concentration of acid, mol/L      b: the concentration of alkali, mol/L  
T: sampling time, min                w: system noise signal              
y (t): the distance from the neutral point, [H+] - [OH-] 

4   Simulation 

Input the control signal ))/sin(221(1 ftU π+= and choose the model of formula (19) 

and (20), the parameters of simulation: f = 200, a = 0.001mol/L, V = 2L, T = 1 min, 
F(t) = 0.1125L/min. Initial b0 of b equals 0.001mol/L and increase slowly by  
▽b=0.15/400* b0. The fuzzy center x1 =7, x2 =30; the fuzzy radius 

1
σ = 5, 

2
σ =5. 

The error curve is shown in Fig.1 and the titration curve is shown in Fig.2.  
The Clustering method is adopted to identify the same objections, after 400 times 

calculations. 
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Fig. 1. The errors comparison between the RLS and RLS-RFF 
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Fig. 2. The comparison of the pH titration curve among the original, RLS and RLS-RFF, where 
the red line is identified by the RLS-RFF algorithm, the green line is identified by the RLS 
algorithm, and the blue pH titration curve represents the original pH titration curve 
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Table 1. The errors of the two methods 

Approach RLS RLS-RFF 
Error 0.0203 0.0145 

5   Conclusion 

This paper is based on the characteristic of pH value neutralization titration curve, and 
the model of pH neutralization process is constructed by the T-S fuzzy model. The 
parameters of T-S fuzzy model are identified by the RLS algorithm, and the online 
identification of the model is realized. In consideration of the variation of parameters 
during reaction process, the real-time identification is taken by the RLS-RFF algorithm. 
The simulation results show that the RLS-RFF algorithm can fit the titration curve of 
pH neutralization process quite well, and the precision of identification has been 
greatly improved, as well good effect has been achieved. The use of T-S fuzzy model 
to describe the rationality and efficiency of pH neutralization process can realize the 
online identification of related parameters better. 
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The Reseach on Distributed Data Storage Method Based 
on Composite Threshold 
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Abstract. This paper presents a distributed data storage method based on sleep 
scheduling to resolve the problems of network imbalance and storage hot spots 
problems. Compared with existing methods, our distributed data storage method 
has the following advantages: First, take node’s residual energy into account 
when decides the order of storage node. This can avoid choosing the lower 
residual energy node blindly which closer to the hash location as frequently 
data storage node. Second, set a scheduling factor p for each node, which 
determined by its storage space and residual energy. As the scheduling factor p 
changes, sensor node switching the state between suspended state and active 
state, this can turn off the redundant node and reduce unnecessary energy 
consumption. Finally, multi group analysis of simulate experiments results 
show that compared to other data storage method the distributed data storage 
method based on composite threshold have obviously advantages on the sides 
of overall energy consumption, data storage capacity, the number of failure 
node and data quality, thus have a significant effect on reducing energy 
consumption and extending network life cycle. 

Keywords: Distributed Data; Storage Method; Composite Threshold. 

1   Introduction 

In response to these questions Wen-Hwa Liao et al in 2009 proposed a grid-based 
dynamic load balancing of data storage method DLB [22]. It does this by covering the 
grid (cover-up scheme) and multi-threshold (the multi-threshold) and other programs 
to improve the GHT were present in the storage nodes fixed and stored in hot spots. 
One multi-threshold (the multi-threshold) threshold is based on the storage capacity of 
the node set. If the blind will be a storage capacity of nodes as storage nodes, 
regardless of its battery power, then, from the perspective of the network life cycle is 
unreasonable.  

In this paper, the shortcomings of DLB, the threshold will be stored with the nodes 
form a comprehensive energy factor binding threshold, the threshold level under the 
Comprehensive threshold calculation node scheduling method of scheduling factor p, 
scheduling factor to determine the status of the node, so node job rotation and to 
dynamically adjust the data storage nodes, storage nodes within the grid balance the 
effect of the load to save energy and prolong network lifetime.  
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2   Network Model 

In a wireless sensor network, in order to be able to perceive their own position, each 
sensor node is equipped with a positioning device with the GPS or other positioning 
methods can get your current location. This article will cover the area of wireless 
sensor networks as shown in Figure 1. is divided into a number of area d × d 
dimensional grid of small squares, each grid number is based on horizontal and vertical 
coordinates (x, y), this number unique for each grid ID (similar to the IP address and 
MAC address). Sink in the sink node to set the coordinate origin. Any position of 
sensor nodes can be represented by formula (1) calculated in the grid mesh ID: 

0y (y y ) / di= −⎢ ⎥⎣ ⎦  
(1)

Where: ( x , yi i ) ----- sensor nodes horizontal and vertical coordinates of current 

position 

( 0 0x , y ) ----- Coordinate origin 

d ----- grid side length, m 

 

Fig. 1. The area is divided into two-dimensional perception of the logic grid 

The size of the grid which is a very important parameter, in order not to affect the 
implementation of network routing protocols, the need for the grid side length d to a 
reasonable setting. Let r is the distance signal transmission of sensor nodes, d, 6 the 
choice of possibilities:  

(1) d → + ∞. Broadcast signal within the grid is difficult to reach locations outside 
the grid, so grid of communication between the grid will not be successful. Therefore, 
d can not be too long (see Figure 2a, d = 2r the case).  

(2) d = r. Two adjacent grid nodes in the grid center of communication situations 
can be the maximum d (see Figure 2b).  

(3) d 2r / 10= . A central location in the grid nodes to the grid and four 

neighbors of any node can communicate in case of the maximum value of d (see 
Figure 2c). 



588 Y. Fuqiang 

(4) d 2r / 3= . Located in the center of a node in the grid and adjacent to the 8 

grid nodes can communicate in any case the maximum value of d (see Figure 2d). 

(5) d r / (2 2)≤ . At any location within the grid nodes and adjacent to the 8 

grid nodes can communicate in any case the maximum value of d (see Figure 2e). 
(6) d → - ∞. A grid of little or no sensor nodes. Means that the extreme case, d 

infinitely small, there are an infinite number of the grid. In fact, this extreme case 
does not tend to the case of the grid concept (see Figure 2 f, d = r/10 case). 

 

Fig. 2. d and the relationship between r 

Not difficult to find, d the smaller the value, will lead to greater contact between 
the grid neighbors. Also means that the number of nodes within a grid will be less. 
But d is greater than a certain range, there will be "blind spot" problem. Therefore, the 
value in the choice of d, when there are some trade-offs. D Based on the above 
analysis paper will be set to.  

Located in the network model, there are 5 packet:  
When a node detects an event,λ it sends a packet to put the event storage node. A 

put packet includes the following three content points:  

Event type ET  
ED event data  
Gvid each sensor node ID in the virtual grid 

When a user issues a queryλ request, the sink node sends a packet to get the event 
storage node, a get packet includes the following two elements: 

Event type ET  
Gvid each sensor node ID in the virtual grid  

When a storage node within theλ grid when the threshold is reached, a 
Storage_Full packet will be sent to inform neighbors within the same grid nodes. A 
Storage_Full packet includes the following two elements:  
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Grid in the reality of each sensor node ID grid  
Nid identity of each sensor node ID  

When a grid of all storageλ nodes are reached with a threshold level, the grid 
reaches a threshold value of the last node sends a data packet to the same 
Change_Threshold a grid of all the neighbor nodes. All the same grid nodes at the 
same time they change the two thresholds to the next level. A Change_Threshold 1 
packet includes the following elements:  

Grid in the reality of each sensor node ID grid  

When a grid of all storageλ nodes have reached the threshold of the highest 
threshold level, the grid to reach the highest level of the last node sends a packet to all 
Grid_Extend neighbor grid. A Grid_Extend packet includes the following two 
elements:  

Gvid each sensor node ID in the virtual grid  
Event type ET  

3   Distributed Data Storage Method Based on Composite 
Threshold 

3.1   Method Description  

Introducing the specific data storage method prior to introduction within the wireless 
sensor network neighbor discovery phase.  

 

Fig. 3. Data Storage 

For example, as shown in Figure 3, node 3 detects the temperature information, 
find the event according to event type storage location L, L from (1) into the grid ID 
(1,2). Grid (1,2) of nodes in the node 3, 6 received data packets sent after put in the 
grid (1,2) put the packet flood. Nodes within the grid mesh nodes first check their 
own form of Gvid Grid_Node table and whether the ET packet Gvid and put the same 
ET. If not identical, to continue to forward the packet to the neighbor grid. If the 
same, each node receives the packet first put its own residual energy calculation and 
storage space Si Ei product, comparison between the neighbor nodes after completing 
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the maximum value from the Ei * Si node 5 as the current round of activity nodes, 
Save put packets, other nodes into the suspended state. Node 5 continues the process 
of storing data to calculate the scheduling factor p, as found in p <0, when the data 
packet to send a Storage_Full grid (1,2) in all nodes, enter the suspended state. Node 
receives data packets Storage_Full to calculate their remaining energy and storage 
space Si Ei product, between the neighbor nodes within the grid after completing 
comparison, the maximum value of Ei * Si node 4 as the active node to continue this 
round store data, other nodes continue to be suspended. 

3.2   Method Characteristics 

In summary, according to the threshold node integrated scheduling algorithm, the 
rotation through the work of the node to store data, to the saving power consumption, 
load balancing purposes. First, since only one node at a time to store data, avoiding 
duplication of multiple nodes send data to the emergence of information redundancy 
situation and the resulting energy consumption of network bandwidth and overhead; 
second, to solve all the queries are concentrated in the individual nodes, the query 
often occurs when hot issues; the third to reach the threshold of the node using the 
virtual coordinates, reducing the number of packets passed.  

4   Simulation and Analysis of Results 

Network at two different experimental conditions: (1) N = 800, X * Y = 400m * 
400m. (2) N = 1800, X * Y = 600m * 600m. In both cases, the node density is the 
same.  

Figure 4 shows the number of events given to changing the DBSS, DLB, and 
GHT's overall energy consumption. The overall energy consumption of DBSS which 
these three methods is the lowest, while the DLB's overall energy consumption is also 
lower than GHT. The results also show that: the node density is constant, the network 
time scale, GHT's energy consumption compared to DBSS and DLB is even more 
apparent. DBSS and DLB in the storage node is not fixed, DBSS nodes in the grid 
rotation under the Comprehensive threshold as a storage node; DLB near the storage 
node in the mesh nodes; GHT storage node close to the hash location. Overall energy 
consumption by the data storage and data retrieval of two parts. In the data store, 
DBSS, and DLB in a time event data generated is stored in a node only, while the 
GHT events generated by a certain time replication of data stored in the structure, 
which is stored in many nodes, thus DBSS stored energy than GHT and DLB. In data 
retrieval, DBSS, and DLB send a query to the same grid node, only the requested data 
stored in line with the sensor node to send data back together, and GHT sends a query 
request to all nodes in the mirror, each corresponding sensor data to be sent back to 
the sink node. Therefore, GHT's energy consumption is greater than DBSS data 
retrieval and DLB. In DLB, the storage node by node in order to determine the 
distance between grid points, with the number of incidents and increase in number of 
queries, the grid near the transmission of data packets frequently lead to high energy 
near the nodes, affect the DLB's overall energy consumption. Therefore, the contrast 
and DLB and GHT, DBSS's overall energy consumption is the lowest. 
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(A) X * Y = 400m * 400m 

 
(B) X * Y = 600m * 600m 

Fig. 4. Overall energy consumption 
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Abstract. In this paper an open-closed-loop PD-type Iterative Learning Control 
(ILC) algorithm with variable learning gains is proposed. The learning gains are 
varying with the system errors or the iteration times. Thus it can eliminate the 
errors fast and reduce the overshoot. Therefore the capability of the target 
tracking is greatly improved. A rigorous proof of the sufficient condition for the 
algorithm is given, which shows the convergence of the tracking error. 

Keywords: open-closed-loop ILC; variable gains. 

1   Introduction 

In practice many tasks are repetitive over a finite time. Then can we improve the 
control performance by using the information collected from previous executions? 
Inspirited by this idea, Arimoto[1] proposed Iterative Learning Control (ILC) in 1984. 
Whereafter ILC attracted a lot of attention because of its simple control structure and 
good tracking performances. According to the learning action type, ILC can be 
classified as P-type, D-type, PD-type, and PID-type. However the learning gains of 
these ILC schemes are invariant. Though the tracking performances are improved to a 
certain extent compared with PID controller, the convergence speed is slow. Aim at 
solving this problem in [2] an ILC law with variable gain was proposed. In [3] P.R. 
Ouang introduced an adaptive switching learning control method to deal with 
trajectory tracking of robot manipulators and in 2011 he proposed switching gain PD-
type ILC for trajectory tracking control of time-varying nonlinear systems with 
uncertainty and disturbance[4].  

To improve the speed of convergence an open-closed-loop PD-type ILC with 
variable learning gains is proposed in this paper. Varying gains for the open-loop can 
be adjusted according to the system’s errors and varying gains according the iteration 
times are introduced for closed-loop. And in general the gains of the system errors are 
large relatively at the initial iteration times and decrease with trial because the errors 
are large and can be eliminated quickly by large system error information. As the 
system errors are small the error differential gains become larger, thus to reduce the 
overshoot. 
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2   Problem Formulation 

Let’s consider the class of time-varying nonlinear system which runs repeatedly over 
[0, ]T : 

( )( ) , ( ) ( )

( ) ( ) ( )
k k k

k

x t f x t B t u t

y t C t x t

= +
=

. (1)

where k denotes the iteration index. nx ∈ℜ , my ∈ℜ  and ru ∈ℜ  are the state vector, 
output vector and control vector of the system, respectively. , ,f B C are the uncertain 
matrices with approximate dimension. The system is assumed to satisfy the following 
assumptions. 

Assumption 1. Nonlinear function ( )( ),f x t t  is globally Lipschitz continuous with 

respect to x , i.e. 

1 2 1 2( , ) ( , )f x t f x t M x x− ≤ − , (2)

where M  is an unknown Lipschitz constant. 

Assumption 2. For the given trajectory ( )dy t , there exists an unique ( )du t such that 

( )( ) , ( ) ( ), ( ) ( ) ( ) [0, ]d d d d dx t f x t B t u t y t C t x t t T= + = ∀ ∈ . (3)

Remark 1. Since ( )du t exists uniquely, the uniform convergence of the control ( )u t to 

( )du t implies that the state and output tracking errors will vanish. 

Assumption 3. ( ), ( )B t C t and ( )C t are continuous and ( )C t is bounded. 

Assumption 4. The sequence of the original state error ( ){ }0kxδ converges to zero. 

The control target is to find an approximate learning scheme, such lim ( ) 0k
k

u t
λ

δ
→∞

= and 

lim ( ) 0k
k

e t
λ→∞

= , where ( ) ( ) ( )k d ku t u t u tδ = − , ( ) ( ) ( ) ( )k k d ke t y t y t y tδ= = − is the tracking 

error, 
[0, ]
max t

t T
e λ

λ
−

∈
⋅ = ⋅ ( )0λ > is the -normλ . 

3   Control Design and Convergence Analysis 

Define ( )kx tδ and ( )1 ( ),kf x t tδ as follows: 

( ) ( ) ( ) ( ) ( )1

( ) ( ) ( )

( ), ( ), ( ), ( ), ( ),
k d k

d d d

x t x t x t

f x t t f x t t f x x t t f x t t f x t t

δ
δ δ

= −⎧⎪
⎨ = − − = −⎪⎩

. (4)
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Then, we have 

( )1( ) ( ) ( ) ( ), ( ) ( )

( ) ( ) ( ) ( )
k d k k k

k k k

x t x t x t f x t t B t u t

e t y t C t x t

δ δ δ
δ δ

⎧ = − = +⎪
⎨

= =⎪⎩
, (5)

( ) ( ) ( ) ( ) ( ) ( )1( ) ( ) ( ) ( ) ( ) ( ) ( ),k k k k ke t C t x t C t x t C t x t C t f x t t C t B t u tδ δ δ δ δ= + = + + . (6)

Considering the following open-closed-loop PD-type learning law 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 1 2 1 2 11 1k k p k d k p k d ku t u t K e t K e t K k e t K k e t+ + += + + + + + + , (7)

with ( )( )1 0

2
1 cotp p kK K arc e tα

π
⎡ ⎤⎛ ⎞= −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦

, ( )( )1 0

2
1 1 cotd d kK K arc e tα

π
⎡ ⎤⎛ ⎞= − −⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦

, 

( ) ( ) ( )2 21 1 0p pK k g k K+ = + , ( ) ( ) ( )2 2

1
1 0

1d dK k K
g k

+ =
+

， where 0 1α< < , 

( )
1 1

min

min

,
1

,

k k g
g k

g otherwise

β β+ +⎧ ≥⎪+ = ⎨
⎪⎩

, 0.8 0.95β< < , ( )0 0 2, , 0p d pK K K and ( )2 0dK are set to be 

initial diagonal gain matrices. We obtain the following conclusion. 

Theorem 1. For nonlinear system (1) with arbitrary original input ( )0ku , if the 

iterative learning algorithm is given as (9), then the sequences ( ){ } ( ){ },k kx t y t and 

( ){ }ku t will converge to their respective expected signals ( ) ( ) ( ), ,d d dx t y t u t under the 

following condition: 

( ) ( ) ( ) ( ) ( )( )1

2 10 1d dI K C t B t I K C t B tρ −
⎡ + ⎤ ⎡ − ⎤ <⎣ ⎦ ⎣ ⎦ , (8)

where ( )Aρ  denotes the spectral radius of matrix A . 

Proof .  
From (7) we know ( ) ( ) ( ) ( ) ( )1 1 1 2 11 0k k p k d k p ku u K e t K e t g k K e tδ δ+ += − − − +  

( ) ( ) ( )2 1

1
0 .

1 d kK e t
g k +−

+
 

Substitute (4) and (5) into the above equation, we can get 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )

1

1 2 2 1

2 1 1 2 1

1

2 1

1

2 1 1 1 1

1 1
0 0

1 1

1
0 , 1 0

1

1
0

1

1
0 ,

1

k d d k

d k p k

d d k

d p k d k d k

u t I K C t B t K C t x t
g k g k

K C t f x t t g k K C t x t
g k

I K C t B t I K C t B t u t
g k

I K C t B t K C t x t K C t x t K C t f x t t
g k

δ δ

δ δ

δ

δ δ δ

−

+ +

+ +

−

−

⎡ ⎤ ⎡
+ +⎢ ⎥ ⎢+ +⎢ ⎥ ⎢⎣ ⎦ ⎣

⎤
+ + + ⎥+ ⎥⎦

⎡ ⎤
= + ⎡ − ⎤ −⎢ ⎥ ⎣ ⎦+⎢ ⎥⎣ ⎦

⎡ ⎤
+ − −⎢ ⎥+⎢ ⎥⎣ ⎦

.⎡ ⎤⎣ ⎦

 
(9)
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Define 1
ˆ, : [0, ] [0, ]k k r rG G C T C T+ → as follows: 

( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )

( ) ( ) ( ) ( )

1 2 1 2 1 1

2 1

1 1
0 0 ,

1 1

1 0 ,

k d k d k

p k

G u t K C t x t K C t f x t t
g k g k

g k K C t x t

+ + +

+

= +
+ +

+ +
, (10)

( )( ) ( ) ( ) ( ) ( ) ( ) ( )( )1 1 1 1
ˆ ,k p k d k d kG u t K C t x t K C t x t K C t f x t t= − − , (11)

where ( )kx t and ( )1kx t+ are the solutions of the following equations: 

( ) ( ) ( ) ( ) ( )1( ) ( ), ( ) , 0 0 0d kx t f x t t B t u t x x x= + = − . 

Define the operators [ ] [ ]1
ˆ, , : 0, 0,k k r rQ Q P C T C T+ → as follows: 

( )( ) ( ) ( ) ( ) ( ) ( )( )

( )( ) ( ) ( ) ( ) ( ) ( )( )

( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

1

1 2 1

1

2

1

2 1

1
0

1

1ˆ ˆ0
1

1
0

1

k d k

k d k

k d d

Q u t I K C t B t G u t
g k

Q u t I K C t B t G u t
g k

P u t I K C t B t I K C t B t u t
g k

−

+ +

−

−

⎧ ⎡ ⎤
⎪ = +⎢ ⎥+⎪ ⎢ ⎥⎣ ⎦
⎪
⎪ ⎡ ⎤⎪ = +⎢ ⎥⎨ +⎢ ⎥⎪ ⎣ ⎦
⎪

⎡ ⎤⎪ = + ⎡ − ⎤⎢ ⎥⎪ ⎣ ⎦+⎢ ⎥⎣ ⎦⎪⎩

, (12)

Then the function kW can be defined as [ ] [ ]: 0, 0,k r rW C T C T→  

( )( ) ( )( )( )ˆ
k k kW u t Q P u t= + . (13)

Substituting (10)-(12) into (9), then we have 

( ) ( )( )( ) ( )( )( )1 1 1k k k k ku t Q u t t W u t tδ δ δ+ + ++ = . (14)

According to the Lemma of Bellman-Gronwell, Assumption 1 and (5), we know 
that there exists 1 0M >  which satisfy 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )10 0 0
0 0

t t t
x t x M x s ds B s u s ds M x B s u s dsδ δ δ δ δ δ≤ + + ≤ +∫ ∫ ∫ . (15)

Substituting (15) into (10) and (11), we have  

( )( ) ( ) ( )( )
( )( ) ( ) ( )( )

1 1 2 1 10

3 0

0

ˆ 0

t

k k k k

t

k k k k

G u t M x u s ds

G u t M x u s ds

δ δ δ

δ δ δ

+ + + +
⎧ ≤ +⎪
⎨
⎪ ≤ +
⎩

∫

∫
, (16)

In the sequence we obtain 

( )( ) ( ) ( )( )
( )( ) ( ) ( )( )

1 1 4 1 10

5 0

0

ˆ 0

t

k k k k

t

k k k k

Q u t M x u s ds

Q u t M x u s ds

δ δ δ

δ δ δ

+ + + +
⎧ ≤ +⎪
⎨
⎪ ≤ +
⎩

∫

∫
, (17)
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Since 
( )

1
1

1g k
>

+
, then we can get  

( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )1

2 10k d dP u t I K C t B t I K C t B t u t P u t
−

≤ ⎡ + ⎤ ⎡ − ⎤ =⎣ ⎦ ⎣ ⎦ . (18)

From (13), (17) and (18) we have 

( )( ) ( ) ( )( ) ( )( ) ( )( )

( ) ( )( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )( ) ( ) ( )( )

0 0 0 0

1

5 20 0 [0, ]

1 0

5 5 60 0

5 6 70 0

ˆ ˆ

0 sup 0

0

0 0

t t t t

k k k k k k k k

t t

k k d
t T

t

d k

t t

k k k

t t

k k k k

W u s ds Q P u s ds Q u s ds P u s ds

M x u d ds I K C t B t

I K C t B t u s ds

M T x M T u s ds M u s ds

M T M x u s ds M x u s ds

δ δ δ δ

δ δ τ τ

δ

δ δ δ

δ δ δ δ

−

∈

= + ≤ +

⎡ ⎤≤ + + ⎡ + ⎤⎣ ⎦⎢ ⎥⎣ ⎦

×⎡ − ⎤⎣ ⎦

≤ + +

≤ + + = +

∫ ∫ ∫ ∫

∫ ∫

∫
∫ ∫

∫ ∫ .

 (19)

According to the Theorem 2.4 in [5], define operator [ ] [ ]1 : 0, 0,k r rV C T C T+ →  as  

( )( ) ( )( )1 1 ,k kV y t Q u t+ += ( ) [ ]0,ry t C T∀ ∈ , (20)

where ( )u t is the sole solution to ( ) ( )( ) ( )1ku t Q u t y t++ = , by comparing the above 

equation with (14) we have ( )( )( ) ( )( )1 1 1 .k k k k kV W u t Q u tδ δ+ + += Then we obtain 

( )( )( ) ( ) ( )( )( )1 8 1 0
0 .

t

k k k k k kV W u t M x W u s dsδ δ δ+ +≤ + ∫  

Define [ ] [ ]1 : 0, 0,k r rV C T C T+ →  as 

( )( ) ( )( )( )1 1k k kV u t V W u t+ += −  (21)

According to (17),(18) and (19) we have 

( )( ) ( ) ( )( )( )
( ) ( ) ( )( )

1 8 1 0

9 1 0

0

0 0 ,

t

k k k k

t

k k k

V u t M x W u s ds

M x x u s ds

δ δ

δ δ δ

+ +

+

≤ +

≤ + +

∫

∫
 (22)

where { }9 8 8max 1,M M M= . 

Define [ ] [ ]: 0, 0,k r rU C T C T→ as follow: 

( )( ) ( )( )( )1 .k k kU u t Q V u t+= +  (23)

According to (18) and (23), we have 

( )( ) ( )( ) ( )( )
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10 1 0
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δ δ δ
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+
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∫ ∫

∫

 (24)

where 10 5 9M M M= + . 



 Open-Closed-Loop PD-Type Iterative Learning Control with Variable Gains 597 

According to (12) we know ( ) ( )( ) ( )( ) ( )( )( )1 1 .k k k k k k k ku t W u t V u t P U u tδ δ δ δ+ += + = +  

From (18), we know ( )( ) ( )( )kP u t P u t≤ . Then we have 

( ) ( )( )( ) ( )( )( )
( )( ) ( )( )( )

1

0 0 0 .

k k k k k k

k

u t P U u t P U u t

P U P U P U u t

δ δ δ

δ
+ = + ≤ +

= + + +
 (25)

According to the theorem 2.3 in [5], we know that if 

( ) ( ) ( ) ( ) ( )( )1

2 10 1d dI K C t B t I K C t B tρ −
⎡ + ⎤ ⎡ − ⎤ <⎣ ⎦ ⎣ ⎦ , then we have 

( )( ) ( )( )( )0 0 0lim 0.k
k

P U P U P U u tδ
→∞

+ + + = Thus we can conclude that the sequence 

( ){ }ku tδ converges to zero, if condition (8) comes into existence. 

According to Lemma 2.1 in [5], from (4), (5) and Assumption 2 we have 

( ) ( ) ( ) ( )
0

t M t
k kx t e B u dτδ τ δ τ τ−≤ ∫  and ( ) ( ) ( ) ( ) ( ) ( ) ( )

0

t M t
k k ke t C t x t e C B u dτδ τ τ δ τ τ−= ≤ ∫ . 

According to the definition of -normλ , we have 
( )1 m T

k k

e
x b u

m

λ

λ λδ δ
λ

−−≤
−

, 

( )1 m T

k k

e
e cb u

m

λ

λ λδ
λ

−−≤
−

, where m M= , b B= , c C= , and mλ > . 

In the above section, 0, 1,2, ,10iM i> = . 

Then the convergence of ( ){ }ku tδ  implies that the sequences ( ){ }kx tδ and ( ){ }ke t  

will both converge to zero. The proof is completed. 

4   Conclusion 

In this paper an open-closed-loop PD-type Iterative Learning Control (ILC) algorithm 
with variable learning gains is proposed. The learning gains are varying with the 
system errors or the iteration times. Rigorous analysis shows the convergence of the 
system error. 
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Abstract. Classical matching on web services provides only coarse granularity 
methods, which classify the matching into several levels. Such level restricted 
methods prohibit the evaluation of matching within the same level which is 
necessary for modern web service compositions. This paper offers a fine-
grained matching method based on the semantic similarity of the services. By 
the semantic distances and the depth of concepts of ontology, a novel precise 
matching method is proposed to match the web services between levels and 
within the same level. Experiments show that the approach leads to better 
precision and recall. 

Keywords: Ontology, Semantic Distance, Similarity, Web Service Matching. 

1   Introduction 

One of the main challenges of Web service composition is to find proper services 
according to different requests [1]. Classical service matching algorithms such as 
UDDI[2] are based on keywords matching. With the enormous growth of syntactical 
different but semantically similar services, the research on Web service composition 
shifts to semantics gradually.  

Many service management solutions employ semantic service discovery such as 
[3][4][4][6]. Existing semantic service matching algorithms based on semantics are 
coarse grained. Paolucci et al. proposed the classical level based matching [7]. A 
hybrid semantic web service retrieval method was proposed in [8] with a matcher 
OWLS-MX based on finer grained levels. The matcher OWLS-MX3 in [9] was a 
refined version of that in [8] which considered matching on the structures. Even 
though OWLS-MX3refined the classical algorithm, the levels are not defined grained 
enough. 

In this paper, we present a matching method based on the semantic distances 
between ontology concepts. Different types of semantic distances exists such as in 
[10][11][12][14] and [15]. The definitions in [10] did not take into account of the 
direction. In [12], the distance was calculated with the factor on the times of 
appearance in the whole concept set. We propose a new definition of semantic 
distance, based on the path between the concepts and also the depth of the concepts 
into the ontology hierarchy. Based on the definition, we offer a new method to 
calculate the semantic similarity of the input and output of candidate services and 
discussed the trends of the value with respect to the factors such as length of path 
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between the concepts and depth of the concepts. Evaluation shows the better 
performance of our method on classical level based approaches. 

The paper is organized as follows. Section 2 analyzes the classical level based 
approaches; Section 3 defines the semantic similarities and discussed the related 
properties. Section 4 shows the experiments and we conclude in Section 5. 

2   Analysis of Level Base Matching 

OWL-S [11] is a language for the description of web services based on the OWL 
standard by W3C. The 3 high level ontology components consist of the Profile, the 
Process Model and the Grounding. As is shown in Figure 1, the Service Profile is 
used mainly in web service advertising and discovering to present the service. Typical 
functional parameters of an OWL-S service profile include the input and output, the 
precondition(s) and effect(s); while the nonfunctional parameter captures name, type 
and textual description etc. The Service Model gives a detailed description of the 
service operation. And the Service Grounding lists the interoperability of series via 
messages. 

The input and output of web services are represented as concepts in one ontology 
by the service requester and provider. Level based service matching results are 
calculated by the subsumption relations between the concepts. OWL-S/UDDI is a 
classical degree based algorithm [7] which classifies the degree of matching into 4: 
exact, plugin, subsume and fail. Suppose the input and output of the service requester 
are InR and OutR, and those of the service provider are InS and OutS. For the input, if 
the in the concept tree hierarchy exists InR=InS or InS is the direct child concept of 
InR, then the matching result is exact; if InS is the descendant concept but not direct 
child of InR, the result is plugin; on the contrary, if InR is the descendant concept but 
not direct child of InS, it is subsume; and if no subsumption relation exists between 
InS and InR, a fail returns. A naïve algorithm would be like Figure 1.  

 

Fig. 1. A Degree Based Matching Algorithm [7] 

The matching algorithm on the outputs is similar with the opposite in the definition 
of exact, plugin and subsume. Suppose in the sample ontology as in the hierarchy of 
Figure 2, if the InR by the requester is ‘Person’ and the InS by the provider is 
‘Master’ or ‘College Student’, then the algorithm in Figure 1 will both return plugin. 
From the service matching point of view the latter is a better match as master students 
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are only a small portion of the college students which is a portion of the person in 
turn. However, the classical algorithm of the above is not able to distinguish the two 
cases but only returns plugin. 

 

Fig. 2. An example of an ontology of classification 

3   Matching via Semantic Similarity 

Suppose N1 and N2 are two nodes in a directed tree T, as is shown in Figure 2, to 
introduce the matching algorithm via semantic similarity, the following definitions are 
provided. 

Definition 1. N2 is reachable by N1, which is also called N1 is inverse reachable by 
N2 iff there exists at least one path from N1 to N2, noted as N2<N1 or N1>N2; 
specially, if N2<N1 and N1>N2 are both satisfied, then N1 and N2 are equal noted 
as N1=N2; otherwise, N2 is unreachable by N1 and N1 is unreachable by N2, noted 
as N2≠N1 or N1≠N2.  

Note that reachable and inverse reachable and equal are all transitive relations. 

Definition 2. The distance between two notes N1 and N2, Dis(N1,N2) is calculated as  

( 1, 2) 0,     1 2;,     2 1;( 2, 1),    1 2∞,     2 1.  

where k is an integer which represents the length of the shortest path from N1 to N2. 
Here the distances between any two nodes in Figure 2 can be calculated. For 

example, Dis(Master,Master)=0; Dis(Undergraduate,Person)=- 
Dis(Person,Undergraduate)=-3; and Dis(Master,Doctor)= ∞. 
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Definition 3. Suppose the height of T is h, and the nearest ancestor node of N1 and 
N2 is in level m, then the semantic similarity between N1 and N2 is calculated as  

( 1, 2)
1,     1 2 . . ( 1, 2) 0   ( 1, 2) 1;12 11 ( , ) ,     ( 1, 2) 1;11 ( , ) ,     ( 1, 2) 0;0,     ( 1, 2) ∞

 

As described in Definition 3, the semantic similarities between any of the two 
nodes in Figure 2 can be calculated. For instance, Sim(Master,Master)=1; 

Sim(Person,Student)= =0.1076; Sim(Master,Student)= =0.5715; 

Sim(Master,Doctor)=0. 
Based on the definitions, the following theorems can be concluded based on the 

assumption that the ontology tree structure is a top-down fashion directed tree like the 
one in Figure 2 (for ontolgy in the opposite direction, similar theory remains). The proofs 
of the theorems are straight forward and neglected for short of space in this paper. 

Theorem 1. For any two nodes with the same distance in between, deeper position 
into the tree results in more similarity. That is to say, for any nodes N11, N12 and 
N21 and N22, if Dis(N11,N12)=Dis(N21,N22), and the level of N11 is deeper than 
that of N21 (which means the level of N12 is deeper than N22 at the same time), then 
Sim(N11,N12)>Sim(N21,N22). 

This is coherent with the intuition that the deeper into the tree, the classification of the 
categories are more detailed and less distinguished. For example in Figure 2, it is 
common to classify ‘Person’ into ‘worker’, ‘student’ etc. near the root of the tree. But 
when it comes to the deeper part of the tree (far from the root), ‘undergraduate’ and 
‘master’ students are usually not distinguished in many cases such as for 
identification, for medical insurance etc. In such cases, the semantics of the nodes are 
much closer than that of those in the upper part of the tree. 

Theorem 2. For any two nodes reachable in between, deeper position of the 
descendant node into the tree results in less similarity. That is to say, for any nodes 
N12is reachable by N11 and N22 is reachable by N21, if the level of N11 is the same 
as that of N21, then if the level of N12 is greater than N22, then 
Sim(N11,N12)<Sim(N21,N22).Correspondingly, For any two nodes reachable in 
between, higher position of the ancestor node into the tree results in less similarity.  

The theorem describes the influence of the distance on the similarity between nodes. 
As described in Theorem 1, the depth hints the similarity so here in Theorem 2 the 
depth factor is fixed if the higher node is at the same level in the tree which restricts 
the ‘m’ in the formula in Definition 3 to be the same. It is easy to see the two sections 
of the function are both monotonously increasing with the Dis between the nodes.  

Theorem 3. For any two nodes reachable in between, N2 is reachable by N1 i.e. N1 

is inverse reachable by N2, iff 0<Sim(N1,N2)< ;otherwise iff <Sim(N1,N2)<1. 
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It is obvious that the semantic similarity is more precise in representation of the 
semantic relations between the concepts than the classical degree based matching by 
Paolucci et al. [4] Following the terminology in Section 1, if Sim(InR,InS) falls in 
(0,1 2⁄ ), from Theorem 3, it can be inference that the concept at InR is the ancestor 
concept of InS, which is subsume; if Sim(InR,InS) falls in (1 2⁄ , 1), the relation is 
plugin; and if the value is 1 or 0, it is exact or fail. However, our method provides 
more information, a quantified value to represent the semantic similarity, which is the 
longer distance of the two concepts, the less similarity between, as inference from 
Theorem 2. 

 

Fig. 3. Experiment Result: vertical axis for precision and horizontal for recall 

4   Evaluation 

Based on the method in Section 2, evaluation is made on a lab desktop with CPU 
Pentium 5.3GHz, RAM 4GB Operating System Windows XP with JDK 1.6.0. The 
test is based on 10 query files and 200 registered services from OWLS-TC3 [13], and 
for each test we use the average result of 100 attempts. The results in Figure 3 show 
that considering the same recall, denoted as the values on the vertical axis, the 
precision value, on the horizontal axis of our method wins the classical UDDI. 

5   Conclusion 

A method based on semantic similarity of the ontology concepts is proposed in this 
paper to calculate the matching between the service requester and the service 
providers. It exploits a new definition of the semantic distances considering not only 
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the length of the path between the concepts in the ontology, but also the depth of the 
concepts into the ontology hierarchy. It allows finer grained levels than the classical 
semantics based service matching methods. The experiments show that the method 
performs better than the UDDI approach. The future work will be more experiments 
comparing with other approaches and refine the method for better performances. 
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Abstract. Practice in Heilongjiang province is the earliest provinces of ice-
snow tourism industry, In Heilongjiang province of ice-snow tourism industry 
as the most distinctive industries, in its economic development plays a leading 
and radiation. Based on comprehensive a large number of documents, 
professional consulting and reference related evaluation index system, 
constructing the contains five basic factors criterion layer and nineteen concrete 
influence factor index layer of Heilongjiang ice-snow tourism industry 
competitiveness evaluation index System, for the development of ice-snow 
tourism industry in Heilongjiang province has important reference value. 

Keywords: Ice-snow tourism industry; Competitiveness; Index system. 

1   Preface 

In recent years，ice-snow tourism industry is one of the emerging tourist form, has 
broad prospects for development. The ice-snow tourism industry of our country 
relatively starts late，but its develops fast, now it is in rapid growth period. Ice-snow 
tourism  is a distinctive characteristic in the North of travel products，It includes 
sightseeing, fitness and entertainment, has attracted many tourists. 

Snow resources are advantageous resources in Heilongjiang province, 
Heilongjiang is "ice world and Snow Sea". As the highest latitude provinces in China, 
one year has 4-5 months snowfall period. Large amount of snow, snow lasted longer, 
the snow quality is good. And most of mountain has moderate high, slopes and slope 
is appropriate, very suitable for developing ice-snow tourism industry. Favorable 
natural conditions make Heilongjiang province become China's the richest ice-snow 
resources provinces. Heilongjiang relying on rich snow resources, created a world-
renowned snow art, developed a world-class ski travel, making Heilongjiang province 
of ice-snow tourism become a "gold card" in China.  

But, with a large number of ice-snow tourism destinations in China, Heilongjiang 
province is the earliest develop ice-snow tourism industry in China, but the 
competition is very fierce. In recent years, jilin, liaoning, Beijing, even sichuan, 
xinjiang, Inner Mongolia were also developed ice-snow tourism, preempted ice-snow 
tourism market share，Shared a lot of profit. Ice and snow is no longer "patent" in 
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Heilongjiang province. How to meet the enormous market challenges, keep the core 
competitiveness of ice-snow tourism industry, creating a "longjiang snow is the world 
first " brand, make the snow into a "platinum", benefit the people and promote 
longjiang economic development is very important.  

Therefore, establishing a scientific evaluation index system is particularly urgent, 
this also is this paper expatiates the original intention. Based on comprehensive a 
large number of documents, professional consulting and reference related evaluation 
index system, according to the purpose of Heilongjiang ice-snow tourism industry 
competitiveness evaluation, follow the systematic, independence, applicability and 
hierarchy principle, Put forward for Heilongjiang ice-snow tourism industry 
competitiveness evaluation index system, It can help to ascertain its own advantages 
and disadvantages, formulate realistic tourism development strategy, and better 
participates in the international and domestic tourism competition. 

2   The Research Methods 

2.1   Literature Reviewing 

According to the research content and research mission needs, reading a lot of books, 
and through Chinese database retrieval to about ice-snow tourism, industrial 
competitiveness, evaluation index system and competitiveness evaluation index system 
of the related literature. On the basis of predecessors' achievements, put forward a set 
of evaluation index system of ice-snow tourism industry competitiveness in 
Heilongjiang province.  

2.2   Expert Consultation and Expert Questionnaire 

Consult experts about the factors of ice-snow tourism industry competitive in 
Heilongjiang province, understanding experts in opinion of index system and through 
the form of sending questionnaires for expert advice, put the preliminary results are 
comprehensive consolidation, then feedback to each expert, please they rethink again 
until experts advice trend consistent. 

2.3   Logic Analysis 

In the comprehensive numerous theoretical material and mathematical material basis, 
through the logic reasoning and summary, establishing ice-snow tourism industry 
competitiveness evaluation index system in Heilongjiang province, further improve 
the implementation of evaluation index system. 

3   Heilongjiang Ice-Snow Tourism Industry Competitiveness 
Evaluation Index System Design 

University students, reflecting the state's mental outlook and future direction are the 
pillars of the country in the contemporary era. Setting skiing course are not only 
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benefit to the health of college students but also conducive to the development of 
skinning industry. 

3.1   The Principle of Index Selection and the Idea of Build Index System 

3.1.1   Systematic Principle 
The Heilongjiang ice-snow tourism industry competitiveness evaluation index system 
as a system. Design index should be representative and coverage, and can 
comprehensively reflect the competitiveness of ice-snow tourism industry all aspects 
of content. 

3.1.2   Applicability Principle 
Index system shall apply to evaluation method, suitable for users to index level of 
acceptance and judgment, suitable for evaluation information base. Concrete can be 
divided into the following several aspects:  

（1）Index number must be simplified properly  
（2）The data easily acquisition  
（3）Index should be comparable 

3.1.3   Scientific Principle  
Index system can be objectively reflecting the condition of ice-snow industrial 
competitiveness, avoiding the different aspects of the conflicts of values and cause 
index orientation one-sided. On the basis of an in-depth study on ice-snow tourism 
industry in Heilongjiang province, construction that can fully reflect the overall 
system characteristics, but also a structured scientific evaluation index system. 

3.1.4   Qualitative Analysis and Quantitative Analysis Principle  
When the index selection for unable to quantify and very important indexes can be 
adopted the form of qualitative indexes into index system. Index system designed to 
combine qualitative and quantitative, quantitative indicators provide strict control of 
the rigid control standards, descriptive indicators as a guiding principle of competitive 
evaluation, a combination of both strengthened the operability of the evaluation index 
system. 

3.2   The Idea of Build Index System 

The program of set up the ice-snow tourism industry competitiveness evaluation 
index system as shown in Figure 1. First, a lot of reading and reference literature 
related to evaluation index system to collect information relevant to establish the 
beginning of the proposed index system, then questionnaire investigation and consult 
the opinion about expert, using logic analysis method, and finally establish screening 
index evaluation index system, make the index system to meet scientific, applicability 
and rationality. 
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Fig. 1. 

3.3   Establishment of Index System 

Ice-snow tourism industry competitiveness evaluation system in Heilongjiang 
province is made up of several different subsystems, each subsystem is made up of 
several indicators. Therefore, the level of ice-snow tourism industry competitiveness 
affected by many different factors and constraints, which have a direct factors, but 
also indirect factors, then select the evaluation index should strive to be 
comprehensive, systematic, and must meet the systematic applicability, scientific, 
qualitative analysis and quantitative analysis principle, and to consider the reliability 
of data and indicators can be collected. Based on comprehensive a large number of 
documents, professional consulting and reference related evaluation index system, 
taking into account the availability of information and characteristics of the winter 
tourism industry development in Heilongjiang province, built a ice-snow tourism 
industry competitiveness evaluation index system in Heilongjiang province. This 
index includes three levels; from the top down is a hierarchical structure. The first 
level (target level) is the highest level of the structure, it is the overall objective of the 
study, but also the driving force behind the study, here to the competitiveness of the 
tourism industry as a general goal, but the goal is vague, comprehensive, operation is 
not easy, so there has a second level (criterion level) and the third level (index layer) 
index. The second level (criterion level) is the second high-level structure, it is the 
principle required to achieve the overall goal, including elements of tourism 
resources, tourism market conditions, tourism enterprises conditions, related industry 
conditions and external conditions. The third level (index layer) is the lowest level of  
 

Collect information  

Building initial index system 

Expert  consultation questionnaire survey 

Logical analysis 

Establishing evaluation index system 
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the structure; it is a specific requirement to achieve the second level. Therefore, lower 
than the upper indicators more clear, specific and easy-to-computing, they can be 
used as some means to an upper-level indices. 

After selecting of many indicators, the indicator system includes a level indicator 
layer, five secondary indicators, and 19 third indicator, the indicator system described 
as follows: Ice-snow tourism industry competitiveness in Heilongjiang province 

A=(B1, B2, B3, B4, B5), Hierarchical framework of specific targets, see Table 1: 

Table 1. Heilongjiang ice-snow tourism industry competitiveness evaluation index system 

target level 

（A） 
criterion level（B） index layer（C） 

Elements of tourism 
resources 

（B1） 

Resource quality（C1）Scale of 

resources（C2）The uniqueness 
(C3)Historical, scientific and 
cultural values(C4) 

tourism market (B2) 

Tourist market size(C5)  
Attractiveness of the tourism market 
(C6) 
Tourism industry revenues (C7) 

tourism enterprises (B3) 

The quantity of  tourist 
attractions(C8) The quantity of 
tourism service points (C9) 
Competition in tourist attractions 
(C10) 
management capabilities of tourism 
enterprises(C11) 

related industry 
conditions (B4) 

Transportation Industry (C12)  
The number of tourist destination 
shopping center(C13) 
Catering and service facilities (C14) 
Level of fitness and recreation 
facilities (C15) 

Heilongjiang 
ice-snow 
tourism 
industry 
competitiveness 

external conditions (B5) 

Degree of economic development 
(C16) Transportation convenient 
degree(C17) 
Government support(C18) 
Management and service level (C19) 
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4   The Conclusion 

With fast development of our economy and deepening of opening up, China's ice-
snow tourism industry line with international standards gradually. Based on 
comprehensive a large number of documents, professional consulting and reference 
related evaluation index system, through expert advice, expert surveys, drawing on 
experts comments and suggestions , the indicator system was modified and improved 
continuously, and eventually established a set of evaluation index system. In the 
article, constructed of the ice-snow tourism industry competitiveness evaluation index 
system, the indicators are interrelated and complement each other, to reflect the 
reality of the situation and improve it Scientific, practical and operability. The 
establishment of index system, so as to fully understand the development situation of 
ice-snow tourism industry competitiveness in Heilongjiang province, to provide 
theoretical basis for it further development. Establish a realistic set of ice-snow 
tourism industry competitiveness evaluation system in Heilongjiang province, which 
is beneficial to the formation of ice-snow tourism industry development long-acting 
mechanism. It can provide valuable reference for the transportation industry, service 
industry and the harmonious development of economy in Heilongjiang province and 
provide the decision-making basis for the government tomacro-management of the ice 
-snow tourism industry. It has important application value and practical significance. 

References 

1. Liu, Y.-f., Sun, H., Li, N., Yuan, Z.-h.: A System of Evaluation Indicators for the 
Provinicial Tourism Competition. Journal of Arid Land Resources and Environment (8) 
(2008) 

2. Cao, H., Chen, Q.-h.: Evaluation Of Tourism Competitiveness In Rural Area Based On 
Entropy Technology And Ahp. Yunnan Geographic Environment Research (6) (2008) 

3. Li, M.: The Study on the Index System of the Tourist Area Regulatory. Northwestern 
university master graduate thesis (2006) 

4. Wang, J., Wang, Q.-Y.: China regional and above city tourism competitiveness evaluation 
research. Inquiry into Economic Issues (2), 132–133 (2010) 

5. Yang, L., Wang, L.: Research on Establishment of Evaluation Index System of Highway 
Landscape. Forest Engineering (1) (2008) 



S. Lin and X. Huang (Eds.): CSEE 2011, Part II, CCIS 215, pp. 611–616, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

A Study on the Application of Computer-Assisted 
Teaching of English Writing to Vocational College 

Students 

Sujuan Xiong1, Wanwu Huang1, and Yaqi Chen2 

1 Department of Foreign Languages, Hubei University of Technology,  
Wuhan, Hubei Prov. P.R.C 430068 

2 Department of Foreign Languages, Hubei Vocational College of Communications,  
Wuhan, Hubei Prov. P.R.C 430068 

{79519240,121182680,59141948}@qq.com 

Abstract. In this paper, theories of language learning motivation and language 
learning strategies were used to explore the influence of computer-assisted 
language teaching methods on vocational college students’ learning motivation 
and learning strategies in English writing classes. The research lasted for one 
term. In the research, the English writing classes were designed to be 
computer-assisted. Before and after the research, a questionnaire was used 
respectively to measure students’ language learning motivation and language 
learning strategies. Results of the research show that computer-assisted teaching 
of English writing can significantly improve vocational college students’ 
language learning motivation. It is also shown from the results of the research 
that computer-assisted teaching of English writing can also help vocational 
college students to improve their language learning strategies. 

Keywords: computer-assisted teaching; English writing; vocational colleges. 

1   Introduction 

Learning motivation is considered as an important factor that influences a language 
learner’s learning achievements. Ellis [1] defined it as the effort that learners put into 
learning a second language as a result of their need or desire to learn it. Gardner [2] 
emphasized the important influence of learning motivation on foreign language 
learning. 

Learning strategies is another important factor that has been widely studied in the 
field of foreign language teaching and learning. There is no consensus idea in learning 
strategies in today’s academic circles. According to the existing literature reviews, it 
can be summed up as follows: regarding the learning strategies as specific learning 
methods or skills [3] (Mayer, 1978); regard the learning strategies as a student's 
learning process [4] (Nisbet, 1986). But the importance of it is never neglected. 

Computer-assisted teaching of foreign languages is now a hot topic in the field of 
applied linguistics in China. Computer technologies are widely used in foreign 
language teaching classrooms, and many scholars have done a great number of 
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researches to study the methods of designing computer-assisted foreign language 
classes, the influence of computer-assisted foreign language classes on students’ 
achievements on foreign learning and so on. However, as to the influence of 
computer-assisted teaching of English writing on vocational students’ learning 
motivation and learning strategies, not many people have studied yet.  

This paper uses a questionnaire to measure vocational college students’ learning 
motivation and learning strategies before and after a term’s computer-assisted English 
writing class. It aims at finding out whether the changes before and after the research 
are positively significant or not. If they are, it means that the computer-assisted English 
writing class can help vocational college students improve their learning motivation 
and learning strategies. 

2   Research Design and Methodology 

Hypothesis. The hypothesis of the research is: the application of computer-assisted 
teaching method in English writing class can significantly improve vocational college 
students’ learning motivation and learning strategy. 
Subjects. The subjects of this study were the students in Hubei Vocational College of 
Communications. They were 59 freshmen of Grade 2008, coming from two classes in 
the Department of Logistics Management in this college. They were the students in 
China-Australia joint programs. Of the two classes, one is for the experiment class; one 
for the control class. 
Experiment Design. This research began in Hubei Vocational College of 
Communications. This college is a full-time vocational technical college. The 
experimental time was 4 months, from February, 2008 to the end of that semester. 
During the process of the experiment, the experiment class and the control class have 
the same teacher, the same textbook, the same teaching hours. The only difference is 
that computer-assisted teaching method was used in the experimental class while in the 
control class the traditional method was used. 

Before the experiment, a questionnaire to investigate the subjects’ English writing 
motivation and strategies was carried. According to the independent-samples t-test 
analysis, there is no significant difference between the control class and the experiment 
class. (see Table 1 and Table 2). 

Table 1. English writing motivation of the experimental class and the control class before the 
experiment  

Independent-samples 
t-test 

 Number of 
subjects 

mean Std Dev 

T  Value P Value 
Experiment 
class 

31 2.6.6 1.531 

Control class 28 2.557 1.455 

1.968 0.778 
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Table 2. English writing strategies of the experimental class and the control class before the 
experiment 

Independent-samples 
t-test 

 Number of 
subjects 

mean Std Dev 

T  Value P Value 
Experiment 
class 

31 2.627 1.301 

Control class 28 2.500 1.238 

1.964 0.250 

Design of Computer-assisted English Writing Class. At the beginning of the 
semester, the teacher gave students of the experimental class a detailed description of 
contents, purpose and method of the experiment thus obtained the trust and cooperation 
of students. In the experiment, the teacher adopted computer assisted teaching 
technology to the new English writing teaching mode. Multimedia technology can 
deliver audio-visual information, such as word, voice, image, and animation, etc. It can 
provide the function of realistic symbol of beauty and visual images and sound. In order 
to make students accept the multimedia information automatically, and have strong 
sense of writing interests, the teacher encouraged them to participate in the teaching 
activities actively and complete the writing task on time. It can change the traditional 
single writing teaching mode which is a teacher-based teaching into a student-oriented 
teaching. And in the process of writing, they can choose topics by themselves and have 
discussion in the group. For example, when teaching how to describe a travel in one 
class, the teacher gave them a flash about traveling, and then the teacher displayed 
some pictures about landscape of a beautiful spot. The teacher then gave students a 
brief introduction of his own traveling to the other cities. On the basis of this, the 
teacher inspired the students to have a discussion about the awareness of traveling. 
After that, students wrote compositions about something interesting in their travel, or 
had description of beauty scenes in their travel. 

The vivid interactive teaching activities, such as the online sharing writing materials, 
the introduction of writing strategies, and online teacher-students peer-assessment, can 
give full play to the communicative function in the writing, and can help students use 
subjective initiative and creativity in the students’ writing process. It can also inspire 
the students’ interest in writing, and make the students master the basic strategy of 
English writing. For example, planning strategy can help students plan and arrange the 
goal, processes, and procedures in writing activities; Monitoring strategy can make 
students monitor the method and process of writing consciously, etc; Evaluation 
strategy adopt various ways to help students to evaluate its effect, and according to the 
actual situation, adjust the writing process and strengthen the self-awareness and 
reflection of students. For another example, in the multimedia network environment, 
our preparation stage in writing conception, let the students list the relevant 
vocabularies and concepts, or let the students do online-searching of relevant 
information to the topic. And then we can use the projector to show the class. The 
teacher adopted the way of description before writing, let the students have the mutual 
inspiration and extent the train of thought through classroom discussion. Therefore, the 
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interaction between teachers and students can not only give students more knowledge 
and inspiration, arouse their enthusiasm and strengthen the interest of their creation in 
writing, but also can active the atmosphere in classroom, establish the students’ writing 
confidence and improve the students’ oral ability. They are getting ready for the draft 
stage. 

What’s more, in multimedia network environment, the teachert directly took the 
outlines and final compositions from different groups on the screen using the projector. 
And then the whole analysed their respective advantages and disadvantages. 

On one hand, in multimedia network environment, in the stage of the writing 
evaluation, students can use E-mail to have student-student peer assessment or 
teacher-student assessment. In this way, students would have double identities of 
authors and readers in the whole process of writing. It can raise the student’s 
consciousness of readers, so as to get better grasp of writing strategy skills and 
knowledge. On the other hand, the samples and the best essays of students would be 
made into web pages, and dub the compositions in order that they can listen to it from 
the web. It can not only set up the author’s confidence and pride, but also can inspire 
other students’ writing desire and passion. Reading and analyzing the models online 
can not only let them know the differences between Chinese and English thinking, but 
also make them identify weaknesses in their writing essays, thereby further master 
writing skills and knowledge. Last but not least, E-mail and the BBS provide a broad 
space for students to develop on-line discussion in writing. The students would discuss 
their writing problems and give their own opinions using E-mail and BBS. From the 
reflection of students, most of the students think multimedia network teaching 
environment creates a real language communicative atmosphere for their English 
writing. It makes them have the chance of participating and evaluating the writing task 
actively. And it stimulates their writing passion.  
Instrument of the research. In this research, the writer referred to the questionnaire 
designed by Wen [5] and designed one of his own. The questionnaire consists of two 
parts. Part I is mainly for the students background information. Part II is composed of 
14 questions. Questions 1,2,3,4,5 are related to students’ learning motivation, and 
questions 6,7,8,9,10,11,12,13,14 are related to students’ learning strategies. 

3   Findings and Discussions 

General change of students learning motivation. From the results of the 
questionnaire, the percentage of students who like English writing increased from 
32.3% before the experiment to 61.3% after the experiment. About 58.1% of students 
want to enhance their English test scores through improving English writing before the 
experiment, and after the experiment, 67.7 % of students feel that a lot of writing 
training is very important in learning foreign language, an increase of 29.0% before the 
experiment. Thus, the internal motivation of students enhanced after the 
computer-assisted English writing teaching. In addition, 32.3% of the students want to 
go abroad for further study before the experiment, and the percentage increased to 
38.7% after the experiment. 
Paired-samples t-test of the learning motivation of the experimental class pre- and 
post-experiment. Table 3 shows the results of the paired-samples t-test of the learning  
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motivation of the experimental class pre- and post-experiment. From the table, it can be 
seen that after the experiment, learning motivation of students in the experimental class 
has been significantly improved. 

Table 3. Paired-samples t-test of the learning motivation of the experimental class pre- and 
post-experiment 

Paired-samples 
t-test 

 Number of 
subjects 

mean Std Dev 

T  
Value 

P 
Value 

Pre-experiment 31 2.606 1.531 
Post-experiment 31 3.290 1.468 

1.967 
<0.05 

Paired-samples t-test of the learning strategies of the experimental class pre- and 
post-experiment. Table 4 shows the results of the paired-samples t-test of the learning 
strategies of the experimental class pre- and post-experiment. It can be seen from the 
results that the results of pre- and post-experiment have changed significantly. 
Therefore it can be concluded that after the experiment, learning strategies of students 
in the experimental class has been significantly improved. 

Table 4. Paired-samples t-test of the learning strategies of the experimental class pre- and 
post-experiment 

Paired-samples 
t-test 

 Number of 
subjects 

mean Std Dev 

T  
Value 

P  
Value 

Pre-experiment 31 2.627 1.302 
Post-experiment 31 3.293 1.424 

1.964 <0.05 

Independent-samples t-test of the learning strategies of the experimental class and 
the control class post-experiment. Table 5 shows the results of the 
independent-samples t-test of the learning strategies of the experimental class and the 
control class post-experiment. It can be seen from the results that the change between 
the experimental class and the control class after the experiment is significant. 

Table 5. The independent-samples t-test of the learning strategies of the experimental class and 
the control class post-experiment 

Paired-samples 
t-test 

 Number of 
subjects 

mean Std Dev 

T 
Value 

P 
Value 

Experimenal 
class 

31 3.293 1.424 

Control class 28 3.011 1.248 

1.964 <0.016 
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4   Summary 

The following conclusions can be made from the results of the experiment: 

1) Computer-assisted teaching of English writing can help vocational college 
students improve their learning motivation. 

2) Computer-assisted teaching of English writing can help vocational college 
students improve their learning strategies. 

References 

1. Ellis, R.: The Study of Second Language Acquisition. Oxford University Press, Oxford 
(1994) 

2. Gardner, R.C.: Social Psychology and Second Language Learning. In: The Role of Attitudes 
and Motivation. Edward Arnold, London (1985) 

3. Mayer, R.E.: Educational Psychology: A Cognitive Approach. Little Borwn, Boston (1987) 
4. Nisbert, J., Shucksmith, J.: Learning Strategies. Routledge & Kegan parlplc (1986) 
5. Wen, Q.F.: Applied Linguistics: Research Methods and Thesis Writing. Foreign Language 

Teaching & Researching Press, Beijing (2004) 



S. Lin and X. Huang (Eds.): CSEE 2011, Part II, CCIS 215, pp. 617–622, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

On Autonomous Learning Mode in Translation Practice 
Based on Web 

Zhongyan Duan 

Wuhan University of Science and Technology Zhongnan Branch,  
Wuhan 430223 

Abstract. In this paper, the author advanced a web-based autonomous learning 
mode in translation teaching according to the practicality of translation course. 
Specifically, the author explored new ways of making full use of on-line learning 
resources in such well-known websites as Globaltimes to conduct translation 
practice. 

Keywords: autonomous learning, well-known websites, Translation Practice. 

1   Introduction 

Translation course is a typical skill-oriented course characterized by practicality. 
During the past decades, a number of teachers and scholars have explored various 
practice teaching as in the Table 1.  

Table 1. Traditional Practice Teaching of Translation 

 

Table 1 indicates that the traditional translation teaching is still teacher-oriented. In 
the lecture, the beginning main step is to show a certain translation theory or skill with 
one or two examples to students by the teacher. The next step is to provide several 
sentences for all students to imply the instant theory or skill. After that, several 
sentences of greater difficulty, or sometimes a short passage are given to students to 
translate in their spare time. Almost all the learning materials are from the textbooks. 
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This kind of teaching seems great. However, the result is not so satisfactory. One 
main cause is that the students are still passive in a teacher-oriented class, simple 
receivers of translation knowledge. With their teacher's instruction, they seem to know 
a certain theory or skill. Not active in the practice, how could they make use of the 
knowledge? Without application, how could they really master the skill? Another 
factor is the learning materials themselves. The present translation textbooks, with no 
more than two types of given exercises of a long or short history, fail to meet such 
requirement and have lost their attraction in students who are curious and fashionable 
(Zhongyan Duan, 2011: 377). In this paper, the author presents her new methods of 
autonomous learning mode apart from the traditional translation teaching. 

2   Theoretical Foundation 

In 1896, John Dewey advocated that education should be student-oriented and should 
satisfy the need of students. He insisted that the teacher was not the only source of 
knowledge, students could also be teachers. The teacher should play the role of 
assistants and supporters. Piaject, a Swiss psychologist, advanced constructivism, 
which claimed that knowledge was not simply from the teacher but through students' 
meaning construction in a certain environment with the help of others. In the following 
decades, scholars have put forward various student-oriented teaching theory and mode, 
including Caliber-oriented Education to Success, Task-based Language Teaching, 
Cooperative Language Learning Approach, and Autonomous Learning Mode. 

2.1   Caliber-Oriented Education to Success 

It is hold in Caliber-oriented Education to Success that caliber is basically innate and 
that its improvement is determined by education. In addition to the innate ones, caliber 
cannot be transferred directly; internalization is the fundamental law of its formation 
and development. Therefore, college education should be innovative in education 
models, mechanisms, content and methods, through the organization of autonomous 
learning, nurturing, training, experience, practice sublimation, contributing to the 
internalization and enhancement of students’ success caliber(Zuobin Zhao, 2009: 104). 
Translation is one of the four skills in language learning. Obviously, internalization is 
an effective way for students to acquire the skill. 

2.2   Autonomous Learning Mode 

Autonomous Learning Mode is the latest one which has been researched by several 
scholars. Professor Tian Xianzhi has put forward three autonomous learning modes in 
self-study center and has applied them in her teaching practice (Xianzhi Tian, 2011: 
19). In her modes, the class is student-oriented. Students are studying in groups in the 
study center. They are both competitive and cooperative within each groups. This mode 
could be well used in the teaching and learning of translation.  
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With a slight modification, the traditional teaching mode becomes an autonomous 
teaching mode as in Table 2. 

Table 2. Autonomous Teaching Mode in Translation 

 

As Table 2 indicates, in autonomous teaching mode, practice comes first; therefore, 
this kind of mode is student-oriented. The students translate some several simple 
sentences individually and conclude the skill needed in the translation in groups or with 
the help of their teacher if necessary. At this time, the teacher illustrate the skill 
theoretically. After that, students will practice translating sentences of greater 
difficulties where the skill should be used. And there are much more exercises after 
class. 

3   Autonomous Learning Mode in Translation Practice 

A lot of well-known websites, such as www. Putclub.com, www.cuyoo. com, www. 
Globaltimes.cn, are quite practical English learning resources. In both Putclub and 
Globaltimes There are translation editions which include Bilingual Studio and 
Translation Tips, quite useful in the improvement of students' translation ability. With 
the help of such web-based learning materials, the teacher can maintain students' 
interest and expand the classroom teaching; the students themselves will improve their 
autonomous learning ability and be accustomed to the society.  

The autonomous teaching mode in Table 2 has been applied in standard translation 
class for specific skill learning. Translation course is practicality-prominent. With 
limited class hours and immediate materials, it is difficult to internalize students' 
translation ability. As is known to all, translation tasks in society are mostly in the 
form of passage. So, it is necessary for students to translate passages regularly. Based 
on Professor Tian's autonomous learning modes in self-study center, the author has 
advanced an autonomous learning mode in translation practice which is shown in 
Table 3. 
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Table 3. Autonomous Teaching Mode in Translation Practice 

 

3.1   Selection of a Bilingual Passage of about 400 Words from Well-Known 

Websites  

Translation practices are conducted monthly. Each time, the teacher will tell the 
students relevant topics in advance. Usually, the students choose one passage of about 
400 words from the recommended websites or from one of the three passages selected 
by the teacher. With a bilingual passage, the students can compare their own drafts with 
the given version, which helps the development of their autonomous learning ability. 
Their own selection of the passage indicates that this mode is really student-oriented. It 
considers individual differences and encourages their participation in the task. And it 
can avoid their dissatisfaction from the teacher's only given passage.  

3.2   Individual Translation Based on His Own Knowledge and the Online 

Learning Assisstances 

The first step in translation is to comprehend the original text, and here the choice of 
words are fundamental. It will greatly increase one's speed an accuracy of word choice 
when one use the online tools such as Iciba translation dictionary. In the traditional 
translation practice, misuses of word meaning were frequent with printed dictionaries 
and each time the translation was rather time-consuming. The voluminous works as 
Oxford Dictionary are quite heavy, and a considerable part of students were unwilling 
to carry. At the same time,many students can not afford Oxford Besta electronic 
dictionary or expensive phones with such e-dictionaries to download. Fortunately, the 
network is well developed now, and the education facilities are quite advanced. 
Students can take advantage of online translation tools to understand the original text  
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quickly and accurately, choose the appropriate meaning, and change the original 
language into the target language to form the first draft, which is the most critical step 
in translation. 

3.3   Improvement Individually or in Groups: Re-adjust the Printed Draft 

Manually in Red Ink  

Readjust translations, also known as restructuring, is to organize the phrases, sentences 
and paragraphs in the draft, so that the target readers can understand and appreciate the 
translated version maximally. This is one of the important process of translation. 
However, the students most likely to ignore this step. That is the reason why the author 
makes it Step Three in translation practice. In this step, students should carefully check 
their translation, with special emphasis for the accuracy and consistency. They should 
remove unnecessary words and to add necessary words which are oversighted in their 
first draft. They should pay particular attention to consistency of key concepts in the 
translation. 

Students can read the first draft on their own, or they can ask their partners to read it, 
or turn to the teacher if necessary. During the repeated reading, they will discover the 
poor expression and make appropriate modification. They are required to modify their 
printed draft in red ink, which shows their their seriousness during the process and 
which facilitates the teacher's supervision and inspection. 

3.4   To Compare the Printed Final Draft with the Reference Translation and 

Write an Essay of the Practice Experience 

The fourth step is to compare their printed final draft with the reference translation and 
write an essay of the practice experience. During the comparison, students will discover 
difficulties in their study and identify gaps between their own draft and the reference. 
This will, on the one hand, encourage them to further study and practice, on the other 
hand, inspire the teacher to develop appropriate teaching programs in the following 
teaching. Their writing of the whole process will definitely urge their serious 
performance and improve their writing ability which helps lay the foundation for their 
thesis writing. In the initial pilot period, they can write the essay in their mother tongue. 
In this mode, the essay should include the following three main elements:  

A) A brief analysis of the original text, such as source, subject matter, genre, difficulty 

and length 

B) Translation process, in particular the process of modification  

C) comparison with the reference translation 

3.5   Group Discussion of the Teacher's Feedback 

Now the students should print out their essays and hand in all materials in the following 
order: the essay - the original text - the first draft - the final draft - the reference 
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translation. The teacher should carefully review all the works, rating or giving 
comments. He or she should carefully examine whether the essay is consistent with the 
modification, and give special recognition to the excellent works. These students will 
be leaders in different groups and they can help the relatively poor ones in the future 
study. And the teacher can also spot difficulties arising in the practice and make them 
the focus in the future classroom teaching.  

In this step, another important task is group discussion of the teacher's feedback. In 
each group, the members will be interested in reading and discussing the feedback, and 
they will be clear of their own performances with the feedback. In reading and 
discussion, they will see their own strength and shortages, learn from the reference 
translation, from each other, and from the teacher.  

4   Conclusion 

Autonomous Learning Mode meets the requirements of translation practice, and it is a 
useful supplement to classroom teaching. The after-class interviews and surveys 
indicate that the mode is generally welcomed by the students for it is scientific and 
rational, and the practice is necessary and feasible. It is student-oriented. It spurs 
students to be active in translation learning and practice. Therefore, translation ability 
can be internalized and become their own caliber.  

Anyway, it could be further improved. The teachers are more skilled in the 
combination of translation theory and practice. They can consider actual teaching to set 
the practice hours and specific passages for students to choose. It hopefully that the 
mode will be of greater operability with such improvement. 
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